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Editorial on the Research Topic

Digital Hearing Healthcare

The Digital Hearing Healthcare or DHH Research Topic consists of 30 articles using

modern digital methods to address a wide range of interesting and important hearing

healthcare related issues. The interdisciplinary nature of the DHH Research Topic spans

five Frontiers journals and six Frontiers sections. As the host journal, Frontiers in Digital

Health published 16 articles, while Frontiers in Neuroscience, Medicine, Psychology,

Public Health, and Neurology published 7, 3, 2, 1, and 1 articles, respectively. The

Research Topic was initiated in March 2020, opened for submission from August 2020

to Octobor, 2021, with a total of 38 submissions being received.

TheWorld Health Organization (WHO) estimates that “more than 1.5 billion people

experience some decline in their hearing capacity during their life course, of whom

at least 430 million will require care,” but only a fraction of them are receiving the

care, with unaddressed hearing loss resulting in an annual global cost of US$980 billion

(1). We believe that digital health methods will play a significant role not only in the

prevention, diagnosis, treatment and rehabilitation of hearing loss, but also in increasing

the universal coverage of and decreasing the cost and burden of hearing healthcare.

Here the term “Digital” is used to signify a much broader context than the traditional

“digital signal processing” concept. Digital Hearing Healthcare uses a wide range of

digital technologies to address hearing healthcare problems in ways complementary to,

or different from, the conventional clinical processes in hospitals or clinics. This Editorial

summarizes the key findings and contributions of the DHH Research Topic.
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To show the full scope of the Research Topic, Figure 1

displays the 30 articles (middle column) that are conceptually

categorized according to the target hearing healthcare issues

(left column) and digital techniques (right column). The hearing

health issues include basic audiometry tests, hearing devices,

advanced hearing ability, and tinnitus therapeutics. The digital

techniques include machine learning and big data, smartphone

and wearables, tele-audiology, automatic speech recognition,

and signal processing.

Basic audiometry testing

Audiometry consists of methods used in a standard

audiology center to identify and quantitatively measure the

degree and pathogenesis of hearing loss. Pure-tone audiometry

(PTA) is themost widely usedmethod, resulting in a quantitative

estimate of the audiogram. The audiogrm reflects the hearing

threshold as a function of frequency (2). Wang et al. studied

phenotypes of noise-induced hearing loss by clustering analysis

on audiograms of more than 10 thousand shipyard employees.

Cox and de Vries proposed an improved probabilistic model-

based PTA procedure that combines more prior information

FIGURE 1

Distribution of the 30 articles in this Digital Hearing Healthcare (DHH) Research Topic.

about the patients. This line of research on machine learning-

based methods is expected to facilitate automatic PTA by

shortening the testing time while maintaining accuracy (3, 4).

Ellis and Souza examined the performance of a previously

patented method for measuring an audiogram without precise

sound level calibration in remote testing. That method

combined the audiometric slope between pure-tone thresholds

estimated at 2 and 4 kHz and questionnaire information. The

latter two methods were examined in simulation experiments

based on large databases. Frank et al. validated an iPad-based

PTA app in 25 individuals with mild cognitive impairment

and mild dementia. Beyond PTA, speech audiometry is critical

for assessing the ability to hear and comprehend speech.

Ratnanather et al. developed an automated program to calculate

the phoneme confusion pattern based on the records from

word or sentence-level tests. Ceccato et al. developed a

French version of the antiphasic digits-in-noise (DIN) test for

smartphone hearing screening. DIN, which does not require

precise sound level calibration and tests digit-triplet reception

thresholds in noise, has been developed in many languages.

The antiphasic DIN may be more sensitive to unilateral hearing

loss and conductive hearing loss than traditional diotic DIN

(5). Other than the behavioral tests, novel technologies for

otoacoustic emission (OAE) and auditory brainstem response
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(ABR) detection were also studied. Hsiao et al. introduced the

stimulus design and signal processing to measure distortion-

product OAE with a single loudspeaker in the ear. The research

targets intelligent consumer earphones with integrated hearing

health monitoring functions. Chen C. et al. proposed a machine

learning method to recognize ABR waveforms automatically,

and the results showed its feasibility in saving time and helping

make diagnoses.

Hearing aid

As one of the most widely-used treatments for hearing

impaired (HI) listeners, hearing aids (HAs) were explored

and discussed adequately in this specific issue, including more

than ten papers in which HA-related research was conducted.

Willink et al. focused on the alternative pathway for hearing

care by examining the HI population who do not use HAs

via describing their characteristics and health care utilization

patterns with the sample size of 7,361 Medicare beneficiaries.

Two papers (Pasta et al.; Christensen et al.) tried to provide

a deeper insight into the adoption of hearing care treatments

and individual HA usage patterns by analyzing objective HA

use data logged from real-world users. Braz et al. and Fontan

et al. developed new fitting methods combining automatic

speech recognition (ASR) to optimize compression parameters

for HA. One of the most important objectives of using HAs

is to improve the speech perception of HA customers, and the

perception of the speech signals processed by HA technology

is probably related to listeners’ language experience (6). Three

papers investigated the speech perception of HA users speaking

Mandarin Chinese. Qi et al. aimed to examine the effects

of an adaptive non-linear frequency compression algorithm

on speech perception and sound quality in native Mandarin-

speaking adult listeners with sensorineural hearing loss. They

found significant perceptual benefit from the adaptive non-

linear frequency compression algorithm in detecting high

frequency sounds at 8 kHz, in consonant recognition, and in an

overall sound quality rating. Chen J. et al. aimed to evaluate

the improvement of speech recognition in noise measured

with signal-to-noise ratio by using wireless remote microphone

technology for HI listeners speaking Mandarin Chinese. The

experiment results confirmed the significant improvement.

Chen Y. et al. investigated the relationships between cognitive

and hearing functions in older Chinese adults with HAs and

untreated hearing loss. They concluded that speech perception

in noise is significantly associated with different cognitive

functions. In addition to speech perception, researchers also

tried to extend HA functions to make HI listeners’ hearing

experience close to normal hearing, such as spatial hearing and

music perception. Hamdan and Fletcher proposed a compact

two-loudspeaker virtual sound reproduction system for clinical

testing of spatial hearing with hearing-assistive devices. They

found such a system can give broad access to advanced and

ecologically valid audiological testing, and it could substantially

improve the clinical assessment of hearing-assistive device users.

Meng et al. investigated a novel minimum audible angle (MAA)

test using virtual sound source synthesis and found it to

be a suitable alternative to more complicated and expensive

setups. Sanchez-Lopez et al. developed the Better hEAring

Rehabilitation (BEAR) project to measure various hearing

abilities, especially supra-threshold hearing deficits.

Cochlear implant

For most patients with severe-to-profound hearing

impairment, HAs cannot provide enough benefits for their

speech communication. The cochlear implant (CI) is a good

option for them to partially (re)gain speech perception

abilities, at least in a quiet environment. However, CI users

still face significant challenges in advanced hearing functions,

e.g., speech-in-noise perception, spatial hearing, and music

perception (7). Many efforts have been made to improve

the CI performance on these issues gradually. Three papers

in this Research Topic researched CI improvements. Kang

et al. used recent progress to improve noise suppression or

speech enhancement of CIs and found that the intelligibility

of the denoised speech can be significantly enhanced when

a neural network is trained with a loss function bias toward

more noise suppression than that with equal attention on

noise residue and speech distortion. Vickers et al. developed

a package of virtual-reality games to train spatial hearing in

children and teenagers with bilateral CIs. The virtual-reality

implementation demonstrated to be more engaging than

traditional rehabilitation methods. As introduced in the HA

section, Fletcher reviewed the effects of haptic stimulation

methods on enhancing music perception in HA and CI listeners.

New technologies such as advanced algorithms, virtual reality,

and multimodal stimulation should be up-and-coming to

positively integrate future CI devices with CI users’ lives.

Tinnitus

Tinnitus, or ringing in the ears, affects 15% of the general

population. At present, tinnitus mechanisms remain unclear (8).

Although no cure is available for tinnitus, safe and effective

therapy and counseling have been developed to help alleviate its

symptoms. Searchfield et al. reviewed the first three generations

of digital technologies for tinnitus management, ranging from

digital hearing aids and apps to stand-alone, customized

digital devices. Most interestingly, they forecast the fourth-

generation digital technology that incorporates physiological

sensors, multi-modal transducers, and AI for personalized

tinnitus therapy.
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Tele-audiology

Accelerated by COVID-19, tele-audiology has become a

necessary means of delivering hearing care service, especially

for the most-vulnerable elderly population. D’Onofrio and Zeng

examined technological and regulatory barriers for a wide

range of audiological services from audiometry to hearing

device fitting and rehabilitation. Most of these barriers can

be overcome not only to provide reliable and effective tele-

audiological service, but more importantly, to improve access

to care, increase follow-up rates, and reduce travel time and

costs. Luengen et al. envisioned an innovative tele-audiological

model that consists of (1) one-to-one remote interaction

between a patient and an audiologist, (2) a one-to-many model

that relies on automated service provided by AI, and (3) a

several-to-many application that can fit hearing devices not

only based on the patient’s audiological profile but also their

listening environments. One critical piece of information in tele-

audiology is reliable monitoring of hearing status and device

functionality, especially for a complicated device such as a CI.

Parreño et al. developed a self-monitoring method of measuring

CI electrode impedance. Making use of a computer, the device

interface provided by the manufacturer, and secure internet

connectivity, they were able to record, transfer and monitor

impedance at home without any adverse events. Another critical

piece of information is accurate and reliable communication

between the patient and providers in tele-audiology. Zendel

et al. found that current teleconferencing is less reliable than

in-person instruction in terms of patients’ recollection of the

healthcare messages delivered. Speech and video quality, as

well as communication methods, need to be improved in

order to reduce the memory deficit associated with current

telehealth technologies.

Machine learning and big data

Machine Learning (ML) represents a set of tools that

reveal complex trends in data that would be difficult or

impossible to discern otherwise. Often these tools are powered

by large amounts of data (“big data”), which provide more

opportunities to observe interesting trends. Ellis and Souza

took this approach to train an ML classifier of audiograms

using almost 10,000 individuals from a large national auditory

and demographic information database. Wang et al. followed

a similar approach, analyzing over 10,000 audiograms for

notch appearance, identifying three noise-induced hearing loss

subtypes in the process. Using a different type of data, Chen C. et

al. employed a recurrent neural network and signal processing to

recognize potential waveforms in Auditory Brainstem Response

(ABR) signals. Big Data can be leveraged in different ways,

as well. For example, Cox and de Vries learned from existing

databases how to shorten the test time of future audiograms

computed in real time using an ML algorithm.

Ongoing data collection enabled by always-connected

devices offers the opportunity to trade up for more informative

algorithms as more data become available. Christensen et al.

clustered the usage activity of 64 hearing aid users over several

days with a straightforward K-means algorithm. Pasta et al.

approached a similar problem with nearly 16,000 users and

several month’s worth of data. They used a more sophisticated

multilayer neural network to reveal finer trends.

ML methods have great potential for therapeutics as well

as diagnostics. Kang et al. describe a deep learning (i.e.,

many-layered neural network) approach to improve speech

enhancement in cochlear implant (CI) encoding algorithms.

Braz et al. used knowledge of audiograms and a genetic

algorithm to search the many configurations of hearing aid

program settings to optimize the device for a particular patient.

Smartphone and wearables

Miniaturization has led to smaller sensors and stimulators

to create haptic devices worn as gloves or bracelets. Fletcher

contributed a review paper to discuss “Can haptic stimulation

enhance music perception in HI listeners.” It has been

reported that “electro-haptic stimulation” improves melody

recognition and pitch discrimination, as well as speech-in-noise

performance and sound localization. This review paper focused

on the use of haptic stimulation to enhance music perception

in HI listeners. One of his conclusions is that haptic devices, in

concert with other modalities, can enhance the music experience

in hearing impaired listeners. Using several sensor technologies,

modern HAs strive to become better, more personalized, and

self-adaptive devices that can handle environmental changes

and cope with the day-to-day fitness of the users. Skoglund

et al. measured the accuracy of activity tracking, e.g., step

detection, through small accelerometers embedded in hearing

aids. They showed classification of activities was similar to

conventional activity tracking techniques, which is encouraging

for applications in hearing health care. In noisy conditions,

small microphones can be employed to improve the signal-to-

noise ratio. Chen J. et al. confirmed that wireless microphones

improve speech recognition in Chinese hearing impaired

listeners when the target speaker is at a larger distance.

Automatic speech recognition

Within digital hearing health care, ASR has various

applications, including the use of ASR as a tool to understand

conversations. Pragt et al. examined the speech recognition

performance of four ASR apps on smartphone using

conventional Dutch audiological speech tests. They compared
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human speech recognition performance and performance

by ASR apps. They found that the performance of the apps

was limited on audiological tests that provide little linguistic

context or use low signal-to-noise levels. They concluded that

conventional performance metrics and conventional hearing

tests are insufficient to assess the benefits of ASR apps for

the deaf and proposed that adding new performance metrics

including the semantic difference as a function of SNR and

reverberation time could help monitor ASR performance.

Another strategy uses ASR, hearing loss models, and hearing

aid signal processing simulations to mimic impaired hearing

listeners. As mentioned in the Hearing Aid section, Braz et al.

and Fontan et al. demonstrated that ASR, in combination with

random search algorithms, can be used to find optimal subsets

of parameter settings for hearing aids. These optimizations

should subsequently be validated in actual hearing aid users,

especially in case of severe hearing loss. Recently, ASR has also

been used in predicting CI performance (9) and, together with

the above HA studies, demonstrates good potential in modeling

hearing device performance.

Discussion and future outlook

It is worth noting that several articles present the

progress of their projects driven by long-term interdisciplinary

collaborations. They are SHOEBOX Audiometry for hearing

screening using sound-attenuating headphones (Frank et al.),

Better hEAring Rehabilitation (BEAR) to provide a test battery

for hearing loss characterization (Sanchez-Lopez et al.), User-

Operated Audiometry (UAud) to introduce an automated

system for user-operated audiometric testing into everyday

clinical practice (Sidiras et al.), BEARS (Both EARS) to develop

virtual reality training suite for improving spatial hearing for

8–16 year-olds with bilateral CIs (Vickers et al.), OPRA for

developing Objective Prescription Rule based on ASR (Braz

et al.; Fontan et al.). These long-term, collaborative projects

may result in improved efficiency while lowering the cost for

hearing healthcare.

The interdisciplinary nature of the DHH field also provides

great challenges and opportunities for both academic research

and industrial development. For example, the Interdisciplinary

Technologies for Auditory Prostheses (iTAP) conference

series (http://www.itap.org.cn/) was founded in 2017 in

China and has a vast interest overlap with this DHH

Research Topic. Computational audiology, the application

of complex models to clinical care (10), is an important

part of digital hearing health care. Many contributors to

this Research Topic first discussed their projects at the

Virtual Conferences on Computational Audiology (VCCA)

(https://computationalaudiology.com/), which have provided a

platform to share progress in e-research, machine learning,

big data, models, virtual reality, and other developments.

The Research Topic, iTAP, and VCCA all share the same

goal of providing a platform for facilitating communication

between experts from different fields and accelerating research

and development.

In conclusion, the contributions in this Research

Topic have demonstrated that novel digital technologies

in machine learning, big data, signal processing, telehealth,

and mobile health are being actively applied toward hearing

healthcare applications. Improving the accessibility and

performance of audiometry, hearing-assist devices and

tinnitus therapeutics stands out as successful application

of these technologies. This Research Topic provides

general readers a glimpse of the emerging Digital Hearing

Healthcare field and hopefully will inspire more people,

companies, and organizations to develop and deploy digital

health techniques for better hearing, and as a result, a

better world.
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Introduction: Cochlear implant (CI) impedance reflects the status of the electro neural

interface, potentially acting as a biomarker for inner ear injury. Most impedance shifts

are diagnosed retrospectively because they are only measured in clinical appointments,

with unknown behavior between visits. Here we study the application and discuss the

benefits of daily and remote impedance measures with software specifically designed for

this purpose.

Methods: We designed software to perform CI impedance measurements without the

intervention of health personnel. Ten patients were recruited to self-measure impedance

for 30 days at home, between CI surgery and activation. Data were transferred to a

secured online server allowing remote monitoring.

Results: Most subjects successfully performed measurements at home without

supervision. Only a subset of measurements was missed due to lack of patient

engagement. Data were successfully and securely transferred to the online server. No

adverse events, pain, or discomfort was reported by participants.

Discussion: This work overviews a flexible and highly configurable platform for

self-measurement CI impedance. This novel approach simplifies the CI standard of care

by reducing the number of clinical visits and by proving useful and constant information

to CI clinicians.

Keywords: cochlear implants, telehealth, objective measurements, electrical impedance, self-measures

INTRODUCTION

Cochlear implants are the most successful sensory prosthetic device in medicine. Research has
demonstrated that CIs typically provide significant improvement in speech recognition for persons
with severe to profound hearing loss (1, 2). Like all neural prostheses, the interface between
electrodes and neural tissue is a critical aspect for adequate functioning (3). The measurement
of intracochlear electrode impedance provides an indication of the status of the electrode–tissue
interface, which may give important information for the clinician providing CI management
(4). Normally, this is a quick (i.e., 1–2min) and safe procedure, because it involves the use
of subthreshold- or near-threshold level stimulation (5, 6). During the postoperative period,
impedance measurement is routinely performed for CI-programming guidance, detecting device
failures, and extrusion of electrode contacts. Moreover, this value is a biomarker for inner ear injury
(i.e., fibrosis and ossification) that may help predict residual hearing loss or vertigo events (7, 8).
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While electrode impedance measurement provides essential
information regarding the CI and cochlear status, it is only
performed in the patient’s clinical appointments, and not
much is known on the behavior of this parameter between
visits (7–9). Thus, most impedance variations are diagnosed
retrospectively when little can be done to correlate them with
clinical presentation or to start pharmacological treatment. More
frequent monitoring of CI impedance with available methods is
not feasible, but currently the use of telemedicine can be used to
improve clinical practice by performing constant monitoring of
electrode impedance values.

Telemedicine made its way into the cochlear implant clinic
in the last 10 years with advances in connectivity. This
progress was supported with the development of remote-access
applications and new telecommunication systems (10, 11).
Audiologists started performing remote fitting andmonitoring of
implanted patients, allowing medical care while keeping patients
at their homes with no significant differences regarding standard
programming sessions (10–18).

Here, we study the application and discuss the benefits of
assessing daily and remote impedance measures with a software
specifically designed for CIs. Patients measured themselves at
home for 30 days, and data were automatically uploaded to
an encrypted cloud database. The procedure did not require
supervision of any clinicians and was easily performed in all
patients. During the 30 days over which a recipient’s electrode
impedance values were measured in this study, the researchers
could retrieve this data at any time, which enables true remote
monitoring of CI status and cochlear health.

METHODS

Hardware
The measurement setup was designed so that patients only had
to connect the audio-processor coil to their implant. It included
a Freedom R© speech processor with research firmware (ver.
0102E00F02), a clinical programming interface (Pod, Cochlear
Ltd.), and the patient’s personal computer (Figure 1). Note that
it has the same number of elements as for a normal clinical
fitting appointment.

Software
We designed a software that performs CI impedance
measurements at home without the intervention of health
personnel (Figure 2A). We used the Delphi platform and
a dynamic-link library (DLL) provided by Cochlear Ltd.
to develop a patient-oriented software that runs under a
Windows R© operating system and in personal computers.
The application was distributed as a single-file installer.
Upon installation, it runs in the background automatically
detecting the programming Pod connection. The app launches
manually or automatically when the Pod is detected. Once
running, the main window automatically pops up showing an
intuitive and simple graphical user interface (GUI) front end
(Figure 2B). The GUI provides the instructions to start the
impedance measurements and offers help if it detects incorrect
connection to CI (Figures 2D,E). Once an adequate connection

is obtained and after user confirmations (Figures 2C,F), it
performs impedance measurements (Figure 2G). Each electrode
impedance (Ze) measurement is assessed by streaming a constant
current (I) pulse of 74.21 µA with a phase width of 25 µs. Using
the active intracochlear electrode and the extracochlear reference
electrode [MP1 coupling mode (8)], voltage (V) at the trailing
edge of the pulse is recorded. Finally, the impedance value is
calculated through Ohm’s law as follows:

Zen [Ω] =
V

I
=

measured voltage [volt]

74.21 · 10−6[A]
(1)

with n being the intracochlear electrode number.
Values are temporarily stored into a secured local database

(Figure 2I) by means of the industry-standard SQLite and
automatically exported to a web-based secure server (Figure 2J).
This process is automated and requires no intervention of the
patient. Last, the health professionals with granted access to the
cloud database can analyze the CI user data from the hospital.

Patient Safety
CI impedance measurement is a safe procedure performed as
routine in the clinic. It involves stimulating with a low current
stimulus which is inaudible for most patients and causes no
discomfort (5). Unexpected problems such as connection failure,
computer, or software lagging are unable to produce a current
level that exceeds defined parameters. This is mainly due to
the transmission commands: data packages or tokens carry the
information required to perform a required task. In the event
of loss of a package, the processor automatically stops all tasks.
However, for extra caution or in case of discomfort, the patient
was instructed by the investigator and software on how to
terminate the procedure immediately by removing the coil (see
GUI in Figure 2G).

Data Security
Both software and connections were developed to ensure
maximum protection of the patient’s data and anonymity.
Information required by the software to register on first use
does not include any of the Health Insurance Portability And
Accountability Act (HIPAA) identifiers (19). Data transfer to
the cloud database only includes deidentified measurements and
registration number, which are not associated with the patient’s
ID. Moreover, the exchanged traffic between the web server and
both patient and investigator uses Hypertext Transfer Protocol
Secure over transport layer security (HTTPS over TLS). These
protocols provide encryption, data integrity, and authentication;
thus, reasonable protection is ensured (20).

Patient measurements are temporarily stored in a local
encrypted SQLite database (Figure 2I) until data is transmitted
to the web server (Figure 2J). Upon transfer to the server,
local information is deleted to mitigate risk of local breach.
When an internet connection is available, transfer is immediate;
otherwise, periodic attempts every 3min are performed.
Impedance acquisition parameters, such as current level and
pulse width, are embedded in the software, making its alteration
highly improbable.

Frontiers in Digital Health | www.frontiersin.org 2 November 2020 | Volume 2 | Article 58256213

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Parreño et al. Toward Self-Measures in Cochlear Implants

FIGURE 1 | Hardware setup for CI impedance measurement and electrode illustration.

CI Subjects
Impedance measurements were conducted after approval of
the local Ethics Committee in concordance with international
standards for human research. Written informed consent was
provided to all participants. A total of 10 CI users were recruited
for this study. All patients were implanted at the Hospital
Italiano in Buenos Aires, Argentina. A Cochlear Nucleus CI24RE
Contour AdvanceTM electrode array with Freedom or Profile
platform (Cochlear Ltd., Australia) was used for all subjects.
This CI consists on an array of 22 active electrodes tonotopically
arranged inside the cochlea and uses an extracochlear (reference)
electrode for MP1 coupling mode (see Figure 1).

The average patient age was 34 (range 1–67). Table 1 shows
patient description, including age at implantation, supervisor’s
age in case of a minor CI user, gender, CI side, and etiology.

Impedance Measurement
To assess CI impedances, the pulse characteristics (i.e.,
amplitude, phase duration, and interphase gap) were configured
according to values used in Custom Sound Suite Software
(Cochlear Ltd.) (21). The impedance coupling mode was limited
only to Monopolar 1 (MP1), where the circuit is closed using
an intra-cochlear and extra-cochlear electrode, where the last
operates as the reference for all measures. This external electrode
is normally positioned between the skull and the temporal
muscle, also referred to as “ball” electrode in Cochlear Ltd.
devices. Every time the patient runs the measurement session,
a stream of 22 pulses is sent (one for each electrode), and
each corresponding voltage telemetry measurement is retrieved.
This procedure is performed in accordance with the predefined
parameters embedded in the software code. The stream of pulses
and recording of each electrode voltage is completed in ∼10 s.
Note that the entire procedure also includes the connection of
the POD and change of audio processor (see Figure 1), which
extends the overall time to∼1–2 min.

All subjects were provided with the previously described
custom software and measurement hardware. The research
team instructed subjects (and/or supervisors) on how to
self-perform the measurements at home twice a day—with

∼12 h difference—for 30 days before CI activation. A printed
brochure on how to connect and measure was also provided as
support. A training measurement session was performed under
supervision before the patient went home with the equipment.
The first appointment (day 0) was measured postoperatively
with help and supervision at the hospital, until the activation
day (day 1–day 29) subjects measured themselves at home
and the last appointment (day 30) was performed at the
hospital again.

RESULTS

A total of 450 measurement sessions were performed, accounting
for 75% of the total expected measurements (2 times × 30
days × 10 subjects = 600 measures). From the non-performed
measurements (150 measures), only 1 was due to software or
hardware issues and the rest correspond to skippedmeasurement
sessions. Subject 7 did not measure for 24 consecutive days,
accounting for 48 lost sessions. Although not all subjects were
measured twice a day as required, at least one session per day was
performed. No adverse events, pain, or discomfort was reported
by participants.

Figure 3 shows two example subjects over time for all
electrodes and its overall mean. The average patter of the group
is represented by S8 (Figure 3A). All electrodes showed an initial
decrease (days 0–3), a continuous growth (4–17 days), and a
final stabilization period (days>18). Interestingly, an atypical
variation between days 5 and 10 was captured for S1 (Figure 3B),
where higher values were observed for the basal electrodes (e1,
e2, and e3). Despite the differences across electrodes, they all
converge to a more stable value from day 18 approximately to
the activation day.

To illustrate the overall impedance behavior over time, we
computed the average electrode impedance values across subjects
over each electrode contact. As shown in Figure 4, average
electrode impedance values increased until reaching a plateau at
approximately day 15. However, small variations can be observed
between electrodes and daily shifts are present. Overall, the
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FIGURE 2 | Software workflow (A–J) and graphical user interface.
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TABLE 1 | Demographic and general information about participants.

Subject Age at

implantation

Supervisor

age

Gender Implanted

ear

Etiology

S1 1 38 F Right Preterm—ototoxicity

S2 13 40 M Right Ototoxicity

S3 34 – M Right Viral parotitis

S4 16 43 M Left Unknown

S5 49 – F Left Otosclerosis

S6 63 – M Left Unknown

S7 41 – F Left Genetic

S8 59 – F Left Unknown

S9 6 30 F Right Ototoxicity

S10 67 – M Right Unknown

group showed impedances of 6.1 k� on the surgical day along
electrodes and 13.7 k� on the activation day.

DISCUSSION

A Novel Method
To the best of our knowledge, this is the first report of
daily patient remote self-objective measurement in cochlear
implants. All CI users (and supervisor) were able to self-
perform measurements effectively and in little time. Adherence
to measurement was high, allowing precise tracking of clinical
impedance evolution on a daily basis.

Given the increasing number of implanted patients and the
geographical spread all around the world, the possibility of
acquiring remote measurements saves travel costs, time, and
physical requirements in clinical care centers. Furthermore,
this approach can generate extensive data collection helping
to understand overall trends, hidden patterns, unknown
correlations, etc.

The presented platform is highly versatile, enabling the
integration of othermeasurements. For example, a more complex
measurement of impedance includes polarization impedance and
access resistance, which helps to reveal the underlying cochlear
pathophysiology mechanism of these changes (7, 22, 23).

In our study, CI users performed their measurement with
their personal computer, using specialized research hardware
(POD and research CI processor, see methods). However,
actual and future connectivity of personal mobile devices (i.e.,
mobile phones or tablets) allows for streaming of telemetry
data, enabling impedance measurements protocols as well as
other rehabilitation practices (e.g., audiometry test, speech
in noise evaluation, questionnaires). These devices connect
wirelessly to the patient audio processors which also can
simplify measurements, especially in the pediatric population.
More “homemade” measurements in the CI population will
substantially improve the CI standard of care, simplifying actual
unnecessary procedures and benefiting both the CI user and
clinical care centers.

It is important to highlight that an important limitation of this
procedure is the requirement of patient collaboration. Most of

FIGURE 3 | Impedance measurements over time of Subject 8 (A) and Subject

1 (B). Colors indicate the electrode number. Black line shows the overall mean

over time and the gray patch its standard deviation.

the lost measurements in our study were due to lack of subject
cooperation. Considering that this investigation was carried
out during the first month after implantation, where patient
expectation on the CI is high, it is likely that this cooperation
is further diminished with time. Although we did not assess
user’s feedback or satisfaction (e.g., via surveys), overall subjects
positively agreed with the benefits of “homemade” measures.
However, a systematic assessment of user’s experience would
certainly gain knowledge toward an optimized patient-oriented
design. Recently Cochlear Ltd. released a smartphone app to
perform remote impedance measurements and other tests in
CI users (Cochlear’s Remote Check). The benefit of this tool is
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FIGURE 4 | Average impedance value progression pooled for all subjects. First, electrodes are located at the base of the cochlea with higher electrode numbers in the

apex. Day 0 was measured postoperatively at the hospital, days 1–29 at home by the patient, and day 30, CI activation, at the hospital again.

the portability and wireless connectivity to the CI, potentially
increasing the user’s engagement. However, one could imagine
that future applications with constant background impedance
monitoring will rule out any cooperation-related issue and
substantially increase the data availability.

Interestingly, the actual epidemiological context due to the
COVID-19 pandemic imposed on us the challenge of considering
new clinical approaches while practicing social distancing. As
we continue to navigate the coronavirus pandemic and its
economic consequences, telemedicine approaches like the one
presented in this study not only promote the needed social
distancing but also help to build the future of the CI standard
of care.

About CI Impedance Daily Monitoring
To the moment, impedances in cochlear implants are a series
of isolated values in time measured by audiologists during the
fitting process. Daily home monitoring brings a whole new
field of opportunities for audiologists, surgeons, and researchers.
Impedance shifts may relate to clinical manifestations such as
vertigo, Meniere-like symptoms, tinnitus, and loss of residual
hearing. Unfortunately, the majority of studies are retrospective;
thereby, it is difficult to establish a correlation between the
symptoms and impedance variations (7–9). More sophisticated
methods, such as the one presented in this paper, may allow
rapid diagnosis of the impedance variations and a better
correlation with the clinical manifestations. When detecting
unusual impedance variations (like the one observed on S1;
Figure 3B), automatic alerts could be directed to the CI center
for further clinical decision and follow-up. These impedance
shifts may be responsive to steroids; thus, detecting them
on an early basis may allow prompt treatment and outcome

improvement (7, 9, 24). Furthermore, the surgical approach
adopted by the surgeon and the electrode insertion itself
can cause trauma at the basal turn of the cochlea, which
might elicit higher impedances due to its inflammatory process
(25, 26).

It is noteworthy that even after impedance stabilization values
continue to vary (see Figure 3), which could affect hearing
perception even over the course of the same day. Continuous
real-time measurement may also improve our results by the
development of future auto fitting algorithms and automatic
medical referral when values exceed defined parameters.

Impedance Dynamics Over Time
During the following 2–3 weeks from the surgery, the body’s
immune response is evidenced by a fibrous tissue encapsulation
of the electrode array, which is reflected in a systematic overall
increase on the impedance (3, 4, 8, 27–30). Once the CI is
activated, the provided electrical current has major implications
on the electrode–electrolyte interface (28). Typically, the
impedance decreased and then stabilized within the first few
months of device use (8, 28, 29, 31–36).

Hu et al. (37) showed the impedance dynamics when
activating the CI 1 day after surgery and measuring
intraoperatively and postoperatively. This study was performed
with the same CI device and shared the first period of
measurements as the presented in this paper. Overall,
measurements started with a mean 7.9 k� intraoperatively
and showed an average decrease of 1.9 k� at the activation
day and a subsequent rise reaching 8.9 k� after 8 weeks.
Interestingly, the initial impedance drop at the activation day
was substantially higher than that observed in our data (mean of
200�; Figure 4). This could be associated with the difference of
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electrical current provided between studies, since we delivered
sub-threshold stimulation which potentially reduced the
polarization effect on the inner ear medium. Moreover, Hu et
al. reported that 28 days postoperatively the group showed an
average of 8.7 k� while in our case values reached a mean of 13.6
k�. We also argue that this difference could also be due to the
interaction of the natural inflammatory process (observed in this
study) with the increasing electrical stimulation provided after
CI activation.

In conclusion, the method in this paper could be of potential
use to better understand the different factors that can play a
role on the impedance dynamics over time by offering two
main advantages: increased amount of data and measurement
simplicity for the CI users and centers.

CONCLUSION

This work overviews a flexible and configurable software
platform for CI users, which allows self-measures of CI
impedance. The outcome enables a remote check of CI
status, substantially reducing patients’ clinical appointments. All
patients performed the measurements in a very short time and
without complications. This novel approach can be used to
quickly relate a change in the objective measures with a clinical
manifestation. Further advances in the method to fully automate
measurements are required.
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Background: Auditory brainstem response (ABR) testing is an invasive

electrophysiological auditory function test. Its waveforms and threshold can reflect

auditory functional changes in the auditory centers in the brainstem and are widely

used in the clinic to diagnose dysfunction in hearing. However, identifying its waveforms

and threshold is mainly dependent on manual recognition by experimental persons,

which could be primarily influenced by individual experiences. This is also a heavy job in

clinical practice.

Methods: In this work, human ABR was recorded. First, binarization is created to

mark 1,024 sampling points accordingly. The selected characteristic area of ABR data is

0–8ms. The marking area is enlarged to expand feature information and reduce marking

error. Second, a bidirectional long short-term memory (BiLSTM) network structure is

established to improve relevance of sampling points, and an ABR sampling point classifier

is obtained by training. Finally, mark points are obtained through thresholding.

Results: The specific structure, related parameters, recognition effect, and noise

resistance of the network were explored in 614 sets of ABR clinical data. The results

show that the average detection time for each data was 0.05 s, and recognition accuracy

reached 92.91%.

Discussion: The study proposed an automatic recognition of ABR waveforms by

using the BiLSTM-based machine learning technique. The results demonstrated that the

proposed methods could reduce recording time and help doctors in making diagnosis,

suggesting that the proposed method has the potential to be used in the clinic in

the future.

Keywords: auditory brainstem response, characteristic waveform recognition, neural network model,

bi-directional long short-term memory, wavelet transform
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INTRODUCTION

Auditory brainstem response (ABR) is a global neural activity in
the auditory brainstem centers evoked by acoustic stimulations.
It can observe the functional status of the auditory nerve and
lower auditory center and reflect the conduction ability of the
brainstem auditory pathway (1, 2). Given that patient’s hearing
impairment can be diagnosed without his active cooperation,
ABR has become one of the routine methods for adult hearing
recording (3–5). The ABR waveform usually has a range of
interwave latency, and its potential in microvolts is recorded.
Normal ABR usually has five peaks visible, i.e., waves I, II, III, IV,
and V. Wave V usually appears as the largest peak in the ABR. In
clinical diagnosis, the minimum intensity of sound stimulation
to be capable of evoking a recognized ABR is defined as ABR
threshold, which is usually dependent on wave V or wave III
(6, 7). Figure 1 shows the annotated ABR waveforms, which
are mainly identified as waves I, III, and V clinically. Other
characteristic waves are usually not displayed clearly because of
small amplitude, two-wave fusion, and noise interference. Thus,
they are rarely used as a basis for diagnosis.

In clinical diagnosis, the minimum stimulation intensity

of wave V is usually used as ABR threshold. Sometimes,

when wave III is greater than wave V, the ABR threshold is

judged by stimulation intensity of wave III (8). In determining

lesions, the location can be judged according to the interwave
latency of waves I, III, and V and the interwave latency
between waves and binaural waves (9). Furthermore, the
types of deafness of a patient can be judged by observing

FIGURE 1 | The annotated ABR waveform (legend data is selected from the datasets applied in this work).

the change characteristics of ABR waveform latency and the
special shape of the ABR waveform in the same patient
under different stimulation levels. Thus, the ABR threshold
and interwave latency of waves I, III, and V, which are of
great significance in clinical applications, can be obtained by
identifying the position of the characteristic wave of ABR.
Usually, the potential obtained from each stimulation is weak.
In a clinical testing, multiple stimulations must be performed
to superimpose, average, and obtain relatively stable waveform
results. This process is susceptible to interference by electrical
noise arising from stray myogenic potentials or movement
artifact. In addition, performing multiple tests on patients
and comparing results to avoid unobvious peaks, overlapping
peaks, and false peaks, which not only consume a lot of time
but are also prone to subjective judgment errors, are usually
necessary. Thus, identifying the waveform characteristics of
ABR and avoiding interference caused by unclear differentiation,
fuzzy characteristics, and abnormal waveforms are important
issues that need to be solved urgently and correctly in clinical
ABR recording.

The application of computer technology in assisting medical
diagnosis can effectively reduce errors caused by repetitive work
and complex waveform characteristics. This research direction
has been important for ABR consultation for a long time (10).
For example, Wilson (11) discussed the relationship between
ABR and discrete wavelet transform reconstructed waveforms,
indicating that the discrete wavelet transform waveform of ABR
can be used as an effective time–frequency representation of
normal ABR but with certain limitations. Especially in some
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FIGURE 2 | The ABR hearing diagnosis clinical collection process. (a) Skin degreasing to enhance conductivity; (b) the position of the forehead and earlobe

electrodes; (c) the positional relationship diagram of the preamplifier, electrodes, and plug-in earphones; and (d) the details of the preamplifier. The collected waveform

is stored in a server (e) and can be observed with the monitor.

cases, the reconstructed ABR discrete wavelet transform wave is
missing because of the invariance of discrete wavelet transform
shift. Bradly andWilson (12) further studied the method of using
derivative wavelet estimation to automatically analyze ABR,
which improved the accuracy of the main wave identification
to a high level. However, they also mentioned the need for
further research on the performance of waveform recognition
of abnormal subjects, and manual judgment of abnormal
waveforms is still required under clinical conditions. Zhang
et al. (13) proposed an ABR classification method that combined
wavelet transform and Bayesian network to reduce the number
of stimulus repetitions and avoid nerve fatigue of the examinee.
Important features are extracted through image thresholding
and wavelet transform. Subsequently, features were applied
as variables to classify using Bayesian networks. Experimental
results show that the ABR data with only 128 repetitive
stimulations can achieve an accuracy of 84.17%. Compared
with the clinical test that usually requires 2,000 repetitions, the
detection efficiency of ABR is improved greatly. However, wave I
and wave V are always prolonged by about 0.1ms and cause wave
range changes. Therefore, III–V/I–III would be inaccurate as
an indicator.

Thus, automatic recognition of ABR waveforms through
computer-assisted methods can assist clinicians and audiologists
in ABR interpretation effectively. It also reduces the errors
caused by subjective factors, the interference of complex
waveforms, and the burden of a large number of repetitive
tasks for the medical staff. This study proposes a method
of using the long short-term memory (LSTM) network to
identify waves I, III, and V in the ABR waveform and
proposes a new idea for the recognition of ABR characteristic
waveforms by neural networks. The structure of the study is
organized as follows: The experimental data and the detailed
description of the proposed method are presented in the
Materials and Methods section. The Results section presents the
experimental design and the corresponding results. Finally, the
Discussion section provides an elaboration of the findings of
this work.

MATERIALS AND METHODS

Data Source
The data are provided by the Department of Otolaryngology
Head and Neck Surgery, Chinese PLA General Hospital. The
SmartEP evoked potential test system developed by the American
Smart Listening Company is used for measurement and
acquisition. Figure 2 shows the clinical collection process, where
Figure 2a represents skin degreasing to enhance conductivity;
Figure 2b represents the position of the forehead and earlobe
electrodes; Figure 2c represents the positional relationship
diagram of the preamplifier, electrodes, and plug-in earphones;
and Figure 2d shows the details of the preamplifier. The collected
waveform is stored in a server Figure 2e and can be observed
with the monitor. Six hundred and fourteen subjects’ clinical
click stimuli ABR data were collected at 96 dB nHL stimulation
intensity after 1,024 repeated stimulations, which contain 181
normal and 433 abnormal hearing. The clinical dataset comprises
348 men and 266 women aged 18 to 90 years old. For data
structure, the data contain 1,024 sampling points that range from
−12.78 to 12.80ms with an average interval of 0.025ms between
every two sampling points. All data were marked by three clinical
audiologists with characteristic waves: wave I, wave III, and wave
V, and cross-validated. Finally, the data were randomly divided
into training and test sets. A total of 491 training sets were used
to train the network model, and 123 test sets were used for the
final recognition accuracy test.

Data Processing
In this work, a new data processing method is proposed. To
quantify waveform and label points, two 1,024× 1matricesA and
Bwere generated as the classification train and label, respectively.
A represents the potential of the input ABR data. The position
of the serial number corresponds to the position of the ABR
data sampling point. B represents nonfeature (0) and feature
points (1), respectively. Thus, according to the position of the
label value of the label data, the data that corresponded to the
position of the label matrix was changed to 1 to meet the binary
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FIGURE 3 | Abnormal ABR waveform and data quantization method.

classification requirements of all sampling points. However, noise
created by myogenic potential is observed in some experimental
data (Figure 3). In this ABR clinical test data, the ABR waveform
has an unusual increase in the sampling point at the end because
of the fluctuation of characteristic waves VI andVII and the result
of the external interference. To prevent the interference caused
by abnormal data, the data up to 8ms were selected uniformly to
identify the characteristic waves.

On the other hand, the starting point of the actual
stimulation is 0ms. The final potential value input data and the
corresponding training label both retained only 321 sampling
points of 0–8ms to avoid interference with neural network
training and reduce the amount of calculation in the neural
network training process. Thus, A and bf are updated as follows:

{

A (321) = {y1, y2, ..., y321}
T

B (321) = {t1, t2, ..., t321}
T (1)

In actual processing, the loss function value can easily reach a
low level, and sufficient information cannot be learned because
the ratio of the labeled value to the unlabeled value in the 321
sample points is only 3:318. The manually labeled information
may also bring certain errors. Thus, this study adopted the
method of augmenting the position of the identification point in
the training label. The four points (0.1ms) before and after the
original marking point were marked as the characteristic area,
which expands the marking range of the characteristic waveform.

Network Structure
LSTM is a recurrent neural network and mainly improved on
the basis of the time step unit by adding the output of memory

cells to carry information that needs to be transmitted for a long
time. Three gate structures are also added. These gate structures
are used to select the retention of the memory cell Ct−1 value
passed from the previous time step, add new information into
the memory cell V , and predict and output the information
transmitted by thememory cell and continue to pass it to the next
time step.

Figure 4 is a schematic diagram of the LSTM structure. First,
to control the proportion of the input information retained by the
memory cells at the previous time step, the output is calculated
as follows:

ft = σ
(

Wf ht−1 + Uf xt + bf
)

(2)

ht−1 is the hidden state value passed at the previous time step;
and Wf , . . . , and bf are the corresponding weights and biases.
The activation function usually uses the sigmoid function to map
the activation value between [0, 1]. To control the proportion of
information updated into thememory cell, the sigmoid activation
function was first applied to obtain the output ii. Then, the tanh
activation function is applied to obtain, and the product of the
two is used as the information to update the memory cell. it and
at are calculated as follows:

it = σ
(

Wiht−1 + Uixt + bi
)

(3)

at = tanh
(

Waht−1 + Uaxt + ba
)

(4)

where Wi, Ui, bi, Wa, Ua, and ba are the weights and biases.
Finally, the memory cell Ct is calculated to the next time step by
using Equation (5):

Ct = Ct−1 ⊙ ft + it ⊙ at (5)
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FIGURE 4 | Schematic diagram of the LSTM network structure.

where
⊙

is the Hadamard product, which indicates that the
corresponding positions of the matrix are multiplied. The right
side refers to the output gate, and the output of the output gate is
calculated by using Equation (6):

ot = σ
(

Woht−1 + Uoxt + bo
)

(6)

where Wo, Uo, and bo are the weights and offsets. Finally,
the output value ht at the time step is obtained through
using Equation (7):

ht = ot ⊙ tanh(Ct) (7)

The predicted output weight and bias are applied to activate
the output value to obtain the predicted value, as shown
in Equation (8):

ŷt = σ
(

Vht + c
)

(8)

Finally, the loss values δt
h
and δtC of the hidden state are calculated

as follows:

δ
t
h = VT

(

ŷt − yt
)

+

(

∂ht+1

∂ht

)T

δ
t+1
h

(9)

δ
t
C = δ

t+1
C ⊙ ft+1 + δ

t
h ⊙ ot ⊙

(

1− tanh2 (Ct)
)

(10)

In this work, BiLSTM is established as the network structure
to enable the input sequence to have a bidirectional connection
with one another (14). Figure 5 shows that another LSTM layer
that propagates backward in time is added on the basis of the
unidirectional LSTM forward propagation in time sequence. The
final output is determined by the output of the two LSTM layers:
forward and backward. Compared with the one-way LSTM, the
final output avoids the prediction at each time to only be affected
by the input of the previous time. Moreover, it can reflect the
information characteristics before and after each prediction point
better, thereby making more accurate predictions.

Wavelet Transform
In the traditional mode, wavelet transform is a commonly used
method in ABR extraction and recognition research (15). In
ABR extraction, wavelet transform can achieve the effect of
eliminating noise by selecting the detailed components of specific

frequencies for reconstruction and to make the ABR waveform
smoother. Obtaining relatively clear waveforms while reducing
repetitive stimulation is also possible. Generally, continuous
wavelet transform is defined as (16):

WT (a, τ) =
1
√
a

∫ ∞

−∞

f (t) ∗ ψ

(

t − τ

a

)

dt (11)

where f (t) is the signal in the time domain, and the part of
1√
a
ψ

(

t−τ
a

)

is a wavelet function, which can also be denoted

as ψa,τ (t). Two variables, namely, scale a and translation τ ,
are available. Scale a is applied to control the expansion and
contraction of the wavelet function, and the translation amount
τ controls the translation of the wavelet function. Scale a is
inversely proportional to its equivalent frequency, which is
defined as ϕ (t). The complete wavelet expansion is as follows:

f (t) =
∑∞

k=−∞
ckϕ

(

t − k
)

+
∑∞

k=−∞

∑∞

j=0
dj,kψ

(

2jt − k
)

(12)

where c and d are the coefficients of the corresponding function,
j is the frequency domain parameter that determines the
frequency characteristics of the wavelet, and k is the time
domain parameter that controls the position of the wavelet
base in the time domain. Although the scale and wavelet
functions are complex and have different characteristics, the
process of wavelet decomposition can be regarded as using a
low-pass filter and a high-pass filter to decompose the signal
by frequency. The low-frequency components decomposed in
each layer are called approximate components, and the high-
frequency components are called detailed components. Thus,
approximate components and detailed components were applied
to the reconstructed waveform.

RESULTS

Experimental Procedure
In this study, three sets of experiments, namely, (1) comparison
between various network structures, (2) comparison experiment
of wavelet transform, and (3) comparison experiment of
different hidden layer nodes, were designed. Figure 6 shows
the experimental flowchart. The sequence input layer was used
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FIGURE 5 | Schematic diagram of the BiLSTM structure.

FIGURE 6 | Experimental flowchart.

as the input of the potential value of 321 sampling points,
and the data were passed to several LSTM or BiLSTM layers.
Subsequently, the fully connected layer was connected. The
classification probability of each time point was calculated
using the softmax function. Finally, the classification layer was
connected. The cross-entropy function (17) was used to calculate
the loss function of each time point and the overall loss function
of the sequence. Then, the time sequence was classified.

In the comparison experiment of multiple network structures,
seven network structures, namely, (1) single-layer LSTM, (2)
double-layer LSTM, (3) single-layer BiLSTM, (4) double-layer
BiLSTM, (5) three-layer BiLSTM, (6) four-layer BiLSTM, and

(7) five-layer BiLSTM network layers, were selected. In the
comparative experiment of different hidden layer nodes, a
three-layer bidirectional LSTM network was used for training,
and different numbers of hidden neurons were applied. The
experiment applied four groups of different numbers of hidden
neurons, namely, 64, 128, 256, and 512.

In the comparative experiment of the wavelet transform,
all data added noise as interference. Seven different network
structures were used for testing. For instance, the training data
preprocessed by wavelet transform were used as the experimental
group, and the training data trained using the original data were
used as the control group. In this experiment, ABR data were
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decomposed in six layers, and the approximate and detailed
components of the sixth layer and the fourth, fifth, and sixth
layers were retained to reconstruct the waveform, respectively.
The parameter configuration is consistent. The network was
trained with five K-fold cross-validation (K = 9), and the test was
performed to obtain the average value.

The output results are in the form of “region.” Figure 7

expresses the output visualization, where the curve is the original
ABR used for identification, and the red labels are the network
prediction classification results reduced by four times. The ABR
of the first 8ms is clearly divided into two different labels.
The part with 1 is the identified peak, and the other part is

FIGURE 7 | Feature labeling on the ABR, where (a) shows output by modes. (b) is result by postprocessing.

FIGURE 8 | Recognition results of four data, where (a–d) are manual labels. Also, (e–h) represent outputs of the proposed three-layer BiLSTM model.
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the identified characteristic nonpeak. Postprocessing is defined
as follows: A total of 20 sampling points (0.5ms) are set as
the threshold. The area within 20 sampling points between the
beginning and the end is the same characteristic wave area.
Finally, the time mean value of the first and last points is
calculated as the time value of the recognized characteristic wave.
The similar sampling points are calculated to obtain the unique
characteristic wave value. Finally, the recognition accuracy rate is
calculated according to the identified ABR feature wave position.

Four recognition results of ABR data were randomly selected
and presented in Figure 8. After postprocessing, output vectors
from models were converted to feature points. The identified
feature points are almost identical to those selected using
manual labeling techniques, illustrating the potential utility
of this method in clinical settings. Even in some complex
ABR data, manual annotation usually records multiple sets
of data to determine the correct peak (Figure 8d). However,
the model can directly and accurately identify the peak of
the waveform from a single waveform (Figure 8h). Therefore,
they also verify the possibility of the proposed method. To
better verify the accuracy of recognition, this work has carried
out a quantitative discussion from different network structures,
wavelet transform processing, and number of hidden neurons.
However, the model may also lead to some misjudgments. For

example, Figure 9a shows an incorrect recognition result. Since
wave I and wave III of the waveform are not obvious, enough
continuous identification points cannot be obtained. Therefore,
only relatively obvious wave V is obtained after postprocessing
(Figure 9c). Also, Figure 9b presents another wrong result. In
this case, the obtained error of wave I reached 0.67ms. This is
because the model has judged the wrong wave I (Figure 9d).
Thus, in future work, improving the model’s ability to analyze
complex waveforms is still an important direction.

Comparison Between Multiple Network
Structures
Generally, an error scale of 0.2ms is applied as a scale range of
clinically marked points. Three criterion values for the maximum
allowable error value (ME) were tested: −0.1, 0.15, and 0.2ms.
The prediction result was deemed acceptable if the prediction
point and the manually identified point were within the ME
criteria range. According to the number of correct prediction
points rp and the total marked points pn, the accuracy (ACC) rate
is calculated using rp/pn, as shown in Equation (13):

ACC = rp/pn (13)

FIGURE 9 | Two error recognition results, where (a,b) are manual labels. Also, (c,d) represent outputs of the proposed three-layer BiLSTM model.

TABLE 1 | Loss value and ACC of each network structure.

Network

structure

Training

loss

Validation

loss

Accuracy

(0.1ms) (%)

Accuracy

(0.15ms) (%)

Accuracy

(0.2ms) (%)

LSTM 0.1463 0.1635 37.08 44.92 50.37

LSTMx2 0.1123 0.1625 58.61 65.75 70.59

BiLSTM 0.1264 0.1562 61.96 72.03 77.60

BiLSTMx2 0.0849 0.1285 78.74 84.88 86.84

BiLSTMx3 0.0704 0.1275 85.46 91.06 92.91

BiLSTMx4 0.0651 0.1342 82.48 88.32 90.20

BiLSTMx5 0.0617 0.1467 83.31 88.80 90.90
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In this study, three error scales (ME) of 0.1, 0.15, and 0.2ms
were calculated, respectively, to further explore the recognition
accuracy and other related laws. Loss value of training results
with different network structures and the ACC under different
error scales are revealed in Table 1.

Figure 10A indicates data distribution to observe correlation
with different network structures visually. Notably, the ACC of
the BiLSTM network is higher than that of the LSTM network.
In addition, the ACC of the single-layer BiLSTM network and
the double-layer LSTM network is similar. The reason is due to
the fact that the two-way LSTM network has a similar structure
to the double-layer LSTM network. However, information in
the BiLSTM network has the characteristics of propagating in
forward and reverse directions, whereas the two-layer LSTM
network only propagates in the forward sequence over time.
This phenomenon leads to differences in the ACC between the
two models. The LSTM and BiLSTM networks increase ACC
with the number of superimposed layers. After the BiLSTM

network reaches three layers, the ACC will no longer increase
significantly. Network structure will gradually reach an over-
fitting state and increase computational pressure because of
excessive parameters. Thus, the three-layer BiLSTM network is a
better choice.

Wavelet Transform Experiment
When testing the ACC of the wavelet transform, ABR data
was decomposed in six layers. Also, approximate components
of the sixth layer and detailed components of the fourth, fifth,
and sixth layers were retained to reconstruct the waveform.
Figure 11 expresses an instance of filtered result by wavelet
transform. The curve processed by wavelet transform becomes
smoother. Then, unprocessed ABR data served as a control
experiment. In this work, detection and comparison were
carried out based on two error scales of 0.1 and 0.2ms
(Table 2). The results of recognition ACC are shown in
Figure 12.

FIGURE 10 | (A) ACC metrics with different network structures. In the statistical results, the three-layer BiLSTM network reached 92.91% and is the highest index

among all the networks. The single-layer LSTM, which has the lowest index, is about half of it. (B) ACC metrics with different hidden nodes, where the 512 nodes

ranked first, and the 256 and 128 quantities stood at the second and third positions. Also, the 64 nodes ranked last.

FIGURE 11 | An instance result from the wavelet transform, where (a) is the original data. An obvious interference occurred in this waveform. (b) is obtained after

smoothing.
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TABLE 2 | The ACC of each network structure with original data and wavelet transform data.

Network

structure

Original data

(0.1ms) (%)

Wavelet transform data

(0.1ms) (%)

Original data

(0.2ms) (%)

Wavelet transform data

(0.2ms) (%)

LSTM 37.08 37.95 50.37 52.94

LSTMx2 58.61 55.47 70.59 72.46

BiLSTM 61.96 59.17 77.60 76.25

BiLSTMx2 78.74 73.03 86.84 84.71

BiLSTMx3 85.46 79.00 92.91 90.50

BiLSTMx4 82.48 77.73 90.20 89.67

BiLSTMx5 83.31 78.09 90.90 89.17

FIGURE 12 | Influence of wavelet transform preprocessing on accuracy. wt represents the results obtained by wavelet transform preprocessing.

Recognition ACC values of preprocessing in the LSTM
network using wavelet transform are slightly higher than those
of the control group. However, they are not as good as those in
the control group in the BiLSTM network. Especially, the highest
ACC difference reaches 6.46% when calculated with a 0.1-ms
error scale. Also, the difference reduces to <3% when calculated
with a 0.2-ms error scale. Results indicate that wavelet transform

preprocessing does not obtain a higher ACC by smoothing
curves. Due to wavelet decomposition and reconstruction, a
slight deviation was created in the position of wave crest. Some
information was destroyed in the ABR waveform; therefore, the
results of training and recognition were affected. This means
that the BiLSTM network has noise immunity and can handle
low-quality ABR data.
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TABLE 3 | The ACC with different hidden layer nodes.

Hidden layer nodes Accuracy

(0.1ms) (%)

Accuracy

(0.15ms) (%)

Accuracy

(0.2ms) (%)

64 70.50 80.61 83.48

128 73.90 82.44 85.36

256 80.44 87.49 91.07

512 85.46 91.06 92.91

Comparative Experiments of Different
Hidden Layer Nodes
Based on the above results, the three-layer BiLSTM network is
a better choice. The ACC results with different hidden node
numbers were discussed in this work (Table 3). Figure 10B

expresses the ACC results with different hidden layer nodes of
64, 128, 256, and 512. Obviously, recognition ACC increases with
the number of hidden nodes, because enough parameters make
network fitting accurately. Also, the ACC of the 0.2-ms error scale
increases slowly during the change process of 256–512 nodes and
is basically saturated. Considering accuracy standard in practical
applications and time cost of training that may be brought by
the increasing number of hidden nodes, a network of 512 hidden
nodes is a better choice.

Furthermore, this work mainly discusses the characteristic
wave recognition process of a click ABR with a 96-dB nHL
stimulus. Also, only parameters such as latency and wave interval
can be obtained. In clinical applications, many indicators can
still be used as a diagnostic basis, such as the relationship
between potential values of different stimulus sizes, response and
disappearance of wave V, and change of interwave latency of
each characteristic wave. This also provides a new idea for the
subsequent computer-assisted ABR diagnosis and treatment.

DISCUSSION

This work proposes an automatic recognition method for ABR
characteristic waveforms using the BiLSTM network. The main
purpose is to identify positions of characteristic waves I, III, and
V, which assist the medical staff in obtaining relevant clinical test
parameters, such as interwave latency and wave interval. A data
quantification process is designed to analyze the characteristic
waveform of ABR, including selection area of potential signal and
expansion of label position. An optimal network model structure
is obtained through multiple sets of comparative experiments. In
614 sets of clinically collected ABR waveform experiments, the
network’s overall recognition of characteristic waves showed an
ACC of 92.91%.

Experimental results express that the method proposes a new
idea for the identification of ABR characteristic waveforms, and
helps professionals to obtain interwave latency parameters in
ABR waveforms. Therefore, a computer automatic identification
method can obtain deeper information, avoid subjective
judgment error by the medical staff in the manual identification
process effectively, reduce the number of repeated stimulations

during a test, and also avoid vision fatigue of the tested person.
Because of noise immunity of the proposed networkmodel, it can
effectively reduce repetitive detection of patients. In the process
of large-scale identification, the average time of each data by
using the method only takes approximately 0.05 s, which is much
faster than the speed of manual identification. Thus, it has great
advantages in repeatable work.

Some efforts have been proposed to analyze ABR waveforms
using deep learning methods. For example, Fallata and Dajani
(18) proposed a new detection method of ABR based on ANN
to reduce detection time. Before ANN calculation, discrete
wavelet transform was processed to extract features of ABR.
The reduction in recording time was expected to promote
the application of this measurement technique in clinical
practice. McKearney andMacKinnon (19) divided ABR data into
clear response, uncertain, or no response. In their work, they
constructed a deep convolutional neural network and fine-tuned
it to realize ABR classification. Results showed that the network
may have clinical utility in assisting clinicians in waveform
classification for the purpose of hearing threshold estimation.
Different from the existing works, this research proposed a new
data processing method and established an end-to-end deep
learningmodel. Themodel can also be directly calculated without
complicated mathematical transformations, so it provides a new
idea for deep learning in signal processing.
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It is critical to remember details about meetings with healthcare providers. Forgetting

could result in inadequate knowledge about ones’ health, non-adherence with

treatments, and poorer health outcomes. Hearing the health care provider plays a crucial

role in consolidating information for recall. The recent COVID-19 pandemic has meant a

rapid transition to videoconference-based medicine, here described as telehealth. When

using telehealth speech must be filtered and compressed, and research has shown

that degraded speech is more challenging to remember. Here we present preliminary

results from a study that compared memory for health information provided in-person

to telehealth. The data collection for this study was stopped due to the pandemic, but

the preliminary results are interesting because the pandemic forced a rapid transition to

telehealth. To examine a potential memory deficit for health information provided through

telehealth, we presented older and younger adults with instructions on how to use two

medical devices. One set of instructions was presented in-person, and the other through

telehealth. Participants were asked to recall the instructions immediately after the session,

and again after a 1-week delay. Overall, the number of details recalled was significantly

lower when instructions were provided by telehealth, both immediately after the session

and after a 1-week delay. It is likely that a mix of technological and communication

strategies by the healthcare provider could reduce this telehealth memory deficit. Given

the rapid transition to telehealth due to COVID-19, highlighting this deficit and providing

potential solutions are timely and of utmost importance.

Keywords: telehealth, memory, hearing, healthcare delivery, aging

INTRODUCTION

In early 2020 many countries introduced physical distancing protocols to limit the spread of
COVID-19. Health authorities around the world encouraged health care providers to move to
virtual care when possible. In many cases, this meant using telehealth, where a health care provider
meets with a patient using voice alone (i.e., telephone) or voice and video (i.e., video conferencing).
For the purposes of this paper, telehealth will refer exclusively to video conferencing between
a patient and a health care provider. The rapid nature of this transition left many health care
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providers without training on how to deliver health care through
a video conferencing system, and without supports to make this
transition work. While this transition was occurring, our lab
was conducting a study on how hearing status and age impact
memory for health information provided through a telehealth
system. Due to the COVID-19 pandemic, data collection for this
study was stopped with fewer than half of the total number of
participants we had planned to collect. A preliminary analysis
of the data revealed a significant memory deficit for health
information provided through a telehealth system compared to
when the same information was provided in-person. Given the
rapid transition to telehealth due to COVID-19, we felt that this
preliminary data would be of interest. The next section will briefly
summarize the background for the original study.

Difficulties with hearing are one of the most commonly
reported health issues in older adults (Gates and Mills, 2005).
Hearing difficulties make understanding speech more difficult,
particularly when there is background noise, or when the
speech is degraded. Interestingly, even when older adults
fully comprehend mildly degraded speech, there are long-term
memory deficits for the content of that speech (Pichora-Fuller
et al., 1995). The proposed reason for this deficit is that a limited
amount of cognitive resources that can be used at any given time,
and when speech is degraded, even mildly, additional cognitive
resources are needed to comprehend the speech (Pichora-
Fuller et al., 1995; Schneider et al., 2010). This reduces the
cognitive resources available to encode information into long-
term memory (Pichora-Fuller et al., 1995; Schneider et al., 2010).
Recently a series of studies demonstrated that the memory for
health instructions was improved when the speech quality was
enhanced, and memory for the same information was reduced
when the speech was degraded (DiDonato, 2014; DiDonato and
Surprenant, 2015). In the same series of studies, older adults
with hearing loss benefited most when the speech was enhanced
(DiDonato, 2014; DiDonato and Surprenant, 2015). This series
of studies supports the idea that increased listening effort reduces
memory, and demonstrates that this memory deficit occurs
specifically for health information. Thus, even when older adults
understand mildly degraded speech, they have more difficulty
remembering what was said compared to younger adults.

One situation where this memory deficit could have major
implications for older adults is for users of telehealth. Using
this technology may have a significant impact on older adults,
because video-conferencing systems rely on audio-compression
algorithms that distort the audio signal so that information
can be transmitted efficiently over the internet. The amount
of distortion in the audio signal is usually dependant on
the overall network bandwidth available, the quality of the
microphone encoding the audio signal, and the quality of
the speaker reproducing the audio signal. Proprietary digital
compression algorithms can reduce the bandwidth needed to
transmit the audio signal by down sampling the digital encoding
and reducing the bit depth through amplitude compression.
These proprietary compression algorithms, along with non-
audiological grade microphones, speakers, or earphones, and
non-ideal room acoustics degrade the speech. Degraded speech
may not reduce the ability for an older patient to understand the

healthcare provider during the session, because older adults will
use additional cognitive resources in order to overcome hearing
difficulties. The real problem may emerge hours or days later,
when an older adult tries to remember what was said during the
telehealth session. This memory deficit likely occurs because the
use of additional cognitive resources to aid comprehension takes
cognitive resources away from the memory system (Pichora-
Fuller et al., 1995; Schneider et al., 2010; DiDonato, 2014). A
recent study confirmed that older adult users of telehealth with
hearing loss report more difficulty remembering what was said
during a telehealth session compared to an in-person session
(Willoughby and Zendel, 2017).

The goal of the original study was to experimentally test
the hypothesis that older adults, particularly those with hearing
loss, would have more difficulty remembering health information
presented through telehealth compared to in-person after a
1-week delay. Before the COVID-19 pandemic, identifying
potential memory deficits for health information presented
through telehealth was critical for at least two reasons. First,
telehealth use is increasing. In Canada there was a 54.6% increase
in telehealth use between 2010 and 2012 (Canada’s Health
Informatics Association, 2013). Second, Canada’s population is
aging. Between 2006 and 2011, there were 1.1% more Canadians
over the age of 65 (Statistics Canada, 2011). Most critical, the
number of Canadians over 65, living in rural areas far from urban
centres, increased 50% more than the national average between
2006 and 2011. Aging rural populations will put additional
stress onto telehealth systems across Canada because older adults
are more frequent users of healthcare. In 2011, older adults
made up 14.8% of the Canadian population, but accounted for
45% of healthcare expenditures (Canadian Institute for Health
Information, 2011). Moreover, health outcomes for older adults
are more positive when they have an increased sense of control
over their day-to-day lives, and are not forced to move to new
communities or into long-term care facilities (Rodin, 1986).
This supports the idea that aging at home benefits the health
of older adults. For older adults whose home is in a remote
community, this means increased reliance on telehealth. With
physical distancing in place for COVID-19, identifying issues that
could impact digital healthcare delivery is of utmost importance.

Unfortunately, this research was interrupted by the COVID-
19 pandemic, and data collection is not complete. During
the research stoppage, we explored the data and found a
significant memory deficit for health information when the
health information was presented through telehealth compared
to in-person across all participants. Given that healthcare for
many is likely to be delivered remotely for the near future, we
thought these preliminary findings should be presented. Once
data collection can continue, we plan to complete the study and
publish the full results.

METHOD

Participants
To date, 27 participants have been recruited into the study. Ten
of these participants were Younger [Mage = 27.1 (SD = 5.9),
range 20–37; 6 female], and 17 of these participants were Older
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[Mage = 67.4 (SD= 8.8) range 51–81; 10 female]. All participants
were native English speakers, and self-reported good health.
All participants completed the Montreal Cognitive Assessment
(MOCA; Nasreddine et al., 2005) and scored 23 or above (M =

28, SD= 2.17), the revised cut-off for mild cognitive impairment
(Carson et al., 2018). On the MOCA there are two subtests
associated with verbal recall: Verbal Fluency and Delayed Recall.
On the Verbal Fluency participants generated 19.2 (SD = 5.5)
words that start with the letter F, and on the Delayed Recall,
participants recalled 3.5 (SD= 1.3) out of five words. For the full
study we plan to test 60 participants (20 younger, 40 older), based
on a power analysis that assumed a small-medium effect size of
0.15, an alpha of 0.05 and beta of 0.8. We planned to test a larger
sample of older adults so the group could be split based on their
audiological thresholds.

Stimuli and Task
For the purpose of this brief report, only preliminary results
from the experimental task will be reported. Participants also
completed other audiometric and cognitive assessments, and
a questionnaire about their hearing, memory, and education.
These data will be reported in the final analysis. This study
was approved by the Health Research Ethics Board (HREB)
in Newfoundland and Labrador, and all participants provided
written informed consent prior to participating. The study took
part across two sessions that were 1 week apart from each other.

Session 1-Encoding
All testing took place in 2 adjacent teleconferencing rooms that
each included a large table, and a Polycom teleconferencing
system located in the Health Sciences Centre in St. John’s,
Newfoundland and Labrador. This type of teleconferencing
system is commonly used by telehealth services in Newfoundland
and Labrador. Each participant was presented with two vignettes
about how to use two different medical devices (inhaler;
medipatch) adapted from DiDonato and Surprenant (2015; see
below for more information). One was presented in-person
and the other via telehealth. In order to minimize potential
practice effects, the order of presentation (telehealth or in-
person, and inhaler or medipatch) was fully counter balanced
between participants. Before the experimental tasks, participants
completed a written informed consent, and a demographics
questionnaire administered orally. Participants were instructed
that they would be asked to recall the instructions of both
vignettes immediately after they were presented, and again in 1
week, at the beginning of Session 2. Participants were further
instructed that no information from the vignettes would be
repeated, not to ask questions during the presentation of the
vignette but to otherwise behave as they would during a visit with
a health-care provider.

In-person
For the in-person condition, the participant and researcher were
both seated facing each other across a conference table, about 1
meter apart. The participant could see the researchers face, arms,
hands, and upper torso. The telehealth screen was off during
this session to avoid distractions. The researcher read aloud

the vignette about how to use one of the medical devices. The
researcher spoke slowly and clearly, at a typical conversational
sound level, ∼60–65 dB SPL for the listener. Before testing
any participants, the researcher practiced speaking at this level,
using a portable sound level meter placed where a participants’
ears would be to ensure they could maintain a constant level.
Immediately following the vignette, participants were asked to
verbally recall as much detail as they could. During recall,
participants were not assisted by the researcher, and were not
provided with any feedback about their accuracy.

Telehealth
For a vignette conducted via telehealth, the researcher moved
into the adjacent room, that was nearly identical to the room
the participant was in. During this session, the teleconferencing
system was turned on. The teleconferencing system was a
Polycom HDX6000. This type of system is used throughout
Newfoundland and Labrador for telehealth sessions. Video was
presented at a resolution of 1080p at 30 frames per second, and
audio was presented at a 22 kHz sampling rate. The participant
was seated approximately 1meter from the screen, and 0.5meters
from the free-field speaker. The participant was able to see the
researchers face, arms, hands, and upper torso on the screen. The
researcher was positioned so that their image was approximately
“life size” on the screen. The volume on the speaker was adjusted
so that the researcher’s voice was ∼60–65 dB SPL where the
participant was sitting. Other than being presented through the
telehealth system, the task was identical to the in-person task.

Medical Device Vignettes
The medical device vignettes were adapted from DiDonato
and Surprenant (2015). One vignette featured information on
how to use a medipatch to deliver pain medication, and the
other vignette featured information on how to use an asthma
puffer. The vignettes were matched on many linguistic and non-
linguistic aspects of speech to equate them as much as possible on
the complexity of the stimuli, while at the same time maintaining
their ecological validity (see DiDonato and Surprenant, 2015
for more details). Both vignettes were 10 sentences long, and
included 37 details; the medipatch vignette was 154 words long,
and the asthma puffer vignette was 151 words long. Reading the
vignette took ∼70 s, for an average speaking rate of about 2.2
words per second, which was slower and easier to understand
than conversational speech (Baker and Bradlow, 2009). No visual
aids or demonstrations of how to use the medipatch or asthma
inhaler were provided. The 37 details were content words within
each phrase that carried themost critical meaning for the purpose
of using these medical devices. Details may have been a single
word, compound word, or multiple words (e.g., breathe out, out
of reach, etc.). The distribution of the details throughout the
vignette were arranged so that each third of the vignette had a
similar number and distribution of details to recall.

Immediate Recall
After the presentation of the vignette, the participant was asked
to recall the instructions as best they could. The researcher
recorded the number of details the participant correctly recalled
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using a scoring sheet. There was no time restriction on how
long a participant could take to recall the instructions. Details
did not have to be remembered in the correct order, and each
detail was worth 1 point. Participants were given a score out
of 37 based on how many details they correctly recalled. This
score was converted to a percentage and used as a measure of
Immediate Recall.

Session 2
After a 7-day delay, participants returned for a second session.
The focus of this session was to examine the delayed recall of the
medical vignettes, and to collect audiometric data. This session
took place in the Cognitive Aging and Auditory Neuroscience
Laboratory, a large, quiet room that contains a sound-attenuating
booth, and equipment for audiometric assessments. Participants
were seated at a table in an office chair facing the researcher. The
researcher sat across from the participant, ∼1 meter away. At
this point the researcher reminded the participant that they were
asked to remember the instructions given for both the medipatch
and the asthma puffer. Participants were asked to describe these
instructions in as much detail as they could remember. The order
in which they were asked to recall the vignettes was the same as in
Session 1 (i.e., if in session 1 the participant heard the medipatch
vignette first and the asthma puffer second, then in session 2 the
participant was asked to recall the instructions for the medipatch
first, and the asthma puffer second). This order was maintained
regardless of the order of presentation in session 1 was in-
person or telehealth first. Scoring was identical to scoring for
immediate recall, and like the immediate recall session, there
was no restriction on how long a participant could take to
recall the instructions. Upon completion of the delayed recall
task for both vignettes, participants were given a 5-min break.
Participants were then given a series of auditory and cognitive
assessments. For the purpose of this brief report, this data is
not presented.

RESULTS

Data was analyzed using a mixed-design ANOVA that included
Mode of Delivery (In-person, Telehealth) and Memory
(Immediate, Delayed) as within-subject variables, and Age
Group as a between-subject variable. The Order of presentation
(i.e., Telehealth or In-person first) was initially included as
a factor, but its main effect (p = 0.99) and interactions were
not significant (p = 0.15–0.93), so it was removed from the
analysis. There were main effects of Memory and Mode of
Delivery. Overall, more details were recalled immediately
after the session compared to after a 1-week delay [F(1, 23) =

19.54, p < 0.001, η² = 0.08] (Figure 1A). Additionally, more
details were recalled when delivered In-person compared to via
Telehealth [F(1, 23) = 5.70, p = 0.026, η² = 0.05] (Figure 1A).
There was no main effect of Age Group [F(1, 23) = 2.79, p =

0.11, η² = 0.06], and there were no significant interactions
between the three variables; however, the interaction between
Memory and Age Group approached significance [F(1, 23)
= 3.90, p = 0.060, η² = 0.02] (Figure 1B). Follow-up tests,
using pairwise comparisons revealed that for Younger Adults,

FIGURE 1 | Number of details recalled immediately after the session and after

a 1-week delay as a function of (A) Mode-of-Delivery and (B) Age group. Error

bars are one standard error of the mean.

compared to older adults, there were larger differences in
the number of details recalled immediately compared to the
number of details recalled after the 1-week delay (p = 0.002).
For Older Adults, differences in the number of details recalled
immediately compared to after a 1-week-delay were smaller and
not significant (p= 0.20).
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DISCUSSION

Overall, both groups (younger and older) demonstrated a
memory deficit when health information was presented via
Telehealth compared to In-person. One interesting observation
was that people remember about the same amount of
information immediately after a Telehealth session (54.3%)
compared to an In-Person session after a 1-week delay (51.6%),
suggesting that the impact of getting health information
through telehealth was similar to the impact of a 1-week
delay in verbal memory recall (herein referred to as simply
“recall”). Furthermore, the decrease in recall performance
immediately after the session, and 1 week later was similar
for both In-Person and Telehealth delivery (10.5 & 12.3%,
respectively). This preliminary data suggests comprehension
difficulties (i.e., impaired speech perception or cognitive-
linguistic processes) due to the Telehealth mode of delivery
led to a reduction in the number of details that were initially
encoded. The telehealth memory deficit is unlikely to be related
to differences in retention because the number of details
“forgotten” during the 1-week delay was similar for both the
In-person and Telehealth conditions. Once the full data set
is collected a detailed exploration of the impact of aging and
hearing status on immediate and delayed recall for health
information provided either through telehealth or in-person will
be possible.

Differences between Telehealth and In-person mode-of-
delivery led to an immediate recall deficit in the Telehealth
condition. The main goal of this study was to compare
immediate- and delayed-recall for health information presented
in two realistic situations. The main challenge was that by using a
real telehealth system, we were unable to control or manipulate
a number of factors that could reduce both audio and video
fidelity in the Telehealth condition. The deficit we observed could
therefore be related to reduced audio fidelity, reduced video
fidelity or a combination of both. In a review, Mattys et al.

(2012) describes this as a form of environmental/transmission
degradation in communication. Mattys et al. (2012) highlights

that this type of degradation could reduce speech recognition,
reduce the ability to attend to the telehealth session, and reduce
memory for information from the session.

There are a number of theories that can be used to interpret
these results in terms of the reduced quality of the message,

including The Ease of Language Understanding theory (Rönnberg
et al., 2010), and the Effortful Listening theory, first introduced

by Rabbitt (1968, 1991), and more recently developed into

the Framework for Understanding Effortful Listening (FUEL) by
Pichora-Fuller et al. (2016). These theories state that working
memory load will increase when there is a difficulty matching
incoming speech to ones’ mental lexicon. This increased working
memory load during listening inhibits the ability to encode
details into long-term memory. Findings from the current study
suggest that audio and video degradation in a commercial grade
telehealth system increases working memory processing in order
to accurately match incoming speech to the mental lexicon (i.e.,
comprehension of the message). In turn this reduced the number
of details that were encoded into long-term memory, which led

to a deficit in recalling health information immediately after the
encoding session was complete.

Based on perceptual factors alone, one might not predict
significant recall deficits due to the high quality of the telehealth
system used in the study; however, a minimally degraded
message can act in an insidious way. When communication
is degraded minimally, an individual may not recognize the
degradation, and may not engage compensation mechanisms to
properly attend to, and remember what was said (Bäckman and
Dixon, 1992). It is this lack of awareness that a communication
event is sub-optimal that then interferes with the automatic
or explicit use of those to-be-employed compensations for
mitigating the effects of the degraded message (Bäckman and
Dixon, 1992). In a recent review of best practices for tele-mental-
health Hilty et al. (2019), specifically highlight the importance
of minimizing distractions and optimizing speech clarity in
order to improve the therapeutic relationship. Accordingly, in
this situation, the slight imperfections in the communication
associated with the Telehealth condition may have contributed
to difficulty remembering what was said due to both the reduced
quality of the message, and a lack of awareness of the reduced
quality of the message. Previous work in visual perception
has shown that target degradation increases distractor effects
(Lavie and De Fockert, 2003). In the current study, this effect
might be amplified because the telehealth system used was
high quality, and thus the participant may not have engaged
possible compensatory mechanisms (see: Bäckman and Dixon,
1992). The mildly degraded auditory and visual information in
the Telehealth condition may have made minor, unavoidable
distractions more salient for the individual compared to the In-
Person condition. In-turn this would have reduced the number
of details that were comprehended and then encoded into long-
term memory.

Interestingly, this distractibility hypothesis and the Effortful
Listening hypotheses make somewhat different predictions about
comprehension. The Effortful Listening hypotheses predicts that
immediate comprehension may indeed be similar for In-Person
and Telehealth sessions with the impact of the degradation
only demonstrated later as reduced recall of the message,
while the distractibility hypothesis would predict that immediate
comprehension may be reduced for the Telehealth session
compared to the In-Person session. Unfortunately, due to the
ecological nature of the study, comprehension of each statement
was not measured; immediate recall was measured at the end of
the vignette. Overall, it is likely that both increased distractibility
and reduced fidelity of the signal play a role in reduced
immediate recall. It is therefore likely that improving the fidelity
of the telehealth signal, could improve memory due to reduced
cognitive load, and a reduction of distractibility. Unfortunately,
the current study was not designed to tease apart contributions
of effortful listening and distractibility on immediate recall. This
should be explored in future research.

Laboratory-based studies have shown that modifying the
fidelity of speech impacts both comprehension and memory.
Degraded speech has been shown to negatively impact recall
compared to normal speech, including when speech is sped
up (DiDonato, 2014), when it is presented with background
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noise (Pichora-Fuller et al., 1995) or when the speech is noise
vocoded (Ward et al., 2016). Speech clarity can be improved
by using inserted earphones instead of loudspeakers, and this
difference has been shown to enhance recall (DiDonato and
Surprenant, 2015). It is likely that providing the patient with
high quality insert earphones could improve their memory from
a telehealth session. The healthcare providers’ speech patterns
are also important for understanding. Speaking with normal
prosody has been shown to improve recall compared to speaking
with a flat prosody (Stine and Wingfield, 1987). One interesting
finding was that older adults recalled more information when
health information was presented slower, with shorter utterances,
and more varied and higher pitched intonation (McGuire et al.,
2000). While slower speaking has been shown to improve recall
(Thompson, 1995), it has been shown that “self-paced” listening
can further improve recall (Piquado et al., 2012). Self-paced
listening is when the listener is allowed to pause the speech
when they want. From a telehealth perspective this means that
healthcare providers would be best to pause regularly. During
these pauses recall could likely be further improved if patients
are asked to repeat what the healthcare provider just said, as
repetition is a well-known memory aid. Another important
finding is that meaningful phrases are recalled better than
random words (Stine and Wingfield, 1987; Thompson, 1995).
This suggests that healthcare providers should take extra care to
use colloquial speech, and to be thoughtful of their word choices
so that each statement they make is understood and meaningful
to the patient.

When speech is paired with a visual representation of
the person speaking (i.e., video), comprehension improves,
suggesting that videoconferencing is superior to telephone in
situations where comprehension is critical (Grant et al., 1998;
Grant and Seitz, 2000; Sommers et al., 2005). In these studies,
the video was limited to the head and neck of the speaker, and
the authors explain the audio-visual enhancement compared to
auditory alone was due to an integration of audio and visual
cues that facilitate phonetic and lexical decisions (Grant et al.,
1998; Grant and Seitz, 2000; Sommers et al., 2005). In addition to
the face, hand gestures have also been shown to improve speech
understanding, although the benefit of seeing gestures seems to
be reduced in older adults (Thompson, 1995; Hilty et al., 2019).
In the current study, the researcher did not use their hands to
demonstrate how to use the device, and based on previous work,
this may have reduced the differences in recall between the in-
person and telehealth conditions. Accordingly, it is important
for users of telehealth to be able to see the face and hands of
their healthcare provider clearly in order to see gesturing and
other non-verbal forms of communication that occur through
the hands.

Summary
The current study found that immediate and long-term
recall of health information was lower when that information
was presented through Telehealth, compared to In-Person.
Importantly, this telehealth memory deficit was similar for
both immediate and delayed recall, which suggests that the

best way to improve memory for health information provided
through telemedicine is to improve a patients’ immediate
recall of the session. This is likely to be effective because
the decline in recall performance after a 1-week delay was
about the same regardless of the mode-of-delivery. One way
to accomplish this would be to facilitate understanding so that
more efficient memory encoding occurs. It is therefore likely
that optimizing comprehension in telehealth situations would
mitigate the listening effort and enhance immediate recall of
health information. Improved immediate recall should in turn
improve long-term recall. From a practical perspective, health
care providers should be mindful that their patients may not
recall the information presented through telehealth as they
would in person, unless the health-care provider takes steps
to enhance the immediate recall of information they present.
The limitations of the suggestions presented here to minimize
the memory deficit are based on in-person healthcare studies,
or laboratory-based speech perception studies, thus they may
not be generalizable to telehealth. However, given the dearth of
studies onmemory for information presented through telehealth,
the recent need to rapidly transition healthcare into an online
format due to COVID-19, and the relatively easy and low
risk techniques that could improve memory, we suggest that
healthcare providers attempt to use as many of the techniques
reported above to improve memory for health information when
they are conducting telemedicine and to review information that
was presented in previous sessions. These preliminary results
could be a very positive finding for telehealth, as they suggest that
supplementing telehealth sessions with communication supports
including high-quality earphones, and communication guidance
for healthcare providers could eliminate the recall difference
between in-person and telehealth sessions.
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Background: The definition of notched audiogram for noise-induced hearing loss (NIHL)

is presently based on clinical experience, but audiometric phenotypes of NIHL are

highly heterogeneous. The data-driven clustering of subtypes could provide refined

characteristics of NIHL, and help identify individuals with typical NIHL at diagnosis.

Methods: This cross-sectional study initially recruited 12,218 occupational

noise-exposed employees aged 18–60 years from two factories of a shipyard in

Eastern China. Of these, 10,307 subjects with no history of otological injurie or disease,

family history of hearing loss, or history of ototoxic drug use were eventually enrolled. All

these subjects completed health behavior questionnaires, cumulative noise exposure

(CNE) measurement, and pure-tone audiometry. We did data-driven cluster analysis

(k-means clustering) in subjects with hearing loss audiograms (n = 6,599) consist of two

independent datasets (n = 4,461 and n = 2,138). Multinomial logistic regression was

performed to analyze the relevant characteristics of subjects with different audiometric

phenotypes compared to those subjects with normal hearing audiograms (n = 3,708).

Results: A total of 10,307 subjects (9,165 males [88.9%], mean age 34.5 [8.8] years,

mean CNE 91.2 [22.7] dB[A]) were included, 3,708 (36.0%) of them had completely

normal hearing, the other 6,599 (64.0%) with hearing loss audiogramswere clustered into

four audiometric phenotypes, which were replicable in two distinct datasets. We named

the four clusters as the 4–6 kHz sharp-notched, 4–6 kHz flat-notched, 3–8 kHz notched,

and 1–8 kHz notched audiogram. Among them, except for the 4–6 kHz flat-notched

audiogram which was not significantly related to NIHL, the other three phenotypes

with different relevant characteristics were strongly associated with noise exposure. In

particular, the 4–6 kHz sharp-notched audiogram might be a typical subtype of NIHL.

39

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org/journals/medicine#editorial-board
https://www.frontiersin.org/journals/medicine#editorial-board
https://www.frontiersin.org/journals/medicine#editorial-board
https://www.frontiersin.org/journals/medicine#editorial-board
https://doi.org/10.3389/fmed.2021.662045
http://crossmark.crossref.org/dialog/?doi=10.3389/fmed.2021.662045&domain=pdf&date_stamp=2021-03-25
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles
https://creativecommons.org/licenses/by/4.0/
mailto:huangzw86@126.com
mailto:wuhao@shsmu.edu.cn
https://doi.org/10.3389/fmed.2021.662045
https://www.frontiersin.org/articles/10.3389/fmed.2021.662045/full


Wang et al. Cluster Audiometric Phenotypes of NIHL

Conclusions: By data-driven cluster analysis of the large-scale noise-exposed

population, we identified three audiometric phenotypes associated with distinct NIHL

subtypes. Data-driven sub-stratification of audiograms might eventually contribute to the

precise diagnosis and treatment of NIHL.

Keywords: noise-induced hearing loss, audiometric phenotype, notched audiogram, unsupervised learning,

data-driven cluster analysis, multivariate characteristics

INTRODUCTION

Noise-induced hearing loss (NIHL) is one of the most common

hearing loss in adults (1), with increasing incidence in children
and adolescents (2) due to widespread recreational and transport
noise exposure (3, 4). The World Health Organization (WHO)

estimates that 10% of the world population is exposed to sound
levels that could potentially cause NIHL (5). To date, treatment
options for NIHL are limited, while ∼50% of this burden could
be prevented by early detection of NIHL, avoidance of noise
exposure, prompt intervention, etc. (6).

It is widely accepted that the noise exposure usually

causes high-frequency sensorineural hearing impairment (7,
8). Despite several previously concluded abstract phenotypes
of NIHL including the high-frequency audiometric notch and
the bulge downwards audiogram (9), there are still no clear
audiometric criteria on stratifications of NIHL, which makes

it difficult to specifically evaluate NIHL during clinical and
primary health care (10, 11). One reason for this is the
heterogeneous audiometric phenotypes of NIHL, involving
complex confounding influencing factors. Themajority of studies
have adopted different definitions of high-frequency hearing loss
(12, 13) and notched audiogram (14–16), which were chosen
mainly by specialized intuition or clinical experience, rather than
by data-driven analysis. These inconsistent assessment methods
were manifested by various ranges of frequency and degrees of
hearing loss, which may represent different subtypes of NIHL
with inconsistent responses to intervention, and inevitably result
in incomparable conclusions between studies.

Generally, descriptions of NIHL phenotypes are limited by
subjectivity and poor data support. A data-driven classification
that incorporates the multifrequency audiogram of NIHL is
needed to identify subtypes with consistent patterns and
characteristics. Cluster analysis is an unsupervised exploratory
data mining technique able to group the most similar individuals
with multiple specified variables in the same group called
“cluster” without any previously defined hypothesis (17). Since
audiogram stratification is based on the complex non-linear
combination of thresholds at several frequencies, unbiased data-
driven cluster analysis has recently been found to be a useful
method for the identification of audiometric phenotypes (18,
19). We postulated that cluster analysis could be applied for
classifying audiograms of NIHL.

In the current study, based on audiograms of 10,307 Chinese
shipyard employees with various noise exposure levels, we used
the k-means clustering algorithm to classify subtypes of NIHL in
two distinct noise-exposed populations from different factories.

The confounding influencing factors related to these subtypes
were further analyzed to optimize the assessment for different
subtypes of NIHL, which could provide a powerful tool to
identify those individuals at great risk of NIHL and guide optimal
prevention of noise exposure.

METHODS

Study Population
We conducted this hearing and health investigation in a shipyard
in eastern China from August 1, 2017, to June 30, 2018. A
total of 12,218 subjects aged 18–60 years were initially recruited,
and 10,307 from two steel factories (6,631 from factory 1, and
3,676 from factory 2) were included in the analysis based on the
following criteria: (1) completed questionnaire and audiometric
data, (2) no history of otological injuries or diseases, (3)
no family history of hearing loss, (4) no history of ototoxic
drug use, (5) no profound hearing loss (average threshold at
0.5–2 kHz frequencies >70 dB HL in any ear), and (6) no
perforation of tympanic membrane or abnormal tympanogram.
Sex and race were self-reported. Figure 1 shows the flowchart
of this cross-sectional study, which was in accordance with
the Strengthening the Reporting of Observational Studies in
Epidemiology (STROBE) reporting guidelines and approved by
the ethics committee of the Ninth People’s Hospital affiliated
to Shanghai Jiao Tong University School of Medicine. All the
participants signed written informed consent forms.

Audiometry
Pure-tone air-conduction audiometry at frequencies of 0.5,
1, 2, 3, 4, 6, and 8 kHz in both ears was performed
by certified audiological technicians using an audiometer
(Otometrics Madsen, Xeta, Denmark) with TDH-39P headsets
in a soundproof booth in accordance with the regulations of
ISO 8253-1: 2010. The subjects were not exposed to occupational
noise or loud sounds within 16 h before being examined. The
average threshold of the left and right ears at each frequency
was calculated for subsequent analysis without the age-correction
according to ISO 7029: 2017, in order to avoid the artificial
modification on the subsequent cluster analysis. Normal hearing
was defined as hearing threshold ≤25 dB HL over 0.5–8 kHz
frequencies. Hearing loss was defined as hearing threshold >25
dB HL at any frequency.

Questionnaire
Demographic variables (sex, age, race, job type, working
time-length) and behavioral characteristics, including hearing
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FIGURE 1 | Flowchart of this cross-sectional study.

protection device (HPD) use (<4 h/work-day, ≥4 h/work-day),
personal earphone use (<1 h/day, ≥1 h/day), tobacco (<10
cigarettes/day, ≥10 cigarettes/day) and alcohol (<50 g/day, ≥50
g/day) consumption, and auditory-related symptoms (hearing
difficulty and tinnitus), were collected through a self-reported
questionnaire. Body mass index (BMI) was measured and
calculated by investigators, and then categorized into non-obese
(<28 kg/m2) and obese (≥28 kg/m2) groups.

Noise Exposure Dose
A composite quantitative noise exposure index, the cumulative
noise exposure (CNE), was used to estimate the noise exposure
level for each subject, which was calculated using the following
formula (20):

CNE = LAeq,8h + 10logT,

where LAeq,8h is the equivalent sound pressure level in A weight
of 8 continuous hours of a work-day, which was measured
and analyzed using the personal exposure dosimeter (Aihua,
ASV5910 type, Hangzhou, China). Subjects were required to wear
the dosimeter on the shoulder for five work-days to calculate the
average LAeq,8h. T is the working time-length in years obtained
from the questionnaire.

Data-Driven Cluster Analysis
Seven variables including standardized values of thresholds at
frequencies of 0.5, 1, 2, 3, 4, 6, and 8 kHz were input for k-
means cluster analysis performed using R software (version 4.0.3)
(21). The optimal number of clusters was selected according to
the within cluster sum of squares (WSS) (22), the number of
clusters from 2 to 15 was tried, and the last one that significantly
reduced the WSS (at the inflection point of the curve) was
selected as the optimal number of clusters (Figures 2A–E). Data-
driven cluster analysis was performed in data from two factories
(dataset 1 and dataset 2) separately, and then repeated in the
total data.

Statistical Analysis
Data analysis was performed by using IBM SPSS version
24.0 software (SPSS Inc., Chicago, IL, USA) except for
cluster analysis. Continuous variables are expressed as the
mean (standard deviation, SD), and categorical variables
are presented as percentages (n [%]). Statistical significance
for differences in continuous variables was examined using
Student’s t test (between dataset 1 and dataset 2) or ANOVA
(between cluster subtypes with Dunn-Bonferroni tests for post-
hoc analyses), and categorical variables were compared by
the chi-square test. Multinomial logistic regression models
were used to analyze relevant factors of different clusters of
audiometric subtypes. For the hierarchical regression, age was
categorized into 3 groups (<30, 30–45, and >45 years). For
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FIGURE 2 | Optimal clusters for three datasets. The within cluster sum of squares (WSS) decrease with the increment of clusters number, and the optimal number of

clustering was selected at the last one significantly reduced the WSS (at the inflection point of the curve). The optimal clustering were all at number of four (black

dotted line) for total dataset (A), dataset 1 (C), and dataset 2 (E). The average hearing thresholds over 0.5–8 kHz frequencies of normal hearing subjects and those

four clusters were shown for total dataset (B), dataset 1 (D), and dataset 2 (F).

Frontiers in Medicine | www.frontiersin.org 4 March 2021 | Volume 8 | Article 66204542

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles


Wang et al. Cluster Audiometric Phenotypes of NIHL

TABLE 1 | Characteristics of subjects in different datasets.

Variables Total (n = 10,307) Dataset 1 (n = 6,631) Dataset 2 (n = 3,676) P value*

Age (years), mean (SD) 34.5 (8.8) 36.2 (8.6) 31.4 (8.3) <0.001

CNE (dB[A]), mean (SD) 91.2 (22.7) 92.0 (22.0) 89.8 (23.9) <0.001

Sex, n (%) 0.007

Males 9,165 (88.9) 5,855 (88.3) 3,310 (90.0)

Females 1,142 (11.1) 776 (11.7) 366 (10.0)

BMI, n (%) <0.001

Non-obese 9,391 (90.9) 6,000 (90.5) 3,371 (91.7)

Obese 936 (9.1) 631 (9.5) 305 (8.3)

Hearing difficulty, n (%) <0.001

No 7,955 (77.2) 4,952 (74.7) 3,003 (81.7)

Yes 2,352 (22.8) 1,679 (25.3) 673 (18.3)

Tinnitus, n (%) <0.001

No 6,971 (67.6) 4,327 (65.3) 2,644 (71.9)

Yes 3,336 (32.4) 2,304 (34.7) 1,032 (28.1)

HPD use, n (%) <0.001

<4 h/work-day 7,384 (71.6) 4,936 (74.4) 2,448 (66.6)

≥4 h/work-day 2,923 (28.4) 1,695 (25.6) 1,228 (33.4)

Earphone use, n (%) <0.001

<1 h/day 5,844 (56.7) 3,418 (51.5) 2,426 (66.0)

≥1 h/day 4,463 (43.3) 3,213 (48.5) 1,250 (34.0)

Tobacco consumption, n (%) 0.156

<10 cigarettes/day 6,436 (62.4) 4,174 (62.9) 2,262 (61.5)

≥10 cigarettes/day 3,871 (37.6) 2,457 (37.1) 1,414 (38.5)

Alcohol consumption, n (%) <0.001

<50 g/day 7,558 (73.3) 5,076 (76.5) 2,482 (67.5)

≥50 g/day 2,749 (26.7) 1,555 (23.5) 1,194 (32.5)

Hearing loss, n (%) <0.001

No 3,708 (36.0) 2,170 (32.7) 1,538 (41.8)

Yes 6,599 (64.0) 4,461 (67.3) 2,138 (58.2)

SD, standard deviation; BMI, body mass index; CNE, cumulative noise exposure; HPD, hearing protective device.

*Comparisons were between dataset 1 and dataset 2.

all models, odds ratios (ORs) and 95% confidence intervals
(CIs) are presented. A 2-tailed P < 0.05 was considered
statistically significant.

RESULTS

Basic Characteristics of Subjects
A total of 10,307 Chinese Han subjects (9,165 males [88.9%],
mean age 34.5 [SD 8.8] years, mean CNE 91.2 [SD 22.7]
dB[A]) were included. Among all subjects, 3,708 (36.0%) had
completely normal hearing over 0.5–8 kHz frequencies. The total
subjects were recruited from two independent factories in a
shipyard, who had similar types of occupational tasks, despite
significantly different distributions of sex, age, CNE, hearing
loss, and other characteristics. The distributions of age, CNE,
sex, BMI, hearing difficulty, tinnitus, HPD use, earphone use,
tobacco consumption, and alcohol consumption are shown in
Table 1.

Clusters of Audiometric Phenotypes
To classify NIHL into novel audiometric phenotypes, we used
the k-means clustering method in audiograms with hearing loss.
We repeated the cluster process, respectively, in total dataset (all
the hearing loss audiograms, n = 6,599), dataset 1 (hearing loss
audiograms from factory 1, n= 4,461) and dataset 2 (hearing loss
audiograms from factory 2, n = 2,138) to verify that the cluster
structure described for each dataset was reproducible.

For all three datasets, the optimal number of clusters was
four according to the WSS decreasing curve (Figures 2A–E),
and the audiometric phenotypes of four clusters identified from
different datasets were qualitatively similar. In total, 6,239 /6,599
(94.5%) audiograms in total dataset clusters were classified into
the same subtype according to the distinct clusters in dataset
1 (4,286 /4,461, 96.1%) and dataset 2 (1,953 /2,138, 91.3%),
the consistency of subtypes by cluster analysis in two distinct
datasets and total dataset showed in Table 2. The average hearing
thresholds of normal hearing subjects and those four clusters are
shown for each dataset (Figures 2B–F).
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TABLE 2 | The consistency of subtypes by cluster analysis in two independent datasets and total dataset.

Consistency, n (%) Cluster 1 Cluster 2 Cluster 3 Cluster 4 Total

Dataset 1 1,549 (100.0) 1,123 (89.9) 1,075 (97.3) 539 (96.6) 4,286 (96.1)

Dataset 2 703 (91.4) 737 (94.0) 354 (83.1) 159 (100.0) 1,953 (91.3)

Total 2,252 (97.2) 1,860 (91.5) 1,492 (93.3) 698 (97.4) 6,239 (94.5)

Relevant Characteristics of Audiometric
Phenotypes
Audiograms with hearing loss were then classified into 4
subtypes for cluster analysis of the total dataset, which were
named 4–6 kHz sharp-notched (original cluster 1, Figure 3A),
4–6 kHz flat-notched (original cluster 2, Figure 4A), 3–8 kHz
notched (original cluster 3, Figure 5A), and 1–8 kHz notched
(original cluster 4, Figure 6A) phenotypes, referring to the
frequency range, and shape of their audiometric notches. Hearing
thresholds at frequencies of 0.5–8 kHz of the four subtypes
were significantly different from each other (all the P values
< 0.001). In comparison with the 4–6 kHz sharp- and flat-
notched subtypes, subjects manifested as the 3–8 kHz and 1–
8 kHz notched subtypes were significantly older, with higher
noise exposure, as well as higher proportions of males, hearing
difficulties and tinnitus. In post-hoc analyses, for the 4–6 kHz flat-
notched audiogram, the average age of subjects of this subtype
was similar (P = 0.293) to that of the 4–6 kHz sharp-notched
audiogram, while the mean CNE was slightly smaller (P =

0.008) than that of the 4–6 kHz sharp-notched audiogram, but
significantly larger (P < 0.001) than that of the normal-hearing
audiogram. The proportions of females, hearing difficulties,
tinnitus, and earphone uses were higher in subjects with the 4–
6 kHz flat-notched audiogram than that in the 4–6 kHz sharp-
notched audiogram. Moreover, the average hearing thresholds of
the 4–6 kHz flat-notched audiogram at frequencies of 0.5–3 kHz
were obviously higher than that of the 4–6 kHz sharp-notched
audiogram (all the P value < 0.001). The detailed distribution of
characteristics in subjects with different audiometric phenotypes
is shown in Table 3.

Variables that showed significant differences between
audiometric phenotypes were included in the multinomial
logistic regression analysis (Table 4). Age, male sex,
tobacco consumption, and alcohol consumption were
risk factors for all subtypes, while the HPD use was a
protective factor. CNE was associated with three of all
subtypes except for the 4–6 kHz flat-notched phenotype.
Tinnitus was associated with three of all subtypes except
for the 4–6 kHz sharp-notched phenotype. Self-reported
hearing difficulty was only related to the 1–8 kHz
notched phenotype, which reflected the most severe
NIHL subtype.

Specific Influence of Noise Exposure on
Audiometric Phenotypes
To explore the specific influence of noise exposure dose on
audiometric phenotypes among populations with different
characteristics, we performed hierarchical regression analysis

FIGURE 3 | The 4–6 kHz sharp-notched audiogram and its association with

noise exposure. (A) The average hearing thresholds over 0.5–8 kHz

frequencies of subjects with normal hearing and the cluster of 4–6 kHz

sharp-notched audiogram. The pink shade includes the range of notched

frequencies. (B) Adjusted ORs with 95% CI of CNE increment (per dB[A]) for

the 4–6 kHz sharp-notched audiogram refer to normal hearing audiogram after

stratification of sex, age, hearing difficulty, tinnitus, HPD use, tobacco

consumption, and alcohol consumption.

of audiometric phenotypes stratified by confounding factors
(sex, age, CNE, HPD use, hearing difficulty, tinnitus, tobacco
consumption, and alcohol consumption). According to
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FIGURE 4 | The 4–6 kHz flat-notched audiogram and its association with

noise exposure. (A) The average hearing thresholds over 0.5–8 kHz

frequencies of subjects with normal hearing and the cluster of 4–6 kHz

flat-notched audiogram. The pink shade includes the range of notched

frequencies. (B) Adjusted ORs with 95% CI of CNE increment (per dB[A]) for

the 4–6 kHz flat-notched audiogram refer to normal hearing audiogram after

stratification of sex, age, hearing difficulty, tinnitus, HPD use, tobacco

consumption, and alcohol consumption.

the adjusted ORs of noise exposure dose for different
phenotypes after stratification, the increment of CNE
was stably associated with the 4–6 kHz sharp-notched
phenotype (Figure 3B), as well as associated with the 3–
8 kHz notched phenotype except among younger subjects
(<30 years old) (Figure 5B) and the 1–8 kHz notched
phenotypes except for females and younger population
(Figure 6B). In contrast, CNE was almost unrelated to the
4–6 kHz flat-notched phenotype (Figure 4B), except for
population who were males, with hearing difficulty and little
tobacco consumption.

FIGURE 5 | The 3–8 kHz notched audiogram and its association with noise

exposure. (A) The average hearing thresholds over 0.5–8 kHz frequencies of

subjects with normal hearing and the cluster of 3–8 kHz notched audiogram.

The pink shade includes the range of notched frequencies. (B) Adjusted ORs

with 95% CI of CNE increment (per dB[A]) for the 3–8 kHz notched audiogram

refer to normal hearing audiogram after stratification of sex, age, hearing

difficulty, tinnitus, HPD use, tobacco consumption, and alcohol consumption.

DISCUSSION

In this study we performed a cluster analysis of noise-exposed
population who had some degree of hearing loss. By using
the audiometric thresholds over 0.5–8 kHz of the total hearing
loss dataset (n = 6,599), we developed the cluster model and
identified four phenotypes with distinct audiogram subtypes of
hearing loss. We repeated the cluster analysis in two independent
parts of the total dataset, dataset 1 (n = 4,461) and dataset
2 (n = 2,138) where we were able to replicate the clusters
into four similar phenotypes. The relevant demographic and
behavioral characteristics of population with different hearing
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FIGURE 6 | The 1–8 kHz notched audiogram and its association with noise

exposure. (A) The average hearing thresholds over 0.5–8 kHz frequencies of

subjects with normal hearing and the cluster of 1–8 kHz notched audiogram.

The pink shade includes the range of notched frequencies. (B) Adjusted ORs

with 95% CI of CNE increment (per dB[A]) for the 1–8 kHz notched audiogram

refer to normal hearing audiogram after stratification of sex, age, hearing

difficulty, tinnitus, HPD use, tobacco consumption, and alcohol consumption.

loss phenotypes were analyzed in comparison with the normal
hearing population (n= 3,708).

Our main finding was that hearing loss in noise-exposed
population consisted of four audiogram subtypes that had
different characteristics and associations with noise exposure
levels. In line with previous studies, we found the presence of a
“notch” at high frequencies of 3, 4, and 6 kHz with recovery at
8 kHz in most hearing loss audiograms, some of which extended
to involve even 1 kHz and 2 kHz (14–16). Therefore, we named

the phenotypes 4–6 kHz sharp-notched, 4–6 kHz flat-notched,
3–8 kHz notched, and 1–8 kHz notched audiograms.

In the present study, the 4–6 kHz sharp-notched audiogram,
3–8 kHz notched audiogram, and 1–8 kHz notched audiogram
were strongly related to noise exposure, which represented
three distinct subtypes of NIHL. This result supported the
conventional description of noise-induced high-frequency
audiometric notches (8, 9, 23) based on data-driven evidence.
The occurrence of 4–6 kHz sharp-notched audiogram was
highest among all subtypes with constant correlation to the
noise exposure, which could be regarded as a typical subtype
of NIHL. While the 3–8 kHz notched audiogram and 1–8 kHz
notched audiogram that manifested as more severe subtypes
of NIHL involved wider ranges of frequency, which were less
likely to appear among younger populations and even females.
This finding agreed with several previous studies suggesting
that the risk of NIHL in males was significantly higher than
that in females (12, 15, 24), as well as the effects of aging may
extend the hearing loss frequencies to 8 kHz and even low
frequencies, which reduces the prominence of the typical “notch”
in audiograms of individuals with excess noise exposure (8, 9).

In particular, the 4–6 kHz flat-notched audiogram was the
second most common subtype of hearing loss after the 4–
6 kHz sharp-notched audiogram, however, it seemed to be
unrelated to noise exposure, but associated with age, sex, and
some behavioral factors according to the logistic regression
(Table 4). Although the mean CNE of subjects with the 4–
6 kHz flat-notched audiogram was significantly larger than
that of the normal-hearing audiogram, it might due to the
longer working-length of subjects with the 4–6 kHz flat-
notched audiogram, who were also older than those with the
normal-hearing audiogram. In addition, the average hearing
thresholds of the 4–6 kHz flat-notched audiogram at lower
frequencies were higher than that of the 4–6 kHz sharp-notched
audiogram, despite of the similar mean age, and CNE. However,
in consideration of the obvious differences in sex, hearing
difficulty, tinnitus, and earphone use between the two subtypes,
we speculated that there should be other factors (such as
individual behaviors and genetic heterogeneity) influencing the
audiometric phenotypes, which should be further explored in
future studies. This finding may provide an explanation for
some previous studies reporting that audiometric notches also
commonly occur in individuals without any previous noise
exposure and have been associated with other factors (14,
15, 25). The Nord-Trøndelag Hearing Loss Study analyzed
the various definitions of notched audiograms in the 3–
6 kHz range [defined by Coles et al. (9), Hoffman et al. (26),
Wilson and Mcardle (27)] in 49 774 subjects aged 20–101
years. The prevalence of those notches varied from 60 to
70% in the most noise-exposed men, but was also common
in men without any occupational noise exposure. Another
study using the Hoffmann notch to analyze audiograms of
US adults from the NHANES (16) showed that though 8.2%
of 1,223 self-reported occupational noise-exposed individuals
had bilateral high-frequency audiometric notches, 5.2% of
2,360 individuals without noise exposure also had bilateral
notches. Those artificial definitions of notches probably included
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TABLE 3 | Characteristics of subjects in different audiometric phenotypes.

Variables Normal hearing 4–6kHz sharp-notched 4–6kHz flat-notched 3–8kHz notched 1–8kHz notched P value*

(n = 3,708) (n = 2,318) (n = 2,033) (n = 1,531) (n = 717)

Age (years), mean (SD) 29.9 (7.0)b,c,d,e 34.9 (7.7)a,d,e 35.4 (8.9)a,d,e 39.6 (8.1)a,b,c,e 43.5.4 (7.8)a,b,c,d <0.001

CNE (dB[A]), mean (SD) 85.4 (27.8)b,c,d,e 93.8 (17.6)a,c,d,e 91.5 (22.6)a,b,d,e 96.9 (14.3)a,b,c,e 100.0 (13.3)a,b,c,d <0.001

Sex, n (%) <0.001

Males 3,065 (82.7)b,c,d,e 2,144 (92.5)a,c,d,e 1,775 (87.3)a,b,d,e 1,492 (97.5)a,b,c 689 (96.1)a,b,c

Females 643 (17.3)b,c,d,e 174 (7.5) 258 (12.7) 39 (2.5) 28 (3.9)

BMI, n (%) 0.209

non-obese 3,356 (90.5) 2,118 (91.4) 1,831 (90.1) 1,409 (92.0) 657 (91.6)

Obese 352 (9.5) 200 (8.6) 202 (9.9) 122 (8.0) 60 (8.4)

Hearing difficulty, n (%) <0.001

No 2,914 (78.6)c,d,e 1,844 (79.6)c,d,e 1,555 (76.5)a,b,e 1,168 (76.3)a,b,e 474 (66.1)a,b,c,d

Yes 794 (21.4) 474 (20.4) 478 (23.5) 363 (23.7) 243 (33.9)

Tinnitus, n (%) <0.001

No 2,600 (70.1)c,d,e 1,640 (70.8)c,d,e 1,370 (67.4)a,b,d,e 957 (62.5)a,b,c,e 404 (56.3)a,b,c,d

Yes 1,108 (29.9) 678 (29.2) 663 (32.6) 574 (37.5) 313 (43.7)

HPD use, n (%) <0.001

<4 h/work-day 2,290 (61.8)b,c,d,e 1,719 (74.2)a,d,e 1,516 (74.6)a,d,e 1,256 (81.4)a,b,c,e 613 (85.5)a,b,c,d

≥4 h/work-day 1,418 (38.2) 599 (25.8) 517 (25.4) 285 (18.6) 104 (14.5)

Earphone use, n (%) 0.004

<1 h/day 2,151 (58.0)c,d,e 1,361 (58.7)c,d,e 1,112 (54.7)a,b 836 (54.6)a,b 384 (53.6)a,b

≥1 h/day 1,557 (42.0) 957 (41.3) 921 (45.3) 695 (45.4) 333 (46.4)

Tobacco consumption, n (%) <0.001

<10 cigarettes/day 2,451 (66.1)b,c,d,e 1,371 (59.1)a,c,d 1,300 (63.9)a,b,d,e 886 (57.9)a,c 428 (59.7)a,c

≥10 cigarettes/day 1,257 (33.9) 947 (40.9) 733 (36.1) 645 (42.1) 289 (40.3)

Alcohol consumption, n (%) <0.001

<50 g/day 3,023 (81.5)b,c,d,e 1,577 (68.0)a,c,d 1,498 (73.7)a,b,d,e 982 (64.1)a,b,c,e 478 (66.7)a,c,d

≥50 g/day 685 (18.5) 741 (32.0) 535 (26.3) 549 (35.9) 239 (33.3)

SD, standard deviation; BMI, body mass index; CNE, cumulative noise exposure; HPD, hearing protective device.

*Comparisons were between different audiometric phenotypes.

Significantly different from normal hearinga, 4–6 kHz sharp-notchedb, 4–6 kHz flat-notchedc, 3–8 kHz notchedd , and 1–8 kHz notchede audiograms in post-hoc analyses of ANOVA or

chi-square test (P < 0.05).

TABLE 4 | Multinomial logistic regression models of audiometric phenotypes.

Variables Refer to normal hearing

(OR [95% CI]) 4–6 kHz sharp-notched 4–6kHz flat-notched 3–8 kHz notched 1–8kHz notched

Age (per years) 1.09 (1.08–1.09) 1.10 (1.09–1.10) 1.16 (1.15–1.17) 1.23 (1.22–1.25)

CNE (per dB[A]) 1.01 (1.01–1.01) 1.00 (1.00–1.01) 1.02 (1.01–1.02) 1.04 (1.03–1.05)

Male sex 2.76 (2.27–3.35) 1.72 (1.44–2.05) 9.63 (6.81–13.63) 6.44 (4.25–9.75)

Hearing difficulty

(self-reported yes)

0.92 (0.80–1.06) 1.06 (0.92–1.22) 0.91 (0.77–1.08) 1.36 (1.10–1.67)

Tinnitus (self-reported yes) 1.03 (0.91–1.17) 1.19 (1.04–1.35) 1.53 (1.32–1.78) 1.84 (1.51–2.24)

HPD use ≥4 h/work-day 0.84 (0.74–0.95) 0.86 (0.75–0.98) 0.77 (0.65–0.90) 0.76 (0.59–0.97)

Earphone use ≥1 h/day 0.9 (0.81–1.01) 1.10 (0.97–1.23) 1.07 (0.93–1.22) 1.01 (0.84–1.22)

Tobacco consumption

≥10 cigarettes/day

1.17 (1.03–1.32) 1.10 (0.97–1.25) 1.26 (1.09–1.45) 1.33 (1.09–1.62)

Alcohol consumption ≥50 g/day 1.51 (1.32–1.72) 1.27 (1.11–1.47) 1.54 (1.32–1.8) 1.25 (1.02–1.54)

Reference variables: Sex, females; Hearing difficulty, self-reported no; Tinnitus, self-reported no; HPD use, <4 h/work day; Earphone use, <1 h/day; Tobacco consumption, <10

cigarettes/day; Alcohol consumption, <50 g/day.

Bold type: P < 0.05.

OR, odds ratio; CI, confidence interval; BMI, body mass index; CNE, cumulative noise exposure; HPD, hearing protective device.
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this 4–6 kHz flat-notched audiogram, which may limit the
specificity of using high-frequency audiometric notch for the
diagnosis of NIHL.

As many previous studies reported (11, 28, 29), we
found that age, sex, tobacco, and alcohol consumption were
confounding influencing factors of hearing loss other than
noise exposure. Using HPDs in an environment with loud
noise exposure for hours every work-day likely protected
individuals from NIHL, despite audiometric subtypes. In
addition, we found that tinnitus was associated with the
degree of hearing loss rather than the most typical NIHL
subtype, while self-reported hearing difficulty was only closely
related to the most severe subtype of hearing loss with speech
frequencies impairment. These findings are approximately
consistent with previous studies that reported that tinnitus is
usually accompanied by hearing loss (30), and self-reported
hearing status could not sensitively reflect high-frequency
hearing loss (31).

It is widely accepted that audiometric phenotypes are based
on presumed underlying auditory histopathology, which suggests
the causes and degree of auditory organ damage (32, 33).
A few previous studies have performed cluster analysis in
clinical audiograms. Interestingly, the notched audiometric
phenotype was always distinguished out as a separate cluster
(18, 19), and we assumed that it should indicate the NIHL
phenotype, although the noise exposure history of those
patients was not reported. Here we propose to use this
cluster classification to identify audiometric phenotypes for
the evaluation of NIHL, since the typical NIHL in a specific
population may manifest as different subtypes of notched
audiograms, and suggest different management approaches. For
instance, the presence of 4–6 kHz sharp-notched audiogram in
younger females might be a strong signal indicating NIHL, in
contrast, the 4–6 kHz flat-notched audiogram should not be
evidence of NIHL. This would facilitate optimal assessment
of NIHL.

The main strength of our study is that it first provides various
reproducible audiometric subtypes of NIHL by data-driven
analysis in a relatively large-scale noise-exposed population.
Another strength was that our study was based on consideration
of detailed noise exposure history, questionnaire information
and audiometric data from standardized protocols, which can
give a more nuanced picture than clinical data. Previously Zhao
et al. developed machine learning models for the prediction
of NIHL (34), which were based on hypothesis-driven or
supervised analysis. Instead, for the first time to our knowledge,
we performed an unsupervised data-driven cluster analysis to
identify the unknown audiometric phenotypes associated with
noise exposure, and to describe the relevant characteristics
of distinct subtypes of NIHL. However, there are also some
limitations. First, this cross-sectional study did not allow robust
causal inference, although the employees were supposed to have
a pre-work health examination to ensure normal hearing at
baseline. Second, all subjects in this study were collected in the
same region of China and they may not represent the whole

noise-exposed population. Furthermore, we cannot at this stage
claim that the new subtypes represent different etiologies of
NIHL, or that this clustering is the optimal classification of
NIHL phenotypes.

In conclusion, we were able to repeat and identify distinct
audiometric phenotypes of NIHL in large-scale noise-
exposed populations with different relevant characteristics,
by using cluster analysis. Moreover, given the technological
advances in machine learning, our study provides a sight
into the prospect of involving data-driven audiogram
mining for the precise diagnosis and treatment of NIHL in
future studies.
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Objective: This study was aimed at evaluating improvements in speech-in-noise
recognition ability as measured by signal-to-noise ratio (SNR) with the use of wireless
remote microphone technology. These microphones transmit digital signals via radio
frequency directly to hearing aids and may be a valuable assistive listening device for
the hearing-impaired population of Mandarin speakers in China.

Methods: Twenty-three adults (aged 19–80 years old) and fourteen children (aged 8–
17 years old) with bilateral sensorineural hearing loss were recruited. The Mandarin
Hearing in Noise Test was used to test speech recognition ability in adult subjects, and
the Mandarin Hearing in Noise Test for Children was used for children. The subjects’
perceived SNR was measured using sentence recognition ability at three different
listening distances of 1.5, 3, and 6 m. At each distance, SNR was obtained under three
device settings: hearing aid microphone alone, wireless remote microphone alone, and
hearing aid microphone and wireless remote microphone simultaneously.

Results: At each test distance, for both adult and pediatric groups, speech-in-noise
recognition thresholds were significantly lower with the use of the wireless remote
microphone in comparison with the hearing aid microphones alone (P < 0.05), indicating
better SNR performance with the wireless remote microphone. Moreover, when the
wireless remote microphone was used, test distance had no effect on speech-in-noise
recognition for either adults or children.

Conclusion: Wireless remote microphone technology can significantly improve speech
recognition performance in challenging listening environments for Mandarin speaking
hearing aid users in China.

Keywords: hearing aids, sensorineural hearing loss, signal-to-noise ratio, wireless remote microphone, speech-
in-noise recognition

INTRODUCTION

With the advancement and evolution of current hearing technology, a variety of digital audio
electronic devices have become more prevalent in the general population. These accessories which
allow wireless transfer of high quality audio, such as smartphone compatible wireless earphones,
have enhanced listening experiences for normal-hearing listeners, with the potential of similar
accessories improving listening experiences for the hearing-impaired as well (Picou, 2020).
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Sensorineural hearing loss not only reduces the sensitivity to
sound and dynamic range of auditory perception for hearing-
impaired listeners, but also reduces their frequency and temporal
resolution that can lead to difficulty in speech comprehension
(Moore, 2013). Hearing aids have been proven to be an effective
solution in compensating for hearing loss in the loudness
domain, but cannot compensate sufficiently for issues with
frequency or temporal resolution. These issues become more
pronounced in listening environments where the target sounds
are masked by competing sounds. An effective way to help people
with sensorineural hearing loss in more challenging listening
environments is to improve the audibility of the target signal.
The signal-to-noise ratio (SNR) is defined as the ratio of speech
signals to noise and is frequently used to indicate the quality of
the target signal in challenging communication environments.
Research has shown that the speech-in-noise recognition ability
in people with sensorineural hearing loss is significantly reduced
when the SNR is at or below 5 dB. In contrast, the speech-in-
noise recognition performance for normal-hearing listeners are
minimally impacted at a SNR of 0 dB (Dong et al., 2015). Wilson
et al. (2007) reported that individuals with a moderate hearing
loss required an increased SNR of up to 10 dB to achieve the
same speech understanding as individuals with normal hearing.
Generally speaking, SNR depends on three key determinants: the
presence of background noise, the distance between the listener
and the target signal, and the reverberation in the listening
environment. If the competing noise level is stable and the
distance between the listener and target speech increases, the
effective SNR for the listener will decrease. Studies have shown
that to achieve better speech signal clarity, the distance between
the listener and the signal source should be no greater than
1.8 m (Fickes, 2003). Blazer (2007) reported that students with
hearing loss were able to achieve 95% on speech recognition
tasks when they were 1.8 m apart from the source of interest,
and only 60% when they were 7.3 m apart from the source of
interest. In addition to the target distance, Reverberation Time
(RT) plays an important role as well: the longer the RT in the
communication environment, the more difficult it is for people
with sensorineural hearing loss to communicate. Studies have
shown that reducing reverberation time from 1.2 to 0.3 s can
lead to 11 dB improvement in SNR (David and William, 1984).
Furthermore, some studies have shown that optimal SNR for
speech perception is dependent on a child’s age, with younger
children requiring a more favorable SNR to obtain similar
speech recognition scores as adults. Adult-like performance is
reached at the age of 10–12 years in stationary noise conditions
(Koopmans et al., 2018).

Hearing aids today can provide listeners with a clear,
high-quality sound experience in a quiet environment, but
they deteriorate in the presence of noise (Bentler et al., 2016).
Kochkin (2002) found that nearly 45% of hearing aid users
were dissatisfied with their hearing aid performance in a noisy
environment. One of the main goals of the development of
current hearing aid technology is to improve speech recognition
in complex listening environments and improve SNR in
conditions where noise, distance, and reverberation can
interfere. One of the technologies, directional microphones, can

significantly improve speech recognition in noise for specific
listening environments. Directional microphones perform best
when the speech is presented from the front, the noise is in
the rear, and the target speaker is in close proximity. However,
in a real-world communication environment, directional
microphones may fall short as these conditions are often not met
(Kreikemeier et al., 2013; Picou et al., 2014).

When hearing aids and their microphones alone do not
provide adequate assistance, some of the most beneficial wearable
technology comes in the form of assistive listening devices which
can also effectively improve the SNR for hearing aid users.
For example, remote microphone hearing assistance technology
(HAT) is widely used for hearing-impaired children. Amongst
various HAT devices, wireless frequency modulation (FM) system
is an early development that is still widely used. A typical FM
unit consists of a small transmitter and microphone, which picks
up the voice of a speaker and sends the clean speech to a radio-
frequency (RF) receiver plugged into the hearing aid of a listener.
Using a FM system to transmit the teacher’s voice directly to the
student is equivalent to reducing the communication distance
to within 3–6 inches. Boothroyd showed that using the FM
system in a noisy environment resulted in the same speech
recognition as in a quiet environment (Boothroyd and Guerrero,
2004). For FM systems, American Speech-Language-Hearing
Association (ASHA) recommends, “. . . the basic goal is that the
FM system should increase the level of the perceived speech, in
the listener’s ear, by approximately 10 dB” [American Speech-
Language-Hearing Association (ASHA), 2002]. Lewis et al. (2004)
reported that on average, subjects improved by 14.2–16.7 dB with
the use of one FM receiver over the use of two hearing aids
alone in the directional microphone mode. Current hearing aids
often utilize digital radio frequency technology, such as Bluetooth
Remote Microphones, which wirelessly connect to hearing aids.
These devices function similarly to FM systems and can wirelessly
transmit audio signals to hearing aids over long distances (up
to 10 m). In most hearing aid applications, this technology
does not require an extra receiving device like a traditional FM
system, as the digital wireless antenna is built into the hearing
aids. This makes them more convenient to carry and operate
than traditional FM systems. Research has clearly indicated that
the use of remote microphone systems statistically improved
speech recognition in noise, relative to unaided and hearing aid-
only conditions for adults with hearing loss (Jace et al., 2015;
Rodemerk and Galster, 2015).

Mandarin Chinese is a tonal language with four
phonologically distinctive tones characterized by syllable-
level fundamental frequency (F0) contour patterns. These
pitch contours are commonly described as high–level (tone 1),
high–rising (tone 2), falling–rising (tone 3), and high–falling
(tone 4) (Lin, 1988). According to a study of the hearing disabled
population from four provinces in 2016, about 5% of the
population in mainland China have hearing impairment (Hu
et al., 2016). However, it was speculated that only about 7–10%
of those hearing impaired listeners have been fitted with hearing
aids (Zhang, 2009), suggesting a large unreached population
of hearing-impaired Chinese listeners that could benefit from
the use of hearing aids and the assistive listening devices.
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Previous studies (Jace et al., 2015; Rodemerk and Galster, 2015;
Bentler et al., 2016) have shown that the remote microphone
HAT can significantly improve the speech recognition ability
of the hearing-impaired people who communicate in English
in noise. However, there are few reports on the application of
this technology in the hearing impaired population who speak
Mandarin Chinese. It is our interest to investigate how much
improvement Chinese hearing-impaired listeners may benefit
from the current wireless remote microphone technology. This
study was aimed at evaluating improvements in speech-in-noise
recognition ability as measured by signal-to-noise ratio (SNR)
with the use of wireless remote microphone technology.

MATERIALS AND METHODS

Subjects
Two groups of subjects were recruited in this study. All subjects
had a history of digital hearing aids use for more than 1 year
but no experience with HAT in combination with their hearing
devices. Twenty-three native Mandarin Chinese-speaking adult
subjects (6 females and 17 males) participated in the adult group.
The subjects were between 19 and 80 years old (Mean = 63.4,
SD = 18.7) and had relatively symmetric sensorineural hearing
loss in both ears. The mean pure-tone hearing thresholds at
frequencies of 500, 1,000, 2,000, and 4,000 Hz (PTA0.5to 4 kHz)
across the two ears for the groups of subjects ranged from 40 to
75 dB HL, as shown in Figure 1.

Fourteen native Mandarin Chinese-speaking children (7
females and 7 males) were recruited for the children’s group.
These subjects were between 8 and 17 years old (Mean = 13.1,
SD = 3.2), and had bilateral sensorineural hearing loss with a
PTA0.5to 4 kHz ranging from approximately 35 to 80 dB HL, as
shown in Figure 1.

Hearing Aid Fitting Equipment
In this study, adult participants were fitted with two ReSound
LiNX2 962 Receiver-In-The-Ear (RIE) hearing aids, and pediatric
participants were fitted with two ReSound UP 988 Behind-the-
Ear (BTE) hearing aids. Pediatric participants utilized their own
earmolds during the test, which were coupled to hearing aids.
Pediatric subjects with good low frequency hearing had earmolds
with small vents., which would have negligible effect on the gain
of the amplified sound path (Dillon, 2012). A ReSound Mini
Microphone was paired to the test hearing aids in all cases. The
ReSound Mini Microphone is a small personal streaming device
which utilizes 2.4 GHz digital wireless technology to transmit
sounds from the remote microphone or the output signal from
any external audio source, directly to a Resound hearing aid. The
remote microphone can be clipped onto the speaker’s clothing or
placed on a surface to transmit the voices of multiple speakers.
It provides a wireless link between the speaker and the listener
with no additional hardware or connections required. The audio
frequency range of the Mini Microphone is from 100 to 8,000 Hz.
A remote control was used to change the hearing aid program
during the test. The ReSound Aventa 3.10 software was used to fit
hearing aids for subjects.

Test Equipment and Materials
The test equipment included five Audioengine2 + active
speakers, four of which were used to present noise signals and
one was used to present the target speech. The Mandarin Hearing
in Noise Test (MHINT) was used to test the speech recognition
ability for adults. The HINT is a standardized and recorded
test that can be used to estimate the signal-to-noise ratio (SNR)
at which the sentences embedded in background noise can be
repeated correctly 50% of the time. MHINT is the Mandarin
version of HINT. The MHINT materials consist of 12 lists,
each containing 20 sentences. Each sentence contains 10 Chinese
characters. The presentation level is response dependent; lowered
or raised according to a participant’s correct or incorrect response
of the test material. Presentation levels were decreased by 2 dB
after a correct response and increased by 2 dB after an incorrect
response. The reception threshold for sentences (RTSs) was
calculated using this adaptive procedure (Wong et al., 2007). The
Mandarin Hearing in Noise Test for Children (MHINT-C) was
used to test the children. The MHINT-C materials consist of 12
lists, each containing 10 sentences (Chen and Wong, 2020). For
each test condition, a list of 10 MHINT sentences were presented
in a randomized order. Speech-shaped noise (SSN) was used as
the masker noise in the present study.

Test Environment
The test location was a quiet meeting room measured at 5.5 ×
8 × 2.5 m, with ambient background noise levels below 45 dB
A. The testing room resembles a typical classroom setting with a
reverberation time of 0.46 s. As shown in Figure 2, four speakers
were utilized for the noise located at the four corners of the
room, 0.75 m away from the walls in the corners (N1–N4) of
the test room, 45 degrees away from the two vertical walls,
facing the center of the room. The participants were seated at
the S0, 1.5 m away from the back wall. The speakers presenting
speech signals were located at 0◦azimuth distanced at 1.5, 3,
and 6 m directly in front of the participant (S1, S2, and S3
conditions, respectively), resulting in a critical distance of 1.41
m. The wireless remote microphone was set to directional and
clipped to the participant’s collar. In the test, the wireless remote
microphone was suspended 25 cm below the speaker to simulate
the distance and orientation between the speaker’s mouth and the
Mini Microphone in practical applications. The speaker was set at
ear level for each participant. Four speakers labeled N1, N2, N3,
and N4 were used to deliver speech-shaped noise simultaneously
at a calibrated noise level of 65 dB A at S0.

Test Procedures
Adult subjects were fitted with ReSound LiNX2 962 RIE
hearing aids on both ears according to their audiograms. The
proprietary fitting prescription of Audiogram + in the ReSound
Aventa 3 software was used. The hearing aid microphones
were set to a fixed directional response, and all other
advanced signal processing features (e.g., directional processing,
digital noise reduction, wind noise reduction, reverberation
processing, frequency lowering) were disabled. The ReSound
Mini Microphone was paired with the hearing aids and set at
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FIGURE 1 | The average hearing thresholds between the two ears of each individual adult and child. The horizontal axis represents the frequency. The vertical axis
represents the hearing thresholds in dB HL. Each dot represents the average threshold of the left and right ears at this frequency of one individual.

a hearing aid to Mini Microphone ratio of 1:1. (i.e., remote
microphone and hearing aid microphone were set such that
each contributed equally to the output audio signal). There
were nine test conditions consisting of three test distances and
three program settings. Each program setting was tested at each
distance condition. The program settings included directional
microphones active (HA_D), the Mini Microphone active only
(MM), and both hearing aid microphones and MM active
(HA_D + MM). The nine test conditions were carried out
in a randomized order. The remote control was used by the
investigator to switch the hearing aid program settings. For each
test condition, a list of MHINT materials were presented to obtain
the speech recognition threshold in SNR. During the test, the SSN
noise level was fixed at 65 dB A.

Pediatric subjects were fitted with bilateral Resound UPS988-
DLW BTE hearing aids based on their audiograms with a DSL
v5 fitting prescription. The programming of the hearing aids
were the same as those utilized for the adult subjects, with
the addition of an omnidirectional microphone mode (HA_O)
program. Hence, for the pediatric subjects, there were twelve
test conditions (four test program settings at three distances

FIGURE 2 | Five speaker set up in the testing room. Four speakers playing
the noise placed in the four corners (N1–N4) of the test room, and 0.75 m
from the wall corner. The speaker playing speech signals were located at S1,
S2, and S3, respectively. S0 is the location of the subject (Red mark).

each) carried out in a randomized order. For each test condition,
a list of MHINT-C materials were used to obtain recognition
thresholds in SNR.

Statistical Methods
Statistical analysis was carried out using Statistics Package for
Social Science (SPSS) 16.0. A repeated-measures analysis of
variance (RM-ANOVA) was conducted to determine if there
was any overall statistical significance among the outcome SNRs
across the three or four device settings at the three test distances
for both adult and pediatric groups. The test distances and device
settings were considered the independent variables. SNR was
considered the dependent variable.

RESULTS

Speech Recognition for Adults
The SNRs obtained under nine test conditions for adults are
detailed in Table 1. The RM-ANOVA revealed a statistically
significant difference among each device setting [F(2,
65) = 267.91, p < 0.05]. There was a significant interaction
effect between the distance and device settings [F(4, 62) = 7.77,
p < 0.05]. This indicates that SNR is affected by the interaction
between the distance and device settings.

Figure 3 illustrates the speech-in-noise recognition threshold
(measured in SNR) of adult subjects with different test distances
and different test device settings. The results showed that at
the same test distance, the SNR thresholds under three device
settings were significantly different from each other (p < 0.05).
Performance was significantly better when the MM was active
compared to the hearing aid microphone alone (p < 0.05). The
performance with the MM alone was significantly better than the
performance with HA_D+MM (all p < 0.05).

Moreover, the results showed that with the hearing aid
microphone alone, the SNR for the 1.5 m condition was
significantly better than those for the 3–6 m conditions (p< 0.05),
with no significant differences in SNR between 3 and 6 m
conditions. When the MM was active, the test distance had no
effect on SNRs (p > 0.05).
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TABLE 1 | The speech in noise recognition thresholds in SNRs (dB) obtained under each test condition for both adults and children.

Adult Children

HA__D HA + MM MM HA__0 HA__D HA + MM MM

1.5 m 5.55 ± 5.90 −2.23 ± 6.87 −5.46 ± 7.50 4.09 ± 5.56 1.66 ± 1 ± 6.19 −4.37 ± 5.66 −9.26 ± 1 ± 5.11

3 m 11.77 ± 6.90 −3.30 ± 6.99 −5.88 ± 1 ± 6.71 8.16 ± 1 ± 5.28 6.77 ± 6.12 −3.66 ± 7.23 −9.65 ± 4.55

6m 13.11 ± 7.08 −4.87 ± 5.96 −7.53 ± 7.08 10.16 ± 8.92 8.47 ± 8.14 -4.47 ± 8.10 −10.38 ± 5.00

FIGURE 3 | Comparison of speech in noise recognition threshold (measured in SNR) of adult subjects with different test distances and different device settings.
Boundaries of the boxes indicate the 25th and 75th percentile. Whiskers indicate the 10th and 90th percentiles. Solid lines denote the median. Plus denotes the
mean.

Speech Recognition for Children
The SNRs obtained under twelve test conditions for children
are detailed in Table 1. The RM-ANOVA revealed a statistically
significant difference among each device setting [F (2,
65) = 267.91, p < 0.05]. There was a significant interaction
effect between test distance and device settings (p < 0.05). This
indicates that the SNR is affected by the interaction between the
distance and device settings.

Figure 4 illustrates the speech-in-noise recognition threshold
(measured in SNR) of children subjects with varying test

distances and test device settings. The results showed that
the SNR thresholds under 1.5 m conditions for four device
settings were significantly different from each other (p < 0.05).
Performance was significantly better for the two conditions with
the MM active, in comparison with the hearing aid microphone
alone (p < 0.05) regardless of microphone directionality. The
performance for the MM alone was significantly better than the
performance with MM + HA (all p < 0.05). When the test
distance was set at 3 and 6 m, there were no differences in
performance between HA_O and HA_D.
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FIGURE 4 | Comparison of speech in noise recognition threshold (measured in SNR) of pediatric subjects at different test distances and different test device
settings. Boundaries of the boxes indicate the 25th and 75th percentile. Whiskers indicate the 10th and 90th percentiles. Solid lines denote the median. Plus (+)
denotes the mean.

The results show that using the hearing aid microphone alone,
regardless if directional or omnidirectional, the SNR in the 1.5 m
condition was significantly better than that for the 6 m condition,
with no significant difference in SNR between 1.5 and 3 m, 3 and
6 m. When the MM was active, the test distance had no effect on
speech in noise recognition thresholds (p > 0.05).

DISCUSSION

A remote microphone can be connected with a hearing aid and/or
a cochlear implant to improve the speech recognition ability
for patients with sensorineural hearing loss in noise. In a study
of children with moderate to severe sensorineural hearing loss
wearing bilateral hearing aids, Lewis et al. investigated the effects
of remote microphone technology on speech perception in noise
relative to hearing aid only conditions. Results revealed that

the use of bilateral FM audio streaming significantly improved
SNR relative to the omnidirectional hearing aids alone by 16–
22.7 dB, confirming that adult listeners with hearing loss benefit
from the use of a personal remote microphone system (Lewis
et al., 2004). Research by Jantien et al. (2017) showed that
using a wireless remote microphone in a noisy environment
improved Speech Reception Thresholds (SRTs)in adults with
bilateral cochlear implants by 5.4 dB. In a study with preschool
children using remote microphones as personal wireless systems
with cochlear implants, Clare and Gill (2018) showed that with
professional guidance and training at home, this technology
has the potential to improve education and communication
environments for preschool children. In the present study, the
benefit of using the remote microphone was consistent in all
three test distances for both adults and children. Speech in noise
recognition thresholds, measured in SNR, at all test distances
decreased significantly, indicating a significant improvement
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in the speech recognition performance in noise. Compared
with the HA_D setting, the results with the MM improved by
11–19.5 dB for adults and by 10–18.9 dB for children. The
benefits of adding the MM compared to the HA alone increased
as the test distance increased. Regardless of whether the HA
was set to omnidirectional or fixed directional, increases in
distance resulted in a rapid decrease in SNR for the hearing
aid microphones only condition. In the conditions where MM
was used, the distance between the MM and sound source
remained constant even though the listener wearing hearing aids
moved further away. Thus, the SNR at the location where the
target speech was detected remained the same. The use of a
wireless remote microphone could very well improve the problem
of reduced signal-to-noise ratios due to greater distances by
increasing the desired sound in communication environments.

In this study, we found that for both adult and pediatric
subjects, speech in noise recognition thresholds using the MM
alone were significantly better than using HA_D + MM. This
finding is similar to Linda et al., who reported that when using
a FM-only microphone setting, the SNR is determined primarily
by the SNR of the FM microphone; when both HA and FM
microphones are active, the SNR is determined by the highest
level of the speech, which is typically at the FM microphone, and
the highest level of noise at either the FM or HA microphone.
Linda showed that better performance was observed in the
FM-only compared to FM + HA condition. The amount of
improvement in the SNR is determined by the levels of noise
at the FM and HA microphones. When the noise levels are
similar at the two microphones, an improvement in the SNR
of 2 dB is expected (Linda and Kristen, 2016). In the present
study, the use of MM alone could provide 3 dB improvement in
SNR compared to HA_D + MM settings for adult subjects, and
6.5 dB improvement for pediatric subjects. This phenomenon was
more distinct in children. Compared with adults, it is difficult for
children to concentrate on listening tasks in low SNR conditions
(Ryan and Patricia, 2011). Therefore, the negative impact of low
SNR listening environments on children is greater than that seen
in adults. The results of this study also showed that children are
more likely to experience “floor effects” than adults in hearing aid
microphone only conditions.

It has been established that the use of hearing aids with
directional microphones can improve speech communication in
noise for people with sensorineural hearing loss; however, varying
degrees of improvement have been reported. Early research
showed that directional microphones can improve speech in
noise by 6–8 dB compared to omnidirectional microphones
(Gravel et al., 1999; Kuk et al., 1999). Ricketts et al. performed
HINT tests on 47 adults using five different hearing aids to
evaluate the advantages of directional microphones. Speech
was presented from a 0◦ azimuth with simulated cafeteria
noise presented from 30◦, 105◦, 180◦, 225◦, and 330◦ azimuths
(Ricketts et al., 2001). An average directional benefit of 2.2–
2.9 dB compared to omnidirectional microphones was reported
(Ryan and Patricia, 2011). In the present study, when the
test distance was 1.5 m, the directional microphone responses
were significantly better than omnidirectional responses for
children. When the test distance increased to 3 and 6 m,

there were no significant differences among the directional and
the omnidirectional microphones. The directional microphone
advantage disappeared, the possible reason being that the
increase in test distance led to the rapid decline of signal-
to-noise ratio, resulting in the “floor” effect. The directional
microphone loses its advantage under the condition of low signal-
to-noise ratio, which leads to no significant differences among the
directional and the omnidirectional microphones.

In this study, when listening via the hearing aid microphones
only, speech in noise recognition performance in adult subjects
decreased as the test distance increased from 1.5 to 3 m. However,
in children subjects, the same trend as that of adults was observed,
but did not reach a standard of statistical significance. The
consideration may be related to the small number of children
subjects. Whether adult or child subject, no further decrease was
observed when the test distance increased from 3 to 6 m. This
was not a surprising finding as performance often decreases with
increasing distance (Wilson et al., 2007). The lack of a further
decrease between the 3 and 6 m test distances could be due to
a “floor effect” where decreased signal levels at further distance
did not result in an even poorer speech in noise recognition
performance, perhaps due to reverberation and distortion of the
speech signal caused by the test environment.

Compared with English, most initial consonants in Mandarin
are voiceless. This results in initial consonants with low sound
intensities as voiceless signals do not entail the vibration of the
vocal folds and makes Mandarin comparatively more difficult to
recognize in noise. This study showed that the Mini Microphone
can effectively improve speech communication in Mandarin-
speaking patients with sensorineural hearing loss.

Currently, multiple hearing aid manufacturers have
introduced digital wireless remote microphones compatible with
their range of hearing aid and cochlear implant technologies.
Operation of these devices is simple, could be easily adopted
by hearing aid users, especially older adult users, and adds
relatively little cost to the hearing aid purchase. For future
studies, a comparative study of speech intelligibility, speech
delay, and cumulative power consumption of multiple digital
wireless devices used in conjunction with hearing aids may be
considered. Lastly, the Bluetooth SIG (Special Interest Group)
has introduced a digital wireless standard for manufacturers
of hearing aids and wireless accessories, as well as consumer
devices. With the increase of such technology, Bluetooth digital
signal coverage in public spaces such as theaters and cinemas
may increase, improving accessibility for hearing aid users who
may be able to use remote microphones in public spaces to
improve communication and listening.

In the current study, loudspeakers were used as the source
of speech signals. The role of lip-reading and facial expressions
in communication was not fully examined. However, in daily
communication, lip reading and facial expressions play a vital
role in understanding speech, especially for hearing-impaired
individuals and children (Chodosh et al., 2020). The results of
this study showed that MM alone provided the best speech
recognition ability in a noisy environment for both adults and
children, but this result should not be interpreted as a basis to
deactivate a hearing aid microphone in noisy environments. For
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hearing-impaired children, hearing aid microphones can increase
the chances of incidental learning (Vermeulen et al., 2012; Klein
et al., 2018). HA + MM may be considered as a part of a more
comprehensive program, where both target speech and incidental
learning are desired.

Lastly, one of the limitations of the current study is
that,only native speakers of Mandarin Chinese were selected.
For future studies, bilingual (e.g., Mandarin Chinese and
English) adults and children could be recruited to evaluate
the effect of remote microphone and assistive listening
devices in both tonal and non-tonal languages. In addition
to the aforementioned wearable assistive listening devices,
speech-to-text conversion apps for smart phones have been
designed specifically to provide communication redundancy for
individuals with hearing loss. These apps have been shown to
improve communication for those with hearing loss, especially
the profoundly hearing impaired population in certain listening
situations (Pragt et al., 2020).

CONCLUSION

The addition of a wireless remote microphone to bilaterally worn
hearing aids compensates for increased distance from the sound
source. The use of a wireless remote microphone can significantly
improve speech in noise communication performance in Chinese
hearing-impaired listeners.
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The ability to localize a sound source is very important in our daily life, specifically to

analyze auditory scenes in complex acoustic environments. The concept of minimum

audible angle (MAA), which is defined as the smallest detectable difference between the

incident directions of two sound sources, has been widely used in the research fields

of auditory perception to measure localization ability. Measuring MAAs usually involves

a reference sound source and either a large number of loudspeakers or a movable

sound source in order to reproduce sound sources at a large number of predefined

incident directions. However, existing MAA test systems are often cumbersome because

they require a large number of loudspeakers or a mechanical rail slide and thus are

expensive and inconvenient to use. This study investigates a novel MAA test method

using virtual sound source synthesis and avoiding the problems with traditional methods.

We compare the perceptual localization acuity of sound sources in two experimental

designs: using the virtual presentation and real sound sources. The virtual sound source is

reproduced through a pair of loudspeakers weighted by vector-based amplitude panning

(VBAP). Results show that the average measured MAA at 0◦ azimuth is 1.1◦ and the

average measured MAA at 90◦ azimuth is 3.1◦ in a virtual acoustic system, meanwhile

the average measured MAA at 0◦ azimuth is about 1.2◦ and the average measured MAA

at 90◦ azimuth is 3.3◦ when using the real sound sources. The measurements of the

two methods have no significant difference. We conclude that the proposed MAA test

system is a suitable alternative to more complicated and expensive setups.

Keywords: localization acuity, the frontal MAA, the lateral MAA, virtual sound synthesis, VBAP

1. INTRODUCTION

The smallest perceptually detectable difference between the azimuths of two sound sources is
called the minimum audible angle (MAA) (Mills, 1958). In 1958, Mills proposed the concept of
MAA to measure perceptional auditory spatial acuity and since then, the MAA has been used
in many studies on sound localization and auditory perception. For example, the MAA test was
used to investigate the precedence effect in sound localization (Litovsky and Macmillan, 1994) or
to measure the sound localization acuity of children with cochlear implants (Saberi et al., 1991;
Litovsky et al., 2006; Tyler et al., 2010).
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Sound source localization is important for auditory scene
analysis (McAdams, 1984, 1993; Tyler et al., 2002; Grieco-Calub
and Litovsky, 2010; Kerber and Seeber, 2012). There is an
increasing demand for affordable and convenient assessment of
sound localization ability especially for the hearing impaired
and the early identification of hearing loss in children. Often in
experimental designs, researchers are restricted to loudspeakers
with fixed positions, often with 10◦ or more separation. It would
therefore be preferable to have a controlled method to render
virtual stimuli at any angle when measuring the MAA at any
desired incident direction.

The MAA measurement method has been conducted in
previous researches to measure sound localization acuity with
real sound sources (Mills, 1958; Perrott, 1969, 1993; Harris and
Sergeant, 1971; Perrott et al., 1989; Saberi et al., 1991; Grantham
et al., 2003; Van Deun et al., 2009; Tyler et al., 2010). Various such
techniques were developed in the past: Mills (Mills, 1958) used
rotating poles to change the incident direction of stimuli in the
horizontal plane and the MAA value is about 1◦. This apparatus
was also popular later in related studies. For example Saberietal
(Saberi et al., 1991) used a system of counter-balanced speakers
on the pole to measure MAAs in the lateral and dorsal planes.
Van Deun et al. (2009) used nine loudspeakers positioned in
the frontal horizontal field to measure sound localization, sound
lateralization, and binaural masking level differences in young
children. Tyler et al. (2010) set up an auditory training system
with eight loudspeakers to improve binaural hearing in noise
and localization. Perrott (1969, 1993) used 13 loudspeakers in
the MAA study with different signal onsets in the horizontal
plane and another array with 14 loudspeakers. Harris and
Sergeant (1971) set up a track upon which a loudspeaker rode
on a little cart, and MAA was computed from the stimulus
of Gaussian white noise moving left and right. In Litovsky
and Macmillan’s experiment (Litovsky and Macmillan, 1994),
MAAs were estimated for single noise bursts, and for burst pairs
that satisfied the conditions of the precedence effect, but the
loudspeakers had to be moved manually between trials. All of
these experimental designs based on the real source reproduction
are complex, a better design is expected to be applied to clinical
utility with easier experiments.

Using a rotating boom method, Mills (1958) measured the
MAAs in various directions in the horizontal plane using a two-
alternative forced choice procedure. He reported MAAs of about
1◦. Similar results were later found by Perrott et al. (1989). For
a broadband 0.9 kHz high pass noise, the measured MAA at 0◦

azimuth is about 1.2◦ (Perrott, 1993). For broadband noise the
measured MAA at 0◦ azimuth is about 1.6◦ (Grantham et al.,
2003).

Virtual sound synthesis methods were used in studies of
virtual reality and artificial sound field generation (McAdams,
2000; Daniel et al., 2010). Existing virtual sound synthesis
methodsmainly include wave-field synthesis (WFS), Ambisonics,
vector-based amplitude panning (VBAP) and binaural synthesis.
Wave-field synthesis (WFS) developed by Berkhout et al. (1993)
enables the synthesis of sound fields within a rather large listening
area. Localization accuracy with wave-field synthesis (WFS) was
evaluated using an MAA listening test paradigm (Völk et al.,

2012b; Völk, 2016). Ambisonics was firstly proposed by Michael
Gerzon as a point source solution for a small listening area
and was extended to higher orders of spherical harmonics so
that the listening area can be extended significantly (Gerzon,
1977). However, sound reproduction systems through WFS or
Ambisonics require tens of loudspeakers. Binaural synthesis (BS)
is widely used as a tool aiming at eliciting specific auditory
perceptions by means of headphones. An evaluation method was
proposed, addressing the binaural synthesis quality by comparing
the MAAs measured in the synthesized situation versus the
corresponding real situation (Völk et al., 2012a). Völk argued
for the use of virtual acoustic methods in psychoacoustics and
auditory studies because of their relatively simple application
(Völk, 2013). Hohmann discussed the current state and the
perspectives of virtual reality technology used in the lab for
designing complex audiovisual communication environments
for hearing assessment and hearing device design and evaluation,
the result showed that the virtual reality lab in its current
state marks a step toward more ecological validity in lab-
based hearing and hearing device research (Hohmann et al.,
2020). Ahrens investigated source localization accuracy with
the head mounted displays (HMD) in virtual reality providing
a varying amount of visual information, which showed that
the lateral localization error induced by wearing HMD was
due to alterations of HRTF (Ahrens et al., 2019). However, BS
requires individualized head related transfer functions (HRTFs)
which are difficult to measure. Berger proposed auditory source
localization could be improved for users of generic HRTFs via
cross-modal learning (Berger et al., 2018). Pausch employed
perceptual tests to evaluate a recently proposed binaural real-
time auralization system for hearing aid (HA) users (Pausch and
Fels, 2020). But, problems like virtual sound images perceived
internalized with binaural synthesis still need to be overcome
(Kulkarni and Colburn, 1998). The vector-based amplitude
panning (VBAP) was proposed by Pulkki (1997) as stereophonic
principles aiming to synthesize an arbitrary sound source
between selected pair or triplet of loudspeakers in a plane
or in the three-dimension space (Pulkki, 2001a,b; Pulkki and
Karjalainen, 2008). Pulkki investigated the localization accuracy
of the VBAP method, it was shown that the high-frequency
interaural level difference (ILD) cues roughly propose the same
directions as low-frequency interaural time difference (ITD)
(Pulkki and Karjalainen, 2001). Gröhn (Pulkki, 2001a) conducted
a localization accuracy test with VBAP reproduction and non-
individualized HRTF reproduction, finding the median value of
median azimuth error were 5.6◦ and 8.3◦, the VBAP in this
experiment showed the same accuracy as the direct loudspeaker
reproduction. The setup of VBAP is relatively simple, however,
whether VBAP can be an alternative to conventional methods in
hearing research has not been established yet, and some basic
perceptual effects such as the MAAs at different reproduction
angles should be validated.

In this study, we investigate the feasibility to use the VBAP
method to measure the MAAs at 0 ◦ azimuth and 90◦ azimuth.
This method could reproduce source positions for a single
listener at a sweet spot regardless of head rotation. However, the
result in sound localization acuity through VBAP is not known
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yet. This paper first introduces the setup of experiments including
the VBAPmethod and a baseline method. Experiment results are
given in section 3, followed by discussions in section 4. Finally,
the conclusions are drawn in section 5.

2. MATERIALS AND METHODS

Setup
The process of producing the stimuli using VBAP is explained
in detail in Pulkki (2001a) and summarized here. For a desired
azimuthal incident direction φ the signal amplitudes of the
selected pair of loudspeakers located at θ1, θ2 are controlled with
gain factors g1, g2. The amplitude gains g1, g2 are calculated based
on Equations (1, 2). Equation (1) calculates the sound amplitudes
as a function of incident direction

(

cos θ1 cos θ2
sin θ1 sin θ2

)

·

(

a1
a2

)

=

(

cosφ
sinφ

)

(1)

and Equation (2) shows how to calculate the normalized
amplitude gains:

g1 =
a1

a21 + a22
; g2 =

a2

a21 + a22
(2)

In the measurement of the MAA at 0◦ azimuth (the frontal
MAA) with the virtual sound synthesis system, two loudspeakers
are located symmetrically with φ0 =30◦ at each side of the
reference as shown in Figure 1A. In the measurement of the
MAA at 90◦ azimuth (the lateral MAA) with the virtual sound
synthesis system, two loudspeakers are located symmetrically
with φ0 =15◦ at each side of the reference as shown in Figure 1B.
Generally, when the aperture between loudspeakers is wider, the
localization accuracy is worse (Pulkki and Karjalainen, 2001).
The head rotation can be corrected using the tangent law (Pulkki,
1997):

tanφ

tanφ0
=

g1 − g2

g1 + g2
(3)

Theoretically, an accurate synthesis is possible in the horizontal
plane by weighting the amplitude gains of the pair of
loudspeakers. Therefore, the VBAP method is a promising
candidate to provide a simple method of measuring MAA using
just two fixed loudspeakers. Sounds were presented at 65 dB(A)
with a background level of 28 dB(A), measured with a sound
level meter.

Participants
Nineteen normal-hearing (thresholds < 20 dB HL, measured
in a hearing screening test) volunteers participated in the study
(aged between 22 and 29). All participants had participated
in psychoacoustic localization experiments before and were
considered as experienced listeners. A listening room with
dimensions of 12.92m × 6.94m × 2.67m (Length × Width ×

Height) and the reverberation time T60 of 0.1 s was used as the
test environment.

VBAP Measurement Procedure
Prior to test trials, participants received training to familiarize
them with the procedure. The participants were instructed and
positioned in a seat 1.8 m away from the loudspeakers in those
two experiments. Broadband white noises (0.1–8 kHz) were used
as stimuli. The noise stimulus were a train of three 100-ms bursts
of Gaussian noise, with a 500-ms silence between bursts. A pair of
Bose MusicMonitors were used for sound reproduction through
Realtek(R) Audio sound card, in addition, a silent speaker was
placed in the middle as a visual reference. Figure 1 showed the
frontal and the lateral MAA measurement configuration. In the
frontal MAA measurement experiment, the two speakers were
placed symmetrically on the left and right of the participants at
a fixed angle of 30◦ in reference to 0◦ azimuth. In each trial,
the stimuli were presented from the right or the left randomly.
Participants were instructed to indicate the perceived side of the
stimuli in each trial by pointing with their hand toward the right
or the left side. The results were recorded by the experimenter
seated behind the participant. In the very first trial, the stimuli
were presented from 30◦ (right or left). The initial 30◦ shift
was chosen to ensure that it comfortably exceeded the expected
MAAs of all participants. In the lateral MAA measurement
experiment, the two speakers were placed symmetrically on the
front and back of the participants at a fixed angle of 15◦ in
reference to 90◦ azimuth. In each trial, the stimuli were presented
from the front or the back randomly. Participants were instructed
to indicate the perceived side of the stimuli in each trial by
pointing with their hand toward the front or the back side. The
results were recorded by the experimenter seated behind the
participant. In the very first trial, the stimuli were presented from
15◦ (front or back). This initial 15◦ shift was chosen to ensure that
it comfortably exceeded the expected MAAs of all participants.
A 3-down/1-up adaptive procedure (Levitt, 1971) was used to
determine the reproduction angle for the next trial, which could
be smaller or larger than the previous separation, so as to find
the 79.4% correct point on a psychometric function (Schütt et al.,
2016). The angular step sizes in the frontal MAA measurement
were determined by Parameter Estimation by Sequential Testing
(PEST) (Litovsky and Macmillan, 1994), and were: 30◦, 15◦, 8◦,
4◦, 2◦, 1◦, 0.5◦. And the angular step sizes in the lateral MAA
measurement were: 15◦, 8◦, 4◦, 2◦, 1◦. The presentation side
(left/front or right/back) in each trial was chosen randomly. The
experiment ended after six reversals (a reversal is an increase
in angle following a decrease, or vice versa), this procedure is
converging toward the 79.4% point of the psychometric function.
After discarding the first 2 reversals the MAA is defined here as
the angular threshold where about 79.4% of all judgments of the
relative positions of the sound sources are correct. The average
experiment duration for each individual was around 30 min.

Baseline Measurement Procedure
In order to verify the accuracy of the VBAP system, an MAA
experiment system with the real sources shown in Figure 2

was used as the baseline comparison. In the frontal MAA
measurement, this baseline system consisted of a pair of
loudspeakers: one was located on the left and the other was
located on the right side at either 1◦, 2◦, 4◦, 8◦ symmetrically
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FIGURE 1 | The VBAP system configuration. (A) The configuration of the frontal MAA measurement experiment; (B) The configuration of the lateral MAA

measurement experiment.

in reference to 0◦ azimuth. In the lateral MAA measurement,
this baseline system consisted of a pair of loudspeakers: one
was located at the front and the other was located on the back
side at either 1◦, 2◦, 4◦, 8◦,15◦ symmetrically in reference to
90◦ azimuth. The stimuli and the test room were the same
as those in the previous VBAP measurement procedure. The
participants were instructed and positioned in a seat 1.8 m away
from the loudspeakers in those two experiments. When playing
the left and right (or the front and back) sound randomly, the
participants were answered whether the sound is on the left or
the right (front or back). The procedure was conducted twenty
times at each angular separation of loudspeakers. The results were
averaged and provided a percent correct indicating how often
the participants correctly identified the localization. The average
experiment duration for each individual was around 30 min.

3. RESULTS

The averageMAAs at 0◦ azimuthmeasured by the VBAPmethod
is 1.1◦ with a range from 0.8◦ to 1.7◦ and a standard deviation of
0.3◦. The average MAAs at 90◦ azimuth measured by the VBAP
method is 3.1◦ with a range from 0.8◦ to 5.7◦ and a standard
deviation of 1.3◦. Using the described adaptive method, theMAA
is the angle where the psychometric function is 79.4% correct.
To establish an equivalent threshold from the baseline method,
we employed the following method: percent correct rates were
calculated for each angle, and the resulting data were fitted with a
psignifit function (Schütt et al., 2016). The percent correct at each
angular separation in the baseline method was extracted from
subjects’ answer data, based on which the fitting curves were used
to estimate corresponding MAAs with judgments 79.4% correct.
The MAA at 0◦ azimuth is 1.2◦ with a range from 0.6◦ to 1.7◦

and a standard deviation of 0.3◦. The MAA at 90◦ azimuth is 3.3◦

with a range from 1.8◦ to 5.6◦ and a standard deviation of 1.1◦,
which is taken as theMAAs from the baselinemethod. This result

is consistent with previous findings that MAA at 0◦ azimuth is
about 1◦ with a range from 0.7◦ to 2.5◦ (Mills, 1958; Perrott, 1969;
Harris and Sergeant, 1971; Tyler et al., 2010). In the frontal MAA
measurement experiment, we assume that participants have an
average of about 50% correct at 0◦ and almost achieve 100%
accuracy at the angular separation of 8◦, and in the lateral MAA
measurement experiment, we assume that participants have an
average of about 50% correct at 0◦ and achieve 100% accuracy
at the angular separation of 15◦. The MAA results of the two
experiments are shown in Figure 3. Paired t-tests of participants’
MAAs in both methods were performed to test if there is a
significant difference between the baseline data and the VBAP
data. As the calculated p-values (t = 0.43, p > 0.05, Cohen’s d
= 0.10 in the frontal experiment; t = 1.30, p > 0.05, Cohen’s d
= 0.30 in the lateral experiment) are bigger than the p critical
value (p = 0.05 with 95% confidence), the null hypothesis is
accepted, meaning that there is no statistical difference in the
same participant’s MAA between the VBAP method and the
baseline method. For the same participant, we also found that
the performance in the frontal MAA measurement experiment
is not statistically correlated with the performance in the lateral
experiment (r = 0.02, p > 0.05 in baseline method, r = 0.01,
p > 0.05 in VBAP method). This may mean that people who
perform well in the frontal MAA measurement experiment do
not necessarily perform well in the lateral MAA measurement
experiment.

To further illustrate the similarity between the baseline
method and the VBAPmethod, we calculated the average percent
correct of different angular separation in both experiments
(marked star and circle in Figure 4) and fitted curve of the
average percent correct of the group at each angle (see Figure 4
dash and dash-dot line). The error bar means variance of
the correct percent at each angle in Figure 4. For the frontal
experiment, the variance of the deviation between the individual
measurement accuracy of each angle is 18.65, 13.11, 9.18, 4.03,
and 0%, respectively at 0.5◦, 1◦, 2◦, 4◦, 8◦ in the VBAP method.
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FIGURE 2 | The verification system configuration. (A) The configuration of the frontal MAA measurement experiment (0◦ azimuth), the angle φ = ±1◦, ±2◦, ±4 ◦, ±8◦;

(B) The configuration of the lateral MAA measurement experiment (90◦ azimuth), the angle φ = ±1◦, ±2◦, ±4 ◦, ±8◦, ±15◦.

For the frontal experiment, the variance of the deviation between
the individual measurement accuracy of each angle is 12.08,
6.86, 1.91, and 0%, respectively at 1◦, 2◦, 4◦, 8◦ in the baseline
method. For the lateral experiment, the variance of the deviation
between the individual measurement accuracy of each angle is
14.01, 16.05, 15.70, 3.48, 2.90%, respectively at 1◦, 2◦, 4◦, 8◦,
15◦ in the VBAP method and 21.74, 15.72, 12.89, 5.84, 2.17%,
respectively at 1◦, 2◦, 4◦, 8◦, 15◦ in the basline method. We
compared the percent correct of each angle in VBAP method
and the baseline method for each individual participant. Paired
t-tests of participants’ results in both methods were performed
(φ = 1◦, t = 1.14, p > 0.05, Cohen’s d = 0.26; φ = 2◦, t = 2.25,
p = 0.04 < 0.05, Cohen’s d = 0.51; φ = 4◦, t = 1.84, p > 0.05,
Cohen’s d = 0.42 in the frontal experiment. φ = 1◦, t = 0.33, p
> 0.05, Cohen’s d = 0.08; φ = 2◦, t = 0.34, p > 0.05, Cohen’s
d = 0.08; φ = 4◦, t = 1.44, p > 0.05, Cohen’s d = 0.33; φ =

8◦, t = 1.31, p > 0.05, Cohen’s d = 0.30; φ = 15◦, t = 0.44, p
> 0.05, Cohen’s d = 0.10 in the lateral experiment). The above
analysis shows that the calculated p-values are bigger than the
p critical value (0.05 with 95% confidence) except when φ is 2◦

(Cohen’s d = 0.51, medium effect), which indicates that the two
methods are not significantly different to some extent. However,
more samples are needed to strongly support the non-significant
difference hypothesis.

4. DISCUSSION

We compared the MAAs at 0◦ and 90◦ azimuth determined in
the VBAPmethod and themeasured baseline results, and showed
that there is no significant difference in the results obtained by
the two methods. To further verify the substitutability of the
VBAP method, we conducted acoustic simulations to analyze
the binaural cues (ITD and ILD) of the stimuli delivered via
VBAP. By convolving the generic non-individualized HRTF of
the KEMAR mannequin with the stimuli, the left and right
signals are obtained. We divided the stimuli into 16 critical
bands with a gammatone filterbank and estimated corresponding
ITDs and ILDs through the Binaural Cue Selection Toolbox

(Faller and Merimaa, 2004). The simulation results of the
ILDs and ITDs in the VBAP method and the baseline method
are compared in Figure 5. The left and the right columns
show the results for 0-degree azimuth and 90-degree azimuth
of incidences, respectively. The top and bottom rows show
the results for the ITDs and ILDs, respectively. The VBAP
delivers ITDs and ILDs closely consistent with those delivered
by the real sound source. Therefore, we conclude that the
virtual sound synthesis system is a valid alternative to the
conventional apparatus, e.g., a cart runs in the track (Harris
and Sergeant, 1971), large scale loudspeaker array (Harris and
Sergeant, 1971; Perrott and Saberi, 1990), or a sound boom
balanced by weights (Saberi et al., 1991) and can provide a
compact and affordable listening test system for measuring
MAAs.

This could be useful in the future as an additional tool
to diagnose hearing impairment in a clinical setting, and
could also be used for the hearing aid fitting process. Due
to the principle of rendering virtual sound sources within the

angular range between two loudspeakers, a slight misplacement
would introduce a large deviation of the incident direction.
This position-sensitive attribute is particularly obvious in the

hearing tests where small angular differences are required.

Improving the localization accuracy of the apparatus as well
as the participants’ localization accuracy would be beneficial.

To reduce the uncertainty of participants’ localization, a head-
tracking system monitoring the participants’ head position

would also be useful. However, an appropriate head fixation

limiting the head motions is a cheaper option. Moreover,

the present sample size is small, and the feasibility of
the VBAP method needs to be further verified. These
limitations are important issues for our future research, and
they are also inevitable problems in clinical applications.
Finally, reducing the interval angle between each pair of
loudspeakers is likely to provide higher localization acuity in
sound source reproduction. However, a large interval angle
can provide more virtual sound source locations flexibly
without having to move or add loudspeakers. We need
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FIGURE 3 | Comparison of the results of the two methods. (A) The results of the frontal MAA measurement experiment; (B) The results of the lateral MAA

measurement experiment.

FIGURE 4 | The percentage of correct answers fitted by psignifit function in the baseline (dash line) and the VBAP method (dash-dot line). (A) The results of the front

MAA measurement experiment; (B) The results of the lateral MAA measurement experiment.

FIGURE 5 | ITDs and ILDs as a function of the critical bands for the baseline method (solid line marked with the black star) and the VBAP method (solid line marked

with the red circle). Left column, 0◦ azimuth of incidence; and the right column, 90◦ azimuth of incidence. The top and bottom rows show the results for the ITDs and

ILDs, respectively.
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to balance between the speaker arrangement flexibility and
localization acuity.

5. CONCLUSIONS

We evaluated the feasibility of a virtual acoustic method to
measure MAAs, because conventional apparatuses are usually
complicated to use. We used a setup with two loudspeakers
driven by sounds based on the vector-based amplitude panning
(VBAP) principle. Results show that a resolution around 1◦ at 0◦

azimuth and around 3◦ at 90◦ azimuth can be achieved by the
virtual acoustic test system. To validate the results of MAA test,
a baseline measure with real loudspeakers was established with
the same participants. The results of “real MAAs” and “virtual
MAAs” are not significantly different and thus provide validation
of the proposed MAA measurement method.

The virtual acoustic methods provide a convenient and
affordable alternative to implement experiments in hearing
research and they have the potential for a wider range of
applications. For example, assessment of localization skill in
hearing-aid fitting and children’s localization training in the
critical period of auditory development (Harrison et al., 2005).
Since the loudspeakers are fixed during the experiment, such
methods can be quite convenient for studies involved moving
sound sources such as moving minimum audible angle (Hughes
and Kearney, 2016).
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Background: Digital processing has enabled the development of several generations

of technology for tinnitus therapy. The first digital generation was comprised of digital

Hearing Aids (HAs) and personal digital music players implementing already established

sound-based therapies, as well as text based information on the internet. In the

second generation Smart-phone applications (apps) alone or in conjunction with

HAs resulted in more therapy options for users to select from. The 3rd generation

of digital tinnitus technologies began with the emergence of many novel, largely

neurophysiologically-inspired, treatment theories that drove development of processing;

enabled through HAs, apps, the internet and stand-alone devices. We are now of the

cusp of a 4th generation that will incorporate physiological sensors, multiple transducers

and AI to personalize therapies.

Aim: To review technologies that will enable the next generations of digital therapies

for tinnitus.

Methods: A “state-of-the-art” review was undertaken to answer the question:

what digital technology could be applied to tinnitus therapy in the next 10 years?

Google Scholar and PubMed were searched for the 10-year period 2011–2021. The

search strategy used the following key words: “tinnitus” and [“HA,” “personalized

therapy,” “AI” (and “methods” or “applications”), “Virtual reality,” “Games,” “Sensors” and

“Transducers”], and “Hearables.” Snowballing was used to expand the search from the

identified papers. The results of the review were cataloged and organized into themes.

Results: This paper identified digital technologies and research on the development of

smart therapies for tinnitus. AI methods that could have tinnitus applications are identified

and discussed. The potential of personalized treatments and the benefits of being able

to gather data in ecologically valid settings are outlined.

Conclusions: There is a huge scope for the application of digital technology to tinnitus

therapy, but the uncertain mechanisms underpinning tinnitus present a challenge and

many posited therapeutic approaches may not be successful. Personalized AI modeling

67
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based on biometric measures obtained through various sensor types, and assessments

of individual psychology and lifestyles should result in the development of smart therapy

platforms for tinnitus.

Keywords: review, digital, therapy, tinnitus, treatment, technology, biometrics

INTRODUCTION

Tinnitus is commonly referred to as “ringing in the ears;” it is the
perception of a sound in the absence of a sound source. Tinnitus
is the result of a complex cascade of changes within the auditory
and emotional networks of the brain that occur following ear or
head injury (1). Tinnitus can have mild through to catastrophic
effect on life-quality; it can disrupt hearing, attention and sleep,
result in anxiety, and depression (2). The incidence of significant
tinnitus is highest amongst older populations (3). There is
currently no cure for tinnitus, largely due to its heterogeneity
(4). Much of the severity of tinnitus relates to the sufferer’s
psychological response to abnormal auditory and emotional
inputs. Stress, anxiety and depression have been shown to occur
with tinnitus or contribute to a greater, negative and sustaining
reaction to tinnitus (5). Cognitive processes are suspected to
affect how dominating tinnitusmay ormay not become, how easy
or difficult it may be to ignore, andwhether attention can easily be
diverted away from, or is captured by, this endogenous signal (6).
In the absence of effective medication for tinnitus a combination
of sound-based therapy, to disrupt auditory processing of the
tinnitus signal, and counseling therapy to reduce the potentiation
of the tinnitus signal by emotional neural networks, has become
common (7, 8). This therapy is usually provided by audiologists
and is demanding of both clinician and patient time. Its benefits
are often only apparent aftermonths andmay require the expense
of HAs (9). Such sound therapy is very beneficial for some
patients but is of limited or no benefit for others (10). This means
that considerable cost in health delivery is incurred without any
certainty of benefit (8).

Digital processing has enabled the development of several
generations of technology for treating tinnitus. Computers have
been used for tinnitus assessment since the early 1980s (11) and
the internet ushered in online information (and misinformation)
becoming readily available. But it was the first commercially
successful digital HAs in the mid-1990s that marked the
beginning of the first generation of tinnitus treatments based
around digital technology (12). The first-generations of digital
HAs appeared to be more effective tinnitus therapy tools than
their analog predecessors (13). The beginning of the Apple
iTunes store in 2001 facilitated the availability and knowledge
surrounding downloading of sounds to personal music players
(e.g., MP3 players, iPods). MP3 players enabled earlier self-
help tinnitus masking strategies developed using the SONY
Walkman (14) to be replicated, but with a greater playtime,
more listening options and longer battery life. Digitization of
sound files and MP3 players has continued to enable the rapid
prototyping of sound therapies (15). As of April 2021, a search
on the Apple iTunes store identified over 100 digital albums

identified as “tinnitus relief.” In the early 2000s a stand-alone
tinnitus treatment device, resembling an MP3 player, called the
Neuromonics was released based on the concept of systematic
acoustic desensitization (16). It implemented a two-stage therapy
of noise combined with a music calibrated to have a flat spectrum
and weighted to the individuals audiogram profile (17).

We identify the second generation of digital tinnitus devices
as offering user-selectable therapy options and, in the case
of wearable devices, wireless connectivity. With increases in
memory and processing capacity HA manufacturers were
able to include tinnitus treatment sounds in many of their
models, usually consisting of broadband noise derivatives,
some synthesizing surf like sounds (18), others fractal sounds
(digital chimes) (19). The emergence of “made for iPhone”
HAs saw Smart-phone apps able to connect with HAs via
Bluetooth (20). At first Bluetooth power demands required
an intermediary device receiving the Bluetooth transmission
and retransmitting as a lower drain signal to HAs (21). This
inconvenience was addressed when direct connection between
phone and HAs become possible. The first universal (Android
and Apple) connective HA became available in 2017–2018 (22).
As Smartphones became popular their onboard MP3 software
negated the need for a separate dedicated MP3 player. The
ubiquitous nature of the Smartphone enabled tinnitus apps
to be developed by manufacturers and third party developers,
these first generation apps consisted primarily of sound libraries
that extended the range of sounds available to the listener.
Online tinnitus clearinghouses (e.g., www.tinnitus.org.uk) and
clinic websites (www.tinnitustunes.com) made a wider range
of resources available, including podcasts and sound files
to download.

The 3rd generation of digital tinnitus technologies emerged
from a plethora of new therapy concepts based on specific,
putative, neurophysiological mechanisms (1). Third generation
therapies attempt to personalize to a characteristic of the users’
tinnitus (7). Digital processing algorithms enabled these new
therapies to be implemented through HAs, apps, the internet and
stand-alone devices. Sound therapies may be based on tinnitus
pitch and use notched sound in an attempt to achieve lateral
inhibition (23, 24), patterned tones to create desynchronization
(25) or be tinnitus replicas for nocturnal habituation (26). Digital
processing has also facilitated multimodal stimulation pairing
sound with vagus nerve or trigeminal nerve stimulation. Apps
and online counseling services have become more interactive
(for example chatbots). Despite technological improvements 3rd
generation therapies appear to offer little in population-based
benefits above 2nd generation (and possibly 1st generation)
approaches (27). Almost without exception tinnitus technology
has been made available commercially before clinical trials have
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shown efficacy. It is possible that some of these 3rd generation
devices and therapeutics are very effective, but for whom and
when is unclear. Certain subsets of the population may be
more responsive to one or other therapies, and this may not
be static but change with chronification or dynamically through
the day to circadian rhythms. To address this variability, we
need to be able to ascertain individual differences that predict
the most appropriate therapy, and potentially adjust in real-time
to a marker of some tinnitus property that can be modified.
Recent AI technologies have presented the opportunity to
realize such goals (28). In recent years, AI methods have been
implemented in a variety of health settings for the purpose
of early diagnosis, developing smart therapy platforms and
prediction of response to treatment. The rapid growth of AI-
driven technologies has allowed tinnitus researchers to consider
AI methods and applications to address open questions in
tinnitus data analytics, tinnitus management and accelerating
decision-making for choosing the best course of treatment, more
specifically, toward development of smart therapy. It is our ambit
that such smart tinnitus devices represent the 4th generation of
the evolution of tinnitus therapeutic technology.

We are on the cusp of a 4th generation of digital tinnitus
therapy that we believe will be defined by the incorporation
of physiological sensors, multiple therapy options and AI to
personalize therapies. This new generation of tinnitus technology
coincides with maturing wearable technology, and in particular
Hearables. Hearables are ear level wearable computers or
computer interfaces (29, 30). While several start-up companies
have come and gone, the release of Hearables by large consumer
electronics companies and the inclusion of Hearable features
into HAs indicate a pathway for tinnitus technology innovation.
As awareness for the heterogeneity of tinnitus continues to
grow within the scientific community, research is beginning to
move toward precise treatment of tinnitus which is tailored
for an individual (31, 32). For tinnitus treatments to be truly
individualized, one must understand the physiological and
psychological biomarkers of tinnitus and how they influence
treatment outcome and selection (7). Progress toward precision,
data-driven, treatment of tinnitus requires either large datasets
to better understand tinnitus heterogeneity or in-depth repeated
measures in individuals in which the technology adapts to, or
learns, personal preferences and effective decisions (33). AI can
be applied to these datasets (34, 35).

In this state-of-the-art review we will catalog and describe
technology that has the potential to deliver real-time customized
tinnitus treatment that extends beyond the decision making
capability and capacity of clinicians alone. Advancements
in mobile computing technology enable ecologically valid
technology-based interventions tailored to individual needs.
The aim of this review is to identify and discuss potential
sensors, transducers and algorithms that may comprise the
next generations of digital therapies for tinnitus. To capture
information in peer reviewed journals, industry whitepapers and
forums, a “state-of-art” review was implemented. State-of-the-
art reviews are a specific form of review that focus on current
issues and new perspectives, often in areas with a need of further
research (36). This is an inclusive form of review, that captures

information from a wide variety of sources; it does not exclude
material based on a quality criterion in the way systematic
reviews do. A trade off in sourcing a wide range of information is
the inclusion of some material that be of low evidence quality, for
example expert opinion.

METHODS

A state-of-art review (36) was undertaken in March 2021 with
cataloging of results in April 2021. The aim of the review
was: To review proposed and potential sensors, transducers
and algorithms that may comprise the next generations of
digital therapies for tinnitus. Google Scholar and PubMed were
searched for the 10-year period 2011–2021. The search strategy
used the following key words: “tinnitus” and [“Hearing aids,”
“personalized therapy,” “Artificial intelligence” (and “methods”
or “applications”), “Virtual reality,” “Games,” “Sensors,” and
“Transducers”] after an initial search an additional search term
“Hearables” was added. The reference lists of these articles
were searched for additional pertinent articles including in Gray
literature (e.g., public domain consultancy documents, consumer
electronics magazines and blogs), older articles were included if
they provided context. The authors’ knowledge of expert topic
areas were used to identify gaps in the search outputs and fill these
with appropriate source material. Studies were charted according
to technology types and purposes: Hearing aids and cochlear
implants, Hearables, Internet-based therapies, Dedicated sound
and multimodal therapy devices, Apps, Virtual and Augmented
reality, EMA, Sensors, and AI. The articles were cross-references
if content lay across categories. A narrative was constructed from
the chosen material, based around a pragmatic worldview.

RESULTS

Hearing Aids
Hearing Aids (HAs) have been used as tinnitus management
tools since at least the late 1940s (37) and this continued with
the arrival of fully digital aids in the mid 1990s. HA are used in
tinnitus management to reduce accompanying hearing handicap,
reduce the levels of attention paid to tinnitus, compensate for
deafferentation, and by raising the audibility of environmental
sounds so that tinnitus can be masked (38). In the early 2000s
the United Kingdom National Health Service modernized their
hearing aid program, and digital aids became available to NHS
patients. It was found that tinnitus outcomes improved with
a shift from analog to digital aids (13). The digital benefit
was attributed to greater high frequency amplification (13).
New digital processing strategies within 2nd generation tinnitus
HA and the emergence of made for iPhone HAs (39) may
have resulted in some increment improvements in outcomes,
although evidence for this is poor. Sound introduced in this
next generation of HAs included synthesized natural sounds,
such as ocean surf sounds (18). Streamed nature sounds and
Broad Band Noise (BBN) have been found to be equally effective
over 6months (40). Digitally-rendered, fractal sounds resembling
musical chimes have also been used (41). Most trials of fractal
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sounds have shown benefit but have been open label, with large
individual variability (19, 42).

A scoping review found HAs were beneficial for tinnitus
management (43). A Cochrane review of amplification for
tinnitus and hearing loss (44) identified only 1 study (45) meeting
their quality criteria which compared digital HA to sound
generator (maskers), both groups improved on the Tinnitus
Handicap Inventory but there was no statistical difference
between groups. A follow-up review (46) included eight studies
(with a total of 590 participants). Seven of the studies investigated
HAs, four combination HAs and three sound generators. There
was insufficient evidence to differentiate between outcomes of
the sound therapy options and the level of evidence of an overall
benefit was low (46). So, while widely adopted for tinnitus control
there is little evidence for 2nd generation hearing aid tinnitus
efficiency above 1st generation approaches. The current volume
of evidence suggests that hearing aid amplification is an effective
way to treat tinnitus, but the research that supports this evidence
is not of a high quality (18, 43).

Third generation digital hearing aid tinnitus solutions are
translations from body-worn dedicated sound therapy devices
based on novel neurophysiological theories (described in a
subsequent section). In a case example, applied through HAs,
Acoustic Coordinated Reset Neuromodulation, a treatment
using patterned tones, seemed feasible (47). Notched noise and
music have been used in attempts to inhibit tinnitus (23, 24).
Notched amplification takes a similar approach to the use
of notched music, but in this case amplification of sound is
not applied surrounding tinnitus pitch. There is currently no
compelling evidence that novel sound processing adds benefit to
conventional amplification for tinnitus (48, 49).

The next generations of HAs are going to apply increasing
levels of AI and incorporate biosensors (50). Already HAs are
beginning to feature better fidelity (51) and have begun to
incorporate sensors such as for fall detection (52) mirroring
similar developments in fitness trackers and Hearables described
later. As hearing loss often accompanies tinnitus HAs are a logical
platform for data-driven wearable tinnitus therapy. Efforts to
develop cognitively controlled HAs (53) and the development
of ear-based EEG (54) could be extended to tinnitus treatment
solutions with real-time adjustment based on AI.

Cochlear Implants
Cochlear implants are surgical acoustic-electrical transducers
that comprise a digital signal processor similar to a hearing aid
and a multiple electrode array that is inserted into the cochlear
(55). The array provides direct stimulation of the auditory
nerve through the tonotopic electrode array when hearing aid
amplification would be insufficient to improve hearing. Cochlear
implants replace the role of HAs when hearing loss is severe
(55). Cochlear implants provide electrical stimulation based on
sound patterns, but can be considered a Sound Therapy device
because they activate auditory pathways. Interest in cochlear
implants for tinnitus therapy began in the 1980s (56), but early
experience with implantation for tinnitus showed limited success
(57). Cochlear implants are becoming more common therapy
options when tinnitus accompanies a severe unilateral hearing

loss (58) Tinnitus Sound Therapy strategies developed for HAs,
for example apps, are also being trialed with implants (59). A
systematic review indicated low-level evidence for the benefits
of cochlear implants on tinnitus; they appear to help people
who had severe tinnitus prior to the implant, but do carry some
risk that the implant surgery may exacerbate or initiate tinnitus
(60). As knowledge of tinnitus mechanisms advance there are
great opportunities to introduce novel stimulation paradigms
through cochlear implants that target tinnitus in addition to, or
alternatively, to the focus on speech understanding.

Hearables
Crum (30) likened the ear to a biological “USB” port, presumably
with the brain as the “CPU.” A range of sensors and transducers
worn in the ear can measure or affect physiology. These ear level
devices have become generically known as “Hearables” (29, 30).
A Hearable can be defined as a device that fits in the ear that
contains a wireless link (29). We prefer to define the Hearable
as an ear level wearable computer or computer interface. Both
definitions encompass many HAs as well as ear level Bluetooth
headphones and fitness trackers. HAs have been reviewed in
a separate section primarily because of their established long
history in tinnitus therapy. Although HAs and Hearables appear
to be converging technologies they can, at present, be separated
by their primary consumers, the music listening, fitness focused,
younger public (Hearables) and those persons with greater than
mild hearing loss (HAs). It is with this in mind that after setting
the initial review criteria it was evident that AI and sensors
are being, or could be, incorporated into Hearables for tinnitus
therapy, consequently “Hearables” was added as a separate search
term. The ambit of the search for this section of the review is to
scope the development of Hearable design and their current or
potential application to tinnitus.

In the mid 2010s several startup companies emerged in the
Hearable space to considerable consumer electronics and media
attention. Biometric sensors saw the Bragi Dash emerge as a trend
setter amongst these first generation Hearables (61). Some of
these companies are no longer operating [e.g., Soundhawk (39);
Doppler (62) or have moved from manufacturing to focus on
AI development as a 3rd party for other manufacturers Bragi
(63)]. The 2016 introduction of Apple Air Pods, for which “Live
Listen” allows functioning as basic HAs, signaled an important
juncture for access to augmented communication (39) and digital
tinnitus therapies. Recent Apple accessibility updates to Air Pods
include the availability of background sounds, that could be
used for tinnitus masking. The recent purchase of the consumer
headphone brand Sennheiser by the hearing aid manufacturer
and retailer Sonova is a further indication of market convergence
and opportunities for capturingmarket share across the spectrum
of hearing, and potentially tinnitus, needs (64).

Hearables could be used as an alternative to HAs as device
for 2nd generation therapy, for example wireless access to sound
libraries [e.g., Bose Sleepbuds (65)]. Onboard access to internet of
voice (29) may enable virtual counselors beyond simple chatbots.
The real promise of this technology is the potential to combine
biometrics (e.g., EEG, heart rate, temperature, skin resistance,
blood oxygen, and stress hormone levels) with auditory or other
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sensory stimulation (30). These measurements and response
could inform status of mental effort, stress, engagement and
attention, direction of vision and physical health (30). The
types of sensors that would enable Hearables to be used in
4th generation digital therapies are described in greater depth
in a later section of this review. In an opinion piece Crum
(30) specifically mentions tinnitus as a health application for
Hearables. Bragi began to explore the potential of incorporating
tinnitus treatments in future generations of their Hearable (66)
before moving away from manufacturing. At the time of writing
Nuheara was one of the few Hearable companies highlighting
hearing loss (67), and had identified tinnitus as a market (https://
www.nuheara.com/how-it-helps/tinnitus-relief/).

Internet-Based Therapies
Internet-based therapies include Internet Cognitive Behavioral
Therapy (iCBT), online counseling, peer support and tailored
sound. The 1st generation internet was used for tinnitus in a
manner similar to a written self-help book, as a repository for
information. ICBT programs developed greater content as a
form of 2nd generation digital tinnitus treatment. ICBT typically
consists of text-based modules for tinnitus patients to work
through. An example is the Tinnitus E-program, a 10–12 week
self-directed approach consisting of education and information
about tinnitus, management, resources available, training for
psychological strategies, social support, and monitoring of
tinnitus (68). In addition to written information, behavior
change techniques such as relaxation methods are available as
downloadable MP3 files (68). ICBT in various forms has a
good level of evidence to support its use (69). Tinnitus Tunes
(www.tinnitustunes.com; established in 2016) is another 2nd
generation internet-based digital tinnitus therapy. Subscribers
undertake self-directed activities to complement their clinician’s
advice. It offers a 12-week structured program consisting five
separate steps: (1) Education and information so that members
can remove any false beliefs they have about tinnitus. (2)
Information about role of different clinicians. (3) Managing
stress associated with tinnitus (e.g., relaxation sound files,
audio podcasts on visualization and progressive relaxation). (4)
Training the patient’s brain to ignore tinnitus through attention
refocusing and adaptation. (5) Prevention of relapse through
lifestyle tips. Weekly emails are sent to users that include case
studies and lifestyle tips to suit user needs.

Notched sound/music is a 3rd generation online therapy;
based on a specific tinnitus mechanism and customized to the
individual. Notched sound involves customizing sound (usually
music) by removing of sound energy in a band around the
patient’s reported tinnitus pitch. Two examples are https://
www.audionotch.com and https://www.tinnitracks.com/en. The
concept is based on experimental work that notched sound may
result in lateral inhibition (23). The user chooses the audio signal
they wish to have notched (e.g., music or white noise) an online
processing algorithm applies the notch, then sounds are played
over the computer or downloaded to be played on a portable
device. The use of notched sound from the internet or app has
only a low level evidence base (70). A double-blinded controlled
trial of notched sound found no significant change in the primary

outcome of the Tinnitus Questionnaire, although there was a
change in a tinnitus loudness rating (24).

Ecological Momentary Assessments and
Mobile Crowdsensing
EMA and mobile crowdsensing have been gathering momentum
in tinnitus research in recent years [see recent reviews (71, 72)].
EMA describes the collection of data from participants as they
go about their everyday lives, outside of research laboratories
or clinical appointments. The ubiquity of smartphones in
modern society has made implementation of this approach much
more feasible and cost-effective than in the past. Smartphones
have in-built sensors, processing, and data transfer capabilities.
Participants can be notified via their phone at any time to
complete surveys (also delivered on their phone) or data can
be collected from the in-built sensors and connected devices
such as smart watches (73). The EMA approach stands in stark
contrast to the highly controlled environments used in traditional
clinical research. These two styles of data collection each have
their own strengths and weaknesses, and can serve to inform and
compliment the other. With a focus on group effects, traditional
clinical research aims to remove as much variability as possible
from the testing environment between appointments (within and
between participants) in order to try and reduce confounding
factors (74). However, these research settings lack ecological
validity as they tend not to reflect the participants’ everyday
environment. EMAs offer ecologically valid measurements at the
expense of control over the environment. Interaction between
effects and different environments is often an interesting and
relevant avenue for research (72, 75). Furthermore, while group
studies are undeniably useful for assessing treatments, their
methods inherently lack the nuance required for understanding
individual differences in conditions and responses to treatments.
The EMA approach has been useful in fields investigating
conditions of high heterogeneity of symptoms and treatment
responses such as psychology and psychiatry (76). One of the
reasons that successful tinnitus treatments have remained elusive
and of variable benefit is because of the highly heterogeneous
nature of the condition in terms of etiology, experience, reaction,
and response to treatment (4).

Smartphone-delivered EMA tinnitus studies have shown high
engagement from participants, especially from people with more
severe symptoms (77–81). A large, longitudinal study (81) found
that there was a high drop-off rate after the first few days of initial
engagement, but that predictors of continued engagement were
evident at these early stages. They suggested that personalized
motivators should be considered to increase adherence. This
suggests that people will engage with tinnitus-focused EMAs but
future apps could increase adherence through more engaging
and interactive content, such as gamification of data collection
methods (82). The incorporation of sensor data in such apps
could lead to more targeted timing of EMAs and perhaps less
reliance on subjective survey data (though this data is still highly
relevant in tinnitus research at this stage). Software is already
being developed to support integration of sensor data with
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FIGURE 1 | EMA of tinnitus pitch (A) and loudness (B) recorded each day of a 20 day multisensory training program [Spiegel et al. (89), used with permission of

authors].

treatment plans and allow information flow between patients,
clinicians, and researchers (83).

EMA studies have revealed various factors accounting for
within- and between-subject differences in tinnitus perception,
including time of day, emotional state and arousal, stress level,
concentration, and environmental sound (71, 84, 85). Measures
of tinnitus impact (such as annoyance and perceived loudness)
can fluctuate over a day, and between days (85). EMAs collected
over long periods could be used to examine and identify
patterns within patients and potentially enable the development
of precision treatments in terms of the timing and targets
of treatment.

Data collected from the combination of sensor and EMA
technologies has the potential to advance individualized tinnitus
treatment and research for patients, clinicians and researchers.
Patients could be given more control over their tinnitus by
being informed about situations and environments that are
likely to increase or decrease their tinnitus symptoms (71).
This information could be delivered and interventions suggested
in real-time if AI algorithms were developed to predict these
situations accurately and produce feedback based on case history,
EMA and biosensor data (86). Researchers could also use
biosensor data to automate the delivery of EMAs to gain
subjective data during high or low stress situations (72). There
is potential for data mining opportunities with large anonymized
EMA datasets that could detect patterns in data to elucidate
tinnitus subtypes, environmental impacts and circadian patterns,
and inform treatment.

Mobile crowdsensing and EMA tend to be more cost-effective
to implement than clinical trials, and require less labor (especially
with increasing automation capabilities likely in the future),
have the added benefits of ecological validity, the ability to
examine heterogeneous populations, and the elimination of recall

bias (84). It has also been suggested that these methods could
inform clinical trials. Selection of participants (and therefore
sensitivity) could be improved with machine learning used to
identify participants most likely to respond to therapies (78).
Time of day has been identified as a key consideration for
when measurements are taken (84, 85). Accounting for this
will improve the accuracy of trial results. EMA and mobile
crowdsensing tinnitus research supports the development of
interventions that reduce stress and improve emotional stability
to improve tinnitus symptoms (71). The research has also
revealed the need to further investigate circadian factors in
tinnitus, and the underlying chronobiological mechanisms (85,
87).

EMA has been employed in tinnitus using: Palm pilots (77)
text messaging linked to surveys (72) a TrackYourTinnitus app
on Smartphones (85) and Smartwatches (73), and as part of
a serious games (82, 88) and multisensory Training (89, 90)
(Figure 1). All these methods for EMA are feasible with response
rates to text reminder EMA for tinnitus being high (79–88%)
(72, 78). Average time to complete questionnaires on smartwatch
were 7.8% longer than on a smartphone (215.4 s & 198.6 s
respectively) (85).

Common outcomes among studies include: tinnitus fluctuates
within and between days, there is a link between emotional
dynamics, stress and tinnitus loudness and distress, and some
correlation between increased severity of tinnitus and different
times of the day (71) although not all studies showed such
variation (77). Tinnitus loudness and distress have been found
to be most severe at night and early morning, while stress was
most severe in the afternoon (85). The ability to track tinnitus
changes over a day may enable individual tailoring in timing
of therapeutic interventions, possibly in tune with circadian
rhythms (85). In addition to question-based EMA tracking
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treatment progress through pitch and loudness matching is
achievable (82, 88). The addition of biosensors would increase
the information being obtained, and with AI, enable real-
time adjustments.

Biosensors
Physiological assessment of function has been part of medical
diagnosis for decades. Measures such as blood pressure (BP),
heart beat rate (HR), electrocardiograms (ECG/EKG), functional
magnetic resonance imaging (MRI) magnetoencephalograms
(MEG), and electroencephalograms (EEG) are routinely used
in clinics, hospitals and research labs to assess cardiac (BP,
ECG), and brain (EEG/MRI/MEG) function. BP, ECG, and EEG
along with many other objective physiological, or psychological,
function tests can be undertaken in the field, in ecologically
valid settings (91, 92). Although there is no single physiological
objective measure of tinnitus itself, years of lab based search
has identified many related markers of tinnitus related activity,
for example neural networks associated with tinnitus (93),
measures of emotion, and stress (94). Newminiaturized wearable
technology is now available to make longitudinal measures of
physiological function (95–104) that can be related to behavioral
indices of tinnitus.

A strong link between tinnitus and stress has been found
epidemiologically, and is seen in clinical practice; patients often
report tinnitus onset or increased tinnitus severity in response to
stressful events (94). People with tinnitus display dysfunction in
both the short-term stress response mediated by the sympathetic
nervous system, and the long-term stress response mediated by
the hypothalamic pituitary adrenal axis (105). Imaging studies
have found increased activity in autonomic brain regions in
those with tinnitus, which may act to generate and maintain
the tinnitus percept and the related emotional distress (106). If
tinnitus related distress is maintained long-term, the sympathetic
response may become blunted (105). It is feasible to continuously
monitor various physiological variables, including the inter-beat
interval (from which heart rate and heart rate variability can be
derived), blood volume pulse and skin conductance and relate
these to tinnitus (107). Skin conductivity can be used to measure
stress, it may be possible to measure cortisol and volatile organic
components from the skin (103) possibly using flexible electronic
patches (99, 101).

EEG is a non-invasive electrophysiological measure of brain
function with high time resolution. In laboratories it is normally
recorded from multiple wired electrodes across the skull, often
held in position by a cap and electrical conductance enhanced
with a conducting gel (97). We are now able to move measures
of EEG outside of the lab and record frequently across hours
or days, this information can be stored and or relayed back to
the researchers. A key feature of wearable EEG is the integration
of the electrodes and connecting leads into headsets or ear-level
devices (102, 104). Various forms of wearable EEG have been
developed and trialed, silver electrodes in a custom earmold (108)
cloth electrodes with non-custom earbud (96, 109) conductive
silicone electrodes in the ear and around the ear (104) and
fingered electrodes to improve contact (97). At present there is a
tradeoff between the convenience and usability of these devices

and resolution and/or range of applications. Fewer electrodes
means brain regions removed from the recording site contribute
less to the recorded signal and there is less data. The form of the
EEG headset should match the most important spatial region(s)
generating the activity of interest, otherwise spatial smearing of
activity various brain regions may occur.

Disruption of sleep is a common complaint amongst
tinnitus sufferers. Polysomnography (PSG) is the gold
standard for objective sleep monitoring (110). PSG uses EEG,
electromyography, electro-oculography, electrocardiography,
pulse oximetry, and numerous other measures. PSG is
undertaken in a laboratory and is expensive and labor intensive.
Actigraphy is less expensive method, that can be used at home,
and estimates periods of wakefulness and sleep from timing,
intensity, and duration of movements using inertial sensors (98).
Incorporation of heart rate and variability, skin conductance
and temperature along with movement should, depending on
algorithms used, improve accuracy (98).

An example of the use of sensors in assessing therapy
outcome was a small 12 participant randomized crossover
study comparing visualization therapy with visualization paired
with self-selected nature sounds. Sleep was assessed using
wrist-based actigraphy (Actiwatch 2 R©) (111). Sleep quality was
measured by actigraphy estimates of total sleep time, sleep onset
latency, sleep fragmentation, and wake after sleep onset. Sleep
onset latency significantly improved following both treatment
conditions (111).

Medical monitoring and consumer electronics have converged
with the development of smart fitness tracking watches. Much
like the convergence of HAs and Hearables this blending of
wearable technology is a potent catalyst to apply to the Tinnitus
field. Consumer fitness and activity Smartwatches are popular,
and provide increasingly accurate measures of function (98).
Biosensors, alongside smartphone acquired context such as
geospatial information (112), weather conditions and EMA
may cue real-time treatment modification (100). Monitoring
emotion may enable identification in changes in mood that may
necessitate different therapy (96), sensors may be used to provide
personalized coaching for health behaviors (95).

Apps
Several recent reviews have previously identified tinnitus-
related apps, although scope, inclusion/exclusion criteria, and
definitions differed between them (83, 113–118). Tinnitus
patients have been surveyed about their preferences in apps (113),
but aside from a small trials (119) evidence of benefit from apps
for tinnitus is absent. Sereda et al. (113) found the five most
commonly used apps in descending order from highest were:
(1) White Noise Free, (2) Oticon Tinnitus Sound, (3) Relax
Melodies–Sleep Sounds, (4) myNoise, and (5) Tinnitus Therapy
Lite. Due to the fast development and release of new apps on
various platforms, the list of apps is ever-growing and changing.
Therefore, the number of tinnitus-related apps available at any
time is difficult to report but recent reviews have suggested
over 200 (116, 118). However, a common observation was that
very few apps had been scientifically validated or tested for
efficacy, and there was a high risk of bias in many of the studies
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that were available (83, 117). Furthermore, Sereda et al. (113)
found that most of the apps that they reviewed were self-help
apps that did involve clinicians. App services identified included
CBT, assessments and self-measurement of hearing and tinnitus
symptoms, EMA, serious games, and sound therapies (115).
App-based tinnitus sound therapies take the form of masking,
notched music, and hearing aid control. While these therapies
are well-established, there is no guarantee that a given app is
implementing them correctly. Similarly, without expert guidance
app users may not use the therapies correctly or as intended, and
some therapies may not be appropriate for some individuals.

Mobile delivery of therapies has several advantages over
traditional clinic-based therapies. Barriers to accessing care such
as distance or hesitancy to engage in face-to-face therapy can
be overcome. Therapy, questionnaires, and compliance measures
can all be implemented on the same device (120). Mobile therapy
programs are also generally cheaper to implement, can reach a
wider audience, and require less clinician time. Hauptmann et al.
(120) found that tinnitus pitch matches measured in clinic vs. in
an app did not differ, but the appmeasures showed less variability
than the clinical measures. This is an example of how technology
can save time for clinicians and even produce more reliable
results. However, clinician involvement is still desirable in order
to direct patients to valid and appropriate apps, and instruct
them on correct use of therapies (116, 118). Smart technology
opens up the possibility of collecting objective data regarding
the user’s physiology and environment in real-life settings. This
can be achieved through the in-built sensors present in modern
smartphones (e.g., GPS, microphone, camera, gyroscopes, and
accelerometers) (115) as well as peripheral wearable devices
such as smart-watches and hearables. However, limitations of
hardware and differences between devices must be considered
when interpreting the data (121). Other limitations to mobile
therapy can include lack of validation, lack of expert supervision,
and incorrect use. In research, samples can differ between
platforms; newer platforms tend to attract younger participants
than traditional advertisements through clinics (122). Drop off
in usage after initial sign up is common in internet and mobile
based therapy and research (119), although the reasons why are
not well-understood (123). Inconsistencies in terminology have
been identified as a problem in internet/digital psychological
interventions that can lead to miscommunication and can hinder
systematic reviews and research (124). Mitigation of inconsistent
terminology should be considered in the tinnitus field to enable
evidence-based validation of digital therapies. One review even
suggested an app review board, similar to journal editorial boards
to develop and ensure standards are met before apps can be
recommended by clinicians (114).

Auditory Training and Serious Games
Auditory training is a learning method in which listeners are
taught to make perceptual distinctions about sounds being
presented. A review undertaken at the beginning of our decade
of interest found improvement in outcome measures in nine
of ten studies after auditory training, but with low-moderate
levels of evidence (125). Frequency discrimination tasks have
been the primary training mode (125, 126), but frequency

categorization training has been suggested as an alternative
method (127). The training tasks may have had benefit through
attention mechanisms as opposed to pure sensory improvements
in discrimination (6, 125, 128).

Gamification of training may be an important consideration
to maintain motivation and compliance with auditory training
(128). “Serious games” do not have entertainment as their
primary goal but, instead, are intended to change behavior or
teach new skills while being engaging and enjoyable (129, 130).
A systematic review of application to psychotherapy and meta-
analysis of serious games for mental health have indicated,
with some caveats to research quality, that serious games are
effective (129, 130). A game based on ignoring distractor sounds
resembling tinnitus (on that day) while receiving points reward
in identifying non-tinnitus target sounds has been developed
and tested (82, 88). Users advanced through different levels
of an increasing number of distractors across 20 days of
30min game-play. A feasibility study demonstrated the tasks
were achievable and the system was useable; preliminary data
indicated significant reduction in tinnitus handicap (88). A
controlled trial demonstrated Tinnitus Functional Index scores
improved as did performances on audio and visual attention tasks
(82). The N1 auditory evoked potential latency was also reduced
for sounds remote from tinnitus pitch (82). The concepts of
training to focus on target sounds while suppressing background
sounds used by Wise and colleagues (6, 82, 88) have been
mirrored by other developers (131).

Dedicated Sound Therapy Devices
Dedicated sound therapy devices are desktop, hand-held or
body worn tinnitus devices that have a single purpose: tinnitus
treatment. Neuromonics R© therapy is a habituation-based, 1st
generation passive music sound therapy. The Neuromonics R©

“Oasis” became available in the mid-2000s as a hand held
digital sound player with Bose headphones. It is now available
as a download for Smartphones, the “Oasis Pro” (https://
neuromonics.com). It uses music that has been spectrally
flattened (to reduce bass dominance) and adjusted to the
individuals hearing (usually a treble increase). It consists of
two stages: stage 1 is noise with modified music, stage 2 is
modified music alone. Multiple trials of the treatment have been
undertaken indicating success in reducing negative psychological
aspects of tinnitus (17, 132). Neuromonics R© treatment outcomes
have been found to be equivalent to ear-level maskers (133).

Acoustic CR R© (Coordinated Reset) Neuromodulation was
developed from an electrical stimulation paradigm to treat
Parkinson’s disease (134). It is available as a handheld processor
and wired air conduction headphones: the DesyncraTM. The
tinnitus treatment consists of temporally patterned tones of
frequencies that span a tonal pitch match. The treatment aims
to desynchronize aberrant neural ensembles. We consider the
Desyncra a 3rd generation treatment, being based on a plausible
neurophysiological mechanism and with personalization
(tinnitus pitch); however evidence for its benefits are limited
(135). An unpublished controlled trial suggested no benefit of
the Desyncra treatment over an active control (134). Another
3rd generation device was the Otoharmonics R© Levo System.
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FIGURE 2 | An update of Milgram’s Reality-Virtuality Continuum (150) proposed by Skarbez et al. (151) [image redrawn and modified from Skarbez et al. (151), Figure

2, page 3].

This consisted of tinnitus synthesis software Apple iPod and
headphones. It used a tinnitus replica sound that was played
during sleep and was based on the hypothesis that tinnitus
emerges to replace an input deficit, matched sound should
interrupt or reverse this (136). There is limited clinical evidence
available demonstrating its efficacy, one trial showed clinically
meaningful change in a questionnaire after 3 months (26); the
Otoharmonics company appears to have ceased operating.

Multimodal Therapies
As the name suggests, therapies using multiple modes don’t just
use sound, but couple it with some other sensory stimulation
or nerve modulation. Evidence of multimodal stimulation
benefit comes from animal models of tinnitus (137, 138). The
MicroTransponder, Serenity R© pairs sounds with Vagal Nerve
stimulation as an implanted device (139), The Neuromod
Lenire couples sound stimulation with tongue tipTM trigeminal
stimulation (140). The Neosensory “Duo” combines sound with
wrist haptic stimulation (141). These three systems are available
clinically in some countries. Computer-based perceptual training
has also trialed combining sound, tactile and visual stimuli (89,
90). Clinical outcomes appear variable with questions as to what
combination of sound and other stimulation is optimal (142).
Further evidence is need to confirm that these treatments offer
clinically meaningful benefits above auditory stimulation alone.

Virtual and Augmented Reality for Tinnitus
Therapy
AR and VR have been used for the purpose of entertainment
(143, 144), enterprise (145) and health care (146, 147). Another
popular use for both these forms of technology has been for
collaboration in virtual spaces (148, 149). The last decade has
seen the emergence of Augmented Reality (AR) and Virtual
Reality (VR) as healthcare tools. These emerging technologies are
capable of generating immersive environments that leverage the
body’s perceptual capabilities. While VR provides a completely
computer generated environment which isolates a user from the
real world, AR incorporates the real world by augmenting the
environment, visually and aurally, the user inhabits (150). VR and
AR lie on opposite spectrums of the Reality-Virtuality continuum
described by Milgram et al. (150) (Figure 2).

Researchers have suggested the use of VR for tinnitus;
stating that the ability to expose patients to ecologically valid
environments in a safe and regulated manner may help deliver

more effective therapies for the treatment of tinnitus (152).
Furthermore, at least one study demonstrates the use of VR for
the treatment of tinnitus (153). While the results from that study
show no differences between Cognitive Behavioral Therapy and
VR (153), there are many parameters to explore, particularly
the association of simultaneously occurring sensory cues. Most
of the technological focus in virtual and augmented reality has
been on visual stimuli. But virtual auditory scenes are important
for immersive environments. Efforts have been made to create
realistic auditory avatars of tinnitus (154) and HRTFs used for
spatial rendering of sound to manipulate tinnitus perception
through training (82) or masking (155). There is the possibility
that by harnessing such auditory signal processing, coupled to
vision and haptics, the perceived reality of tinnitus might be
changed from an unreal phantom sound in the head to something
resembling an ecological valid sound (156).

Familiarity with one’s surroundings and other factors can
significantly affect the efficacy of the treatment that is provided
(75). Another important factor to consider is which of AR and/or
VR technology is best for the purpose. Both AR and VR have
their advantages and disadvantages. For example, with AR we
can use the patient’s natural surroundings in combination with
computer generated auditory and visual cues to deliver therapy.
While such an approach offers the best ecological validity, it
does not afford complete control of the environment. In cases
where control of the virtual environment is desirable in order to
manipulate delivery of the therapy, the inherent flexibility of VR
can help achieve this with relative ease. More work needs to be
done, both with AR and VR, to explore how these technologies
can be used in an effective manner for tinnitus. Some of this
work could possibly involve exploring how “Matrix-like” direct
brain stimulation (Figure 3) could be used to manipulate the
interoceptive sense to deliver effective treatment (151).

Artificial Intelligence: Methods and
Applications in Tinnitus
The 4th generation of digital tinnitus therapies will almost
certainly require AI to automate functions and make use
of multimodal sets of data acquired through biosensors.
Developments of new algorithms in AI, and its adoption by
healthcare providers, have been transforming the tinnitus field
in many ways, with impacts on areas including personalized
diagnosis, prognosis and smart therapeutics (157). This section
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FIGURE 3 | Block diagram showing components of an artificial neuron.

focuses on the state-of-the-art methodological developments in
AI in tinnitus studies.

Analytical AI Methods for Tinnitus

AI can be used to develop intelligent systems and devices. Smart
algorithms can learn from multimodal sets of data to extract
meaningful patterns that can indicate certain health outcome
(diagnosis and prognosis), more accurately and faster than
traditional approaches (157). The application of AI techniques
to tinnitus started relatively recently and is so far limited.
Thus far, AI algorithms have mostly been used in operational
aspects of tinnitus such as comparative analysis (tinnitus vs.
control), evaluating tinnitus-related distress, and individualizing
tinnitus treatments through feature selection, classification, and
prediction tasks (34, 83, 158).

AI has been applied to develop advanced systems (machines)
that can learn from data, so-called Machine Learning (ML) in
which a variety of computational architectures and learning
algorithms have been emerged to increase the accuracy
of decision making and decision support (159). The most
commonly developed ML systems are based on Artificial
Neural Networks (ANN) which loosely model the information
processing mechanism observed in neurons in a biological
brain (160). ANNs are organized in three main layers of
neurons (input layer, hidden layer, and output) (Figure 3). The
input layer nodes pass the input data (e.g., biosensors) to the
ANN, the hidden layer neurons are computational units that
learn from the input data while applying non-linear functions
which link the input samples to the proper output neurons
(diagnosis labels) (160, 161). State-of-the art in ANN is Deep
Learning (DL) in which several hidden layers of neurons
are used, each performing automatic extraction informative
features from the input data and then pass them to the next
layer (162). This is a modern variation of ANN that permits
practical application and optimized implementation of non-
linear classifications.

The main AI methods that are being used in tinnitus
research alongside current and potential AI-driven applications
are described in subsequent sections (Figure 4).

Machine Learning in Tinnitus

ML is a field of study that applies the principles of computer
and mathematical science and statistics to create computational
models, which are used for future predictions (based on past
data) and identifying patterns in data (159). The use of ML
has increased in healthcare applications and has been applied to
behavioral, EEG, functional Magnetic resonance imaging fMRI,
and Functional near-infrared spectroscopy (fNIRS) data (163–
165). The learning algorithms in ML can be divided into two
main groups: supervised and unsupervised (166). Supervised
methods are based on learning from labeled datasets to create
a predictive statistical model based on mapping input data
to an output decision (prognosis or diagnosis outcomes). In
unsupervised learning, data is unlabeled and the algorithms learn
from the input data to detect differences and categorized the data
into different groups (166, 167).

ML algorithms solve several tasks including clustering,
classification and prediction. Clustering is an approach in data
mining, pattern recognition, and knowledge discovery (168).
This aims to objectively organize data samples into homogeneous
groups, where the data samples within a group are similar (168).
Classification is used for decisionmaking by categorizing the data
samples into different classes (diagnosis labels), while prediction
is to provide an early detection of an outcome (e.g., response
to treatment) (169). In the tinnitus literature, the classification
of brain data has often been done using different ML methods.
One of the commonly used method is the Support Vector
Machine (SVM) which is based on a supervised learning to detect
the relationship between the data samples and their class label
information (163, 170, 171). SVM learns from data to assign
a hyperplane in an optimal position in the data space such
that the samples are best separated with respect to their classes
(159). Multilayer Perceptron (MLP) is a another ML approach
which is a well-known architecture of ANN with supervised
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FIGURE 4 | Analytical Artificial Intelligence methods and applications in Tinnitus.

learning algorithms that can perform non-linear classification
and prediction (160).

Although EEG is widely applied to tinnitus research, few ML
methods have been developed to classify tinnitus patients from
healthy people using EEG. Sun et al. (171) proposed a multi-
view intact space learning method to distinguish EEG signals and
classify the tinnitus patients from healthy people using a SVM
classifier; with accuracy of 99%. Monaghan et al. (172) applied
SVM techniques to classify (at the individual level) tinnitus from
healthy people, based on their Auditory Brainstem Responses.
Their findings showed the existence of objective features in
neural activity generated by the inner ear and early auditory brain
that vary between individuals with/without subjective tinnitus
with quite high accuracy (80%) (172). This approach shows
potential to be developed into a diagnostic tool.

In order to increase the classification accuracy, researchers
have tried to use ML feature selection methods to extract the
most important variables from EEG data. For example, Liu et al.
(163) studied cortical/subcortical morphological neuroimaging
biomarkers that may characterize idiopathic tinnitus using
ML methods. They used a hybrid feature selection algorithm
combining the F-score and sequential forward floating selection
(SFFS). SFFS is a search algorithm that is used to reduce
the dimensions of feature space to improve the computational
efficiency; it removes irrelevant features or noise, without losing
the informative patterns in the data. The results suggested
a combination of 13 cortical/subcortical brain regions had
the highest classification accuracy for effectively differentiating
patients with tinnitus from healthy subjects (163). In addition
to EEG data, Shoushtarian et al. (165) collected fNIRS data to
differentiate tinnitus patients from control participants and to
identify fNIRS features associated with tinnitus severity. The
Naïve Bayes classifiers (a mathematical formula for determining
probability of an outcome occurring, based on a previous
outcomes) were used to classify patients with tinnitus from

controls. An accuracy of 87.32% was obtained to distinguish
patients with slight/ mild vs. moderate/ severe tinnitus (165).
These findings show the feasibility of using fNIRS and ML
to develop an objective measure of tinnitus that might enable
clinicians to provide new treatment plans.

No treatment is currently able to eliminate the perception
of tinnitus, but reducing its impact is possible (70). However,
treatment is complicated by the large variability in tinnitus,
and response to treatments, amongst sufferers (4). Research
developing machine learning methods for early prediction of the
effectiveness of tinnitus interventions based on the response of
tinnitus individuals have been undertaken (165, 173, 174). For
example, Schecklmann et al. (173), used a new cluster analysis
based on the multimodal datasets including Positron-Emission
Tomography (PET) and clinical variables, and extracted the
most important predictor variables to improve accuracy. Their
findings showed that clustering according to patients imaging
data (PET data) is feasible and might provide a new approach
for identifying tinnitus sub-types. Niemann et al. (174) developed
a model to predict depression severity after outpatient therapy
based on variables obtained before therapy among tinnitus
sufferers. In this study, a decision tree classifier, which is a
supervised ML model was used to split the data samples into
different outcomes (tree leaves) by passing them through several
decision nodes (tree nodes) and assigning them to proper
branches in the tree (174). The results indicated an accuracy of
89% for detection of depression severity after treatment using
data extracted from questionnaire answered before treatment.
By incrementally reducing the number of features on predictive
performance the set of predictive features (the number of
questions) required may be minimized. Therefore, determinants
of tinnitus-related distress provide valuable information about
tinnitus categorization and desired therapy planning. Niemann
et al. (175) also identified that gender-associated differences may
facilitate a more detailed identification of symptom profiles. AI
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may heighten treatment response rates, and help to create access
for vulnerable tinnitus populations that are potentially less visible
in clinical settings (35). Niemann et al. (35) generated different
regression models in the dataset and finally classified the samples
with respect to various regressions.

Tinnitus patients’ psychological symptom-based phenotypes
comparison with tinnitus have been explored in a Gaussian
mixture model (176). It was found that specific symptom profiles
(e.g., anxiety) were significantly correlated with cochlear implant
users’ tinnitus characteristics. The Gaussian mixture model was
found as a promising ML tool for identifying psychological
symptom-based phenotypes.

Artificial Neural Networks in Tinnitus

To gain a mechanistic understanding of how tinnitus develops
in the brain, we need to design a biologically plausible
computational model that mimic both tinnitus formation and
perception, then evaluate the preliminary models using brain
and behavioral experiments (177). ANNs are computational
models directly inspired by, and partially modeled on biological
neural networks (160). They are capable of modeling and
processing non-linear relationships between inputs and outputs
in parallel (161). The brain is a highly interactive and deep
learning network, but nearly all multivariate models employed
in brain data analysis are linear and do not model interactions.
Understanding the dynamic patterns of spatiotemporal brain
data through traditional machine learning methods is limited
because temporal features of the data manifest complex
interactions that change dynamically over time. Therefore, it is
crucial to develop new computational models that are capable
of learning spatiotemporal interactions between multivariate
data streams. Durai et al. (34) used a behavioral case series,
alongside EEG and a brain-inspired artificial neural network
model, to evaluate the effect of three masking sounds therapy
on tinnitus and associated symptoms across 12 months. The
method was able to predict sound therapy responders (93%
accuracy) from non-responders (100% accuracy) using baseline
EEG recordings. The authors further used ANN model to
examine the effects of Acoustic Residual Inhibition on EEG
function, as well as the predictive ability of themodel (93%) (158).
This approach may aid in the development of predictive models
for treatment selection.

Despite advances in AI, relatively little is known on how
best to incorporate it into health service delivery. Personalized
modeling of tinnitus could enable classification/prediction of an
individual patients profile (178). In contrast to global modeling
(the conventional AI systems the create a computational model
for the entire dataset), personalized modeling learns from the
most relevant datasets for the individual (personalized subset
of features and samples). It increases the model efficiency as
a smaller block of data features can be selected and used for
AI learning algorithms. Personalized AI models can be also
used in tracking the effectiveness of a treatment over time and
evaluate the treatment success at an individual level. This could,
as an example, lead to application of an AI clinical decision tool
to direct care toward higher probability of success treatments

improving: tinnitus therapy outcomes, more efficient in in time
and cost, in turn reducing burden to the wider community.

DISCUSSION

The results of this review indicate that there are many digital
technologies in use for tinnitus management, with an even
greater number of technologies that demonstrate the potential
to address the issue of tinnitus. A potential key to unlock
success in tinnitus therapy is to address the heterogeneity of
tinnitus and dispense targeted therapies (7). An individual’s
susceptibility to, and experience of, tinnitus is not divorced from
the environment that surrounds them. Therefore, addressing
multiple biopsychosocial factors (Figure 5) may be necessary
to holistically treat tinnitus. Environment factors including
circadian rhythms (87) and stress appear to interact with
individual sensitivities (5, 75) to modulate tinnitus. A treatment
method that could account for such modifiers would seem
invaluable. The resolution in understanding an individual’s
tinnitus experience with and without treatment may be essential
for very effective treatments, due to tinnitus heterogeneity.
Physiological predictors for treatment effectiveness, and
potentially adjustments for environment, may lead to highly
personalized real-time adjustments to the individual and their
environment. Sensor technology coupled with EMA and AI
offers the promise of real-time delivery of personalized therapies.

State-Of-the-Art Review Strengths and
Weaknesses
This “state-of-the-art” review was undertaken to answer the
question: what digital technology could be applied to tinnitus
therapy in the next 10 years? State-of-the-art reviews are
a subtype of narrative review that focus on current recent
knowledge and highlight how research may advance this further.
All review types have strengths and weaknesses (36). By focussing
on the last decade this review has captured developments in
the rapidly developing field of digital technology, that are,
or could reasonably, be applied to tinnitus. The authors are
knowledgeable in fields of behavioral science, audiology, artificial
intelligence and engineering so are familiar with the topic and
have been able to identify and fill gaps in the literature search by
referring to missed peer reviewed publications and by use of gray
literature. Gray literature includes manufacturer publications
and consumer electronics publications. This literature does not
provide high quality evidence, but it is current, and addresses
commercial questions not commonly discussed in scientific
papers. This review covers a breadth of material that a systematic
review would reject as not meeting apriori quality criteria. The
value of expertise from the authors must be considered in light of
risk for bias:

“a subject expert may simply provide a particularly idiosyncratic

and personal perspective on current and future priorities” [(36),

p. 102].
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FIGURE 5 | The ecological model of tinnitus. It consists of a psychophysical core described by adaptation level theory. In adaptation level theory tinnitus and

background sound perception are under influence of individual psychology factors classified as “residuals.” These factors are influenced by the environment and social

context. Helson (179) expressed this relationship mathematically: A = XpBqRr. The adaptation level (A) is the weighted product of: X, the intensity of tinnitus signal, B,

intensity of background neural activity, and R, intensity of residual components (e.g., memory, arousal, and personality). The weighting coefficients p, q, and r

determine the relative contributions of components to adaptation level. These factors are under the influence of environmental and psychosocial factors [(75) with

permission of the authors].

With this is mind further research using scoping or
systematic review methods, perhaps with a narrower focus,
are recommended.

Future Digital Therapeutics for Tinnitus
and Research Priorities
Multifactorial treatments may be needed to address the
diversity in tinnitus neurophysiology and patient goals.
Recent development in smart mobile apps offers a large
variety of functions that can be used for the clinical
interventions and diagnosis in the chronic tinnitus. AI
and machine learning tools could be used to learn from
the trend of data and extract meaningful patterns for
the purpose of precise prediction and classification of
tinnitus, this information could inform counseling, hearing
assistance and sound therapy. These concepts could be
further developed toward making a smart therapy system
for tinnitus, that may lend itself to use of AI decision tools
and real-time treatment selection based on physiological
markers. This will necessitate development of personalized

AI models based on a group of individuals’ data with similar
characteristics. Our research group is working toward a
Precision Sound TherapyTM that examines individual differences
and treatment goals, and will employ AI to aid therapy selection
(Figure 6).

The convergence of consumer and clinical devices is

happening quickly in the hearing space; the release of the first

Bose HA (180) the release of Jabra branded hearing aids by GN
ReSound (181) and the purchase of Sennheiser by Sonova (64)

being prime examples. Changes in the hearing aid space is likely

to migrate to tinnitus therapy as well. The technical similarities
between Hearables and HA are obvious (microphone, Bluetooth,

signal processing, speaker/receiver) but the differences are
still significant. Hearing access is used to promote Hearable

devices, but their primary market is not, with a few exceptions,
hearing impaired or tinnitus sufferers. Most Hearables are
designed for entertainment and/or fitness tracking first while
hearing impairment is a secondary concern, and potentially
a marketing strategy (29). HAs are worn near continuously
requiring low battery consumption and high comfort, need to be

Frontiers in Digital Health | www.frontiersin.org 13 August 2021 | Volume 3 | Article 72437079

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Searchfield et al. Tinnitus Technology

FIGURE 6 | A potential future digital therapeutic system consisting of an app-based therapy that uses AI to configure transducers, counseling, EMA, biosensors and

connect to clinicians via cloud computing.

free of occlusion for voice quality and have to manage acoustic
feedback, they also require different types of support than
consumer electronics. Although universal devices may benefit
from volume and mass production the majority of end-users do
not have disabilities. This runs some risk that highly focused
technology development undertaken by HAmanufacturers could
be compromised by the more generic solutions offered by
consumer electronics companies. Importantly HAs are often
accompanied by chronic medical conditions requiring clinical
management, it is not clear how consumer-driven models will
mitigate risk of undiagnosed pathology, especially when that
consumer technology may mask the true problem, potentially
delaying diagnosis. Debate as to the best model(s) for delivery
of tinnitus management, self-help, self-directed and clinician led
services also needs to occur for tinnitus.

This review has shown that clinicians and researchers in the
tinnitus field do not lack imagination and innovation in their use
of digital technology. However, many ideas appear to have been
translated into commercial products before concepts are proven.
To advance the field and develop effective digital therapeutics we
suggest 6 key priorities for tinnitus technology research.

1. Tinnitus researchers should explore new and emerging
technologies through appropriate proof-of-concept trials
before the expense of randomized clinical trials and the lure
of commercialization is entertained. Innovation is important,
but not at the expense of evidence.

2. Physiological measures of tinnitus (or in their absence known
associated measures) need to be included in trials as often
as possible alongside behavioral measures so as to develop a
reliable compendium of biomarkers for tinnitus therapy.

3. Wearable biosensors need to be applied with EMA to establish
real-time patterns in tinnitus related physiology. The meaning
and value of such measures need to be ascertained.

4. AI methods to adjust therapies to physiological-EMA
measures need to be developed and tested to ascertain
whether personalized tinnitus therapies can benefit from
modifying response according to the patient’s physiology and
environment in real-time.

5. New health-delivery models should be developed with end-
user communities. Data driven approaches need to ensure
data privacy. Patient concerns regarding data use and data
sovereignty need to be studied across cultures.

6. The role of the clinician in providing tinnitus digital therapies
needs to researched from an efficacy, cost and consumer
perspective. The CoVID-19 pandemic has illustrated the value
of remote care and access to services outside clinic walls. The
value proposition of new technology relative to established
patterns of clinical care should be explored.

CONCLUSIONS

The bourgeoning industry for digital tinnitus services is an
exciting area but current opinion is that it should be used
as an adjunct to, rather than a replacement of, clinical care.
The uncertain mechanisms underpinning tinnitus present a
challenge and many posited therapeutic approaches may not
be successful. Some current therapies appear to be driven
by technology innovation capability and theory rather than
evidence. Due to the heterogeneity of tinnitus, response to
various treatments differs between individuals. Holistic programs
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that offer multiple therapeutic facets such as sound therapy,
multisensory stimulation, information, guided meditation, and
counseling may address this heterogeneity. Personalized AI
modeling based on biometric measures obtained through various
sensor types, and assessments of individual psychology and
lifestyles should result in the development of smart therapy
platforms for tinnitus.
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Objective: This study was aimed at examining the effects of an adaptive non-linear
frequency compression algorithm implemented in hearing aids (i.e., SoundRecover2, or
SR2) at different parameter settings and auditory acclimatization on speech and sound-
quality perception in native Mandarin-speaking adult listeners with sensorineural hearing
loss.

Design: Data consisted of participants’ unaided and aided hearing thresholds,
Mandarin consonant and vowel recognition in quiet, and sentence recognition in noise,
as well as sound-quality ratings through five sessions in a 12-week period with three
SR2 settings (i.e., SR2 off, SR2 default, and SR2 strong).

Study Sample: Twenty-nine native Mandarin-speaking adults aged 37–76 years old
with symmetric sloping moderate-to-profound sensorineural hearing loss were recruited.
They were all fitted bilaterally with Phonak Naida V90-SP BTE hearing aids with hard ear-
molds.

Results: The participants demonstrated a significant improvement of aided hearing in
detecting high frequency sounds at 8 kHz. For consonant recognition and overall sound-
quality rating, the participants performed significantly better with the SR2 default setting
than the other two settings. No significant differences were found in vowel and sentence
recognition among the three SR2 settings. Test session was a significant factor that
contributed to the participants’ performance in all speech and sound-quality perception
tests. Specifically, the participants benefited from a longer duration of hearing aid use.

Conclusion: Findings from this study suggested possible perceptual benefit from the
adaptive non-linear frequency compression algorithm for native Mandarin-speaking
adults with moderate-to-profound hearing loss. Periods of acclimatization should be
taken for better performance in novel technologies in hearing aids.

Keywords: hearing aids, non-linear frequency compression, speech recognition, Mandarin Chinese, sound
quality, acclimatization, adult

Frontiers in Neuroscience | www.frontiersin.org 1 August 2021 | Volume 15 | Article 72297086

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://doi.org/10.3389/fnins.2021.722970
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fnins.2021.722970
http://crossmark.crossref.org/dialog/?doi=10.3389/fnins.2021.722970&domain=pdf&date_stamp=2021-08-13
https://www.frontiersin.org/articles/10.3389/fnins.2021.722970/full
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-722970 August 9, 2021 Time: 12:58 # 2

Qi et al. Adaptive Non-linear Frequency Compression

INTRODUCTION

High-frequency components of acoustic signals convey useful
information in speech and music. They play an important role in
sound-quality perception, sound localization, speech perception
in noise, and language development in children (Stelmachowicz
et al., 2002, 2004; Monson et al., 2014; Moore, 2016). Many
patients with sensorineural hearing loss have difficulty accessing
high-frequency information. For this population, the most
common intervention is to wear hearing aids. However, due to
the limitation of audible bandwidth for speech information above
5 kHz in the conventional processing hearing aids (Boothroyd
and Medwetsky, 1992; Moeller et al., 2007) and the presence
of cochlear dead regions (Moore, 2001, 2004; Zhang et al.,
2014), the aided performance in many hearing-aid users is
not satisfactory. The frequency-lowering technique provides a
practical solution because it shifts inaudible high frequencies
to audible low-frequency regions (Simpson, 2009; Alexander,
2013; Mao et al., 2017). Among many different frequency
lowering algorithms, non-linear frequency compression (NLFC)
has been implemented in modern commercial hearing aids,
such as Phonak Naida hearing aids. The key concept of NLFC
is to disproportionally compress high frequencies into lower-
frequency regions. In the first-generation of NLFC (known as
SoundRecover or SR), two parameters, cut-off frequency (CT)
and compression ratio (CR), determine the start point and
strength of compression, respectively. Sound with frequencies
below the CT remains unchanged but sound above the
CT is compressed.

For people with severe-to-profound hearing loss, more
aggressive settings with a lower CT and a higher CR are
required because the patients have a narrower audible frequency
bandwidth and the inaudible frequencies start at a lower
frequency point in comparison to people with mild or moderate
hearing loss. While the use of a lower CT ensures that a wider
range of high frequencies can be shifted down so that they
become audible to hearing aid users, it may also introduce
unwanted detrimental effects to consonant and vowel perception
(Alexander, 2016; Yang et al., 2018) and sound-quality perception
(McDermott, 2011; Parsa et al., 2013; Souza et al., 2013).
Therefore, to achieve a balance between audibility (lower CT) and
fidelity (higher CT), Phonak introduced a new adaptive NLFC
algorithm (known as SoundRecover 2 or SR2) in which the CT
is switched between a low cut-off (CT1) and a high cut-off (CT2)
based on the short-term energy distribution of the input signal
(Rehmann et al., 2016). When the system detects sound energy
at a relatively low-frequency region (e.g., vowels), CT2 is used so
that the formants are not disturbed. When the incoming signal is
a high-frequency sound (e.g., consonants), the system uses CT1.
Technically, the adaptive NLFC preserves the spectral structure
of vowel sounds and other low-frequency speech information
and allows the accessibility of high-frequency information that
is compressed and shifted to the lower-frequency region.

So far, there has been a number of studies examining the
efficacy of NLFC on various aspects of speech perception
including phoneme and word recognition, sentence
perception, and sound-quality perception (Glista et al., 2009;

Wolfe et al., 2010, 2011, 2017; Ching et al., 2013; Parsa et al.,
2013; Brennan et al., 2014, 2017; Hopkins et al., 2014; McCreery
et al., 2014; Picou et al., 2015; Alexander and Rallapalli, 2017;
Chen et al., 2020; Xu et al., 2020). While many studies reported
lower detection thresholds and improved perceptual accuracies
with NLFC-fitted hearing aids in comparison to hearing
devices fitted with conventional processing (CP) (Ching et al.,
2013; Alexander et al., 2014; Zhang et al., 2014; Ching and
Rattanasone, 2015), some studies reported no additional benefit
in phoneme audibility, or sentence recognition with the NLFC
algorithm (Perreau et al., 2013; Bentler et al., 2014; Picou et al.,
2015). In addition, within those studies that found improved
perceptual performance with NLFC, some reported that the
benefit of NLFC was not ubiquitously shown in all tested subjects
(Simpson et al., 2005; Glista et al., 2009; McCreery et al., 2014).
For example, Simpson et al. (2005) tested the recognition of
monosyllabic words with NLFC vs. CP in 17 participants with
sloping moderate-to-severe sensorineural hearing loss. Only
eight of them showed improved recognition accuracy and
one participant demonstrated decreased accuracy with NLFC
compared to CP. As summarized in Akinseye et al. (2018), there
still lacks convincing evidence supporting the superiority of
NLFC over CP in all hearing-related tasks.

As adaptive NLFC is a newly developed algorithm, only
a few studies tested the use of this algorithm in hearing-
impaired listeners (e.g., Glista et al., 2017, 2019; Xu et al.,
2020). In these studies, the researchers compared the perceptual
performance with CP, NLFC, and adaptive NLFC of the
tasks including phoneme perception, word recognition, and
sound-quality ratings in hearing-impaired children and/or
adults. Wolfe et al. (2017) reported a lower threshold for
phoneme detection and higher accuracy for phoneme and
word recognition in the tested children. Glista et al. (2017)
found that both NLFC and adaptive NLFC provided greater
benefits on phonetic recognition than CP. However, there was
no significant difference between static NLFC and adaptive
NLFC on phoneme perception. In a recent study, Xu et al.
(2020) evaluated the efficacy of the adaptive NLFC (i.e., SR2)
on phoneme detection, speech detection threshold, and sound-
quality ratings in Mandarin-speaking hearing-impaired adults.
In that study, five SR2 settings (SR2-off, SR2-default, SR2-
weak, SR2-strong 1, and SR2-strong 2) with various fitting
parameters for CT1, CT2, and CR were compared. The results
revealed that the hearing-impaired listeners showed improved
(lowered) phoneme detection and speech detection thresholds
with the two strong settings than weak setting or off condition.
However, different settings did not exert a significant influence
on sound-quality ratings. While Xu et al. (2020) study focused
on detection ability through one-time tests, the current study
aimed to provide a more comprehensive evaluation to test the
impact of adaptive NLFC on different aspects of perception ability
including Mandarin consonant, vowel, and sentence recognition.
Additionally, because each participant was tested multiple times
spanning a 3-month period, the design of this study enabled
us to examine how the perceptual performance would change
as a function of increased experience with adaptive NLFC-
fitted hearing aids.
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MATERIALS AND METHODS

Participants
The participants included 29 Mandarin-speaking adults (13
females and 16 males) aged between 37 and 76 years old
(M = 66.7, SD = 8.8). All participants were diagnosed with sloping
moderate-to-profound sensorineural hearing loss. The average
pure-tone audiometric thresholds between 500 and 4,000 Hz
for both ears were between 40 and 90 dB HL. The individual
and group average pure-tone thresholds are shown in Figure 1.
The duration of hearing loss ranged from 2 to 40 years, with a
mean of 13.1 years. All participants met the following recruitment
criteria: (1) symmetric sloping sensorineural hearing loss (i.e.,
interaural difference ≤ 15 dB at all octave frequencies from 250
to 8,000 Hz) with air-bone gaps at any frequency ≤ 15 dB; (2)
normal middle ear function as indicated by tympanometry and
otoscopy examinations; (3) no diagnosed cognitive or mental
impairments (able to communicate effectively with their families
and the investigators); (4) no experience of hearing aids with
frequency lowering schemes prior to participating in the present
study; and (5) native Mandarin speakers in daily life. Twenty-two
of the participants had used hearing aids before participating in
the study whereas seven had no hearing aid experience. All 29
participants completed all five test sessions. This study protocol
was reviewed and approved by the Institutional Review Boards of
Ohio University and Beijing Tongren Hospital.

Hearing Aid Fitting
All participants were bilaterally fitted with experimental hearing
aids (Phonak Nadia V90-SP) programmed in Phonak’s Target
fitting software (v. 5.1). To ensure proper amplification of
sound across the entire speech spectrum and to limit acoustic
feedback, occluding hard ear-molds made of acrylic materials
were used with different vent sizes based on the recommendation
of the fitting software. After the feedback and real-ear test
using the estimated RECD (real-ear-to-coupler difference) and
recommended vents, the APDT (Adaptive Phonak Digital Tonal)
gain algorithm was chosen as the prescriptive target. The output
gain level was initially set to 100%, decreasing in a 10% step size in
case the participant reported that the hearing aids were too loud.
Three SR2 settings were tested in the study: SR2 off, SR2 default,
and SR2 strong (i.e., moving three steps toward Audibility relative
to default on the upper slider). As a group, the parameters
CT1 and CT2 changed from 3.77 ± 1.35 (mean ± SD) and
5.12± 1.21 kHz in SR2 default to 2.17± 0.55 and 3.78± 0.67 kHz
in SR2 strong. The group average of the parameter CR remained
unchanged in SR2 default and SR2 strong (1.22 ± 0.10 vs.
1.22 ± 0.06). Note that the use of lower CT1 and CT2 in SR2
strong could potentially move more high-frequency energy to
the audible range but create greater disruption of low-frequency
information. A schematic diagram of the signal processing for
SR2 is available in our previous acoustic study of non-linear
frequency compression (See Figure 1 of Yang et al., 2018). The
other advanced functions (such as noise reduction, directionality,
etc.) were all set as default. All the adjustments were performed by
experienced audiologists. Moreover, all the settings embedded in

the hearing aids remained the same throughout the process of the
entire study. All participants wore the same experimental hearing
aids with only setting varied (see Procedures below) throughout
the study period.

Perceptual Tasks and Outcome
Measures
The perceptual performance of each participant was evaluated
through speech perception tests and sound-quality rating
tasks. The speech perception tests included Mandarin-Chinese
consonant, vowel, and sentence recognition tests.

Consonant Recognition
The consonant recognition test included five Mandarin fricatives
(i.e., f /f/, s /s/, x /C/, sh /ù/, and h /x/) and six Mandarin affricates
(i.e., z /ts/, c /tsh/, j /tC/, q /tCh/, zh /tù/, ch /tùh/) embedded
in a /Ca/ syllable in tone 1. The 11 words containing the target
consonants are (fā), (sā), (zā), (cā), (xiā), (jiā),

(qiā), (shā), (zhā), (chā), and (hā). The tokens
were recorded from 6 adult Mandarin speakers (3 males and
3 females). Thus, the consonant recognition test comprised 66
tokens (11 words × 6 speakers) that were randomly presented to
the participants. The intensity of the stimuli was set at 65 dB SPL.

Vowel Recognition
The Mandarin vowel list included 12 Mandarin vowels (i.e., /a/,
/ai/, /ao/, / /, /i/, /iao/, /ie/, /iou/, /ou/, /u/, /uei/, /uo/) embedded
in a /dV/ syllable structure in tone 1. The 12 monosyllabic words
are (dā), (dāi), (dāo), (dē), (dı̄), (diāo), (diē),

(diū), (dōu), (dū), (duı̄), and (duô). The tokens
were recorded from the same 6 adult Mandarin speakers. In total,
there were 72 tokens for the vowel recognition test (12 words× 6
speakers). The intensity of the stimuli was also set at 65 dB SPL.

Sentence Recognition
The material used for sentence recognition was Mandarin
Hearing in Noise Test (MHINT) (Wong et al., 2007). MHINT
contains 12 sentence lists. Each list is composed of 20 sentences
each of which is 10 Chinese characters long. The intensity of the
sentence stimuli was fixed at 65 dB SPL. In order to reduce the
ceiling effect for sentence recognition, a speech-spectrum-shaped
noise (Xu et al., 2021) was mixed with the sentences at a signal-
to-noise ratio (SNR) of +5 dB. For each SR2 setting, participants
were tested with one different list randomly chosen from the 12
sentence lists. A total of 11 lists were used throughout the five
sessions in which two lists were used for sessions 1, 2, 4, and 5
and three lists were used for session 3 (see below in Procedures
section for details on test sessions and SR2 conditions). The final
score was calculated based on the percent of correct characters
in each test list.

Sound-Quality Rating
All participants were asked to rate the loudness, clarity,
naturalness, and overall sound quality of different types of sounds
including own voice, male voice, female voice, bird chirp, and
music. Own voice was referred to as the participant’s natural
and spontaneous vocal production in daily life after wearing the
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FIGURE 1 | Unaided pure-tone thresholds of left and right ears in the 29 subjects. The thin gray lines represent individual thresholds and the thick black line
represents the group mean threshold (n = 29). The shaded area represents ±1 S.D. of the mean.

FIGURE 2 | The waveform and spectrogram of the bird chirps. The spectrogram shows that the chirps are rapid downward frequency sweeps from 4000 to
2,000 Hz approximately.

experimental hearing aids. The male voice and female voice were
reading text composed of 127 Chinese characters by one male
and one female talker. The lengths of the recordings were 34
and 36 s for the male and female voices, respectively. They were
presented at 65 dB(A) in quiet. The bird chirps were provided
by MATLAB software (MathWorks, Natick, MA). The original
8 chirps (Figure 2) were repeated twice to form 24 chirps with

a total duration of 5.5 s. The music was a piece of recorded
piano music excerpted from a classic and well-known Chinese
folk music entitled “Liang Zhu (The Butterfly Lovers).” The bird
chirps and music were presented at 65 and 70 dB(A), respectively.

The five types of stimuli were presented in a fixed order
as above with no repetition being allowed. After listening to
each stimulus, participants were asked to rate four aspects of
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FIGURE 3 | Diagram of test procedures and group assignments. There were 5 sessions equally distributed in the 12-week period. Participants were randomly
assigned into two groups. Group A (n = 14) used SR2 default as the home trial setting for the first 6 weeks and switched to SR2 strong for the home trial in the
second 6 weeks. Group B (n = 15) used SR2 strong for the first 6 weeks and SR2 default for the second 6 weeks in their home trial.

sound quality including loudness, clarity, naturalness, and overall
quality using a continuous bar with two ends being 0 (extremely
poor) and 10 (perfect). No practice was provided for this task.

Procedures
All participants were tested at five different sessions separated
by 3 weeks between each two consecutive sessions. In the first
session, the participants were fitted with bilateral hearing aids
(Phonak Nadia V90-SP BTE) with individualized hard ear-molds.
The sound-field aided thresholds with SR2 off, SR2 default, and
SR2 strong settings were measured using warble tones at 250,
500, 1,000, 2,000, 3,000, 4,000, 6,000, and 8,000 Hz. Perceptual
tests including speech perception (i.e., consonant, vowel, and
sentence recognition) and sound-quality rating with SR2 off and
SR2 default or SR2 strong settings were then conducted. After the
first session, the participants were sent home with the hearing
aids on either SR2 default or SR2 strong. To count-balance the
order of SR2 settings, 14 of the 29 participants wore SR2 default
for the first 6 weeks (Group A) and the remaining 15 of the 29
participants wore SR2 strong for the first 6 weeks (Group B). After
6 weeks, the SR2 settings for both groups were switched. Figure 3
illustrates the SR2 settings used in the home trial and those
used in the perceptual tests in the lab. The order of SR2 setting
used in the perceptual tests was randomized across participants
and test sessions. All tests were conducted in a sound booth,
with the background noise below 30 dB A. The stimuli were
presented through a loudspeaker located at 1.45 m in front of the
participants at 0◦ azimuth.

Statistical Analyses
Statistical analyses were conducted using R software (version
3.63). The percent-correct data of the recognition tests
were treated as binomial data (Thornton and Raffin, 1978).

A generalized linear mixed-effect model (GLMM)
(Warton and Hui, 2011) was used to investigate the impacts
of (1) SR2 settings (off, default, and strong) and (2) test sessions
on the percent-correct scores. Furthermore, we analyzed the
potential interactions between SR2 setting and test session. For
the sound-quality rating data, linear mixed models (LMM) were
performed separately for each category of sound-quality percept
(i.e., loudness, clarity, naturalness, and overall preference). The
three main factors were (1) SR2 settings, (2) test sessions, and
(3) sound types (i.e., own voice, male voice, female voice, bird
chirp, and music).

RESULTS

Group Aided Thresholds
The group mean unaided and aided hearing thresholds under
the three SR2 settings (Figure 4) were analyzed using repeated-
measures analysis of variance (ANOVA) by frequency separately.
Compared with unaided thresholds, aided hearing thresholds
were better at all frequencies (with F-values ranging from 8.87 to
77.92, all p < 0.001) except 250 Hz [F(3, 118) = 0.07, p = 0.98].
Tukey-adjusted pairwise comparisons revealed no significant
differences in aided hearing thresholds among SR2 off, SR2
default, and SR2 strong settings from 250 Hz to 6 kHz (all
adjusted p > 0.05). At 8 kHz, the hearing thresholds for SR2
off setting and unaided condition were comparable (adjusted
p = 0.34), and those for SR2 default and SR2 strong settings
were not significantly different (adjusted p = 0.29). However,
the hearing threshold was significantly higher at for unaided or
SR2 off setting than for SR2 default setting (unaided vs. SR2
default: adjusted p < 0.0001; SR2 off vs. SR2 default: adjusted
p < 0.0001) and SR2 strong setting (unaided vs. SR2 strong:
adjusted p < 0.0001; SR2 off vs. SR2 strong: adjusted p < 0.0001).
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Speech Perception Tests
Individual and group average performance of consonant, vowel,
and sentence recognition with the three SR2 settings in five
sessions is shown in Figure 5. All participants underwent a
12-week trial of the two SR2-enabled settings (i.e., SR2 default
and SR2 strong), each of which for 6 weeks, respectively. As
explained in Figure 3 and associated text, 14 of the 29 participants
(Group A) used SR2 default setting in the first 6 weeks, while
the other 15 participants (Group B) used SR2 strong setting
first. In the sixth week, the two SR2 settings were switched.
This counterbalance design minimized potential order effects. As
shown in Figure 5, no apparent order effects were observed in
the speech recognition data. An independent t-test comparing
the recognition performance between Groups A and B revealed
no order effect [consonant recognition: t(27) = −0.57, p = 0.57;
vowel recognition: t(27) = −1.17, p = 0.24; sentence recognition:
t(27) = −0.95, p = 0.35]. Thus, in the following presentations of
results, data from Groups A and B were pooled together and were
not treated separately.

Large individual variability in speech recognition, especially
in consonant recognition in quiet and sentence recognition in
noise (+5 dB SNR), was evident (Figure 5). Pearson correlation
analyses showed that consonant recognition scores in the
three SR2 settings were correlated with the participants’ aided
thresholds (with corresponding SR2 settings) at high frequencies
(i.e., 4,000, 6,000, or 8,000 Hz) as well as averaged thresholds
across 500, 1,000, 2,000, and 4,000 Hz (PTA250−4,000 Hz)
(correlation coefficients ranging from −0.411 to −0.741, z-test,
all p < 0.05) with exception of one condition [i.e., 8,000 Hz
with the SR2 strong setting (r = −0.311, p = 0.1)]. In
addition, we used the difference scores in speech recognition
between SR2 default and SR2 off settings or those between
SR2 strong and SR2 off settings as potential NLFC benefit
scores. However, Pearson correlation analyses revealed no
significant correlation of the latter and the participants’ aided
hearing thresholds at high frequencies or PTA250−4,000 Hz . We
also found that the participants’ age was not correlated with
any of the speech recognition performance nor the potential
NLFC benefit scores.

Figure 6 plots the group mean speech-recognition results
of the three SR2 settings as a function of the test session. For
consonant recognition, the GLMM analysis revealed that both
SR2 settings (i.e., SR2 off, SR2 default, and SR2 strong) and test
sessions (i.e., 1, 2, 3, 4, and 5) were significant factors for the
recognition performance [SR2 settings: χ2(2, N = 29) = 21.90,
p < 0. 0001; sessions: χ2(4, N = 29) = 68.95, p < 0.0001]. Post-hoc
multiple comparisons revealed a modestly better performance for
SR2 default setting than for SR2 off setting (adjusted p = 0.001) or
SR2 strong setting (adjusted p < 0.001). No significant differences
between SR2 off and SR2 strong settings were observed (adjusted
p = 0.41). The participants also showed improved performance
from Session 1 to Session 5. Multiple comparisons revealed that
the participants performed similarly at Sessions 4 and 5 (adjusted
p = 0.98) which were both significantly better than at Sessions 1,
2, and 3 (all adjusted p < 0.001). The interaction between test
session and SR2 setting was not significant [χ2(8, N = 29) = 4.31,
p = 0.83].

FIGURE 4 | Mean group unaided and aided hearing thresholds. The black line
represents the unaided thresholds. The dashed line, the solid line, and the
dotted lines represent free-field thresholds for the aided thresholds with SR2
off, SR2 default, and SR2 strong settings, respectively. The shaded area
represents ±1 S.D. of the mean.

For vowel recognition, unlike consonant recognition, only
test session contributed to the improved performance [χ2(4,
N = 29) = 61.73, p < 0.00]. Specifically, the vowel recognition
at Session 5 was significantly better than that at Sessions 1, 2, and
3 (all adjusted p < 0.001). Between Sessions 4 and 5, however, no
significant differences were observed (adjusted p = 0.006). This
was also true for the pairwise comparisons among Sessions 1, 2,
and 3 (all adjusted p > 0.1).

For sentence recognition in noise, similar to consonant
perception, both test sessions and SR2 settings contributed to
the improved performance [session: χ2(2, N = 29) = 19.96,
p < 0.0001; SR2 setting: χ2(4, N = 29) = 302.22, p < 0.0001]
and no interaction was found between the two factors [χ2(8,
N = 29) = 8.27, p = 0.41]. The sentence-recognition performance
for SR2 default setting was the highest as compared to SR2
off setting (adjusted p = 0.001) or SR2 default setting (adjusted
p = 0.003). No difference between SR2 off and strong was found
(adjusted p = 0.99).

Consonant confusion analyses were then conducted to
illustrate potential confusion patterns that might help to
explain the modest improvement with the frequency-lowering
technique. Figure 7 shows the consonant confusion matrices
averaged across all 5 sessions. Of all tested consonants, the
alveolar sounds /s, ts, tsh/ (s, z, c) showed the lowest
recognition accuracy and alveolopalatal sounds /C, tC, tCh/ (x,
j, q) showed the highest accuracy. Among the five places of
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FIGURE 5 | Individual and group mean speech-recognition performance. Consonant and vowel recognition in quiet, and sentence recognition in noise (+5 dB SNR)
are represented in the three columns whereas performance for the three SR2 settings is represented in the three rows of panels. In each panel, performance scores
(% correct) are plotted as a function of test sessions. Each thin line represents one participant. Those in Group A are plotted with triangles in blue whereas those in
Group B are plotted with circles in orange. The thick black line represents the overall group mean performance.

articulation, confusions mainly occurred between the alveolar
sounds /s, ts, tsh/ (s, z, c) and the retroflex postalveolar
/ù, tù, tùh/ (sh, zh, ch), which showed an asymmetrical

pattern. That is, the alveolar sounds were more likely to
be recognized as the retroflex sounds, rather than the other
way around. Additionally, as the SR setting became stronger,
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FIGURE 6 | Group mean performance of speech-recognition performance. The three panels are for consonant and vowel recognition in quiet, and sentence
recognition in noise (+5 dB SNR), respectively. The three different lines represent the group mean results for the three SR2 settings.

FIGURE 7 | Consonant confusion matrices. Consonant recognition data were collapsed from all 5 sessions. The three panels show the confusion matrices for SR2
off, SR2 default, and SR2 strong settings. In each panel, the stimulus is represented by the ordinate and the response by the abscissa. The color of each cell in a
matrix represents the percent of a stimulus being identified as a particular consonant (see color bar on the right).

the degree of confusion of alveolar sounds as retroflex
sounds increased.

Sound-Quality Rating
Figure 8 plots the average sound-quality ratings from the 29
participants in the three SR2 settings and five test sessions. The
LMM analyses revealed different patterns in each category of
sound-quality percept (loudness, clarity, naturalness, and overall
preference). For the rating of loudness, the analysis yielded
significant main effects of test session [F(4,1555.6) = 106.44,
p < 0.0001] and type of stimulus [e.g., own voice, male, female,
bird chirps, and music, F(4,1553.8) = 25.7, p < 0.0001]. SR2
settings [F(2,1554.4) = 1.01, p = 0.36] as well as the interaction
between test session and SR2 setting [F(8,1558.4) = 0.38, p = 0.93]
were not significant. The participants’ satisfaction with loudness
improved progressively from Session 1 to Session 5 (all adjusted
p < 0.001). Among the five different types of stimuli, the rating

score for own voice was significantly lower than all the other
four types of stimuli (all adjusted p < 0.001). In addition, the
overall quality rating for the female voice was found to be higher
than for the male voice (adjusted p = 0.028). No other significant
differences were observed (all adjusted p > 0.05).

In terms of clarity rating, all the three main factors were
significant [test session: F(4,1558.9) = 4.10, p = 0.016; SR2 setting:
F(2,1557.6) = 71.16, p < 0.0001; type of stimulus: F(4,1557) = 18.59,
p < 0.0001] but there was no interaction between test session
and SR2 setting [F(8,1561.7) = 0.72, p = 0.68]. The participants
rated clarity significantly higher with SR2 default setting than
with SR2 strong setting (adjusted p = 0.018), while no difference
was detected between SR2 off and SR2 default settings (adjusted
p = 0.17) or between SR2 off and SR2 strong settings (adjusted
p = 0.041). The clarity rating at Sessions 4 and 5 was the highest
compared to that at Sessions 1, 2, and 3 (all adjusted p < 0.001),
yet no significant difference was observed at Session 5 compared
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FIGURE 8 | The average sound-quality ratings from the 29 participants. The three columns represent SR2 off, SR2 default, and SR2 strong setting, respectively.
From top to down, the 5 rows indicate the 5 sessions. In each panel, the five types of stimuli (i.e., own voice, male voice, female voice, bird chirps, and music) are
represented in rows whereas the category of percepts (i.e., loudness, clearness, naturalness, and overall quality) are represented in columns. The color in each cell
represents the rating score as indicated by the color bar on the right.

with Session 4 (adjusted p = 0.59). Finally, own voice clarity
scores were found to be the lowest among all types of stimuli (all
adjusted p < 0.001). The female voice, on the other hand, received
rating scores significantly higher than the male voice (adjusted
p < 0.001) or music (adjusted p = 0.001) but similar scores to the
chirp (adjusted p = 0.39). All other pairwise comparisons were
not significant otherwise (all adjusted p > 0.1).

For the naturalness and overall rating, all the three main
factors (i.e., SR2 setting, test session, and type of stimulus)
played significant roles in the outcome measures [Naturalness:

F(2,1557.7) = 6.14, p = 0.002; F(4,1558.9) = 78.00, p < 0.0001;
F(4,1557.1) = 34.53, p < 0.0001; Overall: F(2,1557.7) = 6.39,
p = 0.0017; F(4,1558.9) = 78.15, p < 0.0001; F(4,1557.1) = 24.80,
p < 0.0001] but not the interaction terms [F(8,1561.6) = 0.86,
p = 0.55; F(8,1561.7) = 0.60, p = 0.78]. Both naturalness and overall
ratings improved from Session 1 to 4 (naturalness: all adjusted
p < 0.0001; overall quality: all adjusted p < 0.0001) but not from
Session 4 to 5 (naturalness: adjusted p = 0.27; overall quality:
adjusted p = 0.11). Both ratings were found to be better for
SR2 default setting than for SR2 strong setting (both adjusted
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p = 0.002), but no difference was found for the other comparisons
among SR2 settings. Among different types of stimuli, own voice
was rated with the lowest scores for both naturalness (all adjusted
p < 0.0001) and overall quality scores (all adjusted p < 0.0001).
In addition, the female voice was rated with significantly higher
naturalness than music (adjusted p = 0.009) and with higher
overall quality scores than the other types of stimuli (all adjusted
p < 0.05).

DISCUSSION

In the present study, we evaluated the efficacy of the new adaptive
NLFC scheme on Mandarin speech perception and sound-quality
ratings in adult hearing aid users. A series of tests were conducted
over a 3 month period to evaluate aided hearing thresholds,
consonant and vowel recognition in quiet, sentence recognition
in noise, and subjective sound-quality ratings in 29 participants
with severe-to-profound hearing impairment.

For sound detection, our results demonstrated an
improvement of more than 30 dB in detecting high-frequency
sounds at 8 kHz with the application of adaptive NLFC scheme
(Figure 4). A similar tendency was found for 6 kHz but the
change of the detection threshold with the adaptive NLFC on vs.
off was only 5 dB. This change was not statistically nor clinically
significant. The reduced effect of SR2 on the detection of the
6-kHz tone in the present study may be due to the fact that the
hearing loss at 6 kHz for most of our participants was not too
severe (Figure 1) and that the hearing aids provided adequate
amplification at that frequency even with the conventional
processing scheme (Figure 4). Nonetheless, the detection results
were consistent with findings by Xu et al. (2020) in which a group
of 15 adult hearing-aid users with sloping severe-to-profound
sensorineural hearing loss showed substantial improvement
in detecting high-frequency Mandarin phonemes such as /s/
(centered at both 6 and 9 kHz) and /C/ (“x”), especially with the
stronger SR2 settings.

For vowel recognition, most of the participants had
recognition scores above 90% correct (Figure 5). The adaptive
NLFC scheme did not show a significant impact on the
recognition performance in this experiment. This result was
similar to previous findings in vowel recognition using the static
NLFC scheme (i.e., SR) (Yang et al., 2018; Chen et al., 2020).
The first three formants that characterize vowel identity reside
in relatively low frequency regions, usually lower than 4 kHz. In
contrast to high-frequency sounds, vowel sounds are typically
accessible in patients with sensorineural hearing impairments.
SR2, even with a strong setting, enables well-preserved formant
patterns due to the application of two cutoffs. In the current
study, even under the SR2 strong setting, the average CT2
(3.78 kHz) is out of the range of the second and third formants
for most vowels (Alexander, 2016). With the application of
adaptive cutoffs, the formant structure of Mandarin vowel
sounds was preserved well and vowel recognition accuracy
remained very high. Another possible reason could be that
Mandarin has a small inventory of monophthongal vowel
phonemes and less crowded vowel space in comparison to many
languages such as English. Even though the compression process

might modify the spectral features of certain vowels [e.g., F2 of
Mandarin high front vowel /i/ as shown in Yang et al. (2018)],
the distorted spectral structure introduced a limited detrimental
effect on recognition. Therefore, Mandarin vowel recognition
was not negatively affected by the adaptive NLFC scheme, even
in the strong setting.

Unlike vowel recognition, the use of adaptive NLFC
significantly improved consonant recognition performance.
Chen et al. (2020) reported improved Mandarin consonant
recognition with SR default setting. In the present study, we
observed improved accuracy for consonant recognition with SR2
default in comparison to SR2 off. It is noteworthy that the
participants’ average hearing loss in the present study was more
severe at 4 and 8 kHz than that in the previous SR study by
Chen et al. (2020). The unaided thresholds at 4 and 8 kHz were
approximately 10 dB higher in the present study than those in
Chen et al. (2020). The significant improvement of consonant
recognition with SR2 default setting in patients with more severe
hearing loss suggests a possible application of this setting in
patients with a wider range of hearing loss. While the SR2
default setting significantly improved the recognition accuracy,
a stronger setting did not improve the consonant recognition
performance further. This finding is similar to the outcome
reported in Xu et al. (2020) that a stronger compression does not
ensure better recognition performance. A possible explanation
is that strong compressions might cause more confusion for
high-frequency consonants and thus offset the benefit of better
detection. When the incoming signals contain predominantly
high-frequency energy, as in the consonants, CT1 (with higher
compression) will be applied. In this study, the average CT1s were
3.77 kHz (SR2 default) and 2.17 kHz (SR2 strong), suggesting
that a lower cut-off frequency for SR2 could limit recognition
performance. The better performance with SR2 default than
SR2 strong suggested that there might be an optimal range
of frequency compression for individuals with high-frequency
hearing loss, as suggested by several previous studies (Johnson
and Light, 2015; Scollie et al., 2016; Glista and Scollie, 2018).

Our consonant confusion analyses (Figure 7) showed that
not all consonants were equally affected by NLFC. The positive
effects of NLFC on recognition of certain Mandarin consonants
was negated by deterioration of other consonants, resulting in
a small overall effect of NLFC on consonant recognition. The
asymmetrical confusion pattern between alveolar sounds and
retroflex sounds as well as greater confusion as the compression
setting changed from SR2 default to SR2 strong was consistent
with the acoustic change caused by frequency compression
(Yang et al., 2018). The acoustic energy of retroflex sounds
/ù, tù, tùh/ (sh, zh, ch) concentrates at a lower frequency
region that was less affected by frequency compression. By
contrast, the alveolar sounds /s, ts, tsh/ (s, z, c) have spectral
energy distributed at a higher-frequency region. Frequency
compression shifted the spectral energy of alveolar sounds
to a lower-frequency region similar to retroflex sounds. The
more aggressive compression setting caused greater distortion
of spectral energy distribution and thus greater confusion.
While both alveolar and alveolopalatal sounds are high-frequency
sounds that present accessibility challenges in people with severe
hearing impairments, the higher accuracy and less confusion of
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alveolopalatal sounds were likely associated with the phonotactic
constraints in Mandarin Chinese. Mandarin /C, tC, tCh/ (x, j, q)
is always followed by /i/, /y/, or vowels starting with these two.
In the current study, the alveolopalatal sounds were followed
by /ia/ which differed from other tested consonants that were
followed by /a/. The distinct vowel environment likely assisted
in the recognition by the hearing aid users.

Although adaptive NLFC technology helped improve
patients’ consonant recognition and audibility of high-frequency
information in quiet, it did not provide significant perceptual
benefits to sentence recognition in noise. Previous research
revealed mixed findings on sentence recognition in noise with
the NLFC technology (Glista et al., 2009; Perreau et al., 2013;
Bentler et al., 2014; McCreery et al., 2014; Picou et al., 2015).
Chen et al. (2020) reported improved sentence recognition
accuracy in patients with SR on than with SR off. In the present
study, sentence recognition performance did not show significant
change among different SR2 settings. However, similar to Chen
et al. (2020), the participants in the present study demonstrated
substantial individual differences in sentence recognition. While
some participants (8/29) showed a benefit of more than 5
percentage points with SR2 default or SR2 strong setting than
SR2 off across all five sessions; some (8/29) had a decreased
accuracy of more than 5 percentage points; the others (13/29)
demonstrated a small change less than 5 percentage points.
Varying degrees of hearing loss (from moderate to profound) in
the 29 participants could result in different optimal compression
situations. However, our correlational analyses did not find a
correlation between the aided thresholds and the amount of
NLFC benefits in speech recognition. Cognitive ability and level
of linguistic knowledge could also potentially affect sentence
recognition in noise. Although age is not the only factor related to
cognitive ability and level of linguistic knowledge and we found
no correlation between age and speech recognition performance
in our sample, other studies have indicated that those factors
might be especially important for elderly patients with profound
hearing loss (Best et al., 2018; Nuesse et al., 2018; Vermeire et al.,
2019). Another note is that the sentence materials used in this
study were recorded by a male talker. Our data suggested that
female voice tended to receive higher sound-quality ratings than
the male voice. Wang and Xu (2020) also showed that Mandarin
tone recognition in noise using a female voice yielded higher
scores than using a male voice. It would be interesting to examine
whether female voice would lead to a greater improvement for
sentence recognition in NLFC conditions.

Sound quality is another core criterion in evaluating patients’
willingness to accept technology and degree of comfort after
using it. Some researchers reported no obvious changes in sound-
quality ratings with or without NLFC (Uys et al., 2012; Parsa
et al., 2013; Kirchberger and Russo, 2016; Tseng et al., 2018; Chen
et al., 2020). Some researchers found that patients with moderate
to severe sensorineural hearing loss showed a preference for
listening to music with NLFC scheme (Uys et al., 2016). As
reported in Xu et al. (2020) who used the same test materials
for sound-quality ratings as the present study, no deterioration
of sound quality was found between stronger settings of SR2
and SR2 off setting, which suggested a great tolerance to the
adaptive NLFC. Consistent results were found in the present

study. In general, participants favored SR2 default setting over
SR2 off or SR2 strong settings (Figure 8). Furthermore, our study
demonstrated that patients generally favored female voice over
the other four types of materials (i.e., own voice, male voice,
chirp, music) in the four perceptual categories of loudness, clarity,
naturalness, and overall quality rating. By contrast, own voice
had the least favored sound quality, at least for the first three
sessions. Such poor rating in “own voice” is usually attributed to
the occlusion effects caused by the hard ear-molds used in the
present study. However, we have no direct evidence of perceived
occlusion effect in our participants. It was worth noting that
through periods of adaption, our participants rated their own
voice significantly better in the fifth session than in their first
three sessions, which indicated the importance of acclimatization
for the SR2 function as further elaborated below.

Researchers have found that a period of acclimatization is
necessary for the human brain to gradually learn and obtain
benefits from any newly applied technologies including the NLFC
scheme. Giroud et al. (2017) found that it took several weeks
for hearing aid users to acclimate themselves to the new hearing
aid algorithm of NLFC. Glista et al. (2009) reported that the
average time for patients to adapt to the NLFC processor was
approximately 10 weeks. In the present study, all participants had
a period of 12 weeks to adapt to the NLFC scheme. Test session
was found to be the main factor for vowel, consonant, sentence
recognition, and sound-quality ratings. It should be noted that
no interaction of test session by SR2 setting was evident.
This suggested that the improvement might be the outcome
of perceptual learning or training effects (i.e., participants’
increased familiarity with the test materials and procedure)
instead of auditory acclimatization, per se. This finding was
consistent with the previous SR study (Chen et al., 2020). The
present study only examined speech-recognition performance
and subjective ratings for 3 months. On one hand, we observed
continuous improvement in the first few weeks, indicating that
the participants adapted to the new hearing aids in a very short
period. On the other hand, had we extended the observation to
a longer period, we might see further continuous improvement
in both speech recognition and subjective quality ratings. Future
studies will be necessary to demonstrate the long-term benefits
of using the NLFC technology in hearing-impaired listeners.
Further, one limitation of the present study is the lack of a control
condition in which the SR2 off setting is used in the hearing aids
for the same amount of time as the SR2 default and SR2 strong
settings. With such a control condition, we would be in a better
position to evaluate whether the perceptual benefits (such as in
consonant recognition task and overall sound-quality ratings)
resulted from a training effect or from the application of the SR2
technology itself.

CONCLUSION

In summary, the adaptive NLFC technology implemented the
hearing aids provided benefit to high-frequency sound detection,
as well as Mandarin consonant recognition, and sound-quality
ratings in listeners with moderate-to-profound sensorineural
hearing loss. As expected, vowel recognition performance with
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or without the adaptive NLFC algorithm was consistently
good, indicating no deterioration of vowel perception using
the adaptive NLFC. However, for sentence recognition in
noise, the adaptive NLFC algorithm showed limited effects.
Among different settings, SR2 default provided more benefits
than SR2 strong setting in our group of participants with
moderate to profound hearing loss. Furthermore, participants
showed continuous improvement of recognition performance
with increased length of SR2 use, which indicated a potential
effect of auditory acclimatization.
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Pure-tone audiometry—the process of estimating a person’s hearing threshold from

“audible” and “inaudible” responses to tones of varying frequency and intensity—is the

basis for diagnosing and quantifying hearing loss. By taking a probabilistic modeling

approach, both optimal tone selection (in terms of expected information gain) and

hearing threshold estimation can be derived through Bayesian inference methods. The

performance of probabilistic model-based audiometry methods is directly linked to the

quality of the underlying model. In recent years, Gaussian process (GP) models have

been shown to provide good results in this context. We present methods to improve

the efficiency of GP-based audiometry procedures by improving the underlying model.

Instead of a single GP, we propose to use a GP mixture model that can be conditioned

on side-information about the subject. The underlying idea is that one can typically

distinguish between different types of hearing thresholds, enabling a mixture model

to better capture the statistical properties of hearing thresholds among a population.

Instead of modeling all hearing thresholds by a single GP, a mixture model allows specific

types of hearing thresholds to be modeled by independent GP models. Moreover, the

mixing coefficients can be conditioned on side-information such as age and gender,

capturing the correlations between age, gender, and hearing threshold. We show how

a GP mixture model can be optimized for a specific target population by learning the

parameters from a data set containing annotated audiograms. We also derive an optimal

tone selection method based on greedy information gain maximization, as well as hearing

threshold estimation through Bayesian inference. The proposed models are fitted to a

data set containing roughly 176 thousand annotated audiograms collected in the Nordic

countries. We compare the predictive accuracies of optimized mixture models of varying

sizes with that of an optimized single-GP model. The usefulness of the optimized models

is tested in audiometry simulations. Simulation results indicate that an optimized GP

mixture model can significantly outperform an optimized single-GP model in terms of

predictive accuracy, and leads to significant increases the efficiency of the resulting

Bayesian audiometry procedure.

Keywords: active learning, audiometry, Bayesian inference, Gaussian process, machine learning, probabilistic

modeling
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1. INTRODUCTION

Hearing loss is typically represented by an audiogram, which
depicts the hearing threshold (HT) (i.e., the lowest sound intensity
level that can still be perceived) at a set of standard frequencies
ranging from 125 Hz to 8 kHz. The hearing threshold levels are
usually measured through a process called pure-tone audiometry
(PTA) (1). In PTA, the subject provides a series of “audible”
and “inaudible” responses to pure-tones of various frequencies
and intensities, and those responses are used to estimate the
HT at the required frequencies. Multiple protocols for selecting
tone frequencies and intensities have been developed, the most
common of which is a staircase “up 5 dB–down 10 dB” approach
known as the Hughson-Westlake protocol (2).

We present a method for performing hearing threshold
estimation with optimal efficiency in terms of number of
interactions required to achieve a given accuracy level. The
method is based on a full probabilistic treatment of the estimation
problem. At its core is a probabilistic model which captures a
range of statistical properties of the hearing threshold. In short,
this probabilistic model encodes a probability distribution over
hearing thresholds, and describes in a probabilistic way how
the subject’s response to a stimulus (“audible” or “inaudible”) is
generated. Specifically, we propose a model based on a weighted
mixture of Gaussian processes (3). Based on this model, our
method works in the following way:

1. Optimize the model parameters with respect to a data set
of annotated audiometric records from a large number of
people. The goal of this step is to train the model to match the
statistical distribution of hearing thresholds in the data set as
well as possible. This optimization procedure is independent
of the subject, and yields a non-personalized prior model.

2. Optionally condition the prior model on side-information
from the subject, such as age an gender, to improve the
accuracy of the predictive distribution.

3. Determine which stimulus to present such that the “audible”
or “inaudible” response to it provides the maximum amount
of information about the hearing threshold. Given the model,
this stimulus can be derived theoretically using information-
theoretic criteria.

4. Present the optimal stimulus to the subject and collect
the response.

5. Update the probabilistic model based on the response. This
step involves Bayesian inference, and combines the non-
personalized model with the data (i.e., the subject’s responses
to stimuli) to obtain the posterior distribution of the model.
The result includes a revised estimate of the hearing threshold
including uncertainty bands.

6. Go to step 3 and repeat until the hearing threshold estimate is
sufficiently accurate.

The process of repeatedly selecting the most informative next
stimulus and updating the probabilistic model based on the
response is called an active learning loop (4), and it has been
shown to significantly reduce the total number of required test
tones to reach a certain accuracy level (5). However, the success
of the active learning approach hinges on the quality of the

probabilistic model at hand. If the model is flexible and accurate
enough, it should theoretically outperform any empirical method
based on heuristics. If on the other hand themodel fails to capture
important aspects of the underlying dynamics, the quality of
the method will suffer. It is important to note that once the
model has been developed and fitted to a data set, the remaining
steps 2–6 basically have unique optimal solutions that can be
derived theoretically and just have to be translated correctly into
an algorithm.

In prior work, the Gaussian process (GP) model has been
used to model the hearing threshold as a continuous function of
frequency (5–7). The parameters of the GP were typically chosen
empirically. In this work we propose the use of a more flexible
class of models, namely weighted mixtures of GPs. The rationale
behind this is that a lot of hearing thresholds have one of several
typical shapes (8). By capturing the statistics of these distinct
shapes by separate GP models, the quality of model might be
improved significantly. Additionally, the proposed model can be
conditioned on side-information such as age and gender of the
subject, further increasing the predictive accuracy. The trained
and possibly conditioned model can be viewed as an informed
prior since it is based on information about the target population
(through the training set) and the available side-information
about the subject (age and/or gender). We show that it is possible
to derive theoretical solutions for optimal tone selection and
Bayesian model inference under the more flexible model.

The application of Bayesian methods and information-
theoretic criteria to obtain information-efficient audiometry
procedures has a long history (9–12). Most of the early
methods relied on probabilistic models of the HT at individual
frequencies, or captured dependencies among a discrete set of
frequencies. More recently, GP-basedmethods with a continuous
frequency scale have been introduced (5–7, 13) and validated
experimentally (14, 15). The aim of this work is to improve upon
those methods by increasing the quality of the underlying model,
both by increasing the complexity of the model and by fitting the
model to data.

In the remainder, we mathematically specify the proposed
model and derive an algorithm to fit its parameters to a set
of annotated audiograms. Next, we outline the (approximate)
Bayesian inference algorithm required to update the model, as
well as the algorithm for selecting the optimal next stimulus.
The proposed model is trained on a large data set containing
∼176 thousand audiograms annotated with age en gender. The
resulting Bayesian PTA method based on an informed prior is
tested through various simulations.

2. MATERIALS AND EQUIPMENT

All methods and models have been implemented in the Julia
programming language (16). TensorFlow (16) is used as the
computational back-end for fitting the hearing threshold models.

2.1. Data Source
The results reported in this paper related to model learning and
simulations are based on a proprietary data set. This anonymized
data set contains the ages, genders, and audiograms of both
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ears of 88,237 people from the Nordic countries who visited an
audiologist. In total, the data set contains 176,474 audiograms
annotated with age and gender. The audiograms specify the
hearing thresholds with a resolution of 5 dB on (subsets of)
the following frequencies: 125, 250, 500, 750, 1,000, 1,500,
2,000, 3,000, 4,000, 6,000, 8,000 Hz. The presented methods
are independent of the specific data set that is used for model
learning and simulations.

3. METHODS

We first introduce the probabilistic model on which our method
is based. Next, we describe how the model parameters can be
“learned” from a data set of annotated audiograms. Subsequently,
we show how the model is used to estimate the HT from a set of
responses to stimuli by performing Bayesian inference. Finally,
we illustrate how the model enables the identification the most
informative next stimulus given the responses so far.

3.1. Probabilistic Hearing Loss Model
The complete probabilistic model consists of two parts: a user
response model and a hearing threshold model. We introduce
these components separately, and then combine them to obtain
the complete model.

3.1.1. User Response Model
A PTA procedure is assumed to involve a sequence of trials.
A trial consists of a single pure-tone stimulus of a certain
frequency f in Hertz and intensity level h, together with a binary
response label y indicating whether the stimulus was audible
or inaudible to the subject. The intensity level h is expressed
in dB hearing level (dB-HL), which is a relative sound pressure
level in which 0 dB-HL corresponds to the hearing threshold of
the average person with no hearing impairment. The subject’s
response depends on the presented stimulus, and is encoded in
the following way:

y(f , h) =

{

+1, if (f , h) is audible,

−1, otherwise.
(1)

A trial is represented by a tuple containing all relevant
quantities: (f , h, y).

By definition, stimuli near the subject’s hearing threshold will
not yield consistent responses. To capture the uncertainty in
the response generating process, a probabilistic user response
model is required. This model describes how a user determines
their response to a stimulus if their “true” HT were known.
In our model, the “true” HT is assumed to be evaluated under
white Gaussian noise N (0, σ 2

p ). In other words, the model
assumes that a stimulus is audible if and only if its intensity
exceeds the subject’s “true” HT at the corresponding frequency
by some random margin. This leads to the following formal

response model:

P(y | f , h) = Pr{y · (h−HT (f )) > N (0, σ 2
p )}

=

∫ y·(h−HT (f ))

−∞

N (h′ | 0, σ 2
p )dh

′

= 8

(

y · (h−HT (f ))

σp

)

,

(2)

where HT denotes the unknown “true” hearing threshold as a
function of frequency. 8 is the cumulative density function of
the standard normal distribution. Since y ∈ {−1,+1}, probability
distribution P(y | f , h) is a Bernoulli distribution. For simplicity,
the perceptual noise variance parameter σ

2
p is independent of

frequency, but this can easily be relaxed. The value of σ
2
p can

either be learned from a data set of actual pure-tone responses,
or it can be tuned empirically.

3.1.2. Hearing Threshold Model
The hearing threshold model specifies a probability distribution
over hearing thresholds. Instead of treating hearing thresholds at
distinct frequencies as independent quantities, we assume the HT
to be a smooth function of frequency. Since the human auditory
perception of frequency shifts is non-linear, it makes sense to
model the HT in a psycho-acoustical space that resembles the
human perception better than the linear frequency domain.
Technically, the psycho-acoustical space is a warped frequency
space in which the distance between frequencies better resembles
the human perception of frequency shifts. This is useful since
our model aims to exploit properties of the HT that are more
natural to interpret on a psycho-acoustical scale. Various psycho-
acoustical scales are being used in the field of audiology, such as
the “Mel” scale, the “semitone” scale, and the “Bark” scale (1). All
of these scales roughlymatch the semi-logarithmic frequency axis
in typical audiogram plots.

For the HT model it is not very important which specific
frequency transformation is used, as long as the transformation
is invertible. For the Bark scale, multiple transformations with
varying degrees of complexity and accuracy have been proposed
(17, 18). In our model we adopt the simple Bark transformation
described in (18):

bark(f ) , 6 ∗ sinh−1

(

f

600

)

, (3)

with f in Hz. For notational convenience, we will use x to
denote a transformed frequency and in the remainder of this
paper we use HT (x) to denote the HT as a function of the
transformed frequency.

We obtain a probabilistic model for hearing thresholds by
assuming that a HT is a smooth function of transformed
frequency, drawn from a Gaussian process (GP). A GP is a
probability distribution over continuous functions, and it is fully
characterized by a covariance function and a mean function (3).
The approach of modeling the HT by a GP has already been
proposed before, for example in (6) and (7). However, instead
of assuming the HT to be generated by a single GP, we assume
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the HT to be generated by one of C independently parameterized
GPs. The main idea behind this choice is that HTs tend to be
of one of several distinct types in terms of location, slope, and
smoothness. Mixing multiple GPs has two important benefits.
Firstly, it should enable the model to capture the statistical
properties of distinct typical HT types with a higher resolution
than a single GP, leading to a more accurate model. Secondly,
it allows the selection of the individual GP to be dependent on
side-information such as age and gender. Intuitively, this means
that the individual GP components in the model could capture
different HT types corresponding (for example) to mild hearing
loss, typical old-age HTs, and “cookie-bite hearing loss.” For
example, if the subject’s age is available, the model could exploit
it by adjusting the a-priori probabilities of the different HT types.
For age 80 we would expect the GP corresponding to “typical old-
age HTs” to get a higher relative probability compared to age 40.
By having a more complex model, we hope to leverage large data
sets of annotated audiometric records to be able to learn accurate
models that capture as many statistical properties as possible.

3.1.3. Complete Probabilistic Model
Our model assumes responses to stimuli to be generated in the
following way:

1. Randomly select a GP component c ∈ [1, . . . ,C] from
a categorical distribution whose parameters depend on
any available side-information I about the subject: c ∼

Categorical(α(I)).
2. Randomly generate an HT curve from the selected GP:

t ∼ GP(mc, kc). Parameters mc and kc respectively denote
the mean function and covariance function or kernel of
the GP. The mean function is assumed to be a third-
order polynomial, and the covariance function is a squared
exponential kernel (3). Note that t is a continuous, real-valued
function of transformed frequency. The choice for the squared
exponential kernel follows prior work (6, 7), and is based on
the idea of modeling the HT as a smooth, continuous function
of frequency.

3. For each stimulus in the procedure, randomly generate the
response based on t according to the response model from
Equation (2).

I is a set of discrete features, in this case corresponding to
the subject’s age and gender. The age can be unspecified or an
integer between 0 and 120, and gender can be unspecified, female
or male.

Formally, this leads to the following generative process for a
PTA procedure involving N trials on the same subject:

c ∼ Categorical(α(I)), (4a)

t | c ∼ GP(mc, kc), (4b)

∀i ∈ [1, . . . ,N] : yi | xi, hi, t ∼ Bernoulli

[

8

(

hi − t(xi)

σp

)]

.

(4c)

3.2. Model Learning
The model from Equation (4) includes a significant number of
parameters, specifically:

• C: the number of individual GPs in the mixture model.
• α(I): the probabilities of individual GPs as a function on side-

information I . Note that α(I) is a vector whose elements sum
to 1, and can be interpreted as the conditional mixing weights
of the individual GPs.

• m1, . . . ,mC: the mean functions of the GPs. The mean
functions are constrained to be third-order polynomials in
transformed frequency space.

• k1, . . . , kC: the covariance functions of the GPs, constrained to
be squared exponential kernels. A squared exponential kernel
is parameterized by a variance parameter and a length-scale
parameter. The variance parameter regulates the width of the
GP’s uncertainty bands around the mean function, and the
length-scale parameter regulates the smoothness of the GP.
For notational convenience, we use θ1, . . . , θC to denote the
parameters of the covariance functions.

• σp: the standard deviation of the perceptual noise under which
the HT is evaluated.

In general, using a complex model only makes sense if its
parameters can be “learned” from a data set. In this context,
“learning” means optimizing the parameters such that the model
captures the statistics of the data in the data set as well as possible.
In other words: “learning” the model implicitly means extracting
as much relevant information as possible from the data set, and
storing it in the model parameters. We provide an outline for
how the model parameters can be “learned” through maximum
likelihood estimation.

Since increasing the number of mixture components is
guaranteed to lead to a more accurate model (at the cost of more
complexity), we propose to optimize C empirically. Additionally,
σp will also be chosen empirically since it is not possible to
learn σp from a data set that consists of (annotated) audiograms
without actual responses to individual stimuli. The remaining
parameters can be optimized to a data set containing audiograms
annotated with optional side-information, for example by using
maximum likelihood estimation (MLE). In MLE, the parameters
are tuned by maximizing the likelihood that the model assigns to
the data.

Assume we have a data set containing audiograms that are
optionally annotated with side information. Each audiogram
defines the hearing thresholds of a subject’s ear at a fixed
set of standard audiometric frequencies F , for example F =

{250, 500, 750, 1, 000, 1, 500, 2, 000, 3, 000, 4, 000, 6, 000, 8, 000}Hz.
Since the audiograms are only defined at a discrete set
of frequencies, the “GP mixture” distribution of infinite
dimensionality reduces to a “Gaussian mixture” distribution of
finite dimensionality ‖F‖. By exploiting this property, MLE can
be performed in three steps:

1. Perform MLE of a Gaussian mixture model (GMM), for
example using the well-known expectation-maximization
(EM) algorithm (19).

2. Optimize m1, . . . ,mC and θ1, . . . , θC by minimizing
the Kullback-Leibler divergence between the predictive
distributions of the GP mixture and the GMM from step 1.
In this step, the parameters of the GP mixture are tuned such
that its predictive distribution matches that of the GMM at
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the discrete set of frequencies F . The optimization can be
implemented by writing the Kullback-Leibler divergence in
a framework that supports automatic differentiation, and
then using the automatically calculated gradients to perform
a gradient-based optimization. We implemented this step
in TensorFlow (20), and used standard gradient descent to
perform the optimization.

3. Implement α(I) by nearest-neighbor regression. For every
audiogram that contains side-information, the posterior
mixing coefficients are calculated using Bayesian inference,
and stored in a lookup table indexed by I , averaging over
any duplicate entries. The value of α(I) is then obtained by
performing a nearest-neighbor lookup. This approach works
well if the data set is large relative to the cardinality of I .

By optimizing the model parameters to a certain data set, the
model will assign higher relative probabilities to HT curves that
appearmore frequently in the data set. This bias has a direct effect
on the performance of the HT estimation and optimal stimulus
selection methods based on the model. The more representative
the data set used for learning is for the population on which the
methods are applied, the better the performance will be.

3.3. Hearing Threshold Estimation Through
Bayesian Inference
Given the (optimized) model and a collection of trials, the HT
can be estimated by performing Bayesian inference. In Bayesian
inference, the distributions of all random variables in the model
are updated to reflect the information in the data, in this
case a collection of trials. The result is a posterior probability
distribution over the subject’s HT curve, including uncertainty
bands. Let D = [(x1, h1, y1), . . . , (xN , hN , yN)] denote a data set
containing N trials of the same subject. Applying Bayes’ rule
to the model from Equation (4) yields the following posterior
distribution for HT t:

p(t | D) ∝ p(t) · p(D | t) (5a)

=

C
∑

c=1

αc(I) · GP(t | mc, kc) · p(D | t) (5b)

=

C
∑

c=1

αc(I) ·
1

Ac
· pc(t | D), (5c)

where pc(t | D) denotes the posterior distribution of t under
mixture component c, and Ac are scaling factors to satisfy the
second equality. This means that the posterior distribution of
t is a weighted mixture of the posterior distributions of the
individual GPs. Thanks to this property, Bayesian inference can
be implemented in two steps:

1. Perform Bayesian inference for all C mixture components
separately, yielding pc(t | D) and Ac.

2. Combine the individual posterior GPs according to
Equation (5c).

Under ourmodel, exact Bayesian inference in step 1 is intractable.
However, various techniques are available to achieve approximate

Bayesian inference, including variational Bayesian inference,
Laplace inference and expectation propagation (3). Since a single
component from our mixture model resembles a standard GP
probit classifier, various GP software libraries can perform the
approximate Bayesian inference from step 1 out-of-the-box.
A complete derivation of an approximate Bayesian inference
algorithm for a single-component using the Laplace method is
available in (6).

Using Equation (5c), the posterior distribution of t can be
written as a weighed sum of the individual posterior GPs:

p(t | D) ∝

C
∑

c=1

αc(I) ·
1

Ac
· pc(t | D) (6a)

=

C
∑

c=1

πc · pc(t | D), (6b)

where πc is the (unnormalized) posterior mixing weight for
component c. Once the individual (approximate) posteriors have
been obtained, πc can be calculated according to:

πc =
αc(I)

Ac
, (7a)

Ac =

(∫

p(D | f )pc(f )df

)−1

. (7b)

Ac is known as the marginal likelihood of the data under
component c, and it is usually returned by the software that
implements the approximate inference.

3.4. Optimal Stimulus Selection
A central aspect of our Bayesian PTA method is to leverage an
optimized probabilistic model of the procedure to repeatedly
present the stimulus that will yield the most informative
response. Information theory provides a fundamental
mathematical framework to enable this. Given a (posterior)
probabilistic model, the expected information content of
a response about a variable in the model—in our case the
HT—can be expressed analytically, allowing the input leading
to the response to be optimized with respect to the expected
information gain. The approach of actively selecting inputs to
trigger responses to learn from is known in the literature as
“active learning.” This section provides the derivation of an
optimal stimulus selection procedure based on the “Bayesian
Active Learning by Disagreement” (BALD) framework from (21).

Given a set of trials D and posterior distribution p(t | D), the
goal is to find the stimulus (x∗, h∗) that “maximizes the decrease
in expected posterior entropy” of t (21):

(x∗, h∗) = argmax
(x,h)

(

H[t | x, h,D]− Ey∼P(y|x,h,D)H[t | y, x, h,D]
)

.

(8a)

In this expression, H[A | B] represents the Shannon entropy1

of A given B. In the remainder of this section we work out

1Shannon entropy is ameasure of uncertainty about the value of a random variable:

H[A] , E[− log p(A)]. A conditional entropy corresponds to the entropy of a

conditional probability distribution: H[A | B] , E[− log p(A | B)].

Frontiers in Digital Health | www.frontiersin.org 5 August 2021 | Volume 3 | Article 723348103

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Cox and de Vries Bayesian PTA Under Informed Priors

the objective function under our model. The end result of the
derivation can be found in Equation (15).

Inspection of the expression to be maximized reveals that is
equal to the mutual information2 of the hearing threshold t and
the binary response y to a stimulus (x, h) under the posterior
distribution: I[t; y | x, h,D]. Because mutual information is
symmetric, t and y can be exchanged to get an equivalent
expression that is easier to evaluate:

(x∗, h∗) = argmax
(x,h)

(

H[t | x, h,D]− Ey∼P(y|x,h,D)H[t | y, x, h]
)

(9a)

= argmax
(x,h)

I[t; y | x, h,D] (9b)

= argmax
(x,h)

I[y; t | x, h,D] (9c)

= argmax
(x,h)

(

H[y | x, h,D]− Et∼p(t|D)H[y | t, x, h]
)

.

(9d)

Since y is a binary random variable, the entropy terms in
Equation (9d) reduce to binary entropy terms3.

The first term in Equation (9d) is obtained by writing out
the binary entropy of the posterior predictive distribution of y,
given by:

P(y | x, h;D) =

∫

P(y | tx, h)p(tx | D)dt (10a)

=

∫

P(y | tx, h)

C
∑

c=1

πc · pc(tx | D)dt (10b)

=

C
∑

c=1

πc

∫

P(y | tx, h)pc(tx | D)dt, (10c)

where tx denotes function value t(x). Since pc(t | D) is a posterior
GP, pc(tx | D) is approximated by a Gaussian. Let the Gaussian
approximate posterior distribution of t(x) under component c be
defined as:

pc(tx | D) ≈ N
(

tx | µc, σ
2
c

)

, (11)

where µc and σc are returned by the GP approximate inference
engine. Substituting Equation (11) and (4c) in Equation (10) and
evaluating the integral yields4:

P(y | x, h;D) ≈

C
∑

c=1

πc

∫

8

(

y · (h− tx)

σp

)

·N (tx | µc, σ
2
c )dtx

(12a)

=

C
∑

c=1

πc8





y · (h− µc)
√

σ
2
p + σ 2

c



 . (12b)

2Mutual information is a symmetrical measure of dependence between two

random variables, which can be expressed in terms of (conditional) entropies:

I[A;B] = I[B;A] = H[A]−H[A | B].
3Binary entropy function h(·) relates the odds parameter of a binary random

variable to its Shannon entropy: x ∼ Bernoulli(α) ⇒ H[x] = h(x) , −α log(α)−

(1− α) log(1− α).
4A derivation of the solution to the integral can be found in section 3.9 of (3).

With this, the first term in the objective function from Equation
(9d) resolves to:

H[y | x, h,D] ≈ h





C
∑

c=1

πc8





h− µc
√

σ
2
p + σ 2

c







 . (13)

The second term in Equation (9d) is intractable but can be
approximated very well by replacing the binary entropy function
by a squared exponential function as proposed in (21):

Et∼p(t|D)h[y | t, x, h] ≈

∫

h

(

8

(

h− tx

σp

)) C
∑

c=1

πcN (tx | µc, σ
2
c )dtx

=

C
∑

c=1

πc

∫

h

(

8

(

h− tx

σp

))

N (tx | µc, σ
2
c )dtx

≈

C
∑

c=1

πc

∫

exp

(

−
(h− tx)

2

σ
2
p π ln 2

)

N (tx | µc, σ
2
c )dtx

=

C
∑

c=1

πcK
√

σ 2
c + K2

exp

(

−(h− µc)
2

2(σ 2
x + K2)

)

,

(14)

with K = σp

√

π ln 2
2 . With this, the expression for the most

informative stimulus from Equation (9d) evaluates to:

(x∗, h∗) = argmax
(x,h)

h





C
∑

c=1

πc8





h− µc
√

σ
2
p + σ 2

c









−

C
∑

c=1

πcK
√

σ 2
c + K2

exp

(

−(h− µc)
2

2(σ 2
x + K2)

)

. (15)

The most straightforward way to find (x∗, h∗) is to perform
an (adaptive) grid search in the desired feasible set, or to

FIGURE 1 | Predictive accuracy of the optimized models as measured by the

average log-likelihood of audiograms in the test set. The dashed and dotted

lines denote the effect of conditioning the model on age (a) and/or gender (g).
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use another global optimization method. Since the objective
in Equation (15) is relatively cheap to evaluate in terms of
computations, this is no problem in practice. However, it is
also possible to perform the optimization in a cheaper way
by adding an additional approximation. Instead of using the
Gaussian mixture posterior directly to obtain the objective
function, one could first approximate the mixture posterior by a
single Gaussian posterior through moment matching. Plugging
this single Gaussian approximate posterior into the objective
function eliminates the sums in Equation (15). In that case, x∗
turns out to correspond to the transformed frequency on which
the approximate posterior has the largest variance, which can be
found using a one-dimensional grid search. Once x∗ is known, h∗
is equal to the posterior mean of the HT at x∗ under the single
Gaussian approximation (6). It is also possible to only use of the
single Gaussian approximation to find x∗, and then solve for h∗
under the full model using a simple line search.

4. RESULTS

4.1. Model Learning
To evaluate the predictive performance of the probabilistic
model, we learned multiple models with the numbers of mixture
components ranging from 1 to 10. All models are learned from

the same training set. Training and test sets are obtained by

randomly splitting the data set described in section 2.1 subject-

wise, such that the training set contains the data of 80% of the
subjects (70,590 subjects, 141,180 audiograms) while the test set

covers the remaining 20% of subjects.
The quality of a probabilistic model is determined by the

extent to which it can predict data in the test set. The better the

model has captured the properties and statistics of the data set,
the higher the (average) probabilities it assigns to records in the

test set. The predictive accuracy of a model is typically measured

by the average posterior log-likelihood of records in the test set.

FIGURE 2 | Audiogram plots visualizing the learned model containing six mixture components with various conditionings. Solid black lines denote the initial HT

estimate. Dotted blue lines and shaded areas depict the individual GP mixture components ±1 standard deviation (the transparency is proportional to the mixing

weight). Solid black boxes indicate the optimal first stimulus. (A) Not conditioned on age or gender. (B) Age 40, gender unspecified. (C) Age 80, gender unspecified.

(D) Age 80, female.
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FIGURE 3 | A-priori mixing weights of the learned six-component model

under various conditionings.

The posterior log-likelihood of a hearing threshold t specified at
a set of transformed frequencies X is defined as:

log p(t | D) =
∑

x∈X

log p(tx | D), (16)

where p(tx | D) is the value of the posterior distribution of the
hearing threshold evaluated at transformed frequency x.

Figure 1 shows the average log-likelihood of records in the test
set as a function of the number of mixture components. Separate
lines are used to show the effect of conditioning the models on
age and/or gender. As is to be expected, increasing the number
of mixture components monotonically increases the predictive
accuracy, although the incremental benefit of extra components
diminishes after about seven components. Conditioning on age
or gender has a positive effect on performance if the number of
mixture components is sufficiently large. Conditioning on age has
a stronger impact than conditioning on gender.

Figure 2 provides a visualization of the learned model with
six mixture components under various conditionings. Without
conditioning on age and gender, the distribution of the HT
should be representative for the complete population represented
by the training set. The effect of conditioning on age is clearly
visible: for age 40 the mixture components corresponding
to mild hearing loss get assigned a higher weight compared
to age 80. The effect of conditioning on gender is smaller.

FIGURE 4 | Probability distributions of the HT at 8 kHz for different numbers of

mixture components.

The plots also show that the first proposed stimulus can be
different based on age and gender. Figure 3 shows the a-
priori component mixing weights of the six-component model
under various conditionings, providing a visual overview of the
relative importance of the different components per age and
gender group.

To inspect the effect of using a mixture of GPs instead of a
single GP, we evaluated the posterior probability distributions
of the hearing threshold at fixed frequencies under the various
models. Figure 4 shows these probability distributions at 8 kHz
for a selected number of models. The figure clearly illustrates
the increased ability of the model to capture the non-Gaussian
distribution of the hearing threshold as the number of mixture
components is increased.

4.2. Bayesian PTA Simulations
To test the usefulness of our method, we performed PTA
simulations on a random subset of 200 audiograms from the test
set. Identical simulations are performed using both the learned
single-component model and the learned 8-component model,
which seems to provide a good trade-off between predictive
accuracy and computational complexity judging from Figure 1.
For each of the 200 randomly selected audiograms, a PTA
simulation is performed in the following way.

1. Interpolate the HT in the audiogram (which is only defined
on a subset of the standard audiometric frequencies) linearly,
yielding a piecewise linear function of frequency.

2. Optionally condition the model on the age and gender
corresponding to the audiogram.

3. Determine the optimal next stimulus according to
Equation (9d).

4. Simulate the response based on the (interpolated) HT and the
response model from Equation (2). Update the model with the
response by performing Bayesian inference.

5. Go to step 3 and repeat until 25 responses have
been collected.
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FIGURE 5 | Audiogram plots visualizing the progression of a single Bayesian PTA simulation under the eight-component model. Solid black lines denote the HT

estimate. Dotted blue lines and shaded areas depict the individual GP mixture components ±1 standard deviation (the transparency is proportional to the mixing

weight). Green and red crosses, respectively, depict audible and non-audible responses. Solid black boxes indicate the optimal next stimulus. (A) Audiogram based

on zero responses. (B) Audiogram based on one response. (C) Audiogram based on two responses. (D) Audiogram based on three responses. (E) Audiogram based

on four responses. (F) Audiogram based on eight responses.

Figure 5 provides a visualization of the progression of a single
Bayesian PTA simulation under the 8-component model. A
couple of observations can be made from this figure:

• The posterior mixing weights tend to converge toward either
0 or 1 as more responses are incorporated. Intuitively, this

can be interpreted as the model first detecting which mixture
component best matches the responses, and then refining the
estimate based on the most dominant mixture component. It
is this ability that enables the mixture model to attain a faster
convergence rate than a single GP model.
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FIGURE 6 | Average absolute HT estimation error on the standard audiometric

frequencies (125, 250, 500, 750, 1,000, 1,500, 2,000, 3,000, 4,000, 6,000,

8,000 Hz) as a function of the number of responses under the

single-component and 8-component models. The results are averaged over

200 simulations on a random subset of the test set. Shaded areas span from

the first quartile to the third quartile. Note that the single-component model

cannot be conditioned on age or gender.

• The overall uncertainty about the HT as measured by the
variance of the HT estimate tends to decrease as more
responses are incorporated.

• The optimal stimuli proposed by the method seem
to approximate a randomized grid search in the
frequency dimension.

To quantify the performance of our methods in the simulations,
we calculate the average absolute error of the HT estimates after
every simulated response. The average absolute estimation error
is obtained by averaging the absolute differences between the
assumed HT and the posterior HT estimate at the following
frequencies: 125, 250, 500, 750, 1,000, 1,500, 2,000, 3,000,
4,000, 6,000, 8,000 Hz. Figure 6 shows the evolution of the
estimation error as responses are added. Both the single-
component model and the 8-component model result in a
monotonic decrease in estimation error, although the decrease
is significantly faster under the 8-component model. Using age
and gender information consistently decreases the estimation
error, with the effect being largest before any responses have been
processed. As more responses are processed, the relative benefit
of age and gender information diminishes.

5. DISCUSSION

We have demonstrated how a practical and data-efficient PTA
method can be obtained by taking a probabilistic modeling
approach. Any PTA method involves at least two parts: a
method to select stimuli and a prescription for estimating the
HT based on responses to said stimuli. Instead of defining
these parts in a direct way, we have shown that if one
starts with a probabilistic model of the response-generating
process, both parts can be derived in a natural way based on

formally defined objectives. In the case of stimulus selection,
the concept of expected information gain can be used to derive
a method that sequentially selects optimal stimuli (in terms of
information retrieval rate about the HT) under a given model.
The task of estimating the HT based on responses reduces
to one of Bayesian posterior inference under the probabilistic
modeling approach. Since both parts arise naturally given the
underlying model, the model specification indirectly specifies the
complete PTA method. As a result, improvements in the quality
of the underlying model directly translate into an improved
PTA method, either in terms of estimate convergence rate or
robustness. Combining a probabilistic modeling approach with
information gain maximization in the context of audiometry
already has a long history (9, 10, 12). More recently, such
approaches have been extended based on GP models (5–7, 13).
Various studies have been conducted to experimentally validate
these methods (14, 15).

The focus of this work was to increase the efficiency and
accuracy of GP-based PTA methods by improving the quality
of the underlying model. Toward this end, we proposed a
more complex model, i.e., a finite mixture of GPs with mixing
weights that depend on additional information about the subject.
Moreover, we leverage data to optimize the parameters of the
more complex model for a specific target population. The
combination of a more complex model and a data-driven
optimization leads to a model of higher quality, while preserving
the ability to derive optimal stimulus selection andHT estimation
based on Bayesian inference. Our simulations indicate that
the improved model indeed yields a PTA method with a
significantly faster convergence rate than that of an optimized
single-GP model. The ability of the proposed model to be
conditioned on age and gender also increases performance.
The increased performance comes at the price of increased
computational complexity. The computational complexity of the
Bayesian inference algorithm is linear in terms of the number of
mixture components. The same holds for the complexity of the
optimal trial selection algorithm if the described approximation
is applied. As a result, the computational complexity of our
method with a mixture of K components requires roughly K
times the amount of computations required under a single-
GP model.

We identify multiple possible directions to improve upon the
described methods. Firstly, making the user response model (i.e.,
the part of themodel that specifies how a response to a stimulus is
generated given the HT) dependent on frequency should increase
the quality of the model, given the likeliness that such a relation
indeed exists. Ideally, the parameters of a more complex user
response model should be learned from data as well, which
would require a data set containing raw audiometric test data.
Secondly, the method could be made more robust to corrupted
responses. In practice, it is to be expected that responses are
sometimes inverted by accident, for example due to external
disturbances, mistakes, or hardware malfunction. If corrupted
responses occur, an optimal active learning method will have
a hard time recovering unless the underlying model explicitly
incorporates a data corruption aspect. Extending the model with
a data corruption part will increase the robustness at the expense
of slower convergence, since the assumed signal-to-noise ratio of
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the responses will decrease. Another option would be to try to
detect corrupted responses post hoc, and then excluding them
from the data. A third possible improvement is to exploit the
correlation between the HTs at both ears of the same subject.
Preliminary analysis of our data set indicates that there is a
statistically significant correlation to be exploited. One could
extend themodel such that the result of the PTA procedure on the
one ear could be used to improve the predictive accuracy about
the HT at the other, leading to a speedup of the PTA procedure at
the second ear.
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Even before the COVID-19 pandemic, there was mounting interest in remote testing

solutions for audiology. The ultimate goal of such work was to improve access to hearing

healthcare for individuals that might be unable or reluctant to seek audiological help in a

clinic. In 2015, Diane Van Tasell patented amethod for measuring an audiogramwhen the

precise signal level was unknown (patent US 8,968,209 B2). In this method, the slope

between pure-tone thresholds measured at 2 and 4 kHz is calculated and combined

with questionnaire information in order to reconstruct the most likely audiograms from

a database of options. An approach like the Van Tasell method is desirable because

it is quick and feasible to do in a patient’s home where exact stimulus levels are

unknown. The goal of the present study was to use machine learning to assess the

effectiveness of such audiogram-estimation methods. The National Health and Nutrition

Examination Survey (NHANES), a database of audiologic and demographic information,

was used to train and test several machine learning algorithms. Overall, 9,256 cases were

analyzed. Audiometric data were classified using the Wisconsin Age-Related Hearing

Impairment Classification Scale (WARHICS), a method that places hearing loss into

one of eight categories. Of the algorithms tested, a random forest machine learning

algorithm provided the best fit with only a few variables: the slope between 2 and

4 kHz; gender; age; military experience; and self-reported hearing ability. Using this

method, 54.79% of the individuals were correctly classified, 34.40% were predicted

to have a milder loss than measured, and 10.82% were predicted to have a more

severe loss than measured. Although accuracy was low, it is unlikely audibility would

be severely affected if classifications were used to apply gains. Based on audibility

calculations, underamplification still provided sufficient gain to achieve ∼95% correct
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(Speech Intelligibility Index ≥ 0.45) for sentence materials for 88% of individuals. Fewer

than 1% of individuals were overamplified by 10 dB for any audiometric frequency. Given

these results, this method presents a promising direction toward remote assessment;

however, further refinement is needed before use in clinical fittings.

Keywords: audiology, remote audiology, machine learning, CDC, NHANES, centers for disease control and

prevention, national health and nutrition examination survey

INTRODUCTION

Several factors have been pushing audiologists toward telehealth,
the most obvious of which is the COVID-19 pandemic. The
pandemic closed the physical doors of audiology clinics around
the world, requiring healthcare professionals to come up
with alternatives to traditional in-person clinical approaches.
Regardless of the pandemic, a shift to telehealth is necessary to
reach underserved communities and individuals far away from
audiology clinics.

One way to provide more convenient, accessible care for
patients is to have them complete hearing tests in their own
home. Testing hearing in the home is not a new concept.
Computer-based or cellular phone-based hearing screenings (i.e.,
evaluating whether the participant can hear a preset level, and
referring for further testing if they cannot) have been used
successfully [e.g., (1–3)]. However, it is still more difficult to
estimate hearing thresholds outside of an audiology testing
center. Some at-home tests rely on a fairly traditional approach to
audiometric testing, examining thresholds at octave frequencies
between 250 and 8,000Hz by providing a calibrated tablet and
headphones. One such test, the Home Hearing Test, has been
shown to produce reliable results in the home (4, 5). For a more
thorough review of automated and in-home audiometric testing,
please see Pragt et al. (6).

It is difficult to devise at-home hearing testing when the

patient uses their own home computer or cell phone with
earphones because that equipment will produce unknown

presentation levels [for recent review of such approaches, see
(7)]. A method for determining a patient’s audiogram with

limited audiological information was patented by Diane Van

Tasell in 2015 (patent US 8,968,209 B2). In this method, pure-
tone thresholds are measured at 2 kHz and 4 kHz. Rather
than attempting to measure precise hearing thresholds at those
frequencies, the slope between 2 and 4 kHz is calculated and
combined with questionnaire information. Together, these data
are used to reconstruct the most likely audiogram for that
listener from a database of options. The method was intended
to overcome the limitations of presenting accurate signal levels
when using uncalibrated equipment. An approach like the Van
Tasell method is desirable because it is relatively quick (only two
thresholds in each ear are measured) and feasible to do in a
patient’s home on uncalibrated equipment where the exact levels
of presented stimuli are unknown.

A similar in-home test would also be useful for experimental
procedures. A large, diverse pool of subjects can be recruited
and tested quickly by using remote testing. If the population of

interest for a study is people with hearing impairment, it may be
important to apply gain to the stimuli being tested. In this case,
an estimate of the participant’s hearing loss is necessary. Because
a precise threshold cannot be guaranteed to be measured in the
home for the reasons listed above, a remote testing solution that
does not rely on precise threshold measurements is desirable.

Put plainly, the problem that needs to be solved is this: how
can a person’s audiometric thresholds be accurately predicted
with limited information? Machine learning excels when using
a set of features (variables) to categorize an unseen case. In order
to do this, a machine learning algorithm is trained on a set of
sample data, then it is asked to categorize a set of test data.
By way of example, suppose a machine learning algorithm were
trained to categorize objects as either an animal, a plant, or a
mineral based on the object’s features (e.g., shape, color, and
size). If the algorithm was asked to categorize a strawberry, it
would use the features it was trained on to make its best guess.
Then the algorithm would—hopefully—correctly categorize the
strawberry as a plant. The accuracy of any given machine
learning algorithm is dependent on the particular cases it receives
when it is being trained and how generally the algorithm is
able to apply what it “learned” during the training phase. A
large, diverse dataset tends to provide strong fits for a machine
learning approach.

Fortunately, a large, diverse dataset of audiologic information
exists in the public domain: the National Health and Nutrition
Examination Survey (NHANES). NHANES is a complex survey
that is collected biennially in the United States. Each survey
cycle examines roughly 10,000 individuals from the United States
civilian non-institutionalized population. Participants in the
survey are given questionnaires, some are interviewed, and
some receive medical examinations including audiometric
tests. The NHANES database provides a rich source of pure
tone audiometric and demographic data from individuals
in the United States.

Audiometric data were categorized in order to facilitate most
machine learning approaches (8). There are two major ways to
categorize hearing losses that the authors are aware of today: the
Wisconsin Age-Related Hearing Impairment Classification Scale
(WARHICS) (9) and the IEC 60118-15 standard audiograms
(10). Because the IEC standard audiograms are based on data
from Stockholm (10) and the WARHICS classes were based on
data collected in the United States (9), the WARHICS classes
were used in the present study.

The goal of the present study was to determine how accurately
a machine learning algorithm can predict a person’s audiometric
configuration given limited information about that person’s
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demographics, hearing loss, and self-reported difficulty hearing.
An additional goal was to apply this approach in a hypothetical
speech test remotely administered, and to quantify the degree
to which mismatches between the observed and predicted
audiometric configurations would affect speech intelligibility.
Three machine learning algorithms were trained using the
following features: age, gender, previous military experience, the
slope between 2,000 and 4,000Hz pure tone thresholds, and
self-reported amount of hearing difficulty.

MATERIALS AND METHODS

Procedure
All data preprocessing and analysis was done in R (11) using the
lattice (12), caret (13), Metrics (14), and tidyverse (15) packages.

Data were downloaded from the National Health
and Nutrition Examination Survey (NHANES) database
(https://www.cdc.gov/nchs/nhanes/index.htm). NHANES
is a complex survey that studies the United States civilian
non-institutionalized population. As a part of this survey,
participants in most survey cycles receive audiometric
evaluations. The large sample size and diverse population
make NHANES an excellent dataset for examining audiometric
patterns within the population surveyed. Because pure-tone
thresholds were necessary for the present analysis, sample
sets that did not include audiometric measurements were
excluded. The sample sets that included audiometric data are
those from 1999–2012 and 2015–2016. This span of years
resulted in 71,963 cases.

Because of the complex survey design, special care needs to
be taken when merging several datasets. These datasets were
merged following the procedures outlined on the NHANES
website in order to preserve sample weights. Sample weights
are an important part of a complex survey, as they account for
factors that make the selected sample more representative of the
targeted population. Sample weights in the NHANES database
take into account three major components. First, the sample
weights account for the probability that a particular individual
was selected to participate in the survey. Second, adjustments
are made for non-response rates. Third, adjustments are made to
account for oversampling of particular genders, age groups, and
ethnic backgrounds.

It is also important to choose the appropriate set of weights.
According to the NHANES site, a researcher must choose
the weight that includes the smallest possible subpopulation
that includes all of the variables of interest. The cases with
audiometric data are the smallest subpopulation in the present
study and the audiometric data were collected in the mobile
exam center (MEC). Therefore, the MEC weights were used for
the present study. Eight NHANES cycles were combined for
this dataset. Based on the guidelines laid out in the NHANES
tutorials, a combined weight was created by multiplying the
weights from 1999–2002 by 0.25 and the weights for all
other years by 0.125. These new weights were saved and used
in analysis.

The survey questions asked of participants also changed
over the years. The question of “General condition of hearing”

(Which statement best describes your hearing (without a hearing
aid)?) had six possible answers from 1999–2004 (AUQ130), eight
possible answers from 2005–2010 (AUQ131), and was given a
new designation starting in 2011 (AUQ054). The data needed
to be adjusted for these changes. From 1999–2004, participants
could answer: “Good,” “Little trouble,” “Lot of trouble,” “Deaf,”
“Don’t know,” or by refusing to answer the question. Starting in
2005, participants were given two new answers to the question:
“Excellent,” and “Moderate hearing trouble.” When the data were
merged, the class of answer from 1999–2004 was unchanged,
though it should be noted that some number of participants that
responded “Good” from 1999–2004 may have chosen “Excellent”
if it were an option for them. A similar argument applies to the
“Moderate hearing trouble” response added in 2005. For ease of
reading, all three versions of this question (AUQ130, AUQ131,
and AUQ054) will be referred to as “the question regarding
hearing condition.”

Next, data were cleaned to ensure all cases had the following
data: audiological thresholds for both ears at audiometric
frequencies between 0.5 and 8 kHz, military experience, age,
gender, and a response to the question regarding hearing
condition. Of those 72,509 cases, 62,087 cases (85.6%) did
not have audiological data because they did not participate
in the MEC portion of their NHANES cycle. In addition to
those missing audiological data, 1,164 cases (1.6%) were missing
military status data. Two cases were missing answers to the
question regarding hearing condition. All of these cases were
dropped from the analysis resulting in 9,256 individuals with
complete data for the variables listed above (12.8% of the
original sample). Wisconsin Age-Related Hearing Impairment
Classification Scale (WARHICS) classes were calculated for each
ear for each person and saved as a separate variable for the
two ears (WARHICS left and WARHICS right). The WARHICS
subcategories were not included in this analysis because the
subclasses were subsumed by the major classes in a previous
study (9), and because the main classes were sufficient for the
goals of the present study. See Figure 1 for a visualization of the
WARHICS classes as they would appear on an audiogram.

Demographics
Of the 9,256 valid cases from 1999–2012 and 2015–2016, 4,156
cases (44.9%) were male and 5,100 cases (55.1%) were female.
Eight hundred seventy-seven cases had military experience
(9.5%), 8,377 cases had no military experience (90.5%), one
refused to answer the question and one responded “I don’t
know.” Age ranged from 17 to 85 years. The distribution of ages
is plotted in Figure 2. See Table 1 for a breakdown of WARHICS
class for left and right ears. Table 2 shows the distribution of
answers to the question “Which statement best describes your
hearing (without a hearing aid)?”

ANALYSIS

Three machine learning algorithms were trained on the dataset
to predict WARHICS class: random forest (RF), support vector
machines with a radial kernel (SVM Radial), and k-nearest
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FIGURE 1 | WARHICS classes plotted on an audiogram. Shaded regions represent regions in which an individual’s audio must fall to be classified as that WARHICS

class. Gray dotted line is an example from WARHICS class 7 (not 1–6 and at least one threshold <= 80 dB). White dotted line is an example from WARCHIS class 8

(all thresholds >= 80 dB).
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neighbors (KNN). Accuracy was used to assess the efficacy of
the algorithms.

The 9,256 data points for the left ears were split into two sub-
datasets: one for training (80% of the data: 7,407 cases) and one
for validation (20% of the data: 1,849 cases). Only three cases
were classified as WARHICS class 8, so one of these cases was
forced into the validation dataset. The other two cases classified
as WARHICS class 8 were used in the training dataset. The right
ear data (N = 9,256) were used for a second round of validation
and testing.

RESULTS

The three machine learning algorithms were assessed based on
the time they took to run using a 2.8 GHz 11th Generation
Intel R© CoreTM i7 processor with no parallel processing, the
overall accuracy, and learning curves. See Table 3 for run
time, accuracy, and final parameters fit. Learning curves for
the three algorithms are plotted in Figure 3. WARHICS class
8 was excluded from the learning curves because that class
was rare.

FIGURE 2 | Histogram of ages examined. Data were obtained from the National Health and Nutrition Examination survey.
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TABLE 1 | Distribution of WARHICS classes in left and right ears.

WARHICS Frequency Percentage Frequency Percentage

class (L) (L) (R) (R)

1 3,761 40.62% 3,955 42.72%

2 1,754 18.95% 1,711 18.48%

3 1,505 16.26% 1,499 16.19%

4 931 10.06% 822 8.88%

5 760 8.21% 781 8.44%

6 210 2.27% 177 1.91%

7 334 3.61% 313 3.38%

8 3 0.03% 0 0.00%

TABLE 2 | Distribution of responses to the question “Which statement best

describes your hearing (without a hearing aid)?”

Response Frequency Percentage

Excellent 5,027 54.30%

Good 3,103 33.52%

A little trouble 769 8.31%

Moderate hearing trouble 251 2.71%

A lot of trouble 100 1.08%

Deaf 5 0.05%

Refused 0 0.00%

Don’t Know 1 0.01%

TABLE 3 | Run time, accuracy, and the final fit parameters for a random forest

(RF), support vector machines with a radial kernel (SVM Radial), and k-nearest

neighbors.

Algorithm Run Time Accuracy Parameters

RF 224.91 s 0.54 mtry = 2

SVM Radial 460.99 s 0.51 sigma = 0.23, C = 1

KNN 3.69 s 0.45 k = 9

Run time is included here for completeness, but a machine learning algorithm could be

implemented for the purposes discussed in this paper using a remote server to bypass

the run time.

The learning curves and accuracy indicate that the random
forest algorithm is the best algorithm among the three. Although
run time is another typical metric for measuring machine
learning algorithms, it is not an important factor here. Run time
information is only relevant for assessing the algorithms if they
needed to be run each time they had to categorize a new case.
In the applications discussed in the present study, this would not
be the case because the chosen algorithm could be implemented
on a remote server and called when needed. The run time is
reported here for completeness. The learning curves show a
normal pattern of results and a good fit for both the RF and
KNN algorithms. The large jump in performance around 3,500
trials and the wide gap in performance at the end of the training
indicate that the SVM Radial model is not a good fit for these

data. Based on run time, accuracy, and learning curves, RF was
used to predict WARHICS class.

RF prediction efficacy was assessed using confusion matrices.
The left ear validation dataset saw significantly higher accuracy
than the no information rate (Acc = 0.5462, NIR = 0.4067, p
< 0.001). Cohen’s kappa was calculated as 0.35 which signifies
a fair agreement between the reference and prediction (16). The
confusion matrix from which these values were calculated is
shown in Table 4 along with within-class precision and recall
calculated following the guidelines laid out in Sokolova and
Lapalme (17). Overall, the model performs best at classifying
individuals with no clinical hearing loss (WARHICS class 1). The
algorithm performs less well at identifying individuals that fall
into WARHICS class 2 and WARHICS class 5.

Right ear data were used to test the RF algorithm. The
same model trained on 80% of the left ear data was used to
predict the classification for all 9,258 cases of right ear data.
Again, accuracy was significantly greater than the no information
rate (Acc = 0.5583, NIR = 0.4273, p < 0.001). Cohen’s kappa
showed fair agreement between the machine learning algorithm
and the reference classifications (Cohen’s kappa = 0.3573). The
confusion matrix from which these values were calculated is
shown in Table 5 along with within-class precision and recall.
The algorithm shows a similar pattern of results for the right
ear data as it did for the left ear validation dataset, though the
algorithm seems to have more success classifying listeners in
WARHICS class 5 for the right ears than it did for the left.

DISCUSSION

There are several ways to assess the real-world efficacy of a
machine learning algorithm. At the end of the day, we want to
know how accurate the algorithm is; however, “accuracy” can
be conceived of in different ways. We will explore two rules for
assessing accuracy: a strict rule, and a practical rule.

The strict rule states that anymismatch between the predicted
WARHICS class and the reference WARHICS class is a miss.
For example, if the listener has a reference WARHICS class of
5 and they are categorized as WARHICS 5, this is a hit. If they
are categorized as WARHICS 4, this is a miss. The practical
rule is based on the difference in expected speech audibility due
to a mismatch between the predicted and reference WARHICS
classes. For details on calculation of this this rule, please see the
Supplementary Materials.

By the strict rule, the machine learning algorithm correctly
categorizes a loss roughly 55% of the time—about 1 in 2
individuals. This is certainly below the desired success rate, but
this is due to the intentional lack of information provided to
the machine learning algorithm. If all pure tone frequencies
were included, the machine learning algorithm would have
been significantly more accurate; however, this was not the
goal of the present study. The intent was to see how accurately
the machine learning algorithm could predict audiometric
configurations given limited information that one might expect
to have when using uncalibrated equipment in a person’s
home, similar to the approach suggested by Van Tasell. A
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FIGURE 3 | Learning curves of the three machine learning algorithms trained on the left ear data. RF, Random Forest; SVM, Support vector machines with radial

kernel; KNN, k-nearest neighbors.

TABLE 4 | Confusion matrix results of left ear machine learning predictions.

Reference

1 2 3 4 5 6 7 8 Precision

P
re
d
ic
tio

n

1 705 244 92 13 31 2 5 0 0.65

2 11 13 8 2 1 0 1 0 0.36

3 36 92 168 72 55 2 14 0 0.38

4 0 0 26 89 40 19 10 0 0.48

5 0 0 5 8 11 10 12 0 0.24

6 0 0 0 1 5 5 2 0 0.38

7 0 1 1 1 9 4 22 1 0.56

8 0 0 0 0 0 0 0 0 0

Recall 0.9 0 0.6 0.5 0.07 0.12 0.3 0

Columns represent the reference WARHICS classes from the NHANES dataset. Rows represent the predicted WARHICS classes from the RF algorithm. Numbers along the diagonal (in

bold) count the number of correct classifications. Numbers above the diagonal count the number of classifications where the predicted WARHICS class is less severe than the reference

WARHICS class (underprediction of loss). Numbers below the diagonal count the number of classifications where the predicted WARHICS class is more severe than the reference

WARHICS classification (overprediction of loss). Overall, the machine learning algorithm correctly predicted 54.79% of losses, underpredicted 34.40% of losses, and overpredicted the

remaining 10.82% of losses. Within-class precision and recall for these data are presented in the margins. The precision and recall values for WARHICS class 8 are anomolous because

there was only 1 case in the validation dataset and it was misclassified. They are included here for completeness.

different machine learning approach achieved around 90%
accuracy across different audiometric configurations using
judgments provided by three licensed audiologists about the
configuration, severity, and symmetry of participant’s losses
(18). However, such an approach requires more resources
and is subject to variability according to the experts being
consulted. An advantage of the method tested here, despite
its lower accuracy by the strict rule, is its ability to be
fully automated and implemented in remotely-conducted

auditory experiments where expert judgment cannot be
easily applied.

Given these results, the practical rule may be the appropriate
way to describe the results of the present experiment if
the machine learning solution presented here were used to
predict thresholds for a speech intelligibility experiment. By
the practical rule, the machine learning algorithm succeeds
88.3% of the time. This success rate is much better than
the strict rule partly due in part to a laxer criterion for
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TABLE 5 | Confusion matrix results of right ear machine learning predictions.

Reference

1 2 3 4 5 6 7 8 Precision

P
re
d
ic
tio

n

1 3,712 1,185 482 73 140 0 34 0 0.66

2 46 56 59 13 6 0 3 0 0.31

3 195 455 803 300 291 8 75 0 0.38

4 1 10 139 374 197 92 39 0 0.44

5 0 2 5 45 97 37 41 0 0.43

6 0 0 0 5 14 25 16 0 0.42

7 1 3 9 12 36 15 105 0 0.58

8 0 0 0 0 0 0 0 0 0

Recall 0.94 0.03 0.5 0.5 0.12 0.14 0.34 0

This table is laid out the same way as Table 4. Overall, the machine learning algorithm correctly predicted 55.88% of losses, underpredicted 33.39% of losses, and overpredicted the

remaining 10.73% of losses. Within-class precision and recall for these data are presented in the margins.

counting a success. However, the practical rule does as its
name implies: uses a practical threshold for success based
on the audibility that would be achieved for presented
speech stimuli. Eighty eight point three percent of the cases
would still be predicted to score 95% correct on sentence
materials, even when underamplified. If a machine learning
solution were used in this context, a researcher may be able
to identify whether a listener received the correct gain or
not. A researcher might be able to identify which of the
remaining 11.7% were misclassified by looking at volume
control (presumably, listeners that were overamplified would
turn the volume down to a comfortable level), or by
devising a threshold test at the outset of the experiment to
identify those that were underamplified. Such methods are
speculative here and would need to be refined further in
the future.

User-operated tests could be applied inside and outside
of the clinic. In the clinic, it could be used to improve
efficiency. An audiologist that needs to only measure two
or three air conduction thresholds in conjunction with a
short questionnaire would save a substantial amount of time,
improving the efficiency of clinic operations. The saved time
could then be used for other diagnostic tests or counseling.
This is consistent with calls to action for audiologists to
focus on more sophisticated measures, expert interpretation,
and patient counseling, vs. spending a majority of their
appointment time manually adjusting the levels produced by
a pure-tone audiometer (19, 20). With regard to in-home
testing, measurement of audiometric thresholds is becoming
a reality with devices like the AMTAS Home Hearing Test
(4, 5). Such in-home devices are expensive and must be
physically provided to the patient if it is important that the
test be calibrated to provide accurate results. However, if a
patient were provided with an online link via their home
computer, a first fit could be estimated with only two pure
tone thresholds, a short questionnaire, and without the need
for precisely calibrated presentation levels. If a method was
able to accurately predict an individual’s WARHICS class, a

hearing aid might then be provided with the initial frequency-
gain response set according to the predicted audiogram and
with a margin of adjustment considered acceptable for the
user. The margin of adjustment would likely cover the range
of the WARHICS class assigned to the patient. Such a range
would acknowledge the fact that the machine learning solution
presented here does not predict a specific audiogram, but rather
a range of possible audiograms. Setting a range of adjustment
values could be a potential solution to this problem. Support
for this method comes from a recent paper suggesting that
hearing aids set by the user using a smartphone app can provide
outcomes that are as good as—or better than—those provided
by the traditional audiologic best practices (21). Using machine
learning to restrict the adjustment range could speed up the
process of self-fitting for the patient. A combination of user-
adjusted response and response constraints based on predicted
audiogram would guard against situations where the user
chooses a response that is inadequate or inappropriate for their
hearing loss.

As a caution, if in-home testing becomes a broadly
accepted option in the future, careful steps will need to
be taken to make sure that patients have a pathway for
follow-up likely including a full audiogram, medical care,
and that treatable audiologic disorders are not missed. One
questionnaire, the Consumer Ear Disease Risk Assessment
(CEDRA), effectively screens for serious audiologic disorders
(22). CEDRA or a similar questionnaire could be used as
a supplement during at-home hearing screening. In view of
data that perceived hearing disability is not strongly related to
pure-tone thresholds [e.g., (23)], additional information may
be needed to guide provision of amplification once a hearing
loss has been identified. Nonetheless, recent developments
in auditory science (accelerated by effects of COVID-19 on
elective medical care) suggest that remote, at-home or other
user-centered assessment techniques will play a role in future
treatment options. That said, the present machine learning
algorithm is not ready for deployment on a massive scale in
clinical settings. The solution presented here would need to
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be fine-tuned, validated, and likely included in a battery of
other tests.

For research studies, a researcher using the approach
described here might be able to administer in-home
speech tests to individuals with hearing loss without
needing detailed knowledge of the participant’s computer,
headphones, or sound card. Although environmental
factors (e.g., road noise, background voices, construction,
pets, etc.) cannot be controlled for using this method,
the experimenter can coarsely estimate the class of a
participant’s loss and apply the appropriate gain. In view
of the known difficulties in accurately predicting loudness
perception from pure-tone thresholds (24), it would be
prudent of that experimenter to include a restricted volume
adjustment for the participant (perhaps one that maintains
an acceptable SII, as described above) in the case of
loudness discomfort. Such an approach would benefit the
field of hearing research by greatly expanding the sample
size and sample demographics without incurring much
extra cost.
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Data for monitoring individual hearing aid usage has historically been limited to

retrospective questionnaires or data logged intrinsically in the hearing aid cumulatively

over time (e. g., days or more). This limits the investigation of longitudinal interactions

between hearing aid use and environmental or behavioral factors. Recently it has become

possible to analyze remotely logged hearing aid data from in-market and smartphone

compatible hearing aids. This can provide access to novel insights about individual

hearing aid usage patterns and their association to environmental factors. Here, we

use remotely logged longitudinal data from 64 hearing aid users to establish basic

norms regarding smartphone connectivity (i.e., comparing remotely logged data with

cumulative true hearing aid on-time) and to assess whether such data can provide

representative information about ecological usage patterns. The remotely logged data

consists of minute-by-minute timestamped logs of cumulative hearing aid on-time and

characteristics of the momentary acoustic environment. Using K-means clustering,

we demonstrate that hourly hearing aid usage patterns (i.e., usage as minutes/hour)

across participants are separated by four clusters that account for almost 50% of the

day-to-day variation. The clusters indicate that hearing aids are worn either sparsely

throughout the day; early morning to afternoon; from noon to late evening; or across the

day from morning to late evening. Using linear mixed-effects regression modeling, we

document significant associations between daily signal-to-noise, sound intensity, and

sound diversity with hearing aid usage. Participants encounter louder, noisier, and more

diverse sound environments the longer the hearing aids are worn. Finally, we find that

remote logging via smartphones underestimates the daily hearing aid usagewith a pooled

median of 1.25 h, suggesting an overall connectivity of 85%. The 1.25 h difference is

constant across days varying in total hearing aid on-time, and across participants varying

in average daily hearing aid-on-time, and it does not depend on the identified patterns

of daily hearing aid usage. In sum, remote data logging with hearing aids has high

representativeness and face-validity, and can offer ecologically true information about

individual usage patterns and the interaction between usage and everyday contexts.

Keywords: hearing aids, smartphone connectivity, usage patterns, acoustic environment, K-means clustering
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INTRODUCTION

The real world benefit obtained from hearing aids varies
considerably across individuals (1). This is thought to be due
to individual differences in cognition and working memory (2),
variability in hearing aid programming (3, 4), and most relevant
to this paper, differences in contextual exposure and needs (5, 6),
which can be influenced by both environmental factors (7),
individual preferences (8, 9), and listening intentions (6). For
example, an individual who needs to hear speech in complex
listening environments, such as during a large meeting in a
noisy office, will obtain less real world hearing aid benefit than
an individual whose listening needs are lower demand such as
one-on-one conversations in a quiet room (10).

In the past it has been difficult to assess real world hearing
aid use and outcomes because assessments have had to rely
on retrospective reports from users combined with limited
information collected via intrinsic hearing aid data logging or
self-reports. The perceived total use-time is often over-estimated
(11–13) or inaccurate depending on hearing aid experience
(14, 15). With intrinsic data logging, information about use
time, program usage, time spent streaming data, sound pressure
level input, listening environment classification, directional
microphone settings, and signal-to-noise ratio is stored within
the hearing aid (16). However, because space for data storage
within the hearing aid is limited, intrinsically-logged data are
saved cumulatively over time (17, 18). This not only limits the
temporal resolution of the data but also means it is not possible to
link patterns of hearing aid usage to specific sound environments
and listening conditions.

Ecological momentary assessment (EMA) is another approach
that has been used to examine real world hearing aid use and
benefit. With EMA, participants describe real world experiences
in real time in their own natural environments (19). Recently
EMA has been used in several hearing-related studies [see review
by Holube et al. (20)]. Most recently it has been used to examine
how momentary contextual factors influence subjective ratings
of hearing aid outcome (5, 21), differences between listening
behaviors of people seeking hearing aids and those who already
use them, with a view to predicting who will and will not become
a successful hearing aid user (22), and to compare in-situ vs.
retrospective reports of hearing aid outcome (21, 23). In many
hearing-related studies, the participant’s EMA reports have been
linked in time to an analysis of the sound environment collected
by the hearing aids. In some studies, an EMA survey is triggered
when a predetermined acoustic environment is encountered
(5, 24), while in others, a sound analysis is conducted when
a randomly prompted or voluntarily initiated EMA assessment
occurs (21, 25). In both instances, there is a direct link between
an acoustic analysis of the sound environment and responses
to an EMA survey. However, EMA is somewhat intrusive,
requiring participants to be willing to answer surveys on
multiple occasions during the day. Further, recent work has
shown that in certain situations EMA surveys go uncompleted
more frequently than in other situations. Specifically, Schinkel-
Bielefeld et al. (26) found that participants oftentimes skipped
EMA surveys in situations when it was considered inappropriate

to respond such as during a conversation or a church service,
while Wu et al. (27) showed that surveys were most often
not completed in noisier situations containing speech, in which
directional microphones and noise reduction algorithms are
typically enabled (27). As noted by Wu et al., this will lead to
biases in interpretation of subjective EMA reports.

An approach that is unobtrusive andminimizes user burden is
to use ongoing remote data logging in which data collected by the
hearing aids are automatically and continuously transferred from
the aids to a smartphone via a Bluetooth connection. Because
smartphones usually have ample space for data storage, fine-
grained temporal data can be collected for numerous acoustic
parameters. Remote data logging has the potential to provide new
insights into ways in which hearing aids are being used in real
life (11, 28), and provides new opportunities for research and for
development. For example, it has been used to establish evidence
regarding daily hearing aid usage for public health decision-
making (29, 30), to augment EMA with hearing devices with
acoustic information (21, 25) and to support development of
advanced hearing aid technology (31–34). Further, by combining
remotely logged hearing aid data with that collected from fitness
trackers it has been shown that heart rate is significantly and
continuously moderated by dimensions of the ambient acoustic
environment (32). Finally, remote data logging has also been
introduced in a commercially available hearing aid for users
to track their own hearing aid usage and sound exposure
[HearingFitnessTM, (35)].

Remote logging is in its infancy and as such there are many
unknowns about its reliability and validity. For example, for
stable flow of data, most remote logging requires a constant
Bluetooth connection between the smartphone and the hearing
aids. However, Bluetooth connections can be unstable and not all
hearing aid users always keep their smartphone close by, which
can then lead to data loss. A thorough investigation of the validity
and representativeness of remote data logging is therefore needed
to validate its use in audiological research and clinical work.

In this study, we investigate the representativeness of remote
data logging to understand whether it provides a quantitative
account of hearing aid usage and its association with everyday
contextual factors, so that in the future, individual deviations
from group-level patterns can be identified and used to support
patients and hearing care professionals.We compare information
obtained through remote data logging with that obtained
through intrinsic data logging to assess the extent to which
remotely-logged data reflect daily hearing aid on-time and
sound exposure. Our analysis leverages an observational and
longitudinal dataset from in-market hearing aid users. The
dataset has been reported upon and validated elsewhere (32) and
similar data are publicly available online (31).

METHODS

Participants and Ethics
Participants were users of Oticon hearing aids (Oticon
A/S, Smørum, Denmark) who had signed up to use the
HearingFitnessTM feature via the Oticon ONTM remote control
app and used it at least once with their hearing aids between
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May the 15th and September the 30th 2019. The Oticon ONTM

remote control app can be used by users of Oticon OpnTM and
newer hearing aids and it provides an interface to keep track of
battery status, changing listening program, adjusting volume etc.
When signing up to use the HearingFitnessTM feature via the
app, participants gave informed consent for data to be collected,
stored, and used for research purposes on aggregated levels.
No other action is required by the participants when using
the feature. Note that no personal identifiers nor qualitative
characteristics (e.g., age, hearing loss) are being collected.
However, since the participants represent a random sample of
typical hearing aid users, we speculate that 6 in 10 are male, are
aged around 74 years based on hearing aid user surveys (36).

No ethical approval is necessary for this study according to
Danish National Scientific Ethical Committee (https://www.
nvk.dk/forsker/naar-du-anmelder/hvilke-projekter-skal-jeg-
anmelde).

Data
We extracted a convenience sample of remote logging from
64 hearing aid users. The data, stored in the HearingFitnessTM

database, consist of minute-based timestamped remote data logs
of ambient sound pressure levels (SPLs) and signal-to-noise levels
(SNRs) estimated from within the hearing aid processing (35). In
addition, for each log, the intrinsically accumulated hearing aid
on-time (in seconds) since last clinical visit is stored. More details
about the dataset can be found in Christensen et al. (32). In all
following analyses, only data logged between 6:00 and 00:00 are
used. This is done to minimize confounding effects from night-
time logging occurring while the hearing aids were not actively
worn (e.g., by forgetting to turn off hearing aids at night). In
addition, only participants with at least 2 days of remote data
logging were included to enable a comparison of remote logging
and the intrinsically accumulated hearing aid on-time. After
filtering, the data represents bi-lateral hearing aid usage from 62
users across a combined total of 1,099 days. When separated by
hearing aid side, the data consist of 2,054 days of usage.

Pre-processing
Daily hearing aid usage can be estimated from two sources:
the data log timestamps obtained through remote datalogging
(henceforward referred to as Tremote), and the intrinsically
accumulated hearing aid on-time (henceforward referred to as
Tintrinsic). From the remote logs, each timestamp represents 60 s
of hearing aid on-time and smartphone connectivity. Thus,
Tremote is estimated by counting the number of timestamps within
a selected time-window that are longer than 1min. For example,
counting 40 unique timestamps in 1 h equates to 40min of
hearing-aid use in that hour. For data to be saved in a remote
log, smartphone connectivity to the hearing aid is required. On
the other hand, the intrinsically accumulated hearing aid on-time
represents absolute hearing aid on-time regardless of smartphone
connectivity. More specifically, from a series of N consecutive
data logs with accumulated on-time times t1, . . . , tN spanning
time-window T, the total on-time is estimated as Tintrinsic =
∑N

n=2 tn − tn−1, which compensates for potential gaps from
inter-log times longer than 1min (e.g., due to momentarily lost

Bluetooth connectivity). A comparison of hearing aid usage from
the two estimators (Tremote and Tintrinsic) within a time-window
provides insight into the amount of data lost due to a lack of
smartphone connection. Connectivity is thereby defined as the
proportion of time a hearing aid is connected to a smartphone
for the duration of the inspected on-time.

Statistical Analysis
Clustering of Usage Patterns
We used K-means unsupervised clustering to identify archetype
usage patterns, where a usage pattern is defined by the minutes
of hearing aid usage per hour during a day from 6:00 to 00:00.
Thus, the input data consisted of vectors Xd = {xi; i ∈ N}

with variables xi defined by usage in minutes, x, per hour, i,
and days d = {1, ..,D} pooled among all participants in the
sample. The K-means algorithm then assign each Xd to a cluster
centroid so that the Euclidian distances between all Xd’s and
centroids are minimized (i.e., the total sum of squares distance)
while iteratively selecting cluster centroids that minimize the
intra-cluster variation (i.e., the within-cluster sum of squares
distance). The optimal number of clusters was selected based
on the elbow method (37), which selects the number of clusters
that lead to only a minor change in the total sum of squares
with the addition of more cluster centroids. Finally, the clustering
was evaluated with the Silhouette Coefficient (38) assessing how
densely clustered each Xd is around the centroids. The Silhouette
Coefficient (SC) is calculated for each vector Xd as:

SC =
b− a

max(a, b)
,

where a is the mean Euclidian distance between a vector and all
other vectors in the same cluster, and b is the mean Euclidian
distance between a vector and all other vectors in the next
nearest cluster. In general, the SC is bounded between −1
for incorrect clustering and +1 for highly dense clustering.
Coefficients around zero indicate overlapping clusters (that is,
the distance from a vector to the two clusters is equal) and
the coefficient is positive and higher when clusters are dense
and well-separated.

The K-means optimization was implemented in R using
“cluster” package [version 2.1.0, (39)].

Associating Hearing Aid Usage With Ambient Sound

Characteristics
The associations between daily hearing aid usage and parameters
of the acoustic environment (SPL and SNR) were tested using
a linear-mixed model (LMM). LMMs are ideal for regressing
longitudinal and hierarchical multi-level data allowing for
random offsets and slopes from grouping variables (40). The
model included total daily hearing aid usage as the dependent
variable in hours. The independent predictors consisted of the
daily (logarithmic) mean SPL–i.e., the equivalent continuous
mean SPL (SPL Leq), daily median SNR, and the daily standard
deviation of the SPL (SPLSD). These predictors represent the
intensity, the quality, and the loudness diversity of the daily
sound exposure. For simplicity, we did not include the daily
standard deviation of the SNR because SNR is a relative measure
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(i.e., a difference between noise and signal) and, thus, daily
variations in SNR cannot be easily interpreted.

The random effect’s structure accounted for the day of the
week, hearing aid laterality, and individual offsets in daily
usage (i.e., random intercepts) and individual sensitivity toward
acoustic characteristics (i.e., random slopes). Accounting for
laterality effectively ensure that coefficients from the LMMs are
estimated based on the average ambient sound sensed between
the left and right hearing aid, while accounting for individual
sensitivity toward acoustic characteristics with random slopes
ensure that individual differences in e.g., loudness growths
functions, do not affect the results.

Besides inspecting coefficient magnitude and confidence
intervals, significance of predictors was assessed by likelihood
ratio testing against an intercept-only model. Prior to modeling,
extreme outliers in the acoustic characteristics (i.e., values <1%
quantile and larger than the 99% quantile) were removed to
ensure normality of the residuals. This removed 147 observations
(hearing aid usage days) in total.

To assess the degree of multicollinearity within the model,
the generalized variance inflation factor (GVIF) was computed
using the ‘car’ package in R [version 3.0.8, (41)]. The GVIF is a
generalization of the variance inflation factor (VIF) that can be
applied to categorical explanatory variables (42). Values of GVIF
<4 are usually considered to be acceptable (43).

Effects size estimates were computed by separating the
explained variance by fixed effects alone or by the full
model using the pseudo-R-squared for Generalized Mixed-Effect
models implemented in the “MuMIn” package [version 1.43,
(44)] in R. LMMs were fitted in R using the “lmerTest” package
[version 3.1, (45)].

RESULTS

Identifying Hearing Aid Usage Patterns
The fine-grained temporal structure of the data collected by
remote logging opens the possibility of examining hourly usage
patterns to investigate how hearing aid use varies with e.g.,
time of day. Here, a K-means clustering algorithm is applied
to the pooled hourly usage patterns among all participants and
days. Note that we only include usage data from the hearing
aid that had the highest daily total. The “elbow” approach, i.e.,
visual inspection of between-cluster variance vs. cluster number,
suggested the existence of four clusters (Figure 1A). These
clusters explain 48.5% of the total variance observed between the
daily usage patterns in the data. As evident from Figure 1B, the
four clusters can be well-separated when inspecting the two most
contributing dimensions of a principal component’s analysis
of the usage patterns. Moreover, the overall mean Silhouette
Coefficient (Figure 1C) was 0.37 (SD = 0.24) and separated by
cluster 1 to 4 it was 0.21 (SD = 0.18), 0.18 (SD = 0.18), 0.58 (SD
= 0.18), and 0.39 (SD = 0.16). Thus, the Silhouette Coefficients
across pooled usage days were predominantly positive indicating
successful clustering. Figure 1D shows the average time-course of
usage patterns belonging to each cluster, which were associated
with 19.1, 21.5, 33.5, and 25.9%, respectively, of the 1,099 days
pooled among participants. Cluster 1 indicates a pattern of use

predominantly in the morning morning/noon, cluster 2 with
predominant use in the afternoon/evening, cluster 3 with low use
throughout the day in brief epochs of time, and cluster 4 with
constant usage throughout the day.

Modeling Daily Hearing Aid Usage
Together with usage data, each remote log contains estimates
of the ambient acoustic environment. Such data enables
investigations of how environmental factors influence hearing aid
usage—that is, an examination of true ecological hearing aid use.

The daily SPL Leq, daily median SNR, and the daily SPLSD
were used as predictors to daily total hearing aid usage with
usage estimated from remote logging. Figure 2 shows histograms
of each acoustic parameter. The SPL Leqs and SPLSDs are
approximately normally distributed with a grand median of 68.1
dB (SD = 6.9 dB) and 10.56 dB (SD = 2.6 dB), respectively. The
daily median SNRs are right skewed with a grand median of 3.6
dB (SD= 1.4 dB), a minimum of 1.6 dB and maximum of 8.6 dB.
In fact, only 6.4% of the raw logged SNRs were zero or negative.

The full LMM model (n = 1,907 days) explained 35%
of the variance in day-to-day total hearing aid usage and of
those 15%-point was related to the acoustic predictors alone.
In addition, the acoustic predictors significantly improve the
model’s account of daily total hearing aid usage compared to
an intercept-only model [Likelihood ratio test: χ

2
(12)

= 229.38,

p < 0.001] and there are significant main effects associated
with each. The fitted coefficients for SPL Leq and SPLSD are
positive [β = 0.89, 95% CI = (+0.52 to +1.27), p < 0.001; β

= 1.30, 95% CI = (+1.00 to +1.60), p < 0.001], while SNR
had a negative association with daily total usage [β = −0.98,
95% CI = (−1.43 to −0.53), p < 0.001]. Day of the week
(implemented as a random effect) was significant [Likelihood
ratio test: χ

2
(1)

= 18.85, p < 0.001] and the largest difference

in the intercept of total daily hearing aid usage was Monday
and Tuesday (+0.65 and +0.45 h) and Friday (−1.21 h). The
VIFs were all <1.44. These results suggest that daily total usage
is higher on days with more intense and more diverse sound
environments, while days with easier listening environments
(more positive SNRs) exhibited lower total usage. The lack
of covariance between the acoustic predictors indicated by
the low VIF suggests that these effects were independent of
each other.

Representativeness of Remote Data
Logging
While the analysis presented in the preceding sections highlights
the potential of using remote logging to understand hearing
aid user’s ecology, the face-validity and representativeness of
such data is still unknown since its generation requires a
constant stable Bluetooth connection between hearing aid(s)
and a smartphone. Here, we assess the extent to which the
minute-based remote data logs correspond to true hearing aid
on-time by directly comparing the daily total and the participant-
average hearing aid usagemeasured by the intrinsic accumulation
(Tintrinsic) with the data log timestamps (Tremote). Note that
Tintrinsic is not subjected to data loss, thus, it reflects true hearing
aid on-time from the first to the last remote log each day. In
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FIGURE 1 | Clustering of pooled hearing aid usage patterns. In (A), the total within-cluster sum of squares (SS) normalized by the total SS is plotted against number

of clusters. The “elbow” approach suggests selecting four clusters since adding additional clusters result in minor improvements. This is illustrated by the red dotted

line, which represents the best linear fit to >4 clusters. In (B), the two most contributing dimensions of a principal component analysis of the usage patterns are

plotted against each other with separation of the four identified clusters (colors). In (C), the average time-course of usage patterns belonging to each cluster is shown.

The shaded area in represents the 95% confidence intervals across usage patterns belonging to each cluster. The clusters one to four were associated with 19.1,

21.5, 33.5, and 25.9% of the participants days, respectively. In (D), distributions of Silhouette Coefficients are shown for each cluster. The vertical line at 0.0

represents the threshold for poor clustering (<0).

Figure 3 we plot hearing aid usage accumulated across 24 h
(6:00 to 6:00 next day) on a random day for two participants
to illustrate differing patterns of connectivity. Participant S43
exhibits a stable connectivity, where the periods without remote
data logs correspond closely to times when the hearing aids
were turned off. In contrast, in participant S64 the hearing aid
usage computed via remote data logs diverge from that obtained
through the intrinsically accumulated data from 16:00 onwards.
It should thus be clear that the total daily hearing aid usage will
differ depending on the estimation used.

Pooled across all participants, individual days of data, and
hearing aid laterality (totaling 2,054 observations) the median
difference (Tremote − Tintrinsic) between daily usage estimates is
1.25 h (SD = 2.53 h). Figure 4 shows histograms of daily usage
from both estimators (Figures 4A,B, respectively), separated by
hearing aid side together with a 2D histogram comparing the

daily usage (across hearing aid side) from the two estimators
directly (Figure 4C).

When averaged across each participants’ data and then across
all participants (see Figure 5A) the grand median difference in
usage estimates (50% quantile in Figure 5C) is 1.59 h (SD =

1.26 h). The fact that the pooled median difference in usage
estimates is ∼0.3 h lower than the grand median difference
in usage estimates suggests that some participants consistently
exhibit poorer connectivity than others. This might also explain
the rather large difference in the two histograms of daily usage
(Figures 4A,B)—that is, it might be driven by few participants
experiencing many days with poor connectivity. However, from
the histogram in Figure 5A, data loss from poor connectivity
“left-shifts” the distribution of average daily hearing aid usage to
lower values but doesn’t otherwise change its shape. In addition,
the scatterplot on Figure 5B shows that most participants
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FIGURE 2 | Data for LMM modeling of the association between daily hearing aid usage and the ambient acoustic environment. In (A–C), histograms of daily SPL Leq,

the standard deviation of the SPL (SPLSD), and the daily median SNR pooled from all participants. In (D–F), scatterplots of the acoustic predictors and the daily

usage, both in participant-specific standardized score (i.e., Z-score). For visualization of the trends, the red line represents the best linear fit to data within the interval

−2:2 in Z-score.

experience data loss (all points are above the dashed line), that
the relative data loss does not depend on average daily usage
(points fall parallel to the diagonal dashed line), and that no
clear outliers are present. These results suggest that the loss
of data in the remote logs due to connectivity is in fact not
specific to certain participants but rather it occurs generally.
When inspecting the participant-specific cumulative distribution
functions (Figure 5C) most participants follow a similar curve,
but participants with few days of data logging (identified by traces
with large steps on Figure 5C) exhibit either extremely poor or
good connectivity.

Finally, when inspecting the distributions of estimated daily
usage in Figure 4C, it seems that days with higher hearing aid
on-time exhibit a larger difference in usage estimates. That is,
loss of remote logs from poor connectivity might be a function
of daily hearing aid on-time rather than a constant. Intuitively,
this makes sense in that the more time the hearing aids are
on, the greater the likelihood that there will be connectivity
issues during that time. In Figure 4C, the trend can be seen
by the deviation of the mode (i.e., darker yellow squares)
of the daily usage from remote logging above the diagonal.
This is further corroborated by comparing the histograms in
Figures 4A,B. The largest visible difference is occurring between
10 and 16 h of daily usage. To investigate this, the daily difference
in usage estimates were computed relative to the proportion of

daily hearing aid on-time (1Trel) by: 1Trel =
(Tintr−Tremote)

Tintr
,

where Tintr is the daily usage from intrinsic logging (i.e.,
the true hearing aid on-time) and Tremote is the daily usage
estimated from remote logs. Next, we computed the average
1Trel stratified by participant and hearing aid on-time (from
intrinsic accumulation) in discrete bins. If connectivity is a fixed
ratio of hearing aid on-time, we would expect a constant 1Trel

across all bins. On the other hand, if connectivity is a constant,
we would expect a declining 1Trel with increasing hearing
aid on-time.

Figure 6 shows boxplots of 1Trel for each bin. Across all bins,
the median 1Trel is 0.15, which equals an overall connectivity
[calculated as 100•(1− 1Trel)] of 85% of the time a hearing aid is
on. However, there is a significant change in 1Trel with each step
of on-time (LMM regression adjusted by participant, [F(1,1,776.2)
= 86.88, p < 0.001], suggesting that connectivity first decrease
slightly and is lowest between 3 and 7 h of daily usage and then
continuously increase. In addition, visual inspection suggests that
when on-times are longer than 5 h the inter-individual variability
decrease, indicating more stable connectivity patterns across
participants. Thus, connectivity is a constant when on-time is
>5 h and therefore affect days with higher daily usage less than
days with lower daily usage. We also assessed if the connectivity
depended on the daily usage patterns identified by clustering
(Figure 1). For cluster 1 to 4 the connectivity was 87.01% (SD
= 23.9%), 85.7% (SD = 20.8%), 85.1% (SD = 21.9%), and 83.8%
(SD= 23.0%), respectively.
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FIGURE 3 | Representative examples of hearing aid usage accumulated throughout the day from two participants (S43 and S64) across 24 h (06:00 to 06:00 next

day). The usage is estimated from either intrinsic accumulation (Tintrinsic ) or from the minute-based remote datalogging (Tremote).

DISCUSSION

In this study, we analyzed a longitudinal real-world dataset to
demonstrate how remote data logging with hearing aids can
produce behavioral and ecological insights into everyday and
hourly hearing aid usage. At the same time, we evaluated the
validity and representativeness of such data logging by estimating
connectivity (i.e., the proportion of time a hearing aid is
Bluetooth connected to a smartphone for the duration of the total
hearing aid on-time). The data consists of minute-based remote
logs collected via Bluetooth transfer of data from hearing aids to
smartphones of hearing aid on-time andmeasures of the ambient
acoustic environment sensed by hearing aid microphones.

The K-means algorithm applied to the pooled usage
data estimated from remote data logs (Figure 1) identified
four distinct clusters of hourly hearing aid usage patterns.
Importantly, the Silhouette Coefficients (Figure 1C) demonstrate
that the archetypical usage patterns represent an acceptable

clustering of the data (i.e., values predominantly above zero).
However, there are some days that do not cluster well (especially
in cluster 1 and 2) suggesting that, besides the four archetypical
patterns, few days exhibit usage patterns that do not categorically
fall into one of the four clusters. Interestingly though, the
principal component analysis of all patterns (Figure 1B) show
only a small degree of overlap among clusters, which suggests
that the four patterns occur independently. That is, participants
predominantly use their hearing aids according to only one of
these patterns on any given day.

Our examination of the relationship between characteristics
of the ambient acoustic environment and the daily total hearing
aid usage showed significant associations. We saw that days with
higher usage were associated with higher ambient sound levels
(SPL Leq), greater sound diversity (SPLSD), and more difficult
listening conditions (lower SNR). These effects can perhaps be
attributed to the fact that the longer a hearing aid is worn,
the higher is the probability of experiencing varied acoustic
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FIGURE 4 | Pooled daily hearing aid usage among all participant days. In (A), a histogram of daily usage estimated from intrinsic accumulation and pooled among all

participants, days, and separated by hearing aid side is shown. In (B), the same is shown but for daily usage estimate from remote logs. In (C), the estimated daily

usage is shown as a 2D density histogram with the intrinsic accumulation on the y-axis and the connectivity-dependent remote logging on the x-axis. Data falling on

the diagonal (red dashed line) represent days with no or <2 h of connectivity issues (i.e., comparable estimation of daily usage from intrinsic accumulation and remote

logging).

FIGURE 5 | Average daily hearing aid usage. In (A), a histogram of average daily usage (across left and right hearing aid) binned by 2 h intervals and separated by

estimation method (i.e., intrinsic accumulation or remote logging). In (B), a scatterplot of average daily usage for both left and right hearing aid from each participant

with usage estimated from intrinsic accumulation on the y-axis and from remote logging on the x-axis is shown. The red dashed line represents a y = x relationship. In

(C), each trace represents one participant’s cumulative distribution function for the daily difference between usage estimates. Note that traces with big jumps (“steps”)

on the y-axis are indicative of participants with only few days of data logging.

environments that include high sound pressure levels and poor
signal to noise ratios. However, this might also reflect the fact
that individuals choose to wear their hearing aids when their
communication needs are greatest, which tends to be in situations
in which sound levels are higher and the acoustic environment is
more complex, such as at home in the kitchen, in a restaurant,
or in meetings (46). Indeed, while past research has had to rely
on participant report, data show that active communication often
takes place in “noisy” situations. For instance, the participants of
Walden et al. (47) reported that 63% of active listening situations
involved the presence of noise, Keidser (48) participants reported
that 26% of their time was spent talking in quiet with 24%
talking when noise was present. Sound recordings show similar.
Wagener et al. (49) asked participants tomake short recordings of

“different situations from your daily life.” They found that about
half of the recordings involved conversation, with 11.5% taking
place “without background noise,” 18% “with background noise-
2 persons,” and 10% “with background noise with more than
two persons.” Using EMA and simultaneous sound recordings
Wu et al. (50) and Timmer et al. (24) found most EMA reports
to be provided for listening situations with low SPLs and high
SNRs. However, as noted in the introduction, data collected
via EMA are biased toward quieter listening situations because
participants often choose not to provide EMA responses when
in social situations (26, 27), thus these data neither support nor
refute our findings. This also highlights the value of remote
data logging to understand the interactions between hearing
aid use and the acoustic environment used here. In fact, we
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FIGURE 6 | Boxplots and single observations of mean relative difference in usage estimates stratified by the true daily on-time. Each point represents the mean

relative difference (1Trel ) for one participant across all days registered with a total on-time falling into the bins on the x-axis. Each box encapsulates the interquartile

range (25th percentile to 75th percentile) and the horizontal line represents the median. The whiskers extend to the largest value within 1.5 times the interquartile range

above the 75th percentile (top) and smallest value within 1.5 times the interquartile range below the 25th percentile (bottom).

argue that given the shortcomings of self-reports and the lack
of fine temporal information from intrinsically logged data
remote data logging with smartphones using Bluetooth-enabled
hearing aids provide a valid way to accurately map daily usage
patterns from populations of hearing aid users on aminute-based
unobtrusive basis. This is further corroborated by the fact that
the representativeness of remote logging is high in the currently
examined sample of hearing aid users. We found a median
difference of 1.25 h between the true daily hearing aid on-time
and the daily usage estimated from the remote data logs when
pooled across all 2,054 observations (participants, days, hearing
aid side), which corresponds to an overall connectivity of 85%.
The absolute difference of 1.25 h seemed to be constant regardless
of total hearing aid on-time>5 h (Figure 6), type of usage pattern
(Figure 1), and participant-specific average daily hearing aid use
(Figure 5B). We assume this difference is due to periods with a
lack of smartphone connectivity, which can occur when phone
reception is poor, Bluetooth is disabled, or when the hearing aids
are out of range of the smartphone. The latter is likely due to the
participant not carrying their smartphone with them when using
hearing aids. In sum, remotely logged data are a more accurate
reflection of hearing aid usage for individuals who wear their
hearing aids for longer each day than it is for those who wear
their hearing aids for less time. Thus, for detailed and accurate

investigations into daily usage patterns, data from days with high
connectivity loss should be discarded by limiting analysis of data
to individuals who wear their hearing aids for a considerable
period of time. Finally, the participant-specific average daily
hearing aid usage and the difference between estimators (see
Figure 5) suggests that those participants that only contributed
with few days of hearing aid data exhibited large inter-individual
variability in their connectivity (Figure 5C), but that the average
usage across days was not predictive of connectivity (Figure 5B).

Clinical Relevance
Use of remote data logging potentially has benefits on an
individual patient level as well as the population level discussed
above. It has the potential to provide deeper insights into
an individual’s listening lifestyle and how and when they
use their hearing aids than has been previously possible. As
such, it could then be used by the audiologist to provide
counseling at a more fine-grained level than intrinsic data
logging permits (16). Perhaps more interestingly and relevant
to this paper, at a technological level, the hearing aid could
provide automated messages when atypical hearing aid use is
detected and/or automatically change hearing aid setting when
specific combinations of acoustic parameters and time of day/day
of the week are encountered. To “calibrate” these changes to
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meet patient needs, there could be a process in which there is
a period in which patients provide subjective input in order
that the hearing aid can “learn” how best to adapt setting to the
acoustic environment.

LIMITATIONS

In the current study, we accessed intrinsic logging of hearing aid
on-time. However, hearing care professionals can usually also
access an intrinsic log of accumulated sound exposure through
the clinical computer. It would therefore have been interesting
to compare the distributions of the sound environments for the
remotely-logged and intrinsically-logged data. However, these
data are inaccessible.

Moreover, while we expect the participants in the study to be
representative of in-market hearing aid users, we acknowledge
that they had all actively signed up for an advanced data tracking
feature via the Oticon ONTM remote control smartphone app.
Thus, the participants might be more tech-savvy than the average
hearing aid user, which might have biased their hearing aid
usage patterns.

Lastly, the presented results rely on data from only 62 hearing
aid users, which might not be an adequately large sample to
generalize insights from. However, the data collected from each
participant is rich (minute-based logging), which means that
derived insights accurately reflect individual behavior.

CONCLUSION

Remote data logging using smartphone-enabled hearing aids
can provide rich data regarding hearing aid usage and the
ambient acoustic environment in which they are used. The
data have high face-validity and smartphone connectivity is
generally high (>85%). Days with poor connectivity can be

identified and filtered out using statistical methods prior to
assessing hearing aid usage patterns and their association to
environmental factors.
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Cochlear implants (CIs) have been remarkably successful at restoring hearing in
severely-to-profoundly hearing-impaired individuals. However, users often struggle to
deconstruct complex auditory scenes with multiple simultaneous sounds, which can
result in reduced music enjoyment and impaired speech understanding in background
noise. Hearing aid users often have similar issues, though these are typically less
acute. Several recent studies have shown that haptic stimulation can enhance CI
listening by giving access to sound features that are poorly transmitted through the
electrical CI signal. This “electro-haptic stimulation” improves melody recognition and
pitch discrimination, as well as speech-in-noise performance and sound localization.
The success of this approach suggests it could also enhance auditory perception in
hearing-aid users and other hearing-impaired listeners. This review focuses on the use
of haptic stimulation to enhance music perception in hearing-impaired listeners. Music is
prevalent throughout everyday life, being critical to media such as film and video games,
and often being central to events such as weddings and funerals. It represents the
biggest challenge for signal processing, as it is typically an extremely complex acoustic
signal, containing multiple simultaneous harmonic and inharmonic sounds. Signal-
processing approaches developed for enhancing music perception could therefore
have significant utility for other key issues faced by hearing-impaired listeners, such
as understanding speech in noisy environments. This review first discusses the limits
of music perception in hearing-impaired listeners and the limits of the tactile system. It
then discusses the evidence around integration of audio and haptic stimulation in the
brain. Next, the features, suitability, and success of current haptic devices for enhancing
music perception are reviewed, as well as the signal-processing approaches that
could be deployed in future haptic devices. Finally, the cutting-edge technologies that
could be exploited for enhancing music perception with haptics are discussed. These
include the latest micro motor and driver technology, low-power wireless technology,
machine learning, big data, and cloud computing. New approaches for enhancing
music perception in hearing-impaired listeners could substantially improve quality of
life. Furthermore, effective haptic techniques for providing complex sound information
could offer a non-invasive, affordable means for enhancing listening more broadly in
hearing-impaired individuals.

Keywords: neuroprosthetic, cochlear implant, hearing aid, tactile aid, electro-haptic stimulation, pitch, multi-
sensory, sensory substitution
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INTRODUCTION

Cochlear implants (CIs) recover hearing for severely-to-
profoundly hearing-impaired individuals by electrically
stimulating the cochlea. They deploy an array of up to 22
microelectrodes, replacing the approximately 3,500 hair cells that
transfer sound to the brain in normal-hearing listeners. Despite
the fact that only limited sound information can be provided
through this small number electrodes, CIs have been remarkably
successful at recovering access to speech in quiet listening
conditions (Zeng et al., 2008). However, CI users typically have
impaired speech recognition in background noise (Fletcher et al.,
2019, 2020b), as well as substantially reduced sound-localization
accuracy (Dorman et al., 2016; Fletcher et al., 2020a) and music
enjoyment (McDermott, 2004; Drennan et al., 2015). Hearing-aid
(HA) users and other hearing-impaired listeners have similar
performance limitations, though typically to a lesser extent (Looi
et al., 2008; Dorman et al., 2016; Miller et al., 2016).

Several studies have recently shown that haptic stimulation
can enhance CI listening by allowing access to sound features
that are poorly transferred through electrical CI stimulation (see
Fletcher, 2020; Fletcher and Verschuur, 2021). This “electro-
haptic stimulation” can substantially improve speech-in-noise
performance (Huang et al., 2017; Fletcher et al., 2018, 2019,
2020b), sound localization (Fletcher and Zgheib, 2020; Fletcher
et al., 2020a), and melody recognition (Huang et al., 2019;
Luo and Hayes, 2019), as well as discrimination of basic
sound features such as pitch (Fletcher et al., 2020c). The
impressive performance found in studies of haptic sound-
localization and haptic enhancement of pitch discrimination
suggests that it could also assist HA users (Fletcher and Zgheib,
2020; Fletcher et al., 2020a,c). There is also evidence that haptic
stimulation can improve timbre discrimination (Russo et al.,
2012) and music appreciation (Nanayakkara et al., 2009) in
HA users. Music represents the biggest challenge for signal
processing as it is often an extremely complex acoustic signal
that contains several simultaneous harmonic and inharmonic
sounds. Progress in enhancing music perception could therefore
have strong implications for enhancing listening in the complex
auditory environments in which hearing-impaired listeners
often struggle to understand speech, such as busy offices,
classrooms, or restaurants.

This review will focus on the use of haptic stimulation to
enhance music perception in hearing-impaired listeners. Most
people in the deaf community report being involved in music
activities (Darrow, 1993) and music is central to many significant
events, such as weddings and funerals, as well as to media, such
as film. It is an important part of interactions with children
(Hallam, 2010), can strongly influence the mood of films and
the audience’s connection to the characters (Hoeckner et al.,
2011), and can even bias shopping habits (North et al., 1999).
As will be discussed, music perception is highly limited in many
hearing-impaired listeners. This review first assesses the limits
of music perception in hearing-impaired listeners, the suitability
of the tactile system for transferring musical signals, and the
evidence that audio and haptic inputs are integrated in the brain.
It then discusses the existing haptic systems for enhancing music

perception, the evidence of their utility, and the signal-processing
approaches that could be deployed on future devices. Finally, it
reviews the cutting-edge technologies that could be utilized for
haptic enhancement of music perception.

IS HAPTIC STIMULATION SUITABLE FOR
ENHANCING MUSIC PERCEPTION?

Music Perception in Hearing-Impaired
Listeners
When considering whether a haptic system might enhance music
perception in hearing-impaired listeners, it is important to first
establish the limits of music listening when hearing is impaired.
It has been reported that, after a CI is implanted, only around 15%
of adults enjoy listening to music (Philips et al., 2012) and around
70% are disappointed by how music sounds (Mirza et al., 2003).
On a 10-point visual analog scale, CI users rated their musical
enjoyment at 8.7 on average prior to hearing loss and at just 2.6
after implantation (Mirza et al., 2003). Low music appreciation
has also been found for HA users, with those that have the most
severe hearing loss reporting the lowest music appreciation (Looi
et al., 2019). Some hearing-impaired listeners describe music as
sounding “dissonant,” “out-of-tune,” “fuzzy,” and “tinny” (Uys
et al., 2012; Jiam et al., 2017).

Numerous studies have explored which of the auditory
features within musical pieces can be effectively extracted by
hearing-assistive device users. CI users typically perform well
at basic rhythm (Cooper et al., 2008; Kim et al., 2010), tempo
(Kong et al., 2004), and meter (Cooper et al., 2008) perception
tasks (although there is evidence that they perform less well
for more complex rhythms (Gfeller et al., 2000; Petersen et al.,
2012; Jiam and Limb, 2019). In contrast, CI users perform poorly
for spectral and spectro-temporal features, such as pitch (Galvin
et al., 2007; Cooper et al., 2008), harmony (Brockmeier et al.,
2011), melody (Galvin et al., 2007; Zeng et al., 2014), and timbre
(Gfeller et al., 2002c; Drennan and Rubinstein, 2008; Nimmons
et al., 2008). CI users also have poorer spectral and temporal
modulation detection thresholds than normal-hearing listeners
(Choi et al., 2018).

HA users have similar spectral and temporal modulation
thresholds to normal-hearing listeners (Choi et al., 2018; Looi
et al., 2019) and, like CI users, tend not to have deficits with
basic rhythm perception (Looi et al., 2019). HA users have been
found to have subnormal pitch, melody, and timbre perception
(Choi et al., 2018; Looi et al., 2019). However, HA users tend to
perform much better than CI users on music perception tasks,
such as instrument identification, melody recognition, and pitch
discrimination (Gfeller and Lansing, 1991, 1992; Gfeller et al.,
1998, 2002a,c; Fujita and Ito, 1999; Leal et al., 2003). It should,
however, be noted that there is substantial variance between
individual CI and HA users.

Vision plays an important role in music perception for
hearing-impaired listeners. Viewing the performer and reading
lyrics can increase their musical enjoyment (Gfeller et al., 2000;
Looi and She, 2010) and raves targeted at the deaf community
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frequently include musical visualization. Furthermore, the size
of sung musical intervals can be determined when only viewing
the singer’s face (without audio), with larger intervals associated
with more head movement, eyebrow raising, and mouth opening
(Thompson and Russo, 2007; Abel et al., 2016). Viewing
a singer’s face with accompanying audio can also bias the
perception of pitch interval size (Thompson et al., 2010),
with the mouth apparently increasing in significance as audio
signal-to-noise ratios become more challenging (Russo et al.,
2011). For musical instruments, visual influences have been
observed on timbre perception (Saldana and Rosenblum, 1993),
as well as on loudness (Rosenblum and Fowler, 1991) and
duration (Schutz and Lipscomb, 2007; Schutz and Kubovy, 2009)
perception for rhythms.

Several other factors are known to have important influences
on music perception for hearing-impaired listeners. For example,
the age at which hearing impairment occurred, the amount of
residual hearing retained for CI users, and the efficiency of
sequential cognitive processing are predictive of pitch and timbre
perception (Gfeller et al., 2000, 2008, 2010; O’Connell et al.,
2017). Age is also important, with younger CI users listening to
music more often and tending to have better timbre perception
(Gfeller et al., 2008, 2010; Drennan et al., 2015). More listening
hours and musical training have both been linked to higher acuity
and music appraisal scores (Gfeller et al., 2002b, 2008, 2010, 2011;
Fu and Galvin, 2007; Galvin et al., 2009; Chen et al., 2010; Looi
and She, 2010; Driscoll, 2012). However, no strong relationship
has been found between perceptual accuracy and music appraisal
or enjoyment (Gfeller et al., 2008; Drennan et al., 2015).

Limits of Haptic Sensitivity Compared to
Hearing-Impaired Listening
To establish how haptic stimulation might effectively augment
listening, this section compares the sensitivity of the tactile
system to the impaired auditory system. First, sensitivity to
frequency, intensity, and temporal features will be considered (for
a detailed review in the context of speech perception, see Fletcher
and Verschuur, 2021).

While frequency discrimination for CI and other hearing-
impaired listeners is poorer than for normal-hearing listeners
(Moore, 1996; Turgeon et al., 2015), it is better than for haptic
stimulation (Goff, 1967; Rothenberg et al., 1977). Because of
this poor frequency resolution, several systems for transmitting
sound information through haptic stimulation have mapped
sound frequency information to location on the skin using an
array of haptic stimulators, each triggered by a different pitch
or frequency band (Guelke and Huyssen, 1959; Brooks and
Frost, 1983; Fletcher et al., 2020c). Using this approach, high-
resolution pitch information has been transferred through haptic
stimulation (Fletcher et al., 2020c). This could be important for
enhancing music perception in hearing-impaired listeners.

The dynamic range of the tactile system at the arm, wrist, and
hand is similar to that available to HA users and is around four
times larger than that available through electrical CI stimulation
(Verrillo et al., 1969; Moore et al., 1985; Zeng and Galvin, 1999;
Zeng et al., 2002; Fletcher et al., 2021a,b). CI users are able to

discriminate approximately 20 different intensity steps across
their dynamic range (Kreft et al., 2004; Galvin and Fu, 2009). For
HA users and for haptic stimulation at the arm, wrist, or hand,
approximately 40 different steps can be discriminated (Hall and
Fernandes, 1983; Gescheider et al., 1996; Fletcher et al., 2021a,b).
Interestingly, there is evidence that congenitally deaf people have
higher tactile sensitivity than those with normal hearing (Levanen
and Hamdorf, 2001), which may mean that the available dynamic
range is larger than has been estimated previously in studies using
participants with no known hearing impairment. The tactile
system therefore seems well suited to deliver sound intensity
information to CI users and could provide additional intensity
information for at least a subset of HA users.

As highlighted above, CI users typically perform well when
extracting temporal sound features. Temporal gap detection
thresholds for hearing-impaired listeners and CI users are
typically only slightly worse than those for normal-hearing
listeners (Moore and Glasberg, 1988; Garadat and Pfingst, 2011).
Gap detection thresholds for the tactile system are worse than
for most hearing-impaired listeners (Gescheider, 1966, 1967) and
tactile signals are more susceptible to masking from temporally
remote maskers (Elliot, 1962; Gescheider et al., 1989; Shannon,
1990). Haptic stimulation may therefore not be suitable for
providing complex temporal information.

The tactile system has been shown to be highly sensitive to
amplitude modulation (Weisenberger, 1986). For a carrier tone
at 250 Hz – the frequency at which tactile sensitivity is highest
(Verrillo et al., 1969) and a common characteristic frequency
for compact motors – amplitude modulation sensitivity was
found to be high across the range of frequency modulations
most important for speech and music (Drullman et al., 1994;
Ding et al., 2017). Sensitivity was reduced when the carrier
tone frequency was reduced to 100 Hz (around the lowest
characteristic frequency for a compact motor). At modulation
frequencies most important to music and speech, amplitude
modulation sensitivity for a 250-Hz carrier is below that for an
auditory tone carrier at 250 Hz (Zwicker, 1952), but similar to
auditory sensitivity for a narrowband noise centred at 200 Hz
(Viemeister, 1979), in normal-hearing listeners. This suggests
that amplitude modulation is a highly viable route through which
sound information can be transferred through haptic stimulation,
particularly for CI users, who have reduced sensitivity to
amplitude modulation (Choi et al., 2018).

Besides transferring sound information through stimulation
at a single site or at adjacent sites, recent studies have shown
that sound location information can be transferred through
across-limb stimulation (Fletcher and Zgheib, 2020; Fletcher
et al., 2020a, 2021a,b). CI and HA users have reduced sound
localization accuracy compared to normal hearing listeners
(Dorman et al., 2016); using this approach, large improvements
in sound localization accuracy for CI users were shown, with
accuracy reaching levels that could be beneficial to HA users.
In this approach, the sound received by devices behind each
ear was converted to haptic stimulation on each wrist (Fletcher
and Zgheib, 2020; Fletcher et al., 2020a). This meant that time
and intensity differences between the ears, which are critical
sound localization cues, were available through time and intensity
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differences across the wrists. Recently, the tactile system has been
shown to be highly sensitive to intensity differences across the
arms and wrists, but insensitive to time differences (Fletcher et al.,
2021a,b). Strikingly, sensitivity to tactile intensity differences
across the limbs matched the sensitivity of the auditory system
to intensity differences across the ears. Given that instruments in
most musical pieces are mapped to a left-right spatial location
using only amplitude panning, this high sensitivity to across-
limb tactile intensity differences might be exploited to improve
localization and segregation of musical instruments.

Multisensory Integration of Auditory and
Haptic Signals
Effective integration of haptic and auditory inputs in the brain is
likely to be crucial to haptic augmentation of musical listening.
Encouragingly, projections from tactile brain regions have been
observed at all stages along the auditory pathway (Aitkin et al.,
1981; Foxe et al., 2000; Shore et al., 2000, 2003; Caetano and
Jousmaki, 2006; Allman et al., 2009; Meredith and Allman, 2015).
Furthermore, physiological studies have shown that the responses
of large numbers of auditory cortical neurons can be modulated
by input from tactile pathways (Lakatos et al., 2007; Meredith
and Allman, 2015) and neuroimaging studies have shown that
haptic stimulation can activate auditory cortex (Schurmann
et al., 2006); interestingly, stronger activation has been found
for deaf participants than for normal-hearing subjects (Levanen
and Hamdorf, 2001; Auer et al., 2007). One study in normal-
hearing subjects tracked the time course of cortical activation
for haptic stimulation on the fingertip (Caetano and Jousmaki,
2006). Initial responses peaked in primary tactile cortical brain
regions around 60 ms after the stimulus onset. This was followed
by transient responses to the haptic signal in auditory cortex
between 100 and 200 ms after onset, before a sustained response
was seen between 200 and 700 ms after onset. This could indicate
that tactile responses feed forward from tactile brain regions to
influence auditory brain regions.

Behavioral studies also offer a range of evidence that haptic
and auditory input is integrated. For example, haptic stimulation
has been shown to improve sound detection (Schurmann
et al., 2004), modulate perceived loudness (Gillmeister and
Eimer, 2007; Merchel et al., 2009), and influence syllable
perception (Gick and Derrick, 2009). Other studies have shown
that tactile feedback from a musical instrument can influence
a performer’s perception of sound quality (Fontana et al.,
2017). Audio and haptic stimulation have also been effectively
combined to improve speech-in-noise performance (Drullman
and Bronkhorst, 2004; Huang et al., 2017; Fletcher et al., 2018,
2019, 2020b) and sound localization (Fletcher et al., 2020a).

When considering whether haptic and audio input will
be integrated to improve music perception, individual
characteristics such as age at which hearing loss occurred,
length of time spent with hearing loss, and length of time spent
with a hearing-assistive device may be critical. It has been
observed that those who receive a CI after a few years of deafness
integrate audio and visual information less effectively than those
who are implanted shortly after deafness (Bergeson et al., 2005;

Schorr et al., 2005; Tremblay et al., 2010). It is possible that a
similar limitation will be seen for audio-haptic integration. Some
studies have also shown evidence that audio-haptic integration
is reduced in congenitally deaf CI recipients compared to
late-deafness CI recipients (Landry et al., 2013; Nava et al.,
2014). Future work should establish whether benefit of haptic
stimulation to music perception is dependent on these factors.

Age may also be important. Haptic stimulation has been
shown to improve performance when combined with auditory
stimulation in both young (Drullman and Bronkhorst, 2004;
Fletcher et al., 2018; Ciesla et al., 2019) and older (Huang et al.,
2017; Fletcher et al., 2019, 2020a,b) adults, although these groups
have not been directly compared. Several studies have shown
evidence that multisensory integration increases in older adults
(Laurienti et al., 2006; Rouger et al., 2007; Diederich et al., 2008;
Strelnikov et al., 2009, 2015; de Dieuleveult et al., 2017) and
there is also evidence that young brains are particularly open
to integrating multisensory stimuli (Lewkowicz and Ghazanfar,
2006). It is therefore possible that older adults and children will
benefit most from haptic enhancement of music perception.

Auditory deprivation has been associated with increased
sensitivity to visual (Finney et al., 2001, 2003) and tactile
(Auer et al., 2007) stimuli in auditory brain regions. During
early development, substantial neural pruning occurs based
on the sensory input received. If auditory input is limited or
extinguished by congenital or early-onset deafness, this process
can be disrupted and non-auditory inputs can take over auditory
brain areas (Quartz and Sejnowski, 1997; Sharma et al., 2007;
Glennon et al., 2020). If auditory pathways later receive new
sensory stimulation (e.g., because a CI has been fitted), this is
thought to compete for neural resources in auditory brain regions
with the other sensory inputs that have become established
(Sharma et al., 2007; Glennon et al., 2020). This may explain why
early implantation is associated with better speech performance
(Robbins et al., 2004; Svirsky et al., 2004; Kral, 2009; Tajudeen
et al., 2010) and why more visual takeover of auditory brain
regions is associated with poorer speech outcomes (Lee et al.,
2001; Sandmann et al., 2012; Zhou et al., 2018). The influence of
auditory-derived haptic stimulation on this process is unknown,
but it may be that such an input would allow auditory brain
areas to tune to critical auditory features, such as the amplitude
envelope, in the absence of auditory input. Such a process might
allow auditory input to compete for neural resources more
effectively once input has been restored and might facilitate more
effective audio-haptic integration. Future work should explore
these possibilities.

Visual input is thought to provide missing speech and
sound location information when the audio signal is degraded,
to calibrate auditory neural responses, and to guide auditory
perceptual learning (Rouger et al., 2007; Bernstein et al., 2013;
Strelnikov et al., 2013; Isaiah et al., 2014). As discussed,
audio-derived haptic stimulation has been shown to provide
missing speech and sound location information when audio
is degraded (e.g., Fletcher et al., 2019, 2020a) and to improve
lip-reading ability in the absence of auditory stimulation (e.g.,
De Filippo, 1984; Brooks et al., 1986b; Hanin et al., 1988;
Cowan et al., 1991; Reed et al., 1992). However, it has not
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yet been established whether haptic stimulation can calibrate
auditory neural responses or guide auditory perceptual learning.
There are relatively few studies of tactile influences on auditory
cortex, but one has shown tactile stimulation can enhance
responses to auditory input by modulating the rhythm of ambient
neural responses in auditory cortex (Lakatos et al., 2007). This
might reflect a critical mechanism for haptic enhancement of
music perception.

Training is important both for integration of audio and
haptic information and for extraction of information from
haptic stimulation. Studies with haptic devices for providing
speech information when no auditory information is available
have shown continued benefits of training throughout long-
term training regimes (Sparks et al., 1979; Brooks et al., 1985).
Other studies have also shown the importance of training for
maximizing haptic sound-localization accuracy (Fletcher and
Zgheib, 2020; Fletcher et al., 2020a) and for improving speech-
in-noise performance in CI users (Fletcher et al., 2018, 2019,
2020b).

The delay in arrival time of the haptic signal relative to
the audio signal is also likely to be important for maximizing
integration. A study using broadband signals showed that
audio and haptic signals were judged to be simultaneous if
the haptic signal onset was delayed from the audio by up to
around 25 ms (Altinsoy, 2003). Another study with musical
instruments found that the delay at which audio and haptic
signal were no longer judged to be simultaneous varied across
musical instruments, with attack time seemingly an important
factor (Kim et al., 2006). It should be noted that there is
significant evidence of rapid temporal recalibration, whereby
stimulation from two modalities (including audio and tactile)
that are consistently delayed by tens of milliseconds rapidly
become perceived as synchronized, provided that they are
highly correlated (Navarra et al., 2007; Keetels and Vroomen,
2008; van der Burg et al., 2013). There is evidence that
integration occurs even for substantially delayed audio and haptic
stimulation. Haptic stimulation has been shown to influence
vowel perception, with no statistically significant reduction in
this effect when the haptic signal onset was delayed from
the audio onset by up to 100 ms (Gick et al., 2010). If
haptic signal delays of several tens of milliseconds do not
reduce the benefits of haptic stimulation, sophisticated real-
time signal-processing strategies could be deployed to enhance
music perception.

CURRENT SYSTEMS FOR IMPROVING
MUSIC PERCEPTION USING HAPTIC
STIMULATION

A range of systems have been developed to enhance music
perception using haptic stimulation. At the largest scale, these
include systems used for delivering whole-body vibration, such
as those used at Deaf Raves, where music containing a lot of low-
frequency energy is played at a high intensity. There is evidence
that whole-body low-frequency vibration, which is also common
during live pop or organ concerts, can play a significant role

in the quality of the concert experience (Merchel and Altinsoy,
2014). There is also evidence that vibrating floors can improve
the synchronization of dancing to music for hearing-impaired
listeners (Shibasaki et al., 2016; Tranchant et al., 2017).

In addition to these large-scale systems, several smaller
systems built into chairs have been developed. These typically use
a multi-band filtering approach similar to that used in devices to
improve access to speech cues in hearing-impaired people (e.g.,
Brooks et al., 1986a; Fletcher et al., 2019; reviewed in Fletcher,
2020; Fletcher and Verschuur, 2021). In this approach, the audio
signal is separated into multiple frequency bands, with each band
represented by a haptic stimulator at a different location on the
skin. One example is the Emoti-Chair, which has eight haptic
stimulators at different body locations (Karam et al., 2009, 2010).
Users of the Emoti-Chair were shown to be able to discriminate
between a cello, piano, and trombone (matched for fundamental
frequency, duration, and intensity), and to be able to discriminate
bright from dull timbres (varying only by spectral centroid)
(Russo et al., 2012).

Another chair system developed by Jack et al. (2015)
also splits the sound into frequency bands that are
mapped to different haptic stimulators (see Figure 1A).
In addition to haptic stimulation transferring information
about energy within each frequency band, the bandwidth
of haptic stimulation at each stimulator is modulated
to deliver timbre information (spectral flatness). While
subjective reports when using this system were favorable,
formal behavioral testing was not performed. They did
note, however, that highly rhythmic music tended to be
received more positively than music that relied heavily on
harmonic motion.

A final example is the haptic chair built by Nanayakkara
et al. (2009), which delivered unprocessed music through contact
loudspeakers targeting the feet, back, arms, and hands. In their
study with 43 young hearing-impaired listeners (with their
hearing aids switched off), participants rated their musical
experience considerably higher with vibration through the
chair than without. However, there were several limitations
to the study, including the absence of control for novelty or
placebo effects and the possible influence of audio from the
contact loudspeakers.

Other medium-scale wearable systems have also been
developed, typically deployed using suits or vests. One system
uses a suit with 13 haptic stimulators placed around the body
and maps different musical instruments to different stimulators
(Gunther et al., 2003). A major limitation of this approach is
that it requires access to each instrument within a musical piece,
which is not typically possible. No formal testing of this haptic
suit was performed, although informal feedback from individuals
using it as part of an art exhibition was reported to be favorable.

Another wearable system, the LIVEJACKET, which uses a vest
with 22 haptic stimulators attached to the arms and torso has
also been developed (Hashizume et al., 2018). Like the haptic
suit, the LIVEJACKET presents different musical instruments
through different haptic stimulators. Survey results suggested
the LIVEJACKET enhanced the musical experience for normal-
hearing participants. However, critical experimental controls
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were not in place and, like for the haptic suit, access to each
instrument within the musical piece is required.

Finally, there are a range of more compact wearable systems.
One such system is the Pump-and-Vibe (Haynes et al., 2021),
which is worn on the arm (Figure 1B). The Pump-and-Vibe
has eight vibration motors mounted on the forearm arm and an
air pump on the upper arm to modulate pressure (“squeeze”).
Squeeze is thought to more effectively elicit emotional responses
than vibration (Tsetserukou, 2010) and has been deployed in
a number of previous devices for various applications (e.g.,
Chinello et al., 2014; Gupta et al., 2017; Moriyama et al., 2018;
Stephens-Fripp et al., 2018; Pezent et al., 2019). The Pump-and-
Vibe system aimed to increase the emotional impact of music.
The rhythm of the bass was mapped to changes in the amount
of squeeze. The squeeze system used was unable to track fast
rhythms, so these were mapped to three vibrotactile motors at
the top of the forearm. Melody information was mapped to
the remaining five motors, with pitch mapped to the location
of stimulation along the arm. For vibration, intensity changes
were mapped to co-varying haptic frequency and amplitude
changes. Sound information was extracted from music using a
process involving an online audio-to-MIDI converter. It is not
clear how effective this conversion will be for different music
types. A qualitative assessment of the Pump-and-Vibe evaluated
the mood evoked by a musical piece for audio alone, haptic
alone, and haptic and audio together in young participants with
no specified hearing impairment (Haynes et al., 2021). Results
suggested that the system could evoke moods and influence the
mood evoked by audio.

Other examples of more compact systems are the Mood
Glove and the mosaicOne series of devices. The Mood Glove
(Figure 1C) has eight motors, with five mounted on the back
of the hand and three on the palm (Mazzoni and Bryan-
Kinns, 2016). Stimulation frequency and intensity are adjusted
to portray different moods in musical pieces. A study of the
device reported that low-frequency pulses could induce a feeling
of calmness and higher-frequency pulses a feeling of excitement
(Mazzoni and Bryan-Kinns, 2016). However, the Mood Glove
requires the intended mood created by each section of the musical
piece to be extracted and provided to the device, which was
achieved in the study through manual labeling. This requirement
substantially limits the potential for real-world use.

The mosaicOne_B, has two sets of six haptic stimulators
arranged along the top and underside of the forearm (Fletcher
et al., 2020c). It maps the fundamental frequency of sound
(an acoustic correlate of pitch) to location on the skin. Using
this device, participants were able to discriminate fundamental
frequency differences of just 1.4%. This is markedly better than
can be achieved by most CI users (Kang et al., 2009; Drennan
et al., 2015) and would allow discrimination of the smallest
fundamental frequency changes found in most western melodies.
The mosaicOne_B incorporates a novel noise-reduction strategy
that was found to be highly effective, with discrimination
performance retained even with high levels of background noise.
However, it is important to note that the background noise used
was inharmonic, while many musical pieces contain multiple
simultaneous harmonic sounds. Further work is required to

establish the resilience of the mosaicOne_B against harmonic
background noise. Furthermore, development is required to
allow the device to extract multiple pitches simultaneously,
for tracking of multiple simultaneous harmonic instruments.
Musical experience was not formally tested using this device, but
users reported enhanced musical enjoyment (when listening and
feeling pop music) in informal testing by the author of this review
with several normal-hearing listeners. Another version of the
device, the mosaicOne_C (Figure 1D), has also been developed,
which uses a similar approach to that described above, but with
shakers spaced around the wrist (Fletcher, 2020; Fletcher and
Verschuur, 2021). This device has not yet been subjected to
behavioral testing.

Two further studies reported behavioral results for wearable
devices. One wrist-worn device extracted the fundamental
frequency, like the mosaicOne_B, but mapped it to changes in
the frequency and amplitude of the haptic signal (which varied
together), rather than spatial location (Luo and Hayes, 2019).
Critically, unlike for the mosaicOne_B, this meant that intensity
information could not be delivered. Another device delivered
the low-frequency portion of the audio signal through haptic
stimulation on the fingertip (Huang et al., 2019). Encouragingly,
both systems were shown to improve melody recognition.
However, the effectiveness of these devices in the presence of
background noise has not been tested, and the effect on music
appreciation also remains to be established.

In addition to devices developed to augment music
perception, several devices have been developed to aid those with
sensory impairments by substituting one sense with another. An
early example of a sensory substitution device is the Teletactor,
developed in the 1920s, which transferred sound to deaf listeners
through tactile stimulation on the hand (Gault, 1924, 1926). The
principle has since been applied across a number of senses, with
systems developed to substitute vision with tactile (Bach-Y-Rita
et al., 1969), vestibular with tactile (Bach-Y-Rita et al., 2005),
and vision with audio (Meijer, 1992). While these devices have
shown promising results, few have found widespread use. Several
factors have likely led to this. For example, many systems are
highly restrictive, such as the BrainPort (Bach-Y-Rita et al., 2003,
2005) that stimulates the tongue, leaving users unable to speak or
eat whilst using the device. Limitations in technology have also
often heavily limited discreetness, comfort, and effectiveness. For
example, the tactile aids for hearing that were developed in the
1980s and 1990s (before being superseded by CIs (see Fletcher
and Verschuur, 2021)) were often large, had short battery lives,
and could only perform crude signal processing. However, many
of these technological limitations have since been overcome
(Fletcher, 2020).

Some of the key design considerations when developing a
modern haptic device for enhancing listening are discussed by
Fletcher (2020). However, when developing a device for those
with hearing-impairment, close engagement with the intended
users (such as the deaf community) will be critical for ensuring
maximum uptake. Fletcher (2020) advocates a wrist-worn device
because they are easy to self-fit, offer a relatively large design
space, and because wrist-worn devices, such as smartwatches and
exercise trackers, are commonplace and therefore aesthetically
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FIGURE 1 | Examples of haptic devices for enhancing music perception. Panel (A) Haptic chair developed at Queen Mary University of London (United Kingdom) by
Jack and colleagues. Image reproduced with permission of Robert Jack and Andrew McPherson. Panel (B) The Pump-and-Vibe, developed at University of Bristol
(United Kingdom) by Haynes and colleagues. Adapted from an image reproduced with permission of Alice Haynes. Panel (C) The Mood Glove, developed at Queen
Mary University of London (United Kingdom) by Antonella Mazzoni. Image reproduced with her permission. Panel (D) The mosaicOne_C, developed at the University
of Southampton (United Kingdom) by Samuel Perry and Mark Fletcher as part of the Electro-Haptics Research Project. Image reproduced with their permission.

acceptable. Indeed, technology for enhancing music perception
using haptics could in future be embedded into smartwatches and
exercise trackers.

HAPTIC SIGNAL-PROCESSING
APPROACHES

Music is commonly accessed through streaming services. This
opens the possibility of using signal-processing approaches that
cannot be applied in real-time or that are non-causal (require the
ability to look ahead). It also opens the possibility of using pre-
trained machine-learning algorithms that are selected between
based on metadata sent through the streaming service. These
algorithms could be trained using the numerous high-quality
musical corpora available, which can be supplemented using
advanced automated music generation algorithms (Herremans
and Chuan, 2020). So-called “near real-time” algorithms, which
have processing delays of no more than a few seconds, may
be of particular interest as such a delay before playback might
be tolerable if clear enhancement of music experience could
be demonstrated. Nevertheless, since a substantial portion of
music is not streamed (e.g., at a concert or as background
music in a shop), real-time signal-processing approaches are still
preferred. Current evidence suggests that large delays of haptic
stimulation from audio stimulation might be tolerable, which
would allow sophisticated real-time signal-processing approaches
to be deployed (see section “Multisensory Integration of Auditory
and Haptic Signals”). Both real-time and offline approaches
should therefore be considered.

It is important to first establish the goal when converting
audio to haptics for music enhancement. One approach is to

remove elements that reduce clarity when audio is transferred
at a low-resolution (e.g., through a CI). One example of this is
spectral complexity reduction, in which the frequency spectrum
is sparsened and simplified, using methods such as principal
component analysis (Nagathil et al., 2017; Gauer et al., 2019).
Spectrally reduced musical pieces have been shown to be
preferred for CI listening (Nagathil et al., 2017) and a similar
approach might be trialed for haptic enhancement of music
perception. An alternative approach is to enhance perception of
certain instruments within a multi-instrument piece. It has been
observed that CI and HA users find musical pieces with multiple
instruments less pleasant than pieces with a single instrument
(Looi et al., 2007) and that CI users prefer pop music with the
vocal level substantially increased (Buyens et al., 2014). It may
therefore be desirable to separate instruments and use haptic
stimulation to enhance one or a small subset.

Source Separation
Some basic methods for separating sound sources have already
been used for converting audio to haptic stimulation. One haptic
signal-processing approach uses an expander, which amplifies
loud sounds, to extract speech from background noise when
the signal-to-noise ratio (SNR) is positive (i.e., the speech is
louder than the noise; Fletcher et al., 2018, 2019). This simple
real-time approach improves speech-in-noise performance for
CI users at positive SNRs but is not expected to be suitable for
enhancing music, where the SNRs for individual instruments are
typically less favorable. Another approach used pitch extraction
methods to separate harmonic and inharmonic sounds (Fletcher
et al., 2020c). Pitch extraction is often susceptible to background
noise (Jouvet and Laprie, 2017), but the proposed approach was
shown to be robust to inharmonic noise (Fletcher et al., 2020c).
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However, this and other pitch extraction approaches for
enhancing music perception using haptics (e.g., Luo and Hayes,
2019), are not designed to accommodate musical pieces with
multiple simultaneous harmonic sounds. More advanced multi-
pitch extraction methods will likely be required if they are to be
effective across a range of musical pieces.

A range of noise-reduction techniques are deployed in
hearing-assistive devices to extract speech from background
noise, and these might also have utility for haptic signal-
processing strategies. One commonly used group of techniques
focus on the temporal domain. These exploit the fact that
the amplitude envelope of speech tends to have a lower
modulation frequency and depth than environmental noise
(Ding et al., 2017; Lakshmi et al., 2021). These techniques
classify speech signals as having a modulation rate less than
around 10–30 Hz and a modulation depth greater than around
15 dB (e.g., Schum, 2003). Another commonly used group of
techniques focus on the spectral domain. These estimate the
spectrum of the background noise and subtract this from the
speech-in-noise signal. To determine when only background
noise is present, these spectral subtraction techniques typically
employ a voice detector (Boll, 1979; Ephraim and Malah, 1984).
Another approach, that is less commonly used in modern
hearing-assistive devices, focuses on harmonic structure. Unlike
many noise signals, speech contains harmonics with strong co-
modulation. Synchrony detection algorithms classify the signal
as speech if it has highly synchronous energy fluctuations
across frequency bands (Schum, 2003). The latest noise-reduction
strategies in hearing-assistive devices often deploy multiple
noise-reduction approaches, as well as using environmental
classification methods and adaptive filtering (Ricketts and
Hornsby, 2005; Peeters et al., 2009). These techniques might
be adapted to focus on the typical characteristics of musical
instruments (e.g., Ding et al., 2017), although it should be
noted that these approaches were developed to extract a single
sound source and that musical instruments often share temporal
and spectral characteristics. Furthermore, a recent meta-analysis
found no significant improvement in speech intelligibility
with digital noise-reduction algorithms in HA users, although
subjective outcomes, such as sound quality, did show moderate
improvement (Lakshmi et al., 2021).

Many HAs have dedicated signal-processing settings
for music listening. While manufacturers often do not
reveal exactly how these differ from those for improving
speech-in-noise performance, they often appear to reduce or
remove the noise-reduction applied and use slower-acting
compression (Moore, 2016). In a survey of HA users, no clear
difference in music experience was found between those with
a dedicated music setting on their HA and those without
(Madsen and Moore, 2014).

More advanced methods for separating sound sources in
musical pieces have also been developed. One approach attempts
to separate harmonic and percussive sounds (Buyens et al., 2014,
2015). While this approach may have utility for haptic signal-
processing, its potential is significantly limited by the fact that
it cannot separate common key instruments, such as vocals
and bass, from each other. Another method using non-negative

matrix factorization has shown potential for separating and
enhancing vocals, although notable distortions and artifacts were
observed (Pons et al., 2016). More advanced machine-learning-
based source separation methods have also been tested and
were found to outperform non-negative matrix factorization
(Gajecki and Nogueira, 2018). Deep convolutional auto encoders,
which combine denoising auto encoding and convolutional
neural networks, performed extremely well, but only when
the audio processed was similar to that used to train the
algorithm. Multilayer perceptrons and deep recurrent neural
networks, on the other hand, performed well across a range of
data. The authors concluded that multilayer perceptrons were
most suitable because they were faster to compute, although
none of the techniques tested were implemented in real-time.
A recent study developed a real-time multilayer perceptron
method, which was shown to be effective in isolating vocals and
to be robust to background noise and reverb that would be
encountered with live audio (Tahmasebi et al., 2020). Advanced
source separation approaches like these could be critical to
maximizing the effectiveness of haptic devices for enhancing
music perception.

Feature Extraction
In addition to deciding the source or sources to be separated, it
will be important to determine which sound features should be
provided through haptic stimulation. Features shown to enhance
speech perception when presented through haptic stimulation,
such as amplitude envelope (e.g., Brooks and Frost, 1983; Fletcher
et al., 2019) and fundamental frequency (e.g., Huang et al., 2017),
should be explored. The utility of other features, like those used
by the Moving Picture Expert Group for audio content, should
also be investigated as they could provide additional information,
such as timbre (as in, for example, Jack et al., 2015). These include:
spectral features, such as centroid, spread, and flatness; harmonic
features, such as centroid, spread, variation, and deviation; and
temporal features, such as centroid and log attack time (see Zhang
and Ras, 2007).

The optimal features to extract are likely to differ across
instruments and musical styles. For example, vocals in rap music
might require rhythmic information through features such as
amplitude envelope, whereas vocals in show tunes may benefit
more from pitch-based features, such as fundamental frequency.
For a non-harmonic instrument like a snare drum, pitch-based
features cannot be extracted and features like spectral spread or
spectral centroid might be most appropriate.

Sound classification algorithms will be important to any
approach that selects features based on instrument type or
musical style. A range of methods for music genre classification
have shown promise, including ensemble classifiers and methods
that implement sound source segregation approaches, such as
non-negative matrix factorization (Silla et al., 2007; Pérez-García
et al., 2010; Rosner and Kostek, 2018). Several instrument
classification approaches have also shown promise, including
advanced methods using deep convolutional neural networks
(Benetos et al., 2006; Gomez et al., 2018; Solanki and Pandey,
2019; Racharla et al., 2020). Establishing the most effective
classification approaches and auditory features to provide
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through haptic stimulation will be a critical part of future
research in this area.

Haptic Mapping
Having separated the instruments and extracted sound features,
the next consideration will be how to map these to haptic
stimulation. Haptic music-enhancement approaches should
take advantage of the tactile system’s large dynamic range
(Verrillo et al., 1969; Fletcher et al., 2021a,b) and high
sensitivity to intensity differences, both at a single site
and across sites (Gescheider et al., 1996; Fletcher et al.,
2021a,b). As discussed (see section “Limits of Haptic Sensitivity
Compared to Hearing-Impaired Listening”), this might include
spatially mapping instruments using amplitude panning
across sites, such as the wrists (Fletcher and Zgheib, 2020;
Fletcher et al., 2020a,b), that mimics amplitude panning of
instruments within a musical piece. Stimulus features (such
as fundamental frequency) might also be mapped to changes
in spatial location on the skin to maximize information
transfer (e.g., Brooks and Frost, 1983; Karam et al., 2010;
Fletcher et al., 2020c).

IMPORTANT CUTTING-EDGE
TECHNOLOGIES

Modern haptic devices can take advantage of critical recent
advances in technology (see Fletcher, 2020 for a detailed
review). These include: haptic motor and driver technology
to deliver high-fidelity stimulation with low power usage;
battery technology, to increase the potential power usage and
reduce the necessity for frequent charging; manufacturing
techniques, such as 3D printing, to facilitate the development of
comfortable, aesthetically acceptable, and easy to self-fit devices;
wireless technologies, to allow audio streaming from remote
microphones and other devices and to link processing across
multiple stimulation points on the body; and microprocessors
to allow advanced signal-processing. Future devices might also
take advantage of flexible microprocessor technology, which is
currently being developed (Biggs et al., 2021). This could allow
additional signal-processing capacity to be built into device
components that need to be flexible, such as straps.

Several other recent and ongoing technological developments
could be exploited to maximize haptic enhancement of music
perception. One example is big data systems that have the
capacity to collect data from devices as they are being used in
the real world. This technology is currently being exploited in the
EVOTION platform (funded by the European Union) and the
HearingFitness program (developed by Oticon Medical), which
use big data collected from devices in the real world to inform
policy-making (Gutenberg et al., 2018; Dritsakis et al., 2020;
Saunders et al., 2020). In future, the technology might also be
used to optimize haptic signal-processing. Figure 2 shows an
example remote data processing pipeline. In this pipeline, audio
is streamed to the haptic device from a hearing-assistive device
to ensure maximum correlation between the audio and haptic
signals (see Fletcher, 2020). Audio statistics, such as spectral

flatness and short-term energy, are then extracted by the haptic
device and transferred to a smartphone. The smartphone also
has an app to collect user feedback, for example ratings of
sound quality and music enjoyment, and to link clinical data
such as hearing-assistive device type and hearing-loss profile.
Audio statistics and user data are stored on the smartphone
and uploaded to a remote server or The Cloud when a WIFI
connection is established (to reduce power consumption and
mobile data usage). The data is processed remotely to update
models and derive optimized signal-processing parameters.
These models could be optimized for each individual or be used
as part of a big data approach for optimizing signal-processing
globally, for subgroups of users, or for different music types. Once
updated signal-processing parameters are determined, these are
transferred to the haptic device via the smartphone.

To implement a remote data processing pipeline of this sort,
exploitation of cutting-edge technology and further research
are required. It should be noted that, in practice, simpler
systems that collect user feedback to optimize new iterations
of algorithms might be developed before a full pipeline like
that proposed is implemented. One key technology for the
proposed pipeline is wireless data streaming. This can be
achieved using the latest Bluetooth Low Energy technology,
which allows multiple simultaneous data streams, has low
power usage, and is already integrated into many of the
latest hearing-assistive devices. Another critical element is the
development of a smartphone app for collecting user feedback,
which must have a high level of data security and privacy.
User feedback is likely to be important as music perception
varies substantially across hearing-impaired listeners due to
factors such as previous musical experience (Galvin et al., 2009;
Gfeller et al., 2015). The app developed for the proposed system
can build on existing apps that are already deployed in the
growing field of telemedicine to collect real-world user feedback
for optimization of hearing-assistive devices, such as ReSound
Assist (Convery et al., 2020). Finally, future research will be
required to determine the optimal audio statistics to be extracted
and sent for remote processing, as well as the most effective
approaches for processing this data and deriving optimal signal-
processing parameters. The recent expansion in remote data
collection and analysis capacity through systems such as Cloud
computing will be critical in allowing big data to be processed
with sophisticated models.

In addition to user- and stimulus-based optimization of
signal processing, steps should be taken to ensure that haptic
stimulation is perceived as uniformly as possible across users.
One simple way to do this is to adjust the stimulation intensity
based on each user’s detection thresholds (as is done for hearing-
assistive devices). It may also be important to adapt the intensity
based on the fitting of the device on the body. The fitting
(e.g., how tightly the device is strapped on) can substantially
alter the amount of pressure applied to the haptic motor and
the coupling with the skin. Techniques have recently been
developed to estimate the pressing force on the motor and
dynamically calibrate it (Dementyev et al., 2020). Such techniques
should be explored for future haptic devices for enhancing
music perception.
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FIGURE 2 | Schematic representation of an example future remote data-processing pipeline for haptic signal-processing optimization (described in the text). Audio is
streamed from a hearing-assistive device to a haptic device that extracts audio statistics and sends them to a smartphone. A smartphone app also collects user
feedback about their experience using the haptic device. Audio statistics and user experience data are then sent for remote data processing, where optimized
signal-processing parameters are determined. Finally, these updated parameters are sent to the smartphone and uploaded to the haptic device.

DISCUSSION

Music perception is often significantly impaired in those with
hearing loss. Critical factors are the loss of ability to discriminate
sounds of different frequencies and a reduction in dynamic
range. Recently, it has been shown that haptic devices can be
highly effective at providing intensity (Fletcher and Zgheib,
2020; Fletcher et al., 2020a, 2021a,b) and frequency information
(Fletcher et al., 2020c), and can support perception of complex
signals such as speech (Huang et al., 2017; Fletcher et al.,
2018, 2019, 2020b). However, despite the large number of
haptic systems that have been developed for enhancing music
perception, there is a lack of robust data on whether haptic
devices can effectively improve music perception for hearing-
impaired listeners. Whilst haptic stimulation has vast potential
to enhance music perception, a significant research program is
required to provide a clear evidence base.

Several critical technologies have been developed in recent
years, which can be exploited in future haptic devices. These allow
faithful haptic signal reproduction, advanced signal processing,
wireless communication between hardware components (such
as smartphones, microphones, and haptic devices), long
battery lives, and rapid prototyping and manufacturing. These
technologies give scope for vast improvements to current
haptic devices for enhancing hearing. In addition, several
key emerging technologies and methods have been identified,
which further expand the potential for haptic enhancement of
music perception. These include cloud computing and cutting-
edge machine-learning approaches. Exploitation of these new
technologies could considerably increase haptic enhancement of
listening and allow a dramatic expansion in access to music and
other media for hearing-impaired listeners.

Another consideration raised in this review is the
interaction between haptic, audio, and visual stimulation. It
was highlighted that significant sound information from music
is accessible through vision, particularly pitch interval size
and direction. Future work should establish whether critical
sound information, such as pitch, provided through haptic,
audio, and visual modalities can be effectively combined to
enhance discrimination. It will also be critical to explore how
providing sound information through non-auditory senses can

alter auditory perception. This could determine whether future
research on haptic enhancement aims to restore conventional
music perception or whether it instead seeks to offer an
alternative way to experience music.

In addition to enhancing music listening, there is significant
potential for haptics to be used for enhancing musical
performance in hearing-impaired individuals. Of particular
interest might be enhancement of vocal performance. CI users
often have considerable difficulties when singing, particularly
in producing the correct pitch (Xu et al., 2009; Mao et al.,
2013). There have been some promising results when providing
pitch information to hearing-impaired listeners through haptic
stimulation to improve singing (Sakajiri et al., 2010, 2013;
Shin et al., 2020; Hopkins et al., 2021). Future work should
establish the effectiveness of the alternative pitch-based haptic
stimulation approach suggested by Fletcher et al. (2020c), which
was shown to provide high-resolution pitch information. These
pitch-based approaches might also be highly effective for speech
rehabilitation. Congenitally deaf individuals often struggle to
acquire and maintain normal speech (Smith, 1975; Gold, 1980),
and those who suffer hearing loss later in life often also experience
a reduction in vocal control, often including greater pitch
variability (Lane and Webster, 1991).

This review has discussed the enormous potential of haptic
stimulation to enhance music listening. It is estimated that
around 1.6 billion people across the world have hearing loss,
with this number expected to increase rapidly (Haile et al.,
2021). Alongside this growth in the number of people who
need support with hearing impairment is a rapid growth in
technologies that could improve and expand this support. The
use of haptic stimulation to enhance listening for those with
hearing impairment offers an opportunity to exploit many of
these recently developed technologies. The time therefore seems
right for a major expansion of research into haptic enhancement
of listening.

If effective and accessible systems are developed, as
well as directly enhancing music enjoyment, they could
substantially improve access to and enjoyment of media
(such as films and documentaries), video games, and social
events, such as weddings. Furthermore, given that music is
an extremely challenging signal because of its complexity,
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progress in this area could have substantial benefits for
enhancing communication and spatial awareness in complex
everyday acoustic environments. Thanks to inexpensive core
technologies, haptic devices could become widely accessible,
including in low- and middle-income countries, and bring
substantial improvements in quality of life for those with
hearing impairment.
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Measuring Distortion-Product
Otoacoustic Emission With a Single
Loudspeaker in the Ear: Stimulus
Design and Signal Processing
Techniques
Wei-Chen Hsiao, Yung-Ching Chen and Yi-Wen Liu*

Department of Electrical Engineering, National Tsing Hua University, Hsinchu, Taiwan

The distortion-product otoacoustic emission (DPOAE) is a backward propagating wave

generated inside the cochlea during the wave amplification process. The DPOAE signal

can be detected rapidly under relatively noisy conditions. In recent years, the earphone

industry demonstrated interest in adopting DPOAE as an add-on feature to make their

product “intelligent” of inner-ear status. However, a technical challenge remains to be

tackled—the loudspeaker in an earphone generates its own cubic distortion at the

same frequency as DPOAE. Unfortunately, the intensity of loudspeaker distortion is

typically comparable to that of the DPOAE, if not higher. In this research, we propose

two strategies, namely compensation and cancellation, to enable DPOAE measurement

with a single loudspeaker. The compensation strategy exploits the part of the growth

function of the loudspeaker distortion which is almost linear, and thus suppresses

the distortion it generates while retaining a larger portion of DPOAE in the residual

signal. The cancellation strategy utilizes a one-dimensional Volterra filter to remove the

cubic distortion from the loudspeaker. Testing on normal-hearing ears shows that the

compensation strategy improved the DPOAE-to-interference ratio by approximately 7

dB, resulting in a cross-correlation of 0.62 between the residual DPOAE level and the true

DPOAE level. Meanwhile, the cancellation strategy directly recovered both the magnitude

and the phase of DPOAE, reducing the magnitude estimation error from 15.5 dB to 3.9

dB in the mean-square sense. These pilot results suggest that the cancellation strategy

may be suitable for further testing with more subjects.

Keywords: hearing, otoacoustic emissions, intermodulation distortion, nonlinear signal processing, Volterra

filtering

1. INTRODUCTION

Otoacoustic emissions (OAEs) are sounds generated in the cochlea that propagate
backward to emit from the ear (1). OAEs can be classified into two types (2)—spontaneous
OAEs (SOAEs) and evoked OAEs. SOAEs occur in the absense of external
stimulus, and evoked OAEs can be regarded as acoustic responses to external
stimulus. Within the family of evoked OAEs, the distortion-product OAE
(DPOAE) is widely used as an objective tool for detecting hearing impairment

147

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://doi.org/10.3389/fdgth.2021.724539
http://crossmark.crossref.org/dialog/?doi=10.3389/fdgth.2021.724539&domain=pdf&date_stamp=2021-09-01
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles
https://creativecommons.org/licenses/by/4.0/
mailto:ywliu@ee.nthu.edu.tw
https://doi.org/10.3389/fdgth.2021.724539
https://www.frontiersin.org/articles/10.3389/fdgth.2021.724539/full


Hsiao et al. DPOAE by a Single Loudspeaker

associated with outer hair cell (OHC) dysfunctions (3, 4). To
measure DPOAE, a pair of primary tones at frequencies f1 < f2
are delivered to an earphone inserted to the ear canal. With
appropriately chosen intensities and frequencies of the primary
tones [e.g., f2/f1 = 1.22, (5)], the most prominent distortion
product would occur at 2f1 − f2 and it can be recorded from
a microphone in the ear canal. Because the primary tones’
excitation patterns mainly overlap near the f2 characteristic place
in the cochlea (6), the sound-pressure level (SPL) of DPOAE at
fDP = 2f1 − f2 represents the cochlea’s ability to process signals
normally at frequency f2. Thus, DPOAE serves as a robust and
non-invasive tool for assessing cochlear functions in a frequency-
specific manner (4). It has been applied clinically for hearing
screening (7, 8), and diagnosis of acute hearing loss (9) and other
kinds of hearing impairment (10, 11).

Typically, a clinical DPOAE probe consists of two
loudspeakers and one microphone; for each ear, the primary
tones at f1 and f2 are separately delivered to the two speakers to
avoid generating intermodulation distortion (IMD) electrically
(12). As a rare exception, a single-speaker configuration was
adopted for measuring vibration caused by DPOAE on insect
tympanal organs (13); however, it was emphasized that one
should avoid over-driving the speaker and thus producing
IMD artifacts (14). In the field of cochlear neurophysiology,
nonetheless, a combination of 5–7 tones with carefully arranged
frequencies could be delivered simultaneously to a single
speaker to elicit auditory-nerve responses (15); in their study,
loudspeaker IMD was not a concern because the neural response
by nature contains strong quadratic-distortion components
which actually facilitate efficient estimation of the cochlear
tuning curve at the auditory-nerve level.

Recently, the two-loudspeaker hardware design has been
adopted by a commercial headphone that promotes at-home
DPOAE measurement as a means of providing personalized
frequency response adjustment (16). The two-speaker design
seems necessary because, even with a high-quality headphone
or earphone, the total harmonic distortion (THD) can reach
3% when driven to its full dynamic range (17). This THD level
is acceptable for listening to music; however, when delivering
two pure tones simultaneously, we found that the distortion
generated by such speakers would significantly interfere with the
DPOAE from the ear since the cubic distortion of the speaker also
occurs at fDP.

Nevertheless, human DPOAE and loudspeaker IMD have
different generation mechanisms even though they may occur at
the same frequency. For example, the DPOAE signal is comprised
of a direct component plus a reflective component (18, 19);
the direct component travels back from the f2 characteristic
place in the cochlea, while the reflective component travels
further to the fDP place and changes direction due to coherent
reflection (20). The two components thus have different latency
in the range of 5–20 ms, which allows them to be separated
via envelope-tracking techniques (21). Also, they may superpose
constructively or destructively depending on their relative phase.
In comparison, the loudspeaker IMD is perhaps elicited nearly
instantaneously, so we expect that its latency and rate of
growth with respect to the primary tone levels L1 and L2

might differ from that of DPOAE. In this research, we seek to
exploit these differences and develop methods for estimation of
DPOAE levels using a single speaker, despite of interference from
loudspeaker IMD.

In particular, we propose stimulus design and signal
processing strategies that handle the interference issues due to
loudspeaker IMD. The first strategy is called compensation and
it involves finding a combination of L1 and L2 such that the
IMD level grows almost linearly with respect to simultaneous
increment in (L1, L2). The second strategy is called cancellation
and it utilizes 3rd-order one-dimensional Volterra filter (22) to
subtract the loudspeaker IMD from the signal. The organization
of the remaining part of this paper follows the standard order of
Methods, Results, Discussion, and Conclusion.

2. METHODS

In this section, we first review the mathematics of IMD generated
by two tones. Typical spectrums of DPOAE and loudspeaker
IMD will be shown so we can examine the similarities and
differences. Then, the compensation strategy and the cancellation
strategy will be described. This section ends with brief
descriptions of the recording equipment and the human subjects
who participated in the testing.

2.1. IMD and Mathematical Notations
Assuming that an acoustic or electrical stimulus, called the input
signal, contains two frequency components f1 and f2, so the signal
can be expressed as follows,

x(t) = A1 cos(2π f1t + φ1)+ A2 cos(2π f2t + φ2), (1)

where A1,A2 and φ1,φ2 denote the amplitude and phase for two
components, respectively. Assume that the stimulus is delivered
to a nonlinear system G so that the response y(t) can be denoted
as y(t) = G

(

x(t)
)

. When G is instantaneous, it can be expanded
by Taylor’s series near the origin; that is,

G(η) = G(0)+

∞
∑

k=1

G(k)(0)

k!
η
k. (2)

By setting η = x(t) and through simple trigonometry, one can
show that

y(t) = Re
[

∑

m

∑

n

Bm,ne
j2π(mf1+nf2)t

]

, (3)

where Bm,n are complex-valued coefficients, and m and n sum
over all integers such thatmf1+nf2 > 0. The components Bm,0 or
B0,n are referred to as harmonics; the additional components Bm,n

when m and n are both nonzero are called the intermodulation
products and they can be classified by their order |m| + |n|. In
the context of DPOAE measurement with a single loudspeaker,
y(t) thus contains not only the primary frequencies f1 and f2
but also higher-order components at mf1 + nf2. Empirically,
the 3rd-order intermodulation products B2,−1 and B−1,2 are
most prominent from a loudspeaker (see Figure 1A), and a few
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FIGURE 1 | Spectrums of modulation distortion produced by a single speaker (A) vs. true DPOAE obtained with a two-speaker probe (B). The primary frequencies

are f1 = 1, 000 Hz and f2 = 1, 200Hz.

other components such as B3,−2, B−2,3 can also be identified
above the noise floor. In comparison, from the DPOAE spectrum
(measured by the conventional two-speaker approach), the B−1,2

component corresponding to frequency 2f2 − f1 usually cannot
be detected (see Figure 1B). The reason is because, even though
the intermodulation product at 2f2 − f1 is generated due to OHC
nonlinearity near the f2 place, it is prohibited from backward
propagation along the basilar membrane (23).

By inspecting Figure 1, note that the loudspeaker components
occurring at 2f1 − f2 has the same frequency as DPOAE. This
3rd-order component from the loudspeaker is referred to as
IMD3 hereafter, and we shall investigate how to estimate DPOAE
regardless of the presence of IMD3.

2.2. The Compensation Strategy
The DPOAE level, denoted as LDP, depends systematically on
parameters (L1, L2, f1, f2). The relation LDP = LDP(L1, L2, f1, f2)
was comprehensively measured from a cohort of 20 normal-
hearing human subjects (24) with a purpose to recommend the

optimal choice of L1 = L
opt
1 that maximizes LDP given L2.

When L1 increases beyond L
opt
1 , LDP starts to decrease due to

two-tone suppression (25). The same phenomenon has also been
reproduced in silico by simulation of cochlear mechanics (23). In
this section, we report on how differently the IMD3 level depends
on the parameters, and hence devise a way to suppress IMD3 by
considering two sets of primary-tone level (L1, L2) jointly.

2.2.1. Growth Function of IMD3
In contrast to cochlear mechanics, the loudspeaker nonlinearity
does not demonstrate two-tone suppression; for instance,
Figure 2 shows IMD3 level as a function of (L1, L2) with f1 =

1, 000 Hz and several different ratios f2/f1. The results were

obtained by delivering the primary tones to one of the two
loudspeakers of a DPOAE probe (see section 2.4 for details) and
measuring the response inside a syringe of approximately 2.0 cc.

For any fixed L2, as L1 increases, we do not find a clear L
opt
1

beyond which LIMD3 starts to decrease, and this is quite unlike
what was observed in human subjects with the most commonly
used frequency ratio f2/f1 ≈ 1.2 (24, Figure 1).

The contour plot of IMD3 also differs from that of human
DPOAE in the rate of growth with respect to L1 and L2. In
particular, when L1 and L2 increases proportionately as they
move toward the top-right corner of the plot along the straight
lines L1 = L2 + 10 or L1 = L2, the rate of growth of LIMD3

with respect to L2 seems to be close to 1.0 dB/dB for a wide range
of L2 and across different f2/f1 ratio (see the “growth functions”
in Figure 3). The slope of these growth functions are shown
in Figure 4, and the path L1 = L2 happens to have the slope
that is closest to 1.0 dB/dB across different primary-frequency
ratios. In comparison, the average human DPOAE growth rate
when L1 = L2 falls in the range of 0.3 − 0.5 if f2/f1 ≈ 1.2
(24, Figure 1). By exploiting this difference between the growth
function of loudspeaker IMD3 and human DPOAE, we present a
method that suppresses the IMD3 level while partially retaining
the DPOAE.

2.2.2. Signal Acquisition Protocol
To leverage the part of IMD3 growth function that is almost
linear (i.e., 1 dB/dB slope), we can devise the following
performance metric,

J =

∣

∣βGDP(P1, P2)− GDP(βP1,βP2)
∣

∣

∣

∣βGIMD3(P1, P2)− GIMD3(βP1,βP2)
∣

∣

, (4)
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FIGURE 2 | The equal-level contour plots of IMD3 as a function of (L1, L2). The thick line marks LIMD3 =0 dB SPL, and other lines are in 4-dB steps. The IMD3 level

were obtained by varying L1 from 30 to 70 dB SPL and L2 from 20 to 64 dB SPL in 2 dB steps. For each combination of (L1, L2), the stimulus lasted for 1.0 s with a

2.5-ms raised cosine ramp for the rising and falling edges. The stimulation was repeated five times and the average IMD3 level is shown. The solid line and the dashed

line represent L1 = L2 and L1 = L2 + 10 (dB), respectively.

where (P1, P2) denotes primary-tone sound pressure in Pa, β > 1
denotes a scaling factor, and GIMD3 and GDP denote the sound
pressure of IMD3 and DPOAE in Pa, respectively. Conceptually,
the goal of the compensation strategy is to choose (P1, P2) and β

such that J is maximized. However, since the numerator (referred
to as DPOAE residual) would vary among individuals, we seek
to minimize the denominator in J, referred to as the IMD3
residual. Based on the results shown in Figure 4, we selected
L1 = L2 (i.e., P1 = P2) for the remaining parts of this paper.
As implied by Figure 3, choosing L1 anywhere between 45 dB
to 65 dB SPL should work well in reducing the IMD3 residual
since GIMD3(βP1,βP2) ≈ βGIMD3(P1, P2). In contrast, we expect
a larger proportion of DPOAE would remain in the DPOAE
residual because the rate of growth against (P1, P2) is sub-linear
(i.e., < 1 dB/dB).

Based on the above-mentioned concept, we propose the
following signal acquisition protocol.

• Step 1: Calibrate the stimulus levels A1 and A2 in Equation (1)
such that P1 = P2 in the ear canal.

• Step 2: Transform the recorded signal to the frequency
domain, and calculate the magnitude at 2f1 − f2, which is
the vector sum of IMD3 and DPOAE. Denote the result
as Y(P1, P2).

• Step 3: Repeat Step 2 with increased primary-tone levels βP1
and βP2. Denote the result as Y(βP1,βP2).

• Step 4: Calculate the magnitude of residual at 2f1 − f2, defined
as |βY(P1, P2)− Y(βP1,βP2)|.

To summarize, the goal of the signal acquisition
protocol is to keep a large portion of DPOAE in the
residual while maximally suppressing IMD3 at the
same time.

2.3. The Cancellation Strategy
To describe the cancellation strategy, since digital adaptive
filtering techniques are involved, we change the time variable
from t to the integer index n (not to be confused with the
index n in Equation 3). We follow a standard digital signal
processing notation in defining y[n] = y(nT) (26), where y(t)
is a continuous-time signal, T denotes the sampling period, and
y[n] denotes the result after sampling in time.

The idea behind this strategy is to cancel IMD3
instantaneously. To achieve this goal, we utilize two techniques,
namely a phase-controlled exponential swept-sine chirp and
the one-dimensional Volterra filters (ODVFs), to adjust the
input signal before sending it to the speaker. The workflow
is shown in Figure 5 where H(ω) denotes a frequency
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FIGURE 3 | The growth function of the IMD3 level with respect to L2, as L1 and L2 increase proportionately.

response measured by the phase-controlled exponential
swept-sine chirp (to be described in section 2.3.1), and the
normalization factor ensures that the input to ODVF is limited
to the range [−1, 1]. The input signal which contains two
pure tones for DPOAE measurement is first transformed
from time domain to frequency domain through DFT, then
transformed back to time domain after multiplying with the
frequency response of the single speaker H(ω). The filter
coefficients of ODVF are meant to be obtained offline by
adaptive LMS algorithm (to be described in section 2.3.2);
when applied online, the ODVF filter coefficients are
fixed. Subsequently, the multiplication by H−1(ω) is to
compensate the gain and phase change due to multiplication
by H(ω). This workflow produces an adjusted input signal
to be delivered to the single speaker for the purpose of
measuring DPOAE.

The rationale of this design is to artificially generate
intermodulation distortions by the ODVF filter but with an
inverted polarity, so they can cancel the real intermodulation
distortion generated by the loudspeaker. We shall see in
section 2.3.2 that the ODVF is trained off-line to emulate the
situation of using two separate loudspeakers.

2.3.1. Linear System Estimation by Phase Controlled

Exponential Swept-Sine Chirp
A phase-controlled exponential swept-sine chirp (27) is used to
obtain the linear coupling response from the loudspeaker to the
microphone. This chirp exhibits an instantaneous frequency that
increases exponentially with time as follows,

s[n] = A sin

(

πL

2Q ln(2Q)

(

2
Q
N

)n
)

, (5)

whereA is the amplitude of the sine wave,Q is an integer number
of octaves, L is the ideal chirp length, and N is the real chirp
length which is L rounded to the nearest integer. We also need
an inverse chirp to convolve with, which can be expressed as

s−1[n] =
Q ln 2

A2(1− 2−Q)
· s[N − n]

(

2
Q
N

)−n
. (6)

The result of convolving s[n] and s−1[n] is approximately a Dirac
delta impulse, and the gain is 0 dB for all frequencies.

We set the chirp’s frequency to glide from 47 to 24, 000 Hz
and the chirp length was 10.5 s. Then, we delivered the chirp to
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FIGURE 4 | The slope of the growth functions of the IMD3 shown in Figure 3

with various primary-frequency ratios and primary-level differences.

drive the single speaker and recorded the sound simultaneously.
Subsequently, the recorded signal was convolved with the
inverse chirp (Equation 6) to obtain the impulse response h[n]
that characterizes the linear coupling from the speaker to the
microphone. The Fourier transform of h[n] is denoted as H(ω)
in Figure 5.

2.3.2. IMD3 Cancellation by One-Dimensional

Volterra Filtering
Since the intermodulation is due to loudspeaker nonlinearity,
the behavior of its inverse system can ideally be characterized
by Volterra series expansion (28). However, the full-scale
Volterra series expansion requires estimate of multi-variate
kernel functions which may be computationally impractical to
implement and its estimation might be slow in convergence.
In this research, we adopted a simplified version called one-
dimensional Volterra filters (ODVF) (22) — assume that the
inverse system can be modeled as follows,

y[n] =

M1−1
∑

i=0

h1[i]x[n− i]+

M2−1
∑

i=0

h2[i](x[n− i])2 + · · ·

+

Mp−1
∑

i=0

hp[i](x[n− i])p + · · · (7)

where x[n] and y[n] denote the input and output of the inverse
system, respectively, hp[i] denotes the pth-order kernel of ODVF,
and Mp is the length of the pth-order kernel. Since this research
focuses on canceling a cubic distortion, a partial ODVF retaining
only the 1st-order and 3rd-order kernels was used; that is,

y[n] ≈

M1−1
∑

i=0

h1[i]x[n− i]+

M3−1
∑

i=0

h3[i](x[n− i])3. (8)

The filter coefficients could be obtained by the adaptive least
mean square (LMS) method (29). The LMS method involves
updating the filter coefficients constantly as the time index n

proceeds. First, denote the filter coefficients in the following
vector form,

h1,n = (h1[0], h1[1], . . . , h1[M1 − 1])T ∈ R
M1 ,

and similarly,

h3,n = (h3[0], h3[1], . . . , h3[M3 − 1])T ∈ R
M3 .

Note that the subscript n indicates that both vectors are updated
as n increases. Then, an approximation error signal can be
defined as follows,

e[n] = d[n]− y[n] ≈ d[n]− hT1,nx[n]− hT3,nx3[n], (9)

where d[n] is a desired signal to be defined shortly, and vectors
x[n] and x3[n] are defined as follows,

x[n] = (x[n], x[n− 1], . . . , x[n−M1 + 1])T ∈ R
M1

and

x3[n] =
(

(x[n])3, (x[n− 1])3, . . . , (x[n−M3 + 1])3
)T

∈ R
M3 .

Finally, the update equations are given as follows,

h1,n+1 = h1,n + αe[n]x[n], (10)

and similarly,

h3,n+1 = h3,n + αe[n]x3[n], (11)

where α = 6 × 10−3 denotes a stepsize that was
chosen empirically.

Figure 6 shows how the ODVF coefficients were obtained in
this research. The stimulus s[n] contained two primary tones,
and we set d[n], the desired signal, to be the signal recorded by
sending the two tones to separate speakers of a reliable reference
probe, so d[n] was free of IMD. Meanwhile, the input x[n] to
the ODVF was the signal recorded by using one single speaker
while y[n] denotes the output of the ODVF. Here, we emphasize
that the adaptive procedure was performed offline just for one
time, and it was not necessary to repeat the procedure when
measuring DPOAE from individual ears. In practice, we first
recorded x[n] and d[n] separately in the same 2-cc syringe with
the same stimulus s[n]. Then, the filter coefficients h1,0 were
initialized at 1 and h3,0 were initialized at 0, and we computed the
updates iteratively according to Equations (9–11). After the filter
coefficients converged, we could expect that the variance of e[n]
would be minimized and y[n] should approximate d[n], which is
a cubic distortion-free signal, in a stochastic sense.

In practice, we found that the 1st-order kernel h1[n]
tended to converge to a band-pass filter around the primary-
tone frequencies which simply rejected all the intermodulation
components linearly. This caused the “training” of h3,n to fail.
Therefore, we set the 1st-order kernel length M1 to 1 to ensure
that h3[n] learns to cancel the cubic distortion.
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FIGURE 5 | Block diagram of the IMD3 cancellation method. DFT, discrete Fourier transform; IDFT, inverse DFT; ODVF, one-dimensional Volterra filter. H(ω) represents

the linear coupling from the speaker to the microphone, which was measured offline by a sweep-sine chirp method described in section 2.3.1.

FIGURE 6 | Block diagram for computing the ODVF coefficients.

2.4. Equipment
All recordings were collected using a Python script that controls
the ER-10C DPOAE probe-microphone (Etymotic Research)
system via a 24-bit soundcard (Fireface UFX II, RME). The
sampling frequency was set to 48 kHz. All recordings were done
in a sound-proof room with the noise floor of approximately
19-21 dB SPL (30).

2.5. Human Subjects
Twelve subjects between age 22 and 32 participated in the
research, including 8 males and 4 females. The compensation
strategy was tested on the data from 5 of the subjects, while
the cancellation strategy was tested on the data from 7 subjects.
All the subjects did not have ear infection or report any
hearing problems at the time of experiment. The recruitment of
human subjects was approved by the IRB of National Tsing Hua
University (No. 10912HE101).

3. RESULTS

Here we report the efficacy of applying the compensation and
cancellation strategies.

3.1. The Compensation Strategy
We first tested the signal acquisition protocol in a 2-cc syringe.
The parameters being tested were β = 1.5, 2.0 or 3.0, and P1 =

P2 = 6.3, 11.3, and 20.0 mPa, which correspond to 50, 55, and 60
dB SPL, respectively. The primary frequencies were f1 = 1, 000

TABLE 1 | The suppression index K for different combination of parameters.

L1 = L2 (dB SPL)

50 55 60

β = 1.5 21.7 21.9 22.2

β = 2.0 16.2 15.9 16.5

β = 3.0 12.0 13.1 12.4

and f2 = 1, 200 Hz. We quantify the performance of IMD3
suppression by the following index,

K = 20 log10

∣

∣

∣

∣

GIMD3(P1, P2)

βGIMD3(P1, P2)− GIMD3(βP1,βP2)

∣

∣

∣

∣

. (12)

Here, K is just the IMD3 to IMD3 residual ratio in dB scale.
The values K for different combinations of β and L1 are listed

in Table 1. Note that K is quite insensitive to change in L1, while
β = 1.5 gives the highest K. Therefore, β = 1.5 was chosen for
testing in the ear. Also, L1 = L2 = 60 dB SPL was selected in
order to maximize DPOAE and its residual.

DPOAEs residuals were recorded from five subjects for
their left and right ears using the compensation strategy. Two
protocols were considered. The first one is called the “stereo”
protocol which uses separate speakers to obtain the ground
truth of DPOAE and the residual thereof after applying the
compensation strategy. The second is called “mono” protocol
and it uses a single speaker mentioned in section 2.2.2 to obtain
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FIGURE 7 | The residual level vs. the true DPOAE level with stereo and mono

protocols, respectively. The dashed lines are least-square fits to the data.

the DPOAE residual subject to the IMD3 interference. The
residual obtained with the stereo protocol should be regarded
as a performance upper-bound for the compensation strategy
since the IMD3 component is negligible when both speakers are
used. We then study the correlation between the residual level
obtained by both protocols and the true DPOAE level to evaluate
the effectiveness of the compensation strategy.

The results of mono vs. stereo protocols are plotted in
Figure 7. The x-axis is the true DPOAE level obtained with two
speakers, and the y-axis represents the DPOAE residual levels
obtained with the two protocols. The dashed lines show the
results of linear regression. For the stereo protocol, the regression
line is y = 0.77x − 12.46, and for the mono protocol, the
regression line is y = 0.38x − 7.76. By using the stereo protocol,
the correlation between DPOAE residual and true DPOAE
level, both in dB SPL, equals to 0.86 with a high significance
(p < 0.001). However, the DPOAE residual levels were 15 dB
lower than the real DPOAE levels in average. This indicates
that the DPOAE was suppressed by about 80% after applying
the compensation strategy. Note that, nevertheless, the IMD3
component was suppressed by 22 dB under the same settings
(see Table 1). Thus, we can say that the compensation strategy
improved the DPOAE to IMD3 ratio by 7 dB in average. By
using the mono protocol, the correlation between the residual
and the true DPOAE level is lowered to 0.62. Nevertheless, with a
p < 0.01, the correlation is deemed significant for this particular
set of data, in the sense that the null hypothesis (no correlation)
is rejected.

3.2. The Cancellation Strategy
We obtained different sets of ODVF coefficients at f1 = 1,000,
1,200, 1,500, and 2,000 Hz, respectively, while f2/f1 = 1.2 was
fixed. The amplitude of both tones was set to 20 mPa (60 dBSPL),
and the recordings ran for 10.5 s with 2.5 ms raised cosine ramp
for the rising and falling edges of the stimulation. Empirically,
the recording time was sufficiently long to ensure convergence

of the filter coefficients. Figure 8 shows the resulting 3rd-order
filter coefficients h3[n] for f1 = 1,000 and 2,000 Hz, respectively.
These h3[n] coefficients were subsequently used for validating the
proposed cancellation strategy depicted in Figure 5.

Following the workflow described in Figure 5, we first tested
the adjusted input signal in the 2-cc syringe. The results are
shown in Figure 9. Figure 9A is the signal recorded by using a
single speaker to play two primary tones. Therefore, the spectrum
contains intermodulation distortion. Figure 9B is the signal
recorded by using separated speakers and it therefore does not
contain intermodulation distortion, and Figure 9C is the signal
by using the adjusted input signal produced by the workflow
of Figure 5. The black dots represent the magnitude of primary
tones f1 and f2, the red dot represents themagnitude of the IMD3.
All the three recordings ran for 2.5 s with 2.5 ms raised cosine
ramp for the rising as well as falling edges of the stimulation. The
result shows that IMD3 is largely reduced to submerge below the
noise floor. Note that the 2f2 − f1 component at 1400 Hz is also
suppressed, though not as perfectly as at 2f1 − f2. The fifth-order
distortions at 600 and 1600 Hz remain unchanged.

Then we applied the same recording procedure in human ears.
Figures 10, 11 show some typical results. Figure 10A contains
DPOAE interfered with the original IMD3, Figure 10B shows the
ideal signal recorded by using separate speakers for the primary
tones, and the results are regarded as the true DPOAE signal to
compare against. Figure 10C is the signal recorded by using the
adjusted input signal described in Figure 5; the signal contains
DPOAE interfered with the remaining IMD3.

We also extended the experiments to f1 = 1, 200, 1, 500, and
2, 000 Hz while f2/f1 = 1.2. The results without (Figures 12A,C)
and with (Figures 12B,D) the IMD3 cancellation strategy are
shown in Figure 12. In Figures 12A,B, the horizontal axis is the
true DPOAE level, and the vertical axis is the magnitude at fDP.
In Figures 12C,D, the horizontal axis is the true DPOAE phase,
and the vertical axis is the phase measured at fDP. The linear
regression lines are also shown for visualization.

Without applying IMD3 cancellation strategy, the regression
lines of the magnitude and the phase are y = 0.12x + 19.87 and
y = 1.03x − 0.25, respectively, and the root mean square errors
(RMSE) are 15.52 dB and 1.50 rad, respectively. After applying
IMD3 cancellation strategy, the regression lines of the magnitude
and the phase become y = 0.76x + 2.64 and y = 1.02x − 0.06,
respectively, and the RMSE are reduced to 3.88 dB and 0.76
rad, respectively.

After applying the IMD3 cancellation strategy, we calculated
the correlation between the estimated and the true DPOAE
sound pressure levels, and the correlation between the estimated
and the true DPOAE phase, respectively. Subsequently, we ran
the Wald test with t-distribution to evaluate the significance
of correlation. The correlation between the estimated and
true DPOAE levels equals to 0.81 with a high significance
(p < 0.001); also, the correlation between the estimated
and the true DPOAE phase equals to 0.93 with a high
significance (p < 0.001).

In contrast, without applying the IMD3 cancellation strategy,
the correlation between the measured DPOAE and the true
DPOAE sound pressure levels equals to 0.25 with a low

Frontiers in Digital Health | www.frontiersin.org 8 September 2021 | Volume 3 | Article 724539154

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Hsiao et al. DPOAE by a Single Loudspeaker

FIGURE 8 | The 3rd-order filter coefficients h3[n] under (A) f1 = 1, 000 Hz and (B) f1 = 2, 000 Hz. The length of the filter was set to 300, which corresponds to 6.25

ms at 48 kHz sampling rate.

FIGURE 9 | Effectiveness of ODVF in canceling IMD3 in a syringe, visualized in the frequency domain. (A) The signal recorded by using a single speaker. (B) The

signal recorded by using two speakers. (C) The signal recorded by using the adjusted input signal in Figure 5.

significance (p = 0.057). Although the phase estimation error
is higher without applying the cancellation strategy, the cross-
correlation between the measured and the true DPOAE phase
was still high (0.80) and significant (p < 0.001).

The number of data points turns out to be 55. We recruited 7
subjects, test both ears at 4 frequencies, resulting in 56 DPOAE
magnitudes and phases. However, the DPOAE level of one of the
ears was below the noise floor when f1 = 1, 000 Hz. So that single
point of data was abandoned.

4. DISCUSSION

As true wireless, noise-cancellation earphones are gaining
popularity in recent years, the ear canal also becomes an

over-booked space for various body sensors to enter and make
the earphone intelligent (31, 32). Since active noise-cancellation
earphones are indeed equipped an internal microphone1, there
is no reason why the microphone cannot measure DPOAE.
The main factor that hinders such application might be the
interference due to loudspeaker IMD. As much as we are aware
of, consumer earphones are not typically designed to have two
speakers in one ear2, so sending the primary tones to separate
speakers would not be a choice. In this research, we demonstrated

1For example AirPods Pro and AirPods Max Active Noise Cancellation and

Transparency mode, https://support.apple.com/en-us/HT210643.
2For example “Qualcomm QCC3056 is an ultra-low power, single-chip solution,

optimized for use in truly wireless earbuds and hearables.” The chip features mono

audio playback. https://www.qualcomm.com/products/qcc3056.
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FIGURE 10 | An example of DPOAE estimation by the cancellation strategy when f1 is 1,000 Hz, viewed in the frequency domain. (A) The signal recorded by using a

single speaker. (B) The desired signal recorded by using two speakers. (C) The signal recorded by using adjusted input signal in Figure 5.

FIGURE 11 | Similar to Figure 10, but with f1 = 2,000 Hz.

that “wrongly” using one single loudspeaker to play the f1 and
f2 tones may still work as long as we can cancel the IMD3
it generates. Hence, we hope that this research can serve as a
feasibility study for the earphone industry to promote DPOAE
as a service to consumers of active noise cancellation earphones.
We envision that making DPOAE available at home could also
enrich any remote hearing care program in the future.

Among the two proposed strategies, cancellation outperforms
compensation in producing a more accurate prediction of the
true DPOAE level. On one hand, the cancellation strategy
achieves a higher cross-correlation to the true DPOAE level
(0.81) than the compensation strategy (0.62); one the other hand,
it also provides a direct estimate of the DPOAE magnitude and
phase, instead of just a residual. It remains to be seen in the

future whether similar results would be obtained with a larger
sample size.

The usage of Volterra filters also brings up many research
questions. For instance, Figure 8 shows that the 3rd-order
function h3[n] are different for different choices of (f1, f2).
Presently, we are uncertain whether (a) this is a limitation due
to omitting all the off-diagonal elements of the Volterra filter to
make it one-dimensional, or (b) is it possible to apply certain
transformation akin to pre-whitening so the adaptive system
eventually “learns” a universal ODVF for canceling all the cubic
distortions given any input signal. Apparently, there is still much
room to explore on this topic.

Meanwhile, as much as the compensation strategy is
concerned, it is surprising that we found a large region on the
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FIGURE 12 | Comparison of DPOAE data without and with the IMD3 cancellation strategy. (A) The sound pressure level without applying the IMD3 cancellation

strategy; (B) the sound pressure level after applying the IMD3 cancellation strategy; (C) the phase without, and (D) the phase with the IMD3 cancellation strategy. In

each plot, the dashed line shows the result of linear regression.

(L1, L2) plane where the IMD3 level grows quasi-linearlywhen L1
and L2 increase proportionately. In practice, it may be interesting
to see if a similar property can be observed in other DPOAE
probes or consumer earphones. We speculate that the quasi-
linear growth is an epiphenomenon because cubic distortion is
by nature a third-order component. Under the light of Taylor
expansion in Equation (2), we can expect IMD3 to demonstrate
a 3 dB/dB growth when the stimulus is at low intensity—and
so does DPOAE (23). As the intensity of η increases, higher
order terms G(k)(0)ηk/k! begin affecting the growth function.
In particular, all the odd-order terms should jointly reduce
the slope of growth of B2,−1 and account for its saturation (it
is straightforward to show that the even-order terms do not

contribute to B2,−1). So the fact that we observe nearly 1 dB/dB
growth at the working range of (L1, L2) may just be a coincidence.

Some other techniques might be worth consideration for
estimating the DPOAE level under IMD3 interference. As
mentioned in section 1, DPOAE itself has two components —
the direct one and the reflection. Based on the difference in
latency, Vetes̆ník et al. (21) designed short pips to elicit DPOAE
and applied envelope tracking techniques to separate the two
components. If the loudspeaker distortion is generated within
a shorter time before DPOAE emerges, one might be able to
identify an early peak by tracking the instantaneous amplitude
at the 2f1 − f2 frequency. Thus, the loudspeaker IMD3 and
DPOAE might be separated in the time domain. This may
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require careful re-thinking of the stimulus design and is left for
future exploration.

5. CONCLUSIONS

We proposed two strategies to estimate the DPOAE level subject
to interference from the loudspeaker IMD3. The compensation
strategy was designed to suppress IMD3 based on its quasi-
linear growth with respect to primary-tone levels, in contrast
to DPOAE’s sub-linear growth. Results show that, although the
DPOAE level was also suppressed by 80%, the residual level
correlates to the true DPOAE level. The cancellation strategy
adjusted the input signal nonlinearly to emulate distortion-
free stimulation. It thus recovered both the DPOAE magnitude
and phase directly. Overall, this research suggests that it
might be feasible to use a single-loudspeaker probe to measure
DPOAE. Testing with a larger sample of human subjects as
well as various types of earphones shall ensue to evaluate
whether commercial noise-cancellation earphones could be
utilized to allow sufficiently accurate DPOAE measurement
at home.
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While the assessment of hearing aid use has traditionally relied on subjective self-reported

measures, smartphone-connected hearing aids enable objective data logging from a

large number of users. Objective data logging allows to overcome the inaccuracy of

self-reported measures. Moreover, data logging enables assessing hearing aid use with

a greater temporal resolution and longitudinally, making it possible to investigate hourly

patterns of use and to account for the day-to-day variability. This study aims to explore

patterns of hearing aid use throughout the day and assess whether clusters of users with

similar use patterns can be identified. We did so by analyzing objective hearing aid use

data logged from 15,905 real-world users over a 4-month period. Firstly, we investigated

the daily amount of hearing aid use and its within-user and between-user variability.

We found that users, on average, used the hearing aids for 10.01 h/day, exhibiting

a substantial between-user (SD = 2.76 h) and within-user (SD = 3.88 h) variability.

Secondly, we examined hearing aid use hourly patterns by clustering 453,612 logged

days into typical days of hearing aid use. We identified three typical days of hearing aid

use: full day (44% of days), afternoon (27%), and sporadic evening (26%) day of hearing

aid use. Thirdly, we explored the usage patterns of the hearing aid users by clustering

the users based on the proportion of time spent in each of the typical days of hearing

aid use. We found three distinct user groups, each characterized by a predominant (i.e.,

experienced ∼60% of the time) typical day of hearing aid use. Notably, the largest user

group (49%) of users predominantly had full days of hearing aid use. Finally, we validated

the user clustering by training a supervised classification ensemble to predict the cluster

to which each user belonged. The high accuracy achieved by the supervised classifier

ensemble (∼86%) indicated valid user clustering and showed that such a classifier can

be successfully used to group new hearing aid users in the future. This study provides a

deeper insight into the adoption of hearing care treatments and paves the way for more

personalized solutions.

Keywords: data logging, user clustering, ensemble classification, hearing aid use amount, hearing aid use

patterns, hearing aids, personalization
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INTRODUCTION

It is estimated that, globally, 430 million people have disabling
hearing loss, i.e., a hearing loss greater than 35 decibels (dB) in
the better hearing ear (1). By 2050 over 700 million people are
expected to have disabling hearing loss (1). Untreated hearing
loss has repercussions at an individual level. It is associated with
poorer cognitive and psychological status, resulting in increased
risk of depression, dementia, falls, and quality of life (2–4).
Hearing loss negatively impacts education, employment, and
household income (1, 5). Additionally, untreated hearing loss has
a negative impact on society and the economy. Older adults with
untreated hearing loss experience higher health care costs and
utilization patterns compared with adults without hearing loss
(4). The World Health Organization (1) estimates that untreated
hearing loss poses an annual global cost of US$ 980 billion,
including health sector costs, costs of educational support, loss
of productivity, and societal costs.

The adoption of hearing aids (HAs) has been shown to have
a positive impact on the quality of life of users (6, 7) and to
mitigate the effect on their household income (5). The success
of HA provision as a treatment for hearing loss depends on
the fact that the patient is provided with a favorable change
in their condition, but also on the patient compliance with the
intervention program (8). Perez and Edmonds (8) conducted
a systematic review to identify and evaluate how studies have
measured and reported the use of HAs in older adults. A limited
number of studies (5 out of 64) were found to assess HA use
based on objective measures, such as data logging and battery
consumption. Most of the studies assessed HA use through
self-reported measures, such as standardized questionnaires,
custom questionnaires, interviews, and diaries. However, self-
reported measures have been shown to diverge from objective
measures, leading to inaccurate and overreported HA use (9–12).
In addition to avoiding such recall bias, objective data logging
enables measuring HA use with a greater temporal resolution and
longitudinally (13). The widespread adoption of smartphones
among older adults (14) and the introduction of smartphone-
connected hearing aids make it possible to objectively assess the
HA use of a larger number of users than ever before (15).

When evaluating HA usage, the amount of HA use time is
commonly regarded as an indicator of treatment success (16) and
frequently investigated (9, 12, 17–19). Although the amount of
HA use time generally correlates with HA satisfaction (20), this
metric might not provide a complete picture. Indeed, frequent
use does not necessarily equate with benefit (21). A previous
study found that some HA users reported low HA use time and
high HA satisfaction, while other users reported high HA use
time and low HA satisfaction (22). Furthermore, HA use time
provides information about how much the HA has been used
during the day, but it is not informative of when and how the
HA has been used. For instance, two users might exhibit the same
amount of use time (e.g., 8 h), but use the HAs at different times
of the day (e.g., from 8:00 to 16:00 and from 15:00 to 23:00) or in
different ways (e.g., on-off usage or continuous usage). For these
reasons, in addition to the amount of HA use time, other patterns
of HA use should be analyzed (11). However, methods possessing

low temporal resolution (e.g., self-reports or accumulated use
time across a day or a week) do not account for the hourly
and daily variability in HA use. Smartphone-connected HAs
enable continuous data logging, thereby making it possible to
assess the hourly HA use and more accurately identify recurrent
use patterns.

Additionally, the HA industry is currently predominantly
accommodating for the average user (23). However, the amount
of HA use varies widely among HA users (9, 19, 24). Similarly,
the pattern of HA use has been reported to vary among HA
users. Laplante-Lévesque et al. (11) clustered 171 HA owners,
showing that 57% had, on average, a continuous HA use during
the day, while 43% had an on-off HA use. A qualitative study (16)
reported that optimal HA use depends on the individual needs of
the HA owners and does not necessarily correspond to wearing
the HAs most of the time. Some HA users reported that they
do not depend on their HAs and that they experience situations
which they can successfully attend without HAs. Therefore, it is
of interest to objectively measure and investigate the HA use of
a large number of HA owners, in order to identify and quantify
different types of users based on their HA use patterns. This
potentially enables gaining deeper insight into the adoption of
hearing care treatments and paves the way for more personalized
solutions (25).

Finally, when comparing users based on their HA use, the
average individual use is usually considered. This means that the
within-user variability in HA use is often disregarded (11, 19, 24).
However, HA users might exhibit different HA use patterns from
one day to another and two HA users with the same average use
might behave differently. For instance, two users might exhibit
the same average amount of use time throughout the logged days
(e.g., 8 h), but one might use the HA constantly (e.g., 8 h each
day) while the othermight exhibit more variation among the days
(e.g., alternating days with 2 and 14 h of use). Therefore, when
comparing users based onHA use, it is desirable to adopt a metric
that goes beyond the average use per user and that considers the
within-user variability.

In this study, we analyze the objective HA use data logged
from 15,905 real-world users over a 4-month period. Firstly, we
investigate the daily amount of HA use and its within-user and
between-user variability. Secondly, we examine HA use hourly
patterns by clustering the 453,612 logged days to identify typical
days of HA use. Thirdly, we explore the usage patterns of the HA
users and investigate whether we can cluster the users based on
how they used the HAs during the logged days.When performing
the user clustering, instead of representing each user by her
average HA use pattern, we consider the proportion of time spent
in each of the typical days of HA use. Finally, we validate the HA
user clustering by training a supervised classifier to predict the
cluster to which each user belongs.

MATERIALS AND METHODS

Participants and Apparatus
This study used data from a large-scale internal database,
which logs the HA use of HA owners who have signed
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up for the HearingFitnessTM feature (25) via the Oticon
ONTM smartphone app. The participants were the users of
Oticon OpnTM hearing aids who used the HearingFitnessTM

feature for at least 10 days in the period between June and
September 2020.

Data and Data Pre-processing
When the HAs are connected to the smartphone, the
HearingFitnessTM feature logs timestamped data about the
HA use every 10min. Based on HA use time (i.e., inferred from
time counters embedded in the HAs) and connection status, an
estimate of hourly HA use (measured in min/h) is computed.
For binaural HA users, if the HA use amount was different
between the right and left ear, this study selected the larger
value, as done by Laplante-Lévesque et al. (11) and Walker et
al. (27). If temporary disconnections occur, replacements for
the missing data are injected by analyzing the time counters
embedded in the HAs. When the disconnected use is full-time
use (e.g., 120min of use during 2 h of disconnection), the HA
use during disconnection is simply assigned to the hours of
disconnection. When the disconnected use is on-off use (i.e.,
not full-time use), the minutes of use are evenly distributed
among the hours of disconnection (e.g., 60min of use during 2 h
of disconnection result in 30 min/h use for 2 h). The raw data
set comprised 1,160,520 days of HA use from 32,216 users. In
order to preserve representative patterns of HA use throughout
the day, days with on-off use during temporary disconnections
longer than 2 h were removed. Additionally, 12,876 days with
more than 60 min/h were removed. This is likely a consequence
of use time estimation when disconnections occur. Moreover,
since this study focuses on analyzing HA use, only days with
at least 60min of HA use were included. Furthermore, only
data related to HA use between 6:00 and 23:59 were included.
Finally, to ensure that users’ behavior was inferred from a
representative sample of days, only users with at least 10 days
of HA use were included. The cleaned data set comprised
453,612 days of HA use from 15,905 users (28.5 days per user
on average).

Data Analysis
Figure 1 provides an overview of the flow of the data analysis we
performed, presenting the main steps undertaken. More details
on each step are provided below.

Exploring the Amount of Hearing Aid Use

We explored the amount of HA use (measured in hours/day),
by computing summary statistics of the 453,612 logged days
(mean, SD) and of the amount of HA use for each user
(mean, between-user SD, quartiles). Furthermore, we analyzed
the within-user daily variability (SD) in HA use amount.
Independent sample t-tests were performed to compare the
within-user SD of medium users (i.e., users with average
HA use amount between Q1 and Q3) with that of light
and heavy users (i.e., users with average HA use amount,
respectively, below Q1 and above Q3). Cohen’s d was computed
to assess the magnitude of the differences (45). A polynomial
linear regression was fitted to model the relationship between

average amount of HA use per user (x) and within-user
SD (y).

Clustering Days of Hearing Aid Use

We examined patterns of HA use by clustering the 453,612 logged
days into typical days of HA use. The input data consisted of a
453, 612 × 18 matrix

Ar×c = A453612×18 =







a11 · · · a1c
...

. . .
...

ar1 · · · arc







=
(

aij
)

∈ [0, 60] i = 1, . . . , r; j = 1, . . . , c

where each row i represents a day of HA use, each column j
represents an hour of the day (from 6 to 23) and aij is the amount
of HA use (from 0 to 60min) in the day i and hour j. The k-means
clustering technique was applied (28), since it is suitable for large
data sets.K-means aims to partition the observations in k clusters
by minimizing the within-cluster variance (i.e., square Euclidean
distances). The k-means++ initialization algorithm (29) was
applied, which seeks to spread out the k initial clusters to avoid
poor approximation. The optimal value of k was determined
using the elbow method (30), which aims to select a number
of clusters so that adding another cluster does not substantially
increase the explained variation. The resulting clusters were
evaluated by conducting a Silhouette analysis (31), which aims to
evaluate the between-clusters dispersion (i.e., separation) and the
within-cluster dispersion (i.e., cohesion). A Silhouette Coefficient
(ranging from −1 to +1) was calculated for each observation
and constitutes a measure of how similar an observation is to its
own cluster compared to the next nearest cluster. Furthermore,
principal component analysis was performed to visualize the
observations in a lower dimensional space. Subsequently, for
each cluster, we identified and removed observations that were
abnormally distant from the other observations (i.e., below
Q1 − 1.5 · IQR and above Q3 + 1.5 · IQR). This was done
in order not to include days of HA use that exhibited atypical
patterns and were not well-represented by the cluster centroids.
The association between the type of day of HA use and
the day of the week was tested by performing a χ

2 test of
independence and computing Cramer’s V. The clustering and
related analyses were performed in Python, using the scikit-learn
library (32).

Clustering Users

We explored the behavior of HA users by clustering the
15,905 users based on the proportion of time spent in each
of the typical days of HA use. The input data consisted of a
15, 905 × cmatrix

Br×c = B15905×c =







b11 · · · b1c
...

. . .
...

br1 · · · brc







=
(

bij
)

∈ [0, 1] i = 1, . . . , r; j = 1, . . . , c
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FIGURE 1 | Flow of data analysis. (A) Exploring the amount of HA use. (B) Clustering users by HA use patterns. (C) Validating user clustering using

supervised classifiers.

where each row i represents a HA user, each column j represents
one of the c typical days of HA use (referring to the clusters found
via section Clustering Days of Hearing Aid Use) and bij is the
proportion of days belonging to day type j for user i. Different
clustering techniques were evaluated: k-means with k-means++

initialization algorithm, Hierarchical Agglomerative Clustering
(HAC) with Ward’s method, HAC with Pearson correlation
and average linkage method, and Hierarchical Density-Based
Spatial Clustering (HDBSCAN). HAC (33) initially treats each
observation as a cluster and then builds nested clusters
by successively merging pairs of the most similar clusters.
HDBSCAN (34) groups observations that are in a dense region
while marking the observations in sparse regions as noise. It
expands on a different density-based technique, DBSCAN (35),
by converting it into a hierarchical clustering technique, followed
by extracting a flat clustering based on cluster stability. For k-
means, the optimal value of clusters was determined using the
elbow method (30). For HAC, the optimal value of clusters
was determined using the dendrogram. HDBSCAN, instead,
infers the optimal number of clusters based on the data. For

each clustering technique, three internal validation metrics were
computed: Silhouette score (31), Caliñski-Harabasz score (36),
and Davies-Bouldin score (37). The Caliñski-Harabasz score is
defined as a ratio of separation and cohesion. The Davies-Bouldin
score measures the average similarity between each cluster and
its most similar one, by comparing the distance between clusters
with the size of the clusters themselves. Based on the three
metrics, the best performing clustering technique was selected.
The clustering was performed in Python, using the scikit-learn
(32) and hdbscan (38) libraries.

Validating User Clustering Using Supervised

Classifiers

We validated the HA user clustering by training an ensemble

of supervised classifiers to predict the cluster label for
individual users based on the average day of HA use for

each user. The input data for classification consisted of a
15, 905 × 18 matrix:
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FIGURE 2 | Count of logged days by the amount of HA use time. Due to the data cleaning criteria (i.e., only days with at least 1 h of HA use were included; only data

related to HA use in the 18 h between 6:00 and 23:59 were included), the amount of HA use (x-axis) ranges from 1 to 18 h.

Dr×c = D15905×18 =







d11 · · · d1c
...

. . .
...

dr1 · · · drc







=
(

dij
)

∈ [0, 60] i = 1, . . . , r; j = 1, . . . , c

where each row i represents the average day of a HA user, each
column j represents the hour of the day (from 6 to 23) and dij
is the average amount of HA use (from 0 to 60min) for user i
in the hour j. This data was further split into separate training
and testing data sets with an 80/20 split. To reduce bias (39),
three classifiers were chosen from different families: multiclass
logistic regression (regression), an XGBoost classifier (decision
trees) (40) and a fully connected (FC) neural network classifier
(41). The following individual parameters were chosen:

• Multiclass logistic regression: L2 penalty and “newton-cg”
solver.

• XGBoost: estimators= 100, max depth= 5, gamma= 0, alpha
= 0.1.

• FC neural network: four-layer network (128-64-32-4), ReLU
activation, cross-entropy loss, Adam optimizer; trained for
25 epochs.

In order to reduce bias (39), a classification ensemble was
defined, which assigns each user to a group by majority voting
between the three classifiers. In cases where no majority could
be defined, the group was decided by the best performing
individual classifier. Twometrics were used to gauge eachmodel’s
performance: accuracy, and Area Under the Receiver Operating
Characteristic (ROC-AUC). Accuracy is obtained by calculating
the ratio of correct test predictions to the total amount of samples
in the testing set. ROC-AUC helps visualize the relationship
between sensitivity (i.e., True Positive Rate) and specificity
(i.e., False Positive Rate) for a binary classification problem.
The ROC-AUC value ranges from 0 to 1 and represents the
ability of a classifier to distinguish between classes at various
thresholds. If the current classification task operates with more
than two classes (i.e., multiclass classification), the individual
classes are first binarized. The score of the individual classes
is calculated, then a micro-average is computed by aggregating
the contributions of all classes to compute the average metric.
Finally, a macro-average is calculated by computing the metric
independently for each class and then calculating the average.
The training and evaluation of the supervised classification
ensemble was performed in Python, using scikit-learn (32),

Frontiers in Digital Health | www.frontiersin.org 5 September 2021 | Volume 3 | Article 725130164

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Pasta et al. Clustering Hearing Aid Users

FIGURE 3 | Distribution of users by their average amount of HA use and their variability among the logged days (i.e., within-user SD). A second order linear regression

model (line ± 99% confidence interval) was fitted to the data to model the relationship between average HA use (x) and within-user SD (y).

XGBoost (40), PyTorch (42), Yellowbrick (43), and scikit-plot
libraries (44).

RESULTS

Exploring the Amount of Hearing Aid Use
The clean data set comprised 453,612 days of HA use from 15,905
users. The amount of HA use, defined as hours of HA use per
day, was assessed to describe usage. Figure 2 shows the frequency
distribution of HA use amount during the pooled logged days.
The data represents the HA use in days of connected use. On
average, a day of HA use amounted to 10.55 h. However, the days
were not normally distributed around the mean. The amount of
HA use widely varied throughout the logged days (SD = 4.71 h),

with a mode around 14 h of use and a smaller peak around 1 h
of use.

On average, 28 days (SD = 18 days) were logged for each
user. We investigated the extent to which users used the HAs
differently among each other (i.e., between-user variability) and
the extent to which the same user used the HAs consistently
throughout the logged days (i.e., within-user variability). For
each user, the average amount of HA use and the within-
user standard deviation (SD) among the days of HA use were
computed. Figure 3 shows the distribution of the 15,905 HA
users. We firstly investigated the between-user variability in the
amount of HA use (x-axis in Figure 3). Users had an average
amount of HA use of 10.01 h, with a SD of 2.76 h (Coefficient
of variation = 0.276). The middle 50% of users (medium users,
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FIGURE 4 | In (A), the ratio of within sum of squares (WSS) to the total sum of squares (TSS) is displayed as a function of the number of clusters. The elbow plot

suggests selecting three clusters since adding an additional cluster does not substantially increase the explained variation. In (B), the Silhouette coefficient value of

each observation is displayed for the three-cluster solution (i.e., for each cluster, the observations are ordered by their Silhouette coefficient value and displayed in

ascending order as horizontal stacked lines). The average silhouette score is reported (dashed line). The three clusters have predominantly positive scores, suggesting

valid clustering.

between the first and third quartiles) ranged from 8.18 to 12.04 h
(group mean = 10.16) of average HA use. The fact that the
remaining 50% of the users exhibited an average HA use either
below 8.18 (light users; group mean = 6.32) or above 12.04
(heavy users; group mean = 13.37) h indicates a substantial
between-user variability.

Additionally, we investigated the within-user variability in
the amount of HA use (y-axis in Figure 3). The average within-
user SD was 3.88 h, indicating that the same user tended to use
the hearing aids for varying durations throughout the logged
days. A significantly larger within-user SD was observed for the
medium users compared to both the light users (Two-sample
t-test: t = 23.06, p < 0.001; Effect size: d = 0.44) and
the heavy users (Two-sample t-test: t = 41.85, p < 0.001;
Effect size: d = 0.81). This proves that both light users and
heavy users were more consistent than medium users throughout
the logged days (i.e., lower within-user SD) and constitutes an
indication of users consistently displaying diverse behaviors in
terms of HA use. The relationship between average HA use (x)
and within-user SD (y) was modeled by fitting a second order
linear regression model to the data. The line of best fit (R2 = 0.2)
was described by the equation y = 0.91x−0.04x2. The maximum
of the curve is around 10 h of HA use, indicating that the within-
user SD increases with the amount of HA use for users using
the HAs up to 10 h and it decreases for users using the HAs
more than 10 h.

Clustering Days of Hearing Aid Use
The substantial within-user variability in HA use suggests
that a deeper analysis is warranted, which accounts for
the hourly and daily variability in HA use. In addition to
the amount of HA use, we also assessed patterns of HA
use, defined as minutes of HA use per hour throughout

the day. That was done by clustering the 453,612 logged
days into typical days of HA use (see subsection Data
Analysis). Based on the elbow method (Figure 4A), a three-
cluster solution was chosen, which accounts for almost
50% of the variance among days. The Silhouette analysis
(Figure 4B) indicated that the three clusters have predominantly
positive scores, and there are no clusters with below-average
silhouette scores.

Figure 5 displays the 453,612 days of HA use plotted by the
twomain principal components and colored by the three clusters.
The eigenvectors suggest that the first principal component
is negatively correlated with HA use in all hours of the
day, differentiating between days of heavy use (Figure 5A,

left) and days of light use (Figure 5A, right). The second

principal component, instead, is positively correlated with
HA use in the morning hours and negatively correlated
with HA use in afternoon and evening hours, differentiating
between days of morning HA use (Figure 5A, top) and days
of HA use later in the day (Figure 5B, bottom). For each
cluster, outliers were removed, resulting in 440,052 observations
belonging to the three clusters. Looking at the hourly mean
of HA use for each cluster (Figure 5B), it is possible to
qualitatively evaluate the patterns underlying the clusters.
Three distinct types of days of HA use can be identified:
a full day of HA use (cluster 1, containing 204,062 days),
a day of afternoon HA use (cluster 2, containing 120,810
days), and a day of sporadic evening HA use (cluster 3,
containing 115,180 days).

A significant (p < 0.001), but negligible (Cramer’s V = 0.05)
association was found between the type of day of HA use and the
day of the week (i.e., weekend vs. weekday). Full days of HA use
occurred slightly (6%) more often during weekdays than during
the weekend. Conversely, afternoon and sporadic evening days
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FIGURE 5 | In (A), the days of HA use are displayed as scatterplot against the two main principal components and colored by the three clusters (i.e., three day types).

In (B), the mean (±SD) of hourly HA use for each cluster is displayed.

TABLE 1 | Comparison of four different clustering techniques [K-means, HAC (Euclidean distance), HAC (Pearson correlation), and HDBSCAN] based on three internal

validation metrics (Silhouette, Davies-Bouldin, and Caliñski-Harabasz).

K-means HAC

(Euclidean distance and

Ward’s method)

HAC

(Pearson correlation and

average linkage)

HDBSCAN

(Pearson correlation)

Silhouette (Higher is better) 0.4539 0.4264 0.6400 0.7604

Davies-Bouldin (Lower is better) 0.8267 0.7169 0.6001 0.4176

Caliñski-Harabasz (Higher is better) 18,473 13,732 35,802 70,327

HDBSCAN is the best performing technique according to all three metrics.

occurred slightly (4 and 1%)more often during the weekend than
during weekdays.

Clustering Users
Having identified three types of days of HA use enables exploring
HA user behavior, thus generating personalized insights, in a
way that considers the day-to-day variation of each user. We
explored the behavior of HA users by clustering the 15,905
users based on how they used the HAs during the logged days
(see subsection Data Analysis). Each user is represented by the
proportion of time spent in each of the three types of days of
HA use. Four clustering techniques were evaluated. The optimal
number of clusters for k-means and both HAC techniques were
determined to be three. HDBSCAN also identified three clusters,
with the minimum cluster size hyperparameter set to 1,000,
in addition to considering some observations as noise. Based
on three internal validation metrics, HDBSCAN was chosen
(Table 1). The Silhouette analysis (Figure 6) suggested that the
three clusters are of different sizes and have predominantly
positive and large scores.

Figure 7A displays the days of HA use experienced by the

users belonging to each user group. These plots can be directly
compared with Figure 5A, which displays all days of HA use

from all users. Each user group has a distinctive distribution of

days. User group A is the largest cluster (7,862 users) and exhibits
a higher density in the left corner of the figure, corresponding

with day type 1 (i.e., full day of HA use). User group B (2,442
users) exhibits a higher density in the lower part of the figure,
corresponding with day type 2 (i.e., day of afternoon HA use).
User group C (3,148 users) has a higher density in the right corner
of the figure, corresponding with day type 3 (i.e., day of sporadic
evening HA use). Additionally, 2,453 users exhibited atypical
behavior and were labeled as noise. The distinctive behavior of
the three user groups is confirmed by their average time spent
in each of the typical days of HA use (Figure 7B). User group A
is predominantly having full days of HA usage, user group B is
predominantly having days of afternoon HA use, user group C is
predominantly having days of sporadic evening HA use. It should
be noted that the predominant day of HA use is experienced
around 60% of the time by the three user groups.

Validating User Clustering Using
Supervised Classifiers
We validated the HA user clustering by training an ensemble
of three supervised classifiers (multiclass logistic regression,
XGBoost and fully connected neural network) to predict the label
of each user (user group A, B, C, or noisy user). The training
input was the average day of HA use for each user, defined as
minutes of HA use per hour throughout the day (from 6:00
to 23:59).

When evaluating the three individual classifiers based on
accuracy and ROC-AUC score (Table 2), XGBoost results to
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FIGURE 6 | The Silhouette coefficient value of each observation is displayed for the three user clusters (i.e., for each cluster, the observations are ordered by their

Silhouette coefficient value and displayed in ascending order as horizontal stacked lines). The average silhouette score is reported (dashed line). The three clusters

have predominantly positive and large scores, suggesting valid clustering.

be the best performing classifier. In order to reduce bias,
an ensemble of three supervised classifiers was defined. This
simulates three artificial experts coming to a decision (40).
The ensemble assigns each user to a group by majority voting
between the three classifiers. In case where no majority could
be defined, the group was decided by the best performing
individual classifier (XGBoost). The ensemble accuracy was
86.04%, while the ROC-AUC score was 0.98. While the ensemble
has a slightly worse accuracy than XGBoost, relying on classifiers
from different classes mitigates the effect of bias that each
classifier has. The ROC curves for the ensemble of classifiers
(Figure 8) show that noisy users exhibiting atypical behavior
are the most difficult to classify (i.e., lowest AUC). Conversely,
the ensemble of classifiers successfully distinguishes between the
three user groups.

It is interesting to inspect the importance attributed by
XGBoost to each of the 18 hours considered (Table 3). XGBoost
values h9 and h15, indicating that these two hours are the
ones that mostly differentiate the three user groups. This is
consistent with the fact that each user group is characterized by a
predominant day of HA use (Figure 7), and that h9 and h15 are
the most effective hours in differentiating between the three day
types (Figure 5B).

DISCUSSION

While HA use has been traditionally assessed through subjective
self-reports, smartphone-connected HAs enable objective data
logging of HA use. This study investigates the objective HA use

of a large cohort of HA users. 453,612 days of HA use logged by

15,905 users were analyzed.
The amount of HA use time is informative of how long

the HA has been used during a day. On average, the users
used the HAs for 10.01 h/day. This value is similar (11, 17)
or slightly larger (10, 19) than previous studies objectively

measuring HA use. When investigating the variability between
users, this study found that 25% of users used the HAs for
<8.18 h. This percentage is similar to a study by Laplante-
Lévesque et al. (11), but smaller than other studies (12, 18, 19)
objectively or subjectively assessing the amount of HA use of
several users. The inclusion criteria of this study (i.e., users of
the HearingFitnessTM feature via a smartphone app) and the data
cleaning criteria (i.e., days with at least 60min of HA use) could
explain the greater average HA use and the lower percentage
of light users. Moreover, a greater average HA use could be
explained by the fact that, for binaural HA users this study
selected the larger value between the right and left ear. While
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FIGURE 7 | In (A), for each of the three user clusters (i.e., user group A, B, and C), the days of HA use are displayed as scatter plot against the two main principal

components. The distinct densities indicate that the three user groups experienced substantially different days of HA use. In (B), the average proportion of time spent

(±95% confidence interval) in each day type is displayed for each user cluster.

TABLE 2 | Comparison of three individual classifiers (multiclass logistic regression,

XGBoost, and fully connected neural network) and of the classification ensemble

based on two performance metrics (accuracy and ROC-AUC score).

Classifier type Accuracy

(0-100 %)

ROC-AUC Score

(micro-average)

Logistic regression 81.51 0.97

XGBoost 87.08 0.98

FC neural network 85.56 0.98

Ensemble 86.04 0.98

XGBoost is the best performing individual classifier according to both metrics.

HA users can either exhibit a low or high average amount of
daily HA use, their day-to-day fluctuations in HA use provide
a deeper understanding of HA use. The fluctuations in day-to-
day HA use (i.e., within-user SD) were lower for light and heavy
users compared to medium users, proving that a substantial
number of users consistently displayed diverse behaviors in
terms of HA use.

In addition to the amount of HA use, continuous data logging
enables assessing how and when HAs were used during the

day. Based on patterns of hourly use, the 453,612 days of HA
use were clustered into three typical days. Forty-four percent
of days were characterized by full HA use. This indicates that
generally, when worn, HAs tend to be turned on in the morning
(around 7), used uninterruptedly throughout the day, and turned
off in the evening (around 22). Twenty-seven percent of days
were characterized by afternoon use. This indicates that HAs are
occasionally turned on in the late morning (around 11) and used
uninterruptedly until the evening (around 22). This behavior
might be due to a different individual daily rhythm or to a day
encompassing different activities (e.g., weekend had a significant,
but negligible effect on the day type). Twenty-six percent of days
were characterized by sporadic evening HA use. This suggests
that HAs are sometimes used in isolated occasions and for a
limited number of hours. The remaining days (3%) were atypical
days of HA use and exhibited infrequent behavior.

Based on the proportion of time spent in each of the typical
days of HA use, the 15,905 users were clustered in three user
groups. This method allowed to investigate users’ behavior
while preserving the individual day-to-day variability in HA use.
Almost half of the users (group A, 49% of users) predominantly
had full days of HA use. This group might include users that
have an active life and engage in social interactions starting in the
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FIGURE 8 | ROC-AUC plot for the ensemble of classifiers, illustrating the tradeoff between sensitivity (True Positive Rate) and specificity (False Positive Rate). The ideal

point is the top-left corner, higher AUC is better. In this multiclass scenario, the individual classes are first binarized, the individual scores are computed for each user

group, then micro-averages and macro-averages are calculated for each classifier.

morning and throughout the entire day. Because of the inclusion
criteria of this study (i.e., users of a smartphone app that tracks
HA use), this group might be overrepresented. A smaller portion
of users (group B, 15%) predominantly had days of afternoon
use. This group might include users that engage in activities and
social interactions later in the day. Group A and B, together,
indicate that 64% of users tended to use the HAs uninterruptedly,
a percentage similar to the 57% found by Laplante-Lévesque et al.,
(11). Twenty percent of users (Group C) predominantly had days
of sporadic evening use. This group might either contain users
that are not acclimatized to their HAs or users that do not depend
on their HAs and only need them in specific situations (16). The
remaining 15% of users were classified as noise, suggesting that
some users have an uncommon behavior, more evenly alternating
among the typical days of HA use. This percentage is in line
with a study by Laplante-Lévesque et al., (11), according to which
23% of the subjects described their HA use to be different from
day to day. Interestingly, in all three user groups, we found
that the predominant day of HA use accounted for ∼60% of
the time, suggesting that users exhibited a substantial within-
user variability in terms of day type experienced throughout the
logged days. This aspect might not emerge from self-reported
assessments that suffer from recall bias, as indicated by a previous

study in which most participants (77%) reported their HA use to
be the same every day (11).

The user clustering was validated by training a supervised
classification ensemble to predict the cluster to which each user
belongs. The high accuracy achieved by the supervised classifier
ensemble (∼86%) indicates valid user clustering. Indeed, this
approach is based on the idea that good clustering should also
support good classification, where the better the classification
performance the higher the quality of the partition. As such, a
high-quality partition is defined by compact clusters separated
from each other to the extent that an artificial expert (i.e.,
a supervised classifier) can distinguish the cluster to which
a new user belongs (39). This evaluation was performed to
complement internal validation methods (i.e., using information
of the clustering process). Internal validation methods attempt
to evaluate cluster structure quality, the appropriate clustering
algorithm, and the number of clusters without additional
information but depend on assumptions such as the presence
of underlying structure for each cluster, resulting in weaker
results when they do not hold. Alternatively, cluster quality
could theoretically be evaluated using external validation, which
requires additional, “true” cluster labels to compare against. In
real-world scenarios, finding “true” labels is often difficult as
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TABLE 3 | Input feature importance returned by XGBoost.

H6 H7 H8 H9 H10 H11 H12 H13 H14 H15 H16 H17 H18 H19 H20 H21 H22 H23

0.013 0.014 0.028 0.326 0.017 0.019 0.021 0.039 0.064 0.256 0.042 0.037 0.021 0.025 0.024 0.014 0.017 0.015

The values indicate how valuable each of the 18 features (from H6 in the morning to H23 at night) are in the construction of the boosted decision trees (internal to the model). The values

greater than 0.2 are marked in bold. The model values divergence points between the three day types (H9, H15) (see Figure 5B). Total value is 1.

raw data may not have reference labels, thus making external
validation methods unusable.

Clustering users based on their HA use patterns provides a
deeper insight into the adoption of hearing care treatments and
paves the way formore personalized solutions. For instance, users
that predominantly have days of sporadic evening HA use might
have specific needs compared to the users that uninterruptedly
use the HA for the entire day. They might only need the HAs
in specific situations and thus benefit from targeted HA settings
or features. Additionally, training a supervised classifier based on
data labeled by a clustering technique enables future predictions
for new users. Based on the average day of HA use of a new
user, the classifier can predict her user group, thereby identifying
users with similar behaviors and potentially leveraging on the
accumulated knowledge of existing users. This can improve the
clinical flow by helping audiologists make data-driven decisions.

Looking into the future, a more advanced level of
personalization could improve the quality of hearing care
solutions and help alleviate major challenges concerning new
users, such as the cold start problem. This can be defined as
the delay between starting to use the HAs and the moment
when enough data was generated locally for meaningful results.
Furthermore, an individual’s dynamic sound environment, or
soundscape, may also be an important factor for personalization.
Considering the large number of soundscapes a user may be
exposed to throughout the day (public transport, social events,
work environments, etc.), additional features can potentially
account for both the within-user and the between-user
variability. An effective clustering technique for grouping similar
users may serve to balance this increase in complexity, especially
if advanced privacy-preserving techniques such as federated

learning and differential privacy are considered. Federated
learning is a machine learning framework where models are
trained locally, and afterwards aggregated between participating
users. This type of model development could provide access to
unrivaled amounts of quality user data, as privacy concerns can
only be alleviated if users never have to give away their data.

Real-world implementation of such a technique could provide
tangible benefits to both existing users, as well as improve the
experience of new users, thus enabling next-generation privacy
focused personalization systems.
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Objectives: The aim of this study was to validate a novel iPad-based rapid hearing loss

screening tool (SHOEBOX QuickTest) in individuals with cognitive impairment.

Design: Cross-sectional validation study.

Setting: Bruyère Research Institute, Ottawa, Canada.

Subjects and Methods: Twenty-five individuals with mild cognitive impairment (MCI)

and mild dementia from the Bruyère Memory Program were included in this study. The

study consisted of two components: (1) SHOEBOX QuickTest hearing screener and (2)

a conventional hearing test (pure tone audiometry).

Measurements: Hearing was assessed at 1,000, 2,000, and 4,000Hz separately

for each ear. The agreement between hearing ability groupings (good vs. reduced)

from conventional hearing test and SHOEBOX QuickTest was determined. Specifically,

accuracy, sensitivity, specificity, as well as alignment between conventional thresholds

and hearing threshold ranges.

Results: An overall accuracy of 84% was observed for SHOEBOX QuickTest,

and a sensitivity and specificity of 100 and 66.7%, respectively. 72% ([95% CI],

60.0–84.1%) of conventional audiometry thresholds were within the pre-established 10

dB SHOEBOX QuickTest.

Conclusion: SHOEBOX QuickTest is a valid hearing loss screening tool for individuals

with cognitive impairment. Implementing this iPad-based screening tool in memory clinics

could not only aid in the timely diagnosis of hearing loss, but also assist physicians in

providing a better assessment of cognitive impairment by ruling out hearing loss as a

confounding variable.

Keywords: hearing screening, memory loss, hearing impairment, mild cognitive impairment, aging, mild dementia,

audiometry
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INTRODUCTION

Hearing loss has been identified as the most prevalent sensory
disability in the world impacting approximately 432 million
adults worldwide (1, 2). It has been associated with many adverse
consequences such as social isolation (3), depression (4, 5), safety
issues, decline in independence and reduced quality of life (6, 7).
Despite its widespread presence, hearing loss is largely under-
recognized and under-treated. It has been estimated that 67–86%
of people who experience this disability do not use any form of
hearing aid or other assistive technology (8). The World Health
Organization (WHO) estimates an annual global cost of US$750
billion due to unaddressed hearing loss (1). This figure is expected
to rise with the number of people facing this problem increasing
globally. The economic impact is especially dire in countries with
aging populations as prevalence of hearing loss increases with
age (9). In the United States, it is estimated that two-thirds of
people over 70 years old are affected (10). Typically, screening for
hearing loss is not included in the battery of tests recommended
by physicians for older adults.

In addition to hearing loss, dementia is a one of the major
causes of disability among older adults worldwide (11). Dementia
is an umbrella term for brain disorders leading to deterioration
in cognitive function (11). At any given time, it is estimated
that 5–8% of people aged 60 and older are suffering from
dementia and 10 million new cases are added each year across
the globe (11). The most common cognitive assessments are
the Montreal Cognitive Assessment (MoCA), Mini-Mental State
Exam (MMSE) and Mini-Cog (12). Currently, screening for
hearing loss is not incorporated into these cognitive assessments
even though it is estimated that over 60% of adults with cognitive
impairment also have a hearing impairment (13). It has been
proposed that hearing loss might be a marker for cognitive
decline and could be a modifiable risk factor for dementia (14).
Thus, ruling out hearing loss could assist physicians in providing
a better assessment of cognitive impairment.

The gold standard for assessing hearing loss is pure
tone audiometry (PTA) administered by trained audiologists
(15). PTA assesses hearing sensitivity by determining hearing
thresholds that are required to perceive a tone at least 50% of
the time. Hearing thresholds are assessed at different frequencies
ranging from 500 to 8,000Hz and are then plotted on an
audiogram to determine if patient’s hearing levels are within
normal limits (16). The limitation of PTA is that it requires
access to specialized medical equipment and staff. However,
despite the growing need for audiology professionals in our aging
society, work force analyses have indicated that the demand
for hearing specialists will outpace available capacity over the
next few decades (17, 18). Therefore, there is a growing need
to validate a reliable and effective tool to quickly screen older
adults (including those who are cognitively impaired) for hearing
difficulties to effectively triage them to specialists.

Alternative hearing loss screening methods that do not
require specialized health care professionals or expensive medical
equipment have been developed recently. These methods are
more accessible as they are administered on personal computers
(19), tablets (20) or smartphones (21, 22). Although these

options provide a potentially more convenient and quicker
assessment, issues concerning lack of validation and the effects
of environmental noise (i.e., noise limiting) are unaddressed.
SHOEBOX Audiometry (SHOEBOX Ltd, Ottawa, Canada)
developed an approach to manage background noise levels by
utilizing sound-attenuating headphones with their SHOEBOX
QuickTest application. However, SHOEBOX QuickTest has yet
to be validated in individuals with cognitive impairment.

To date, only one study has assessed hearing loss in cognitively
impaired individuals using a screening method not administered
by audiology professionals. Pletnikova and colleagues assessed
the feasibility of using a tablet-based audiometer in individuals
with cognitive impairment (23). Although it could reliably test
59% of the patients, lower cognitive assessment scores (i.e.,
MMSE) were associated with less reliable results. Furthermore,
the study did not compare against a gold standard (i.e., PTA).

Even with the established association between hearing loss
and cognitive decline combined with high rates of undiagnosed
hearing loss in older adults, no studies have explored the
suitability of a rapid hearing loss screening tool to screen
for hearing loss in a population of individuals with cognitive
impairment. Therefore, the aim of this study was to validate the
usefulness of the iPad-based SHOEBOX QuickTest (SHOEBOX
Ltd.) hearing screening application in a group of older individuals
with cognitive impairment.

MATERIALS AND METHODS

Participants
Twenty-five (25) individuals followed at the Bruyère Memory
Program (Bruyère Continuing Care) were recruited into this
study. All participants were diagnosed with mild cognitive
impairment (MCI) or mild dementia. All patients meeting
inclusion criteria were approached by a research staff member
who explained the study and if interested, obtained informed
consent. The experimental protocol was approved by Bruyère
Ethics Review Board and participants were free to withdraw at
any point. Demographic information regarding age, gender, and
diagnosis, as well as the number of attempts to complete the
SHOEBOX QuickTest are displayed in Table 1.

Hearing Assessments
The iPad-based SHOEBOX QuickTest application was
performed with calibrated sound-attenuating headphones.
Testing took place in a quiet office at Élisabeth Bruyère Hospital.
The complete test included two main components, a set of
four questions followed by a series of pure tone presentations.
The tone presentation component was performed separately
for each ear (right then left ear) and included frequencies of
1,000, 2,000, and 4,000Hz. Participants tapped the circle in
the middle of the iPad screen (see Figure 1) to indicate that
they had heard a sound. The presentation level (volume) varied
algorithmically depending on the response or lack of response
to the previous tone presentation. A starting volume of 70 dB
HL (Hearing Level) was used. Tests were completed using the
RadioEar DD450 transducers and results were not displayed
to the patients. Pure tones (dB HL) were measured at each
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TABLE 1 | Characteristics of participants with cognitive impairment.

Characteristic N = 25

Sex

Male 14 (56%)

Female 11 (44%)

Age

50–60 1 (4%)

60–70 4 (16%)

70–80 16 (64%)

>80 4 (16%)

Diagnosis

Mild dementia 6 (25%)

MCI 19 (76%)

Number of attempts to complete SHOEBOX QuickTest

1 18 (72%)

2 4 (16%)

3 3 (12%)

Values are reported as number of participants (%).

of these frequencies in each ear and categorized into 10 dB
ranges (i.e., 0–10, 10–20, 20–30, 30–40, 40–50, 50–60, 60–70,
70–80). Participants were defined as having hearing loss if
ranges obtained at any frequency (i.e., 1,000, 2,000 and 4,000Hz)
exceeded 30 dB HL (i.e., 30–40 dB HL) in any of their ears.

Following completion of the SHOEBOX QuickTest,
participants underwent a conventional pure tone audiometry
hearing assessment by an audiologist at the Ottawa Audiology
Services Clinic, Ottawa, Canada (located at Élisabeth Bruyère
Hospital) using circumaural headphones in a sound booth.
The audiologist was blinded to the SHOEBOX QuickTest
results. The SHOEBOX QuickTest was always conducted first,
in order to disadvantage it against any potential sequential
learning effect. Assessments included PTA as well as otoscopy
performed on both ears. Results from testing at frequencies
of 1,000, 2,000, and 4,000Hz were used to obtain an overall
assessment of hearing ability. Similar to SHOEBOX QuickTest,
air conduction thresholds (dB HL) were measured at each
of these frequencies to determine hearing loss. Participants
were defined as having hearing loss from conventional pure
tone audiometry if thresholds obtained at any frequency (i.e.,
1,000, 2,000, and 4,000Hz) exceeded 30 dB HL in any of
their ears.

Statistical Analysis
Presence of hearing loss was determined by the SHOEBOX
QuickTest and conventional audiometry for each participant
separately. Reduced hearing ability was defined as >30 dB and
was entered in a 2 x 2 contingency table to determine the accuracy
of SHOEBOXQuickTest in screening for hearing loss (sensitivity
and specificity). Analysis was performed by a at Bruyère Research
Institute using Statistical Program for the Social Sciences (SPSS)
version 24 (SPSS Inc., Chicago, IL).

The pure tone thresholds obtained from conventional
audiometry were compared to the corresponding ranges

FIGURE 1 | Display on iPad screen for participants to tap.

estimated in SHOEBOX QuickTest at each frequency and
each ear. To determine the correlation between the two
assessments, the proportion of pure tone thresholds obtained
from conventional audiometry that fell within the estimated pure
tone ranges from SHOEBOX QuickTest were computed with
95% confidence intervals. We also computed thresholds obtained
by conventional audiometry that were within+/– 5 dB the range
obtained by SHOEBOX QuickTest.

RESULTS

A total of 25 patients (mean age = 73.84 years) with MCI
or mild dementia were tested using SHOEBOX QuickTest and
conventional pure tone audiometry. All patients were able to
complete the SHOEBOX QuickTest in three attempts without
any assistance. Reasons for greater number of attempts required
include not responding quickly enough, and not understanding
the task on the first attempt (see Figure 1). Comparison of the
SHOEBOX QuickTest to conventional pure tone audiometry is
shown in Table 2. The sensitivity and specificity for SHOEBOX
Quick Test were 100% (13/13) and 66.7% (8/12) respectively.
Of the four patients who had conflicting results between
conventional audiometry and the SHOEBOXQuickTest, all were
identified as having hearing loss on the SHOEBOX QuickTest
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TABLE 2 | Accuracy of SHOEBOX QuickTest in screening for hearing loss (>30

dB HL) in people with cognitive impairment.

Conventional Audiometry

SHOEBOX ≤30 dB HL >30 dB HL

≤30 dB HL 8 0

>30 dB HL 4 13

Total 12 13

but good hearing on conventional audiology exam. The positive
predictive value was 76% (CI 59–88%) and the negative predictive
value was 100%, with an accuracy of 84%.

The measured pure tone threshold ranges computed using the
SHOEBOX QuickTest were compared to the threshold obtained
using conventional audiometry to determine correlation
between the two assessments. 72% (95% [CI], 60.0%-84.1%)
of conventional audiometry thresholds were within the 10 dB
range of the SHOEBOX QuickTest. If we expanded the range
by +/−5 dB given by SHOEBOX QuickTest, 89.33% (95% [CI],
98.34–80.33) of thresholds obtained by conventional audiometry
were included.

DISCUSSION

The primary aim of this study was to validate the usefulness of
an iPad-based hearing screener as a screening tool in patients
with mild cognitive impairment (MCI) or mild dementia.
Overall, the test was accurate with 84% of the tested population
having matching results between conventional audiometry and
the SHOEBOX QuickTest. SHOEBOX QuickTest was a highly
sensitive assessment, correctly identifying every patient who
had hearing loss (n = 13) as measured by an audiologist
(sensitivity 100%). It is important to note that SHOEBOX
QuickTest may be overly sensitive, identifying hearing loss
in some individuals who do not have hearing loss (n = 4).
Furthermore, despite the fact that SHOEBOX QuickTest was not
intended to give exact thresholds, our results demonstrate that
it is still relatively accurate at estimating hearing ranges. Lastly,
three of the four patients with unknown cerumen accumulation
were correctly identified using SHOEBOX QuickTest. Taking
together, although SHOEBOX QuickTest identified some false
positives, it can reliably screen for hearing loss in older adults
with cognitive impairment.

In our study, all of participants were able to complete the
self-administered screening tool within three attempts. This may
be because we restricted our participants to those diagnosed
with mild-stage cognitive impairment (i.e., mild cognitive
impairment and mild dementia) and were likely less impaired
than a previous study which included participants with more
advanced dementia (23). Future studies should seek to validate
the SHOEBOX QuickTest in participants with more advanced
cognitive impairment.

There is a plethora of literature detailing the relationship
between hearing loss and dementia. A recent article by Griffiths

et al. proposed that hearing loss leads to an impoverished sensory
environment that decreases stimulation and cognitive processing
(24). The impoverished auditory input negatively alters brain
structure and function which is a risk factor for the development
of dementia. Using hearing aids has been associated with a
reduced risk of developing dementia (25). Preliminary results
in a recent study have demonstrated significant improvement
in cognition associated with hearing aid use in older adults
(26). Taken together, these findings suggest that early auditory
rehabilitation may prevent cognitive decline. Implementing
screening tools such as SHOEBOX QuickTest in memory clinics
could be one strategy to increase use of hearing aids in
patients with cognitive impairment, which may lessen further
cognitive decline.

Despite the association between hearing loss and cognitive
decline there is a paucity of literature evaluating the reliability
of objective hearing loss screening tools in this population.
Our study provides preliminary evidence that rapid, objective
hearing screeners such as SHOEBOX QuickTest can reliably
be used to screen for hearing loss in individuals with mild
cognitive impairment. These types of self-administered objective
screeners do not require expertise in hearing testing and provide
immediate, actional able results (e.g., individual should be
referred for a complete audiological evaluation) reducing some
potential barriers to implementation. Further research is needed
to explore the implementation of hearing screening within
memory clinic programs.

CONCLUSION

SHOEBOX QuickTest is a valid and accurate hearing loss
screening tool for individuals with cognitive impairment.
Implementing this screening tool in memory clinics can
not only aid in a timely diagnosis of hearing loss, but it
can also assist physicians in providing a better assessment
of cognitive impairment by ruling out hearing loss as a
confounding variable.
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Introduction: By means of adding more sensor technology, modern hearing aids (HAs)

strive to become better, more personalized, and self-adaptive devices that can handle

environmental changes and cope with the day-to-day fitness of the users. The latest HA

technology available in the market already combines sound analysis with motion activity

classification based on accelerometers to adjust settings. While there is a lot of research

in activity tracking using accelerometers in sports applications and consumer electronics,

there is not yet much in hearing research.

Objective: This study investigates the feasibility of activity tracking with ear-level

accelerometers and how it compares to waist-mounted accelerometers, which is a more

common measurement location.

Method: The activity classification methods in this study are based on supervised

learning. The experimental set up consisted of 21 subjects, equipped with two XSens

MTw Awinda at ear-level and one at waist-level, performing nine different activities.

Results: The highest accuracy on our experimental data as obtained with the

combination of Bagging and Classification tree techniques. The total accuracy over

all activities and users was 84% (ear-level), 90% (waist-level), and 91% (ear-level +

waist-level). Most prominently, the classes, namely, standing, jogging, laying (on one

side), laying (face-down), and walking all have an accuracy of above 90%. Furthermore,

estimated ear-level step-detection accuracy was 95% in walking and 90% in jogging.

Conclusion: It is demonstrated that several activities can be classified, using ear-level

accelerometers, with an accuracy that is on par with waist-level. It is indicated that

step-detection accuracy is comparable to a high-performance wrist device. These

findings are encouraging for the development of activity applications in hearing

healthcare.

Keywords: activity tracking, accelerometer, classification, machine learning, supervised learning, hearing aids,

hearing healthcare

1. INTRODUCTION

A strong trend in modern hearing aid (HA) development and research is the inclusion of more
sensing technologies. The driver behind this is the wish for better, more personalized, and
self-adaptive (1–3) devices that can handle environmental changes (4–7) and cope with day-to-day
fitness of the users. Current HAs usually try to analyze the soundscape and adjust the settings
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according to a formula. However, recent HAs have advanced
further by combining sound analysis with motion activity
classification based on accelerometers to adjust settings with
the aim of a better user experience. A few other possible uses
of accelerometers in HAs are as follows: fall detection (8) to
alert caretakers; tap detection for user interfacing (9); and health
monitoring based on physical activity (10). The backbone of
the above-mentioned applications is accurate and robust activity
tracking that can determine and distinguish between several
relevant activities, e.g., standing, sitting, walking, running, and
more.While a lot of research in activity tracking and classification
using accelerometers has been in sports applications (11–14)
and general consumer electronics (15–17), such as smart-watches
and cell phones, the hearing research body is small. The results
in this contribution is based on the work in Balzi (18). The
background to this study is that accelerometers are, or are
to appear, in hearing devices and that it is of fundamental
interest to investigate their usefulness in the activity tracking.
The key objective of this study is to investigate the feasibility
of activity tracking with ear-level accelerometers and how it
compares to waist-mounted accelerometers, which is the more
common measurement location in sports and healthcare. The
activity classification method is based on supervised learning
on experimental data from 21 subjects. The scope of the
investigation is limited to 21, normal hearing, healthy subjects,
and 9 activities.

2. METHOD

This section outlines the relevant details of the activity tracking
methodology based on accelerometer data and machine learning.

2.1. Accelerometer Measurements
It is assumed that the sensors are mounted rigidly onto the users
and that any kind of mounting play is negligible. It is further
assumed that sensor axes are orthogonal, that the sensitivities are
known and linear in the working span, and that sensor biases are
negligible. The assumed inertial (fixed) coordinate frame, with
axes (XYZ), is a local, right-handed, Euclidean frame with the Z-
axis parallel to the local gravity vector. The data from a tri-axial
accelerometer are then

a = R(ai − g)+ e, (1)

where a = [ax, ay, az]
T is the body referenced measurement

for the sensor axes (xyz), R is a rotation matrix relating the
orientation of the inertial frame and the body frame, ai =

[aX , aY , aZ]
T is the acceleration in an inertial frame, the local

gravity vector g ≈ [0, 0, 9.81]Tm/s2 is assumed constant, and
the noise, e, is assumed Gaussian distributed with the same
standard deviation (SD), σe, in each axis, e ∼ N (0, σeI). The
measured forces can be divided in to static forces, such as,
constant acceleration and gravity, and the dynamic forces that
are due to motion of changing rate, e.g., nodding and shaking.
Note that even in the ideal case without noise, it is not possible
to solve (Equation 1) for ai and other data, e.g., a magnetometer
or a high-grade gyroscope is needed to resolve the rotation

R, see Titterton et al. (19) for details. In most situations, the
human body accelerations are small compared to gravity, and it
is, therefore, possible to estimate the inclination, i.e., each sensor
axis angle with respect to the gravity vector, which is related to
the orientation in roll and pitch.

2.2. Accelerometer Features
In machine learning, feature extraction is pre-processing of data
with the intention of increasing the overall performance of
classifiers. The underlying idea is that certain transformations
can yieldmore information, higher independence, and give larger
margins for class separability. Feature selection is very much
application dependent and usually require domain knowledge,
though computationally expensive automated methods exist,
[see, e.g., (20)] for an overview. The selected features described
below are inspired by the work of Masse et al. (21), Gjoreski
et al. (22), and Hua et al. (23) and have been adapted with this
application in mind. The features are defined from 13 metrics of
which 10 are applied to each axis, resulting in a total of 33 features
as described below.

2.2.1. Tilt Angles

The tilt angles, sometimes referred to as inclination, are defined
as

φk = arccos(
ak

r
), k = {x, y, z}, (2)

where

r =
√

a2x + a2y + a2z (3)

and is indicative of each axis angle with respect to the local gravity
vector. Errors in the tilt angles arise from the presence of motion
and noise.

2.2.2. Acceleration Vector Change

The acceleration vector change (AVC) is a motion-sensitive
metric defined by themean of the absolute value of the differences
in the acceleration vector length (Equation 3), and the mean is
calculated in a window with sizeM as

AVC =
1

M

M
∑

i=1

|ri+1 − ri|

Ts
(4)

where i denotes samples the ith sample at a given, fixed, sampling
frequency fs with the sampling interval Ts = 1/fs.

2.2.3. Signal Magnitude Area

The signal magnitude area (SMA) is defined over a window with
sizeM as

SMA =
1

M

M
∑

i=1

|axi | + |ayi | + |azi | (5)

and it is a measure of the magnitude.
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2.2.4. Mean and SD

The mean (Equation 6) and SD (Equation 7) are computed for
each axis over a window with sizeM as

µk =
1

M

M
∑

i=1

aki , k = {x, y, z}, (6)

σk =

√

√

√

√

1

M

M
∑

i=1

(aki − µk)2, k = {x, y, z}. (7)

2.2.5. Root Mean Square

Similar to the SD (Equation 7), the root mean square (RMS) is
computed for each axis over a window of sizeM as

RMSk =

√

√

√

√

1

M

M
∑

i=1

a2
ki
, k = {x, y, z}. (8)

2.2.6. Minimum and Maximum

Minimum (MIN) and maximum (MAX) values per axis over a
window with sizeM are defined by

MINk = min {aki}
M
i=1, k = {x, y, z} (9)

and

MAXk = max {aki}
M
i=1, k = {x, y, z} (10)

respectively.

2.2.7. Median

The median is the center value of a size-ordered sample, and it is
not skewed by large or small values as the mean is. The median,
can e.g., be used to detect burst noise outliers in data and is
computed for each axis over a window of sizeM as

MEDIANk = median({aki}
M
i=1) k = {x, y, z}. (11)

2.2.8. Median Absolute Deviation

The median absolute deviation (MAD) is a measure of sample
variability around the median. The MAD is computed for each
axis over a window of sizeM as

MADk = median({aki −MEDIANk}
M
i=1), k = {x, y, z} (12)

where theMEDIAN from Equation (11) is used.

2.2.9. Skewness

The skewness (SKW) is the third standardized moment of a
sample and is a measure of the asymmetry of a distribution about
the mean. Using the previously defined µk (Equation 6) and σk

(Equation 7), the sample SKW is computed for each axis over a
window of sizeM as

SKWk =

1
M

∑M
i=1(aki − µk)

3

σ
3
k

, k = {x, y, z}. (13)

Note that other approximations for sample skewness are possible
(24).

2.2.10. Counts per Second

Counts per second (counts/s) is a widely used measure in the
activity tracking. The computation of counts/s is proprietary
of ActiGraph LLC and is usually carried out with ActiGraph
accelerometer devices. However, Crouter et al. (25) details on
how to derive this measure on a standard accelerometer and for
the work here ourMatlab implementation is based on Brønd et al.
(26).

2.3. Machine Learning
The activity classification is based on a supervised learning to
train the classifier. Three classification methods are considered
in this study, K-nearest-neighbor (KNN), linear-discriminant-
analysis (LDA), and decision tree (DT). Further improvement
of the classification can be obtained using ensemble learning
methods such as Boosting and Bootstrap aggregation (Bagging),
and variations thereof.

2.3.1. Classifiers

In supervised learning, a set of training instances with
corresponding class labels is given, and a classifier is trained and
used to predict the class of an unseen instance, [see, e.g., (27)]
for details. The N samples of training data x and class labels y
were ordered in pairs {(x1, y1), . . . , (xN , yN)} such that the i-th
feature vector xi ∈ R

p corresponds to the binary class label vector
yi ∈ Z

c
2. For the case with a single tri-axial accelerometer and the

features described in section 2.2, the feature vector dimension, p,
is 33 per sample while the class label vector dimension c is 9.

The three well-known, but rather different, supervised
classifiers are considered, and the choice to use these was based
on the availability of good implementations. The classifiers are as
follows:

• The KNN classifier (28, 29) is here based on the Euclidean
distance between the test- and training samples. However,
other distance measures can be used.

• The LDA, or Fisher’s discriminant (30), is a statistical method
to find linear combinations in the feature space to separate the
classes, and it is carried out by solving a generalized eigenvalue
problem.

• DT has a flow chart-like structure where the root corresponds
to feature inputs, the branches of the descending test-nodes
represents the outcome of the test, and each leaf-node
represents a class label, [see, e.g., (31)].

2.3.2. Ensemble Training

Ensemble training is used to increase the predictive classification
(or regression) performance by learning a combination of several
classifiers. The two main categories used here are Bagging (31)
and Boosting (32) with a few selected variations. In Bagging,
the classifiers are trained in parallel on randomly sampled
training data while in Boosting the training is carried out
sequentially as the classifiers and data are weighted according
to their importance. The first, and most well-known, Boosting
algorithm is called AdaBoost (short for Adaptive Boosting) and
was originally formulated in Freund and Schapire (33).
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3. EXPERIMENT

Experimental data were collected from 21 voluntary subjects
performing a series of tasks representative of the stipulated
activities. A total of three tri-axial accelerometers were used.
Experimental data were collected jointly in the projects (18, 34).

3.1. Subjects
Prior to the experiments, the subjects were informed about
the experiment procedure and the use of data before deciding
on their participation with oral consent. Data were stored and
labeled anonymously. The 21 subjects had an age range between
24 and 60 years old, N (32.6, 9.6), both women and men with
a height bracket of 1.55 − 195 m, N (1.78, 0.091). None of the
subjects had any reported health issues. The subjects did not
receive any compensation.

3.2. Data
For all subjects, two of the accelerometers were placed on each
side of the head at ear-level, see Figure 1, to mimic HA sensors
and the third accelerometer was placed at waist-level using an
elastic strap, see Figure 2, as it is a more common region for
activity measurements and it is also representative of an in-
pocket smartphone.

The accelerometers are XSens MTw Awinda produced by
XSens Technologies B.V. and are battery powered, wireless

FIGURE 1 | Ear-level accelerometer placement used in the experiment.

FIGURE 2 | Waist-level accelerometer placement used in the experiment.

devices, inertial sensors containing tri-axial accelerometers and
gyroscopes and also tri-axial magnetometers enabling accurate
orientation estimation when the device is stationary. The data are
collected wirelessly using the MT Manager software by XSens on
a PC laptop running Microsoft Windows 10 at a sampling rate,
fs, of 100 Hz that was decided to be fast enough for the intended
activities. Data are manually labeled based on visual inspection
during the experiment to match the activities in section 3.4.

3.3. Task
The experiment was carried out in a room with a soft carpet
at Oticon main offices, Smørum, Denmark. For tasks involving
lying down and falling, a mattress was used. Each of the 21
subjects from whom the data have been gathered was asked to
perform 6 different tasks while wearing all three accelerometers,
and between each task all the data from the accelerometers were
saved and anonymously cataloged. Except for the accelerometer
data, from each subject, only gender, age, and height were
collected. To every subject, the same specific information about
which actions to be carried out was given by reading out loud
from a manuscript, and no restrictions were communicated
regarding how to carry out the various exercises with the
intention of increasing the possibility of movement variability
in the activities. With more in-class variation used for training,
the classifier is less prone to over-fitting at the expense of higher
probability of between-class overlap. The mean test duration was
about 22 min, including pauses, and generated about 13–14 min
of data per subject.

3.4. Physical Activities
The choice of activities to track is a trade-off between how clearly
activities can be discerned from each other, the likelihood of
activities being present in the daily routines of the subjects, and
the intended use of activity tracking. A typical scenario, not
addressed here, is that HA users often remove the HAs when
lying down to rest. Hence, for a HA applications, in-ear detection,
e.g., using accelerometers could be useful. The fidelity of activity
categories is chosen as either resting or moving, and no intensity
or within-class variation is considered.

The resting activities are as follows:

Act1 :Standing in a still position.
Act2 :Sitting
Act3 :Lying face-up (LFU)

Act4 :Lying face-down (LFD)

Act5 :Lying side (LS) on either left or right side

and the moving activities are as follows:

Act6 :Walking, on the floor

Act7 :Jogging, moderate pace in circles/square

Act8 :Falling on whichever side, some subjects could not
simulate a perfect falling motion and, therefore, have been
asked to perform a fast transition from standing to Lying
down, at top of their capability.

Act9 :Transitioning (TRN) all instances not being any of the
other activities, e.g., going from one activity to another.

Frontiers in Digital Health | www.frontiersin.org 4 September 2021 | Volume 3 | Article 724714182

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Skoglund et al. Activity Tracking Using Ear-Level Accelerometers

Note that there is no specific class for head motion as it was
predicted being difficult to correctly label and that there is
already significant head motion within all the moving activities
sections 3.4 to 3.4.With e.g., a waist-level accelerometer, it may
be possible to separate head motions from general body motions,
but it is beyond this study.

4. RESULTS

As an initial step, 200 min of the dataset in Anguita et al. (35)
was used on all combinations of classfiers and ensemble training
methods described in Section 2.3. The data are open, pre-labeled,
in-pocket cell phone, and it has six activity classes: walking;
walking stairs up; walking stairs down; sitting; standing; and
laying. For the use here, all the walking classes were considered
the same. The best predictive classification accuracy was obtained
using the DT and Bagging, and it was furthermore also the case
for our experimental data. Consequently, all following results are
obtained using DT and Bagging.

4.1. Pre-processing
The data from the 21 subjects were randomly partitioned in to
two groups with all activities present in both groups andwith 70%
used for training and 30% used for testing (validation). Training
with cross-validation is carried out for as many times as there are
trees, i.e., 100–500 depending on the setup. The tree depth is 480
with 13,121 nodes. Features are computed for each sample at 100
Hz with the window size to one sample, M = 1 for the features
AVC and SMA, while M = fs = 100, centered at the current
sample, for the other applicable features. All results are obtained
using the Machine Learning Toolbox in Matlab 2021b and with
dependencies to the Optimization Toolbox for certain classifiers.

4.2. Classification
The main performance target here is the accuracy of predicted
class labels in data not used for training as it is a common
measure in supervised learning, [see, e.g., (11, 12, 14, 36, 37)].

The accuracy is defined as the number of correctly classified
labels divided by the total number of labels and simply states
how much of the data not used for training that is correctly
classified. In Table 1, the classification result using both ear-
level accelerometers is illustrated based on 500 Decision trees
and Bagging trained with a learning rate of 0.1 and showing
an overall predicted accuracy of 84.4%. Most prominently, the
classes, namely, standing 3.4, jogging 3.4, laying side 3.4, lying
face-down 3.4, and, walking 3.4, all have an accuracy of above
90%. The lowest scoring activities are as follows: falling 3.4, sitting
3.4, and transitioning 3.4. The falling activity is often confused
with transitioning, which, in turn, generally is confounded with
all other activities. The overall accuracy is more than 90%without
the sitting activity.

4.3. Feature Evaluation
From a computational perspective, it is good to minimize the
number of features needed and, therefore, the relative importance
of features for each activity is analyzed using 100 Decision
trees and Bagging, with a learning rate of 0.1. In Table 2, the
total accuracy per feature (or pairs in some cases) for each
activity is considered where accelerations only on the top row
are considered that base model and the contribution of each
additional feature and activity are below. Notably, the tilt angles
have only a marginal positive effect on the sitting activity and
mostly negative effect on all other activities. Other features with
little importance are RMS and counts/s. In Table 3, the increase
(or regression) per feature and activity, compared to the base level
accelertions only, is shown. The overall most important features
are: mean, SD, MIN, MAX, median, and MAD. Furthermore, in
Table 4 a summary of the best and worst activity per feature is
shown and, as expected, the best ranking features are important
for several activities.

4.4. Sensor Combinations
One of the main motivations of this study is to compare the
feasibility of ear-level activity tracking compared to waist-level

TABLE 1 | Confusion matrix of the predicted accuracy with Bagging and Decision Tree using both ear-level accelerometers.

LFD LFU Falling Jogging LS Sitting Standing TRN Walking C NC

LFD 6,294 1,221 93 82.73 17.27

LFU 1,108 22,754 55 195 94.37 5.63

Falling 87 364 3 16 323 27 44.39 55.61

Jogging 266 43,928 231 932 1,807 93,14 6.86

LS 7,311 26 99.65 0.35

Sitting 2,347 33,213 242 13 6.55 93.45

Standing 8 2,108 1,42,889 1,804 1,496 96.35 3.65

TRN 357 1,082 642 107 116 10 8,135 27,138 4,399 64.64 35.36

Walking 43 28 2 3,505 11,865 1,58,433 91.12 8.88

C 81.04 95.11 27.68 99.69 83.98 52.54 76.01 63.68 95.34

NC 18.96 4.89 72.32 0.31 16.02 47.46 23.99 36.32 4.66

The row-normalized row summary on the right displays the percentages of correctly and incorrectly classified observations for each true class, while the column-normalized column

summary below the matrix displays the percentages of correctly (C) and incorrectly (NC) classified observations for each predicted class.
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TABLE 2 | Total accuracy per feature (or pairs of features) per activity compared to just using accelerations (ACC) only.

OA LFD LFU Falling Jogging LS Sitting Standing TRN Walking

ACC only 72.17 93.70 85.40 13.70 58.70 71.70 5.80 91.90 39.40 78.10

Tilt Angles 71.67 81.80 79.50 14.00 58.80 69.10 6.30 91.80 39.50 78.10

AVC 75.50 95.00 94.30 16.10 70.30 76.00 5.70 93.10 40.20 81.60

SMA 75.47 95.20 94.20 17.20 70.20 74.90 5.90 93.00 40.20 81.60

Mean + SD 82.71 98.80 94.40 36.00 90.00 99.70 10.70 94.10 60.30 88.40

RMS 72.53 93.70 83.40 14.40 58.70 97.20 5.80 92.00 39.50 78.10

MAX + MIN 82.50 90.30 94.40 33.00 89.50 99.20 10.50 94.10 57.90 89.00

Median + MAD 81.76 99.10 94.60 28.90 89.90 98.80 10.90 94.40 54.00 87.10

Skewness 76.17 95.00 88.70 13.30 52.10 87.30 4.60 95.80 47.40 84.90

Counts/Sec 71.73 78.60 80.80 14.40 58.70 74.30 5.80 91.90 39.50 78.00

The overall accuracy (OA) in the left-most column is the effect when adding each feature.

TABLE 3 | Accuracy improvement per feature and activity.

OA LFD LFU Falling Jogging LS Sitting Standing TRN Walking

ACC only 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Tilt Angles −0.50 −11.90 −5.90 0.30 0.10 −2.60 0.50 −0.10 0.10 0.00

AVC 3.33 1.30 8.90 2.40 11.60 4.30 −0.10 1.20 0.80 3.50

SMA 3.30 1.50 8.80 3.50 11.50 3,20 0.10 1.10 0.80 3.50

Mean + SD 10.54 5.10 9.00 22.30 31.30 28.00 4.90 2.20 20.90 10.30

RMS 0.36 0.00 −2.00 0.70 0.00 25.50 0.00 0.10 0.10 0.00

MAX + MIN 10.33 −3.40 9.00 19.30 30.80 27.50 4.70 2.20 18.50 10.90

Median + MAD 9.59 5.40 9.20 15.20 31.20 27.10 5.10 2.50 14.60 9.00

Skewness 4.00 1.30 3.30 −0.40 −6.60 15.60 −1.20 3.90 8.00 6.80

Counts/s −0.44 −15.10 −4.60 0.70 0.00 2.60 0.00 0.00 0.10 −0.10

Same setup as in Table 2 but corrected for baseline accuracy obtained by accelerations only.

TABLE 4 | Best- and worst-case per feature accuracy using the features listed in

the left column based on Table 3.

Feature Best activity Worst activity

ACC only X X

Tilt Angles X Lying face-down

AVC Jogging, Lying face-up X

SMA Jogging, Lying face-up X

Mean + SD Jogging, Lying face-up, Falling,

Transitioning

X

RMS Lying side Lying face-up

MAX + MIN Jogging, Transitioning, Falling, Lying

side

Lying face-down

Median + MAD Jogging, Lying side, Transitioning,

Falling

X

Skewness Lying side Jogging

Counts/s Lying side Lying face-down

Cells marked with Xmeans that there is no improvement or regression in using that feature.

sensoring. For all sensor combinations and data types the same
features and training were computed to get the comparable
classification results. In Table 5, a confusion matrix shows the

results of using only the waist-level accelerometer, giving an
overall accuracy of 89.6% In Table 6, a confusion matrix showing
the result from two ear-level accelerometers and the waist-
level accelerometer is used together with 500 Decision trees,
giving an overall accuracy of 91.6%. One of the reasons for the
improvement is that the addition of the waist-level accelerometer
makes the sitting activity easier to distinguish with 94.4% correct
compared to 52.5% when using only ear-level accelerometers
and this performance increase also shows on the standing
activity as the previously discussed confusion is decreased. In
Table 7, the overall accuracy using the various combinations
of sensors is shown; for instance, 25 Hz accelerometer data
from a wrist-worn Garmin Vivosmart 4 are used with only a
56.3% accuracy. In Table 7, 100 Decision trees compared to the
previous 500 were chosen to save computations and the accuracy
decrease is negligible. The gyroscope and orientation data are
obtained from the XSens devices. Note that the orientation
data are adapted for stationary orientations and, therefore, of
low-pass characteristics and potentially not well suited for all
aspects of this application. It can be noted that the waist-level
accelerometer alone is rather efficient and, as noted before,
the combination with the ear-level accelerometers gives even
better performance.
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TABLE 5 | Confusion matrix using Bagging and Decision Tree using only the waist accelerometer.

LFD LFU Falling Jogging LS Sitting Standing TRN Walking C NC

LFD 6,993 615 91.92 8.08

LFU 1,181 21,752 1,206 90.11 9.89

Falling 18 66 413 22 26 252 23 50.37 49.63

Jogging 23 44,008 360 306 2,467 93.31 6.69

LS 1,471 5664 202 77.20 22.80

Sitting 24,032 9,027 2,744 12 67.10 32.90

Standing 6 5 6,756 1,38,157 1,833 1,548 93.16 6.84

TRN 543 1,065 579 98 64 937 6,211 28,777 3,802 68.39 31.61

Walking 17 168 10 3,696 2,690 1,67,295 96.22 3.78

C 68.52 95.06 39.79 99.39 98.50 75.73 87.73 74.50 95.52

NC 31.48 4.94 60.21 0.61 1.50 24.27 12.27 25.50 4.48

The row-normalized row summary on the right displays the percentages of correctly and incorrectly classified observations for each true class, while the column-normalized column

summary below the matrix displays the percentages of correctly (C) and incorrectly (NC) classified observations for each predicted class.

TABLE 6 | Confusion matrix using Bagging and Decision Tree using both ear-level accelerometers, and the waist accelerometer.

LFD LFU Falling Jogging LS Sitting Standing TRN Walking C NC

LFD 6,274 1,221 113 82.47 17.53

LFU 1,156 22,769 10 177 94.43 5.57

Falling 86 374 8 20 328 4 45.61 54.39

Jogging 91 44,120 245 632 2,076 93.55 6.45

LS 7,324 13 99.82 0.18

Sitting 24,202 10,175 1,436 2 67.58 32.42

Standing 6 844 1,44,503 1,369 1,556 97.45 2.55

TRN 254 1,010 533 78 112 591 5,947 30,698 2,493 73.59 26.41

Walking 33 47 3,339 4,563 1,65,894 95.41 4.59

C 81.65 95.41 36.28 99.70 84.43 94.40 87.99 78.05 96.44

NC 18.35 4.59 63.72 0.30 15.57 5.60 12.01 21.95 3.56

The row-normalized row summary on the right displays the percentages of correctly and incorrectly classified observations for each true class, while the column-normalized column

summary below the matrix displays the percentages of correctly (C) and incorrectly (NC) classified observations for each predicted class.

TABLE 7 | Accuracy with different sensor combinations using Bagging and 100 Decision trees.

L & L, R L R L, R L, R, & L, R, &

L R & W W ACC only GYR & GYR ORI ORI Garmin Garmin

83,96 84,34 91,57 89,62 74,48 70,93 84,99 47,18 84,76 81,56 56,25

Left (L), Right (R), and Waist (W) are short for the respective accelerometer placements. GYR is short for Gyroscope, and ORI is short for Orientation.

4.5. Step Detection
Another concrete measure that can be useful for activity tracking
is step detection, which was also analyzed in Acker (10). For
the walking and jogging activities, ear-level step detection was
computed based on Bai et al. (38) and Abadleh etal. (39) using the
AVC feature resulting in 95% and a 90% accuracy, respectively,
using both ear-level accelerometers. This can be compared with
the highly optimized Garmin Forerunner 35 giving a 99%
(walking) and 95% (jogging) accuracy, respectively.

5. DISCUSSION

Themain objective of this study is to compare ear- andwaist-level
activity tracking performance. Therefore, it is not fundamental
to have features and classifiers that could outperform the
works of others and such a comparison is beyond this study.
While not directly comparing to other methods, the overall
ear-level activity classification results are encouraging in the
proposed setup.

Frontiers in Digital Health | www.frontiersin.org 7 September 2021 | Volume 3 | Article 724714185

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Skoglund et al. Activity Tracking Using Ear-Level Accelerometers

As noted, it is difficult to separate falling and transitioning
with ear-level data only. Possible explanations are that the
selected features are not sensitive enough to distinguish between
falling and transitioning and that transitioning is too general
[or complex as Dernbach et al. (11)] and can, for instance,
be confounded with general head movements. More controlled
falling experiments, such as, Burwinkel and Xu (8) could provide
useful insights. The sitting activity was confounded with the
standing activity as they are typically rather similar, and the
only potential differences at ear-level between the two may be
in postural sway that should be clearer for standing subjects.
This difficulty was also found in Parkka et al. (40), and an
accelerometer below the waist is particularly useful here. At
waist-level it is easier to distinguish sitting and standing and
it is possibly explained by the change in the tilt angles for
seated subjects.

Designing features sensitive to particular classes is an
engineering task requiring expertise. As noted in section 4.3,
some features are not that well-suited for any of the activities and
would benefit from further tuning, such as, other pre-processing
and different window sizes, or should otherwise be omitted.
A feature that is sensitive to postural sway (low-frequency
component) could potentially support separating standing and
sitting at ear-level.

Sensor combinations can improve the results, [see, e.g., (14,
40)], and here the combination of ear- and waist-level data is
the overall best. On another positive note, the accuracy difference
between one and two ear-level devices is small and this is a good
news for HA applications, as single-sided hearing compensation
is common. The wrist data, here from the Garmin device, may
be difficult in general as arms may do many types of motions not
specifically relating to the activities.

The use of gyroscope data is common, [see, e.g., (41–43)],
and was expected to improve the results in general. However, all
sensor types were processed in the same fashion as accelerometer
data with the same features and are a possible explanation of the
poor performance ofmany of the additional data types inTable 7.

Wrist data were poor for activity tracking in the setup
here, but the output of the proprietary algorithms on these
types of devices suggests that a lot more can be achieved
on ear-level devices too. The step detection is almost on par
with the commercial Garmin device, for the short durations
considered here, and these typically utilize additional sensors,
e.g., magnetometer and gyroscope, and their algorithms can be
considered state-of-the-art.

6. CONCLUSIONS

We investigated the feasibility of ear-level accelerometers for
activity tracking in comparison to waist-level accelerometers.
Many activities can be classified with an accuracy that is on
par with a waist-level accelerometer, and this is particularly
encouraging for the development of activity applications in

hearing healthcare. Furthermore, we indicate that step-detection
accuracy is comparable to a high-performance wrist device. It is
also shown that higher predictive performance can be obtained
when combining ear- and waist-level accelerometer data, and this
could potentially assist in isolating head motion from full body
activities, opening for a higher granularity of activity classes.

Noteworthy limitations in this study were as follows: the
modest number of test subjects (21); the number of activities (9)
per test subject; that the manual data labeling may have errors;
and efforts spent on feature design and learning methods. Also,
data with a more control and a clearer reference, e.g., a motion
capture system, could provide valuable insight at the expense of
more costly and complex experiments.

Future directions should consider further feature design
with, e.g., multi-tapers and various transforms. The design
should start with time-frequency analysis of activities for
guidance. Experiments on a larger, more diverse population, with
additional knowledge on head motion/orientation throughout,
can open up for higher performance and other activity
classes. The classification methods could be further improved
considering the state-of-the-art in Deep Learning as initially
explored by Ronao and Cho (37) and Hammerla et al. (44).
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Today, medical technology manufacturers enter the service market through the

development of digital service innovations. In the field of audiology, these developments

increasingly shift the service capacities from audiologists to manufacturers and

technical systems. However, the technology-driven developments of manufacturers lack

acceptance of hearing device users and undermine the important role of audiologists

within the service provision. By following a user-centered design approach in order

to deal with the technological and social challenges of disruptive services, we aim

to develop service innovations on an integrated service platform in the field of

tele-audiology. To ensure the acceptance of technology-driven service innovations

among hearing device users and audiologists, we systematically integrated these

actors in a participatory innovation process. With qualitative and quantitative data

we identified several requirements and preferences for different service innovations

in the field of tele-audiology. According to the preferences of the different actors,

we proposed a service platform approach based on a connected hearing device

in three pillars of application: 1) one-to-one (1:1) service innovations based on

a remote fitting concept directly improve the availability of services offered by

audiologists without being physically present. Based on this, 2) one-to-many (1:N)

service innovations allow the use of the connected hearing device as an indirect

data source for training a machine learning algorithm that empowers users through

the automation of service processes. A centralized server system collects the data

and performs the training of this algorithm. The optimized algorithm is provided to

the connected hearing devices to perform automatic acoustic scene classification.

This in turn allows optimization of the hearing devices within each acoustic scene.

After the user-centered development of the different service innovations which are

designed to converge on an integrated service platform, we experimentally evaluated

the functionality and applicability of the system as well as the associated role

models between the technical system, the hearing device users and audiologists.
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As a future outlook, we show potentials to use the connected hearing device for 3) cross-

industry (N:M) service innovations in contexts outside the healthcare domain and give

practical implications for the market launch of successful service innovations in the field

of tele-audiology.

Keywords: service innovation, user-centered design, integrated service platform, remote fitting, machine learning

INTRODUCTION

Digital Service Innovations in Audiology
According to the World Report on Hearing (1), hearing
difficulties are among the most common diseases worldwide.
Unaddressed hearing loss is the third largest cause of years
lived with disability globally. Over 1.5 billion people currently
experience some degree of hearing loss, with over 400 million
people living with disabling hearing loss. Only one out of five
people suffering from hearing difficulties is using any type of
supporting device today. Although hearing difficulties affect all
ages, the prevalence increases for elderly people. Due to an aging
population, the number of people with at least some degree of
hearing difficulties will continuously grow in the future. Through
the use of new digital technologies, increasing attention has been
paid to the development of service innovations in healthcare
(2, 3). Artificial intelligence (AI), big data analysis, Internet of
Things (IoT) and the smartification of products into product-
service-systems enable healthcare organizations to find new ways
of value creation (4).

In contrast to traditional services, digital services are
characterized by high levels of re-programmability, homogeneity
and self-reference (5, 6). Re-programmability enables the
subsequent adaptation and extension of an already implemented
service solution (7). Homogeneity includes the possibility to
store and transmit digital information and processes which allow
for more scalability, broader user targeting, and faster strategic
actions (6). Finally, digital services reinforce the diffusion and
development of other digital services and technologies which
lead to lower entry barriers for future service developments and
an even higher diffusion of such service offerings. The field
of audiology is predestined for service innovations aiming at
increasing the rate of candidates using hearing devices [HDs,
e.g., hearing aids (HAs), cochlear implants (CIs)] and improving
the quality of current service processes. As such, service
organizations within the field of audiology can substantially
benefit from service innovations. Especially in the field of
tele-audiology, service innovations can increase the efficiency
and quality of the fitting process for HDs, enable remote
services outside of professional stores and meet the trends for
personalized care and user empowerment.

Technological and Social Challenges
As service innovations lead to fundamental changes of existing
value creation processes between manufacturers, audiologists,
and HD users, the development and implementation is faced
with numerous technological as well as social challenges.
Technological challenges are related to the integrity of the

data and the performance of the delivered services. The data
that the considered services will use can be highly sensitive,
including personal information, location and audio signals.
Consequently, the data should be exchanged safely and stored
securely. This concern has been one of the main focuses
from the conception to the implementation of the technical
architecture (cf. section Technical Realization). Concerns for
data integrity are driven by increasingly stringent regulations,
such as the general data protection regulation (GDPR) acted by
the European Union, as well as by end-users being sensitive to
these issues. The main challenges concerning the performance
of the delivered services come from the difficulty of using
advanced signal processing and machine learning algorithms
with the limited computational resources which are typically
available in HDs. HDs must perform the signal processing
in real-time. The incoming signal is processed faster than a
latency, called just noticeable difference, so that the HD users
do not suffer under issues like reduced lip synchronization.
Therefore, keeping the latency induced by signal processing
withinHDs below a certain level is crucial for the usability. Due to
the limited computational resources designing computationally
demanding signal processing algorithms for HDs in terms
of required operations as well as memory requirements is a
challenging task. Algorithms require many iterations for optimal
performance, so called convergence. However, algorithms with
high memory requirements are not suitable for HDs. Further,
the data processed on a HD have a highly sensitive character.
Therefore, preserving the privacy of a HD user is important. For
these reasons, HDs are not allowed to save any audio material,
which can contain clues about the private life of the HD users.
Further, it is not allowed to save data which contain features
that can be used to reconstruct the acoustic environment. As a
result, machine learning algorithms that require large amounts
of data to perform optimally have to be incorporated in a HD
with caution.

Next to the technological challenges the implementation of
digital service innovations can raise challenges on the side of
the different user groups. Service innovations that are based
on disruptive technological developments have the potential
to fundamentally change current value creation processes of
audiologists. Disruptive service innovations challenge existing
processes, routines and competencies. As competencies shift to
technical systems, service innovations can lack acceptance of
audiologists. Further, manufacturers in the field of audiology
start to enter the service market through digital services. The
service developments of manufacturers are often closely related
to their product offerings and commercialized as product-
service systems (8). Although current digital service offerings
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FIGURE 1 | Overview of the Audio-PSS platform approach.

of HD manufacturers are distributed and provided through
audiologists, the information and data gathered remain on
the side of the manufacturers. The outflow of knowledge,
experience and user information can further weaken long-
term competences of audiologists which leads to resistance
and lack of acceptance. However, service innovations will only
be implemented successfully if the complementary interaction
between manufacturers, audiologists and HD users is developed
and managed with respect to the specific requirements of digital
service platforms. As such, service innovations require the
close interaction between different actors like manufacturers,
audiologists and even HD users (9). The collaboration and
integration of all actors of the service ecosystem is necessary to
ensure the functionality and applicability of previously individual
service components on an integrated service platform.

The “Audio-PSS” Service Platform
Approach
With the joint project Audio-PSS (development of product
service systems in tele-audiology) we aimed for a participatory
development of digital service innovations based on a connected
HD which are designed to converge on an integrated service
platform. Thereby, we combined advanced technological
developments with the important role of human interaction
between the audiologist and the HD users. Figure 1 provides an
overview of the Audio-PSS platform approach that ranges from
personal data-driven services (1:1 services) to automation and
empowerment (1:N services) and opportunities for new service
innovations outside the core field of audiology (N:M services).
1:1 services are service innovations that aim to improve the

relationship between audiologists and HD users, e.g., by allowing
an audiologist to continuously monitor HD settings and usage
behavior or allow the HD user to contact the audiologist while
being in a demanding listening situation for an instantaneous
improvement of the settings. The initial fitting, e.g., of HAs,
is followed by a familiarization phase in which users collect
experiences and impressions of handling HAs in their everyday
life. However, the user must memorize these experiences until the
next appointment with the audiologist at which they talk about
the experiences during the last weeks with the HAs. A common
service platform could enable remote online and offline services
and could provide documentation of personal experiences
for later access by the audiologist. 1:N services include service
innovations that use cloud computing to exchange data,
experiences and recommendations of a variety of HD users
to automatically fit the HD program through the analysis
of aggregated user data. For instance, collective assistance
functions can help especially in difficult listening situations by
analyzing parameters from the current situation (e.g., location,
reverberation, sound pressure level, signal-to-noise ratio) with a
machine learning system that was trained offline on aggregated
data. N:M services are cross-industry innovations that use the
data of the connected HD in contexts outside the healthcare
domain, e.g., by measuring the acoustic quality of restaurants.
For instance, through acoustical monitoring and a simultaneous
experience sampling by users; restaurants, cinemas, theaters,
educational instructions and other localities as well as public
spaces can be recommended with regard to their acoustics,
communication experience and well-being, creating an acoustic
quality index.
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In this paper, we provide insights into our project and show
the main results of the individual research activities from both
the social and technical perspective. From the social perspective,
we systematically integrated HD users and audiologists in the
innovation process in order to design the service innovations
according to their individual needs and preferences. First, we
uncovered potentials for service innovations through gaps or
specific problems in the current service provision of HD users
and audiologists. Further, the user groups contributed to the
usability and design of service innovations, e.g., by testing
and evaluating different feedback and process scenarios of the
remote fitting (RF) concept. With the close integration of
audiologists and HD users, we consequently aimed to change
the dominating view that digital services substitute personal
services. With our audiologist-centered service platform, we
show potential pathways how service innovations can create new
ways of value creation, improve the quality and interaction within
existing service processes and enhance the competencies and
opportunities of audiologists in the future service ecosystem.
The requirement analysis revealed a great potential for more
disruptive service innovations in the context of RF services that
audiologists can offer without being physically present. Advanced
technological developments like machine learning can increase
the efficiency of RF services to the extent that the service can be
provided by a service center or by the user alone, independent
from personal interaction with an audiologist. As such, there is a
great need for a design of the interaction between the HD user,
the audiologist, and the technical system that ensures service
innovation acceptance.

On the technical side, we show how such service innovations
can be technically designed, developed and implemented
on one service platform. We designed and implemented a
hardware/software architecture (10) that allows audiologists to
remotely access the HDs of their customers, e.g., for RF, and
customers to request support from them. Additionally, this
architecture allows to collect a large dataset of audio signals that
can be used to improve the performance of HDs. These signals,
recorded in a wide range of acoustic scenes, can be used to
train advanced acoustic scene classifiers in a remote server and
transmit the resultingmodels from this training to the considered
HDs where the recognition can then be achieved in real-time.
Though real-time acoustic scene classification in HDs remains a
challenging task, the training being done remotely makes it more
feasible. As a proof of concept, we developed a machine learning
based acoustic scene classifier to automatically recognize acoustic
scenes relevant for HD users. For the training of the classifier
and the evaluation of the recognition accuracy, we recorded a
diversity of acoustic scenes. In order to preserve the privacy
of the HD users, we encoded these recordings using sparse
features, which cannot be reverse-engineered for reconstructing
the original audio. For the training and testing as well as for the
real-time evaluation of the acoustic scene classifier, these features
were incorporated.

To the best of our knowledge, we are the first who take
a participatory innovation development approach to tailor
advanced technological developments with specific user-centered
preferences within the field of tele-audiology. With our research,

we show promising pathways for audiologists to be a major part
in the future value chain of service innovations within the HD
industry. Beyond that, we show how machine learning can be
integrated in an overall architecture and open new opportunities
for RF services within audiology. Based on the findings of our
experimental evaluation, we demonstrate the benefits of our
technical developments regarding their efficacy to enable and
improve new ways of RF and the importance of the relationship
between the technical system, the HD user and the audiologist.

The remainder of this paper is structured as follows. First, we
will present the results of the technology-related requirements for
digital service innovations of HD users and audiologists which
we collected and analyzed through qualitative (interviews) and
quantitative data (surveys). In the subsequent section, we will
present the technical infrastructure we realized to meet those
requirements. Therefore, we present the system architecture of
the connected HD and our core technological developments in
the context of RF: acoustic scene classification through machine
learning and the overall development and implementation of the
RF infrastructure. After the technical realization, we evaluated
the technical developments and social aspects with laboratory
experiments, which are presented in section Evaluation. We will
conclude this article with future directions andmention technical
possibilities as well as social implications to increase acceptance
among HD users and audiologists in the context of the integrated
service platform.

REQUIREMENT ANALYSIS OF HEARING
DEVICE USERS AND AUDIOLOGISTS

Innovation through co-creation plays an important role in
the healthcare service context. In a collaborative development
process, audiologists can be important actors in the development
of future innovations as they have broad knowledge and
experience in both the product and service world. Additionally,
the development of service innovations within tele-audiology
also benefits from the integration of HD users as this provides
important insights to the user experience during the process
of fitting HDs. In the first part of the project, we therefore
investigated the requirements of audiologists and HD users to
align the technological developments of manufacturers with the
needs and preferences of the user groups.

Exploration of User Preferences and
Technological Developments
We applied an explorative empirical approach consisting of
qualitative interviews with audiologists and HD users and an
analysis of secondary information on recent developments of
manufacturers to compare the current developments with the
user preferences. First, we identified specific preferences for
future service innovations along the opportunities of a connected
HD based on 22 semi-structured interviews with HD users
and audiologists. The interviews were recorded and transcribed.
Subsequently we validated the results on the identified user
needs for service innovations during a 2-day workshop with
both groups.
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A total set of 85 requirements for future services based
on a connected HD has been identified, clustered in 14
different service functionalities. The HD users highlighted
requirements for extended mobile control functions, followed
by RF services, and for the consideration of individual hearing
preferences through scene classification and machine learning.
The audiologists highlighted the development and provision
of an interactive hearing training, and the development of a
scene classification solution in order to monitor the hearing
environment and related issues of HD users. Self-services are
merely highlighted by the HD users that formulate preferences
for services that represent extended mobile control settings: “I
don’t really want to adjust anything and certainly not a second
device. If these functions were integrated in the smartphone I would
say: Great. So many settings on one or two buttons: I’m freaking
out.” Further, a number of HD users and audiologists demand
new, audiologist-centered RF solutions: “Is it possible to bring the
audiologist along the various hearing environments I experience?
It would be fantastic if the audiologist could adjust my hearing
aid remotely, that would be genius.” Figure 2 shows an overview
of the identification and categorization of user preferences. The
left side shows the different service categories that have been
introduced before. The central column summarizes the coding
of the related statements on preferences of the users from the
interviews. Finally, the right column categorizes the different user
preferences into specific service functionalities.

To identify the current service-related technological
developments within the field of tele-audiology, a qualitative
patent analysis was conducted (11). The patent analysis was
based on the patent database FamPat (Questel). The search
period was set from 2008 to 2018. The selected patents included
functions about connectivity, use of mobile devices, methods
of classification, automation, RF as well as the creation and
use of new digital interfaces. In recent years, technological
developments focused on the creation of an infrastructure for
new digital services from hardware-based rudimentary remote
functions in 2008 to machine learning developments in 2018.
The patent analysis revealed 21 core technological developments.
Within the field of personal data-driven services (1:1 services),
remote assistance like video chat between audiologists and
HD users or chat-based assistance (e.g., WO2013020594) (12)
was predominant. More disruptive service developments were
reflected by patents on the monitoring of auditory data (e.g.,
EP3035710) (13) and performance data (e.g., DE102015203288)
(14). Further developments enabled intuitive, hands-free
interfaces using voice commands (e.g., US2018061411) (15)
or physical action based control (e.g., US2014126759) (16)
through gestures, eyes, or body movement. With 15 patents,
scene classification functions were the most frequently patented
technological development in the recent field of automation and
empowerment (1:N service, e.g., EP3288293) (17). See Figure 3
for an overview of the developments in tele-audiology since
2008. The figure shows the evolution of technological trends
in the field of tele-audiology which were found out with the
patent analysis.

Based on the comparison of the user preferences and the
service-related technological developments within the field of

tele-audiology, our results indicate that manufacturers, HD
users and audiologists focus on different service categories.
Audiologists articulate more preferences than HD users but
focus primarily on personal data-driven services (1:1). Further,
the technological complexity often exceeds the capabilities of
most users. Currently, many disruptive service innovations
that drive new service opportunities originate predominantly
from manufacturers.

User-Centered Design of Different Digital
Services
As a result of the explorative pre-study we derived a large set of
service innovations expressed by the user groups that are further
evaluated within the following two studies. In order to validate
the results of the qualitative pre-study we carried out two online
surveys with 671 audiologists and 184 HD users. Particularly
in the case of 1:N services, different design approaches and
beliefs on the future relation between audiologists and HD
users were identified, so that we intended to quantitatively
determine the specific needs and preferences of audiologists
and HD users. Six service innovations were included in both
surveys: Remote fitting (we distinguished between time-delayed
RF through audiologists and instantaneous RF through a service
center), AI-based assistance function for situation-specific HD
optimization, Optimized automatic scene and situation classifier,
Hearing Coach, Hearing training, and Linkage to social networks.
In the survey of audiologists, we added six service innovations as
a result of the patent analysis so that the audiologists evaluated
twelve service innovations in the field of tele-audiology in
total. The survey focused on the audiologists’ intention to offer
these services to the customers in the near future. The HD
users evaluated eight service innovations and specific design
approaches of more disruptive service innovations, e.g., the
design of RF services. In this context they had to choose between
different specifications of the services, for example between (1)
no remote fitting, (2) time-delayed remote fitting by their attending
audiologist and (3) instantaneous remote fitting by a service center.
Due to the different requirements and preferences expressed in
the explorative study, we have adapted the service innovations
somewhat to the target group in the quantitative survey.

Service Innovation Acceptance of Audiologists

As established healthcare organizations are characterized by
strong path dependencies, they typically show a strong
dependency upon their mainstream users. While the current
service processes typically fit the needs and preferences of existing
users, they do not match the increasing demand for digital
services and online offerings of emerging target users. As such,
service organizations face highly uncertain demands in the future
(18) and struggle to balance the ambidexterity between routine
and innovation (19). At the same time, service organizations
face institutional tensions that hamper the development of future
innovation (20). For instance, innovative service organizations
face missing reimbursement opportunities for digital services
by health insurances, a lack of telemedical regulations, or strict
process standards of professional associations. We aimed to
integrate the audiologists as providers of service innovations
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FIGURE 2 | Identification and categorization of user preferences according to their statements in the interview series.

FIGURE 3 | Evolution of the technological trends in the field of audiology.

to analyze these challenges further. Therefore, the objective of
the study was to find out about audiologists’ intention to offer
different digital service innovations and their general evaluation
of the derived twelve service innovations. The primary research
question in this study is: How does the disruptive potential of
service innovations impact innovation acceptance of frontline
employees in audiology?

We surveyed 671 audiologists from different companies
and in different positions in Germany. The online survey
included questions regarding the acceptance of different service

innovations as well as demographic characteristics, digital
competence and innovativeness. We used established scales
that originate from literature on research of acceptance
and innovation management. Within our survey, the
audiologists (63% female; mean age = 20–29 years,
56% younger than 30) were employed for 11 years on
average (mean = 10.89, SD = 9.41). 14.8% of them were
apprentices, 48.6% journeymen/journeywomen, 32.5%
master craftsmen/craftswomen and 2.5% others. From a
theoretical viewpoint, we distinguished between incremental
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FIGURE 4 | Mean response to the question “To what extent do you wish to offer the digital service within the next 5 years?” (1 = very undesirable to 5 = highly

desirable; AV = Average).

and disruptive digital service innovations. We classified six
service innovations as incremental, e.g., app-based contact,
time-delayed remote fitting through audiologist and monitoring
of hearing aid function. The remaining six service innovations
were classified as disruptive, e.g., automatic situation classifier,
instantaneous remote fitting through service center and AI-based
assistance function.

Only 11% of respondents have a high level of digital
competence, and feel confident in using digital tools. This can
possibly have a negative impact on the evaluation of disruptive
service innovations. But on the other hand 44 % of respondents
rate their company as highly innovative. In Figure 4, the twelve
digital service innovations are ranked by the intention of
audiologists to offer each digital service to their customers within
the next 5 years, from 1= very undesirable to 5= highly desirable.

Hearing training was rated best among the presented services
(4.13 on a 5-point Likert scale). Whereas, instantaneous remote
fitting through a service center was rated the lowest (2.33 on a
5-point Likert scale). The first service is a complement to the
audiologists’ work, and therefore can facilitate their daily work,
whereas the lowest rated service is a potential threat to their
current economic position if the fitting of HDs is taken over by
an external service provider. As we have previously classified the
services according to their assumed threat potential, this result

supports our theoretical perspective that more disruptive service
innovations are declined by the audiologists.

As an overarching result, incremental innovations are rated
12% better on average than more disruptive innovations.
Figure 5 depicts that more incremental service innovations
are rated higher than disruptive service innovations regarding
the audiologists’ technology acceptance. The acceptance of
the service innovations was measured by a multi item scale,
containing questions like “I rate the digital service as useful for
my field of work.” “I think my customers would respond positively
to the digital service.” or “I think that colleagues in my company
would advise me to use the digital service.” The graph shows a
summarized factor of the used items for acceptance of service
innovations. As mentioned above the expectation of change in
competence plays a decisive role in acceptance of audiologists.

Further, we compared the time-delayed RFwith instantaneous
RF. The RF services differ by (1) a time dimension and (2)
a personal dimension. The time-delayed RF was conducted
by the personal audiologist whereas the instantaneous RF
was conducted by a service center. We hypothesized that for
audiologists the fitting by an external service center would be
perceived as a threat to their current competences. For this
reason we also investigated a contrary RF service in which the
audiologist participates strongly. Consequently we defined the
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FIGURE 5 | Comparison of incremental service innovations and disruptive service innovations: Aggregated factor Technology Acceptance. Exemplary Item: “I would

like to work with the digital service”.

time-delayed RF as an incremental service innovation and the
instantaneous RF as a disruptive service innovation, from the
viewpoint of audiologists. By comparing the two RF services with
regard to technology acceptance it showed that the time-delayed
RF was evaluated substantially better (see Figure 6). Again, the
figure shows a summarized factor of the used items for acceptance
of service innovations. In particular, the fear of quality losses
in the case of RF by a service center had a negative influence
on the evaluation of this digital service. Moreover, the service
possibly was perceived as a threat for the area of competence
by audiologists.

Service Innovation Acceptance of Hearing Device

Users

In addition to the audiologists, the potential users of these digital
services were surveyed. Hearing loss is a sensory disorder that
greatly affects the life and social interaction of the affected person.
Therefore, many HD users would like more assistance from their
HDs in acoustically difficult listening situations, in the handling
and adjustment of HDs, as well as in the rehabilitation and
acceptance of their hearing impairment. To better understand
user preferences, an online survey with HD users was conducted
with the goal to identify different service innovations and the
participants’ willingness to use them in everyday life. The primary
research question here was:Which service innovations and which

specifications of service innovations are HD users most likely
to use?

For this purpose, an online survey with 184 HD users
(67% female, 85% older than 60 years, median: 70 years) was
conducted. All participants were experienced HD users and 78%
of them wore their HDs more than 8 h a day. The HD classes that
the participants currently use covered basic, mid-range and high-
end HDs, which meant that the HDs differed in terms of both
technical and comfort features (e.g., noise reduction, situation
detection, microphone directionality).

Many modern HDs already offer the possibility to be
controlled via smartphone and app. In addition to the technology
class of the HDs, the use of smartphones in everyday life is also
potentially decisive for the acceptance of this new technology.
Eighty percentage of the participants stated that they do not use
an app to operate the HD (e.g., program change, volume change)
and 14% do not use a smartphone. Regardless of HD control,
a total of 54% use their smartphone one to several times a day
and 18% one to several times a week, which is an important
prerequisite for the use of future digital services. Furthermore,
there are technical requirements for HDs to be compatible with
digital services (e.g., Bluetooth capability) which are currently not
fulfilled by all HD classes. Depending on the HD class and the
fixed amount covered by the health insurance, the amount of the
private co-payment that HD users have to pay for a technically
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FIGURE 6 | Comparison of instantaneous and time-delayed remote fitting: Aggregated factor Technology Acceptance. Exemplary Item: “I would like to work with the

digital service”.

more advanced HD provision varies. Twenty-eight percentage
of participants with public health insurance reported that they
paid between 0 and 500 e per ear for their HDs. Thirty-three
percentage invested between 500 and 1,500e, 16% between 1,501
and 2,000 e and 18% more than 2,001 e per ear for a high-
class HD. Overall, technology acceptance and personal interest in
new technology were rated on average as “partially agree” (3) and
“fairly agree” (4) (mean age = 3.43, SD = 0.91), with their own
technology competence rated as “less agree” (mean age = 2.03,
SD = 0.90). Nevertheless, the participants assess that learning
the technique is under their control [M = 3.82 (“fairly true”),
SD= 0.90].

- In the questionnaire, the users were introduced to eight
different digital service technologies, each in three separate
configurations: Remote fitting (no remote fitting, time-delayed
remote fitting through audiologist, instantaneous remote
fitting through service center),

- AI-based assistance function for situation-specific HD
optimization (disabled assistance function, user-defined
adjustment of the HD setting (limited assistance function),

automatic situation-dependent optimization of the
HD setting),

- Optimized automatic scene and situation classifier (disabled
automatic scene classifier, user preference-based scene
classifier, automatic scene classifier of any acoustic
listening situation),

- Smart home connectivity [no smart home connectivity, smart
home connection with household appliances (e.g., washing
machine), smart home connection with household appliances
and home technologies (e.g., doorbell)],

- Hearing Coach (no hearing coach necessary, hearing coach
only virtual in the app, hearing coach virtual in the app and
meetings in person),

- Hearing training (no hearing training necessary, hearing
training only virtual in the app, hearing training virtual in the
app and meetings in person),

- Connection to social networks (no connection, connection only
virtual in the app, connection virtual in the app and meetings
in person),

- Recording of vital parameters (no recording, recording of
vital parameters without exchange with doctor or audiologist,
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FIGURE 7 | Ranking of the preferred service technologies classified by age.

recording of vital parameters with exchange with doctor or
audiologist and comparison with other users).

For the evaluation of the preferred service innovations, the
individual scores for the three alternatives were summed
(maximum rating = 12, minimum rating = 6). Results were
analyzed and ranked for two age groups (above and below 70
years, see Figure 7). Overall, the service optimized automatic
scene and situation classifier is most desired, followed by hearing
training. Regarding the remote fitting services alone, it can be
noted that it is ranked in a split 5th place. However, participants
under 70 years are noticeably more open toward the service than
those over 70.

The rating of each of the three different alternatives for
service innovations: remote fitting, AI-based assistance function
for situation-specific HD optimization, and optimized automatic
scene and situation classifier can briefly be summarized: The
respondents under 70 years of age preferred the function
instantaneous remote fitting through service center. The older
respondents also preferred this type of RF, but also indicated
that they actually prefer the face-to-face fitting interview. In
terms of technology AI-based assistance function for situation-
specific HD optimization, both age groups preferred the limited
assistance function. They would like to be supported by an AI
system, but retain the ability to decide about the HD setting and
fitting. In the under-70 group, the user preference-based scene
classifier specification was clearly preferred over the automatic

scene classifier of any acoustic listening situation. The participants
in the group over 70 years of age, on the other hand, preferred
the automatic classifier, closely followed by user preference-based
scene classifier.

Summary of the Requirement Analysis
The exploration of user preferences and technological
developments led to a diverse set of service innovations
which we quantitatively analyzed through two surveys with
audiologists and HD users. We investigated which service
innovations and their specifications are most desired by both
groups. It was particularly noticeable that the RF services
were evaluated quite differently by HD users and audiologists.
Although many HD users preferred the instantaneous RF,
the personal component still plays a role, as evidenced by the
decision of those over 70 against a RF at all. On the other hand,
the audiologists were clearly in favor of time-delayed RF by
an audiologist, because they feared a loss of competencies and
decreasing quality of customer consultation. For this reason we
decided to further clarify the preferences for the different RF
specifications and the impact on the acceptance of the adjusted
HD fitting. Consequently we followed up the requirement
analysis with another evaluation study (cf. section Evaluation).
In the social evaluation of RF we gave the HD users three
variants to test: RF through audiologist, RF through AI, and a
mixed form: RF through AI with approval by audiologists. In

Frontiers in Digital Health | www.frontiersin.org 10 September 2021 | Volume 3 | Article 739370198

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Luengen et al. Connected Hearing Devices and Audiologists

FIGURE 8 | Overview of the platform architecture to support 1:1, 1:N and N:M services.

technological development, we focused on the mixed form to
consider a system that combines both advantages of personal
and digital services to meet the preferences of both audiologists
and HD users.

TECHNICAL REALIZATION

In this section, the technical realization based on the results of
the requirement analysis is presented. We decided for a platform
design as HD users and audiologists favor a wide range of
functionalities. However, both sides emphasized the importance
of a personal relationship, which is why we aimed to offer an
integrative platform where all stakeholders are joined. While
many functionalities are incremental and can be fed directly into
market development, we focused on RF and scene classification,
as they require a high level of initial research and development
effort. Developing a platform also had the advantage to build and
test components for several services independently from each
other. The modularity of a platform enables platform providers
to adapt or expand their service offerings depending on the
market needs as well as technological opportunities. As service

platforms offer great interoperability, the HD as well as the
collected data can be used for several service solutions provided
by the integration of different stakeholders (6). Furthermore,
new service innovations can be introduced continuously after
the launch of the platform. The overall architecture for the RF
approach and the respective subsystems will be described in the
following sections.

System Architecture of the Connected
Hearing Device
Overview

In order to fulfill the needs expressed by HD users and
audiologists during the field study described in section
Requirement Analysis of Hearing Device Users and Audiologists,
a dedicated hardware/software architecture had to be designed
and implemented. We took advantage of the Bluetooth
connectivity available in modern HDs to design an architecture
that is able to support the one-to-one (1:1), one-to-many (1:N)
and cross-industry (N:M) services considered in this paper.
Figure 8 depicts an overview of the complete architecture (10).
All use cases rely on users accessing one or both of the
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two used databases, referred to as the customer database and
community database.

The customer database is used to store personalized, and
hence potentially sensitive, data and can be accessed by HD
users and by audiologists i.e., to support 1:1 service innovations.
The community database contains anonymized data used to
support the 1:N service innovations and cross-industry (N:M)
service innovations. Different software clients are provided for
each type of users, to visualize and, if relevant, edit the content
of the databases. Both, HD users and audiologists, can use
mobile applications to access the data. HD users can edit the
information about themselves, send messages to audiologists and
select new available HD settings. HD users can as well view
the acoustic index and make new entries to it. Audiologists
can see the information about HD users under their care,
answer their messages and change their HD settings during
the RF. Acoustic index users can visualize the existing entries
using a web browser. Those entries are accessed through a
computing cluster that is also used by researchers to improve HD
processing, more specifically, to train performant acoustic scenes
classifiers. As this paper focuses on the RF application, the next
subsections describe the elements of the architecture that support
RF, namely the customer server and database as well as themobile
application used by the HD users. The development of acoustic
scene classifiers as well as efforts to develop privacy preserving
features is described in section Machine Learning for Acoustic
Scene Classification.

Customer Server and Database

As mentioned in the previous section the customer server is
required to store theHDuser related data that could be associated
with audiological data, such as audiograms or the history of
fitting sessions by the audiologist. These data are sensitive with
regard to the data protection regulation as they link individuals
with their health data. Hence precautions have to be taken to
ensure that data is processed in conformity with regulations. In
our setup, an SQL server was used. The customer server can be
accessed from the app through a secured cloud authentication
process (OAuth 2) using encrypted communication (TLS 1.2).

The audiologist uses the customer server to manage the
individual history of fittings. Together with the feedback from
the user’s app (evaluated listening situation as well as sound
recordings) the audiologist can create an updated set of HD
parameters to improve the HD settings (1:1 service) and send
them back to the user. Based on individual proposals and fitting
sessions stored and managed from the customer server, the
entire content of the customer database can be used to feed the
community server, hence supporting 1:N services.

User Interface for Remote Audiological
Services
As a user interface for the patients as well as for the audiologists
we provide a mobile smart phone application. It is a core
component of the mobile part of the system. It connects the
HDs on the one end with servers in the backend and serves
as a user interface to gather feedback and display data. By
interacting with this app, both stakeholders can perform many

tasks, which would usually require a personal meeting, without
such a meeting necessary.

Having several use cases and functions in mind the Audio-
PSS app is designed to be a platform. Designing the app as
a platform means on the one hand to create a solution that
can be used on different target systems (iOS, Android) without
implementing it multiple times. Platform specific concerns
like HA drivers and notification systems are dedicated to the
particular target system. The other aspect refers to the app
as a host for different functions and services. Figure 9 depicts
the architecture.

Remote Measurement of Hearing Loss

For the characterization of the hearing loss, typically a
pure tone audiogram is measured for both ears. For these
measurements calibrated hardware is required. By using the
technical infrastructure, we set up a combined solution, which
integrates a calibrated hardware/software system with the remote
AudioPSS-app. The calibrated hardware is called the portable
hearing lab (21). An open source signal processing platform
for hearing research called the open Master Hearing Aid (22) is
running on this platform. This solution provides the audiometer
backend of the measurement set up. The architecture is shown
in Figure 10.

The remote AudioPSS-app provides two functionalities for
measuring the audiogram: by using the first functionality,
which is called the remote audiogram app, the patient
can perform the audiogram measurement remotely
without visiting the audiologist. The second functionality
(remote controlling app) is designed for the audiologist
to observe the measurement. The audiologist receives
the measurement results once the measurement has
been completed and can thereby judge the quality of
the measurement.

Remote Fitting

There are two basic remote fitting scenarios: (a) perform a first
fit and (b) execute a follow-up fit. Based on the audiogram
data gathered from the remote measurement above the remote
audiogram app provides additionally the possibility to perform a
first fit using the portable hearing lab device and a selected fitting
rule. Hence the patient can get an immediate benefit from the
remote measurement.

As for the follow-up fit workflow, a connected user can
send his feedback about the current listening situation using
categorized symbols and an attached sound snippet record to
the backend. This message including the attachments is stored
on the customer server. The audiologist, located either in his
office or operating from a service center, analyzes the current
settings, the listening situation and the user’s feedback resulting
in a new fitting proposal. The proposal is sent back to the
user’s smartphone where the user will be notified about it. Then
the updated settings can be downloaded, installed and tested.
Depending on the testing the new settings can be kept or
discarded resulting in another feedback loop with the audiologist.
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FIGURE 9 | Software architecture of the mobile app.

FIGURE 10 | The architecture of the remote audiogram measurement performed using the remote AudioPSS-app.
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Machine Learning for Acoustic Scene
Classification
Due to the limited computational resources of HDs the range
of acoustic scenes that can be recognized and programmatically
treated inside the HD remains limited. In this paper, we
introduce a machine learning approach for the recognition of
acoustic scenes by incorporating the provided infrastructure
for connected HDs to continuously optimize a machine
learning model.

In order to train such models, a large training data set is
required. In the proposed approach based on the IoT, these sound
samples will directly be recorded by the HD users, which raises
the question about how to respect the privacy of the HD users.
Therefore, we cannot use the sound samples directly to train
a machine learning system. State-of-the-art machine learning
approaches extract some lower dimensional features (23), which
carry the essence of the underlying sound sample. By doing this a
simpler machine learning architecture with a smaller number of
parameters can be defined. Moreover, we have to make sure that
these features cannot be used to reconstruct the underlying sound
samples. For this reason, we computed a set of privacy preserving
features for training and testing of the machine learning system.

Privacy Preserving Audio Features

State-of-the-art scene classification approaches use variants
of spectral features in the logarithmic domain, e.g., log-mel
spectra or mel frequency cepstral coefficients, for acoustic scene
classification (24). However, the underlying audio signals can be
reconstructed from these features. For this reason, we decided
to use sparse decomposition techniques (25, 26) for encoding
the audio signals as sparsely as possible, which account for
two important aspects. On the one hand, the characteristics
of the underlying acoustic scenes, where these audio signals
were recorded, are preserved. On the other hand, an intelligible
reconstruction of the underlying audio signals is not possible.

In order to decompose a given audio signal, a Gammatone
filterbank (27) is constructed, which is composed of a given
number of M Gammatone filters. A Gammatone filter is
characterized by its center frequency and bandwidth. It has been
shown that the impulse response of the Gammatone filters is
similar to the basilar membranemeasured in cats (28). Therefore,
Gammatone filters are frequently used for modeling the human
auditory system.

A sparse signal representation of a given audio signal x at time
t can be approximated as a linear superposition of K Gammatone
filters γfk,tkcalled atoms with center frequency fk and time offset
tk, selected from a Gammatone filterbank withM filters is defined
as follows:

x (t) = 6k=1 akγfk,tk (t) + ε (t) , (1)

where ak is the amplitude of the corresponding Gammatone
filter and ε (t) is the residual. As a decomposition algorithm, we
employ the matching pursuit algorithm proposed by Mallat and
Zhang (29). The amplitude, center frequency and time offset of

the K Gammatone filters γfm, t∗are defined to be the ones, which
maximally correlate with the residual:

(

fk, tk
)

= argmax < εk (t) , γfm,t∗ > (2)

The sparse decomposition of a given audio signal in comparison
with itself is shown in Figure 11.

For the sparse decomposition of the audio signals, we
generated a Gammatone filterbank of M = 64 filters and
computed K = 1,024 Gammatone atoms for each audio signal
of 10 s.

Privacy Preserving Acoustic Scene Classification

In order to recognize a diversity of acoustic scenes automatically,
we defined a deep learning architecture using convolutional
neural networks (CNNs). In the proposed approach, we aim
to train the CNNs on a cloud server in an offline mode and
download the pre-trained network to each HD connected to the
proposed system.

The defined network architecture consists of four
convolutional layers followed by two fully connected layers.
The first convolutional layer consists of 32 filters of size 3
× 3. In the following layers the number of filters is doubled
with the filter size kept constant. Between each convolutional
layer batch normalization and max pooling of size 2 × 2 is
applied. After the batch normalization, the rectified linear unit
is applied as an activation function. The first fully connected
layer consists of 280 neurons. After the first fully connected
layer, we apply another rectified linear unit. In order to prevent
the network from overfitting, there is a dropout layer with 50%
dropout probability between the two fully connected layers.
The second fully connected layer is at the same time the output
unit consisting of 14 neurons, which is equal to the number of
acoustic scenes within the database used for training and testing
the system.

EVALUATION

In the following section we present the evaluation of the
RF service from a technical as well as from a social
viewpoint. In addition we technically evaluated the Acoustic
Scene Classification.

Technical Evaluation
Remote Fitting Evaluation (Audiometry App)

In order to evaluate the performance of the RF concept,
we performed subjective measurement experiments with 18
normal hearing listeners aged between 20 and 54 years. An
audiologist performed three pure tone audiogrammeasurements
with each test subject. Subsequent to these measurements, each
test subject performed three audiogram measurements using the
remote audiogram app. For both measurement paradigms five
frequencies (500, 1,000, 2,000, 4,000, 6,000Hz) were measured
using the audiometry headphones (Sennheiser HDA 200). Both
paradigms have a measurement resolution of 5 dBs, which means
that in both paradigms the hearing thresholds are increased with
5 dBs steps.
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FIGURE 11 | Two sample waveforms (upper row) and the corresponding sparse decompositions (lower row).

In Figure 12, the results of the audiogram measurements
as a difference between the pure tone audiogram and remote
audiogram are shown. The zero line indicates that the
measurement results of the pure tone audiogram and the remote
audiogram are equal. Negative deviation means that the results
obtained with the standard pure tone audiogram indicate higher
hearing thresholds, e.g., less hearing loss than those obtained with
the remote application.

As one can easily see, the remote audiogram app on
average measures hearing thresholds around 5 dB lower than
the corresponding pure tone audiogram measurements. The
reason for this discrepancy can be explained by the differences
between the reaction times in hitting a button or clicking
on a smartphone screen. The test-retest reliability in clinical
audiogram measurements also typically is in the 5 dB-range.
Therefore, the results of the remote audiogram app approximate
the pure tone measurements with sufficient accuracy.

Evaluation of the Acoustic Scene Classification

In order to train supervised machine learning models, a large
training data set is required. While the technical infrastructure
for the connected HDs was still in the making, we recorded a
binaural data set Hearing Aid Research Data Set (HeAR-DS) (30)
to provide a reliable basis to train a supervised machine learning
model to perform acoustic scene classification for HDs.

HeAR-DS contains fourteen acoustic scenes as shown
in Figure 13 that were defined in close cooperation with
audiologists and with the German hearing aid manufacturer
and project partner audifon to cover acoustic scenes relevant
in everyday life of HD users. These acoustic scenes can be
categorized in three groups. The speech group consists inherently

FIGURE 12 | Evaluation of the different audiogram measurement methods.

The boxes indicate the measurement points within the 25 and 75% percentiles.

The dots within the boxes are the median of all the measurement points for

this particular frequency. The thin lines indicate the minimum and maximum

measurement points. The dots below and above the thin lines are the outliers.

of speech, where the target speaker changes simultaneously
and hence is hard to determine. Therefore, Cocktail party and
Interfering speakers belong to that group. The acoustic scenes in
the background group contain pure background noises (i.e., no
significant speech components). Finally, the speech in background
group consists of acoustic scenes with a target speaker embedded
in one of those backgrounds. In order to create the acoustic
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FIGURE 13 | The acoustic scenes of the HeaR-DS research data set is shown. The number next to each acoustic scene indicates the number of samples in the

corresponding acoustic scene. Each sample is 10 s. long.

scenes in this group, background signals were manually mixed
with speech signals.

The proposed CNN was randomly initialized, trained and
tested 10 times. For the optimization of the weights the Adam
optimizer was used. As the size of the training data set is large, we
use mini-batches of size 24 samples to train the network. For each
training session, a maximum of 250 iterations was performed.
An early stopping mechanism was also integrated so that after 10
iterations without any improvement in the loss, the training was
terminated. We randomly split the HeAR-DS into training (70%)
and test data sets (30%) so that there was no overlap between
the sets during each training and test phase. The class wise test
accuracies, the confusion matrix and its standard deviation are
shown in Figure 14.

The average overall accuracy of all 10 training sessions is
87.26%. All acoustic scenes were successfully classified with
high classification accuracies except two acoustic scenes. Cocktail
party and reverberant environments were frequently mixed up
with one another. One can easily recognize this phenomenon
on the confusion matrix. We hypothesize that the reason for
this result is caused by the fact that the sparse codes of these
two acoustic scenes are highly similar to one another. There is
another slight confusion between the acoustic scenes speech in
traffic and speech in vehicle. As the recordings for the acoustic
scene In Vehicle were made within different cars in traffic, this
confusion is acceptable. The other acoustic scenes were classified
with very high accuracies and with very little variance among
different training and test sessions.

Social Evaluation of Remote Fitting
Additionally to the successful evaluation of the technical
implementation of RF we also investigated the user preferences
and usability regarding the different RF scenarios. The findings
of the requirement analysis reveal that the design and interaction

between audiologists, HD users and the technical system can be
shaped in different ways. The preferences of both audiologists
and users suggest a hybrid service process where audiologists,
HD users and the technical system interact closely. However,
it remains unclear whether such service design exceeds other
service interaction processes in terms of user acceptance as
well as subjective and even objective hearing quality. Therefore,
we experimentally evaluate different RF scenarios with 18
experienced and inexperienced HD users between 59 and 80
years of age (M = 73 years, SD = 5.4 years, six female) with a
mild to moderate hearing loss. The objectives of this study were
to investigate the preferences of hearing-impaired participants
for their HD fitting and whether these preferences influence the
perception, measured by objective and subjective methods, when
HD fittings are identical for each scenario.

In this study, participants were fitted with audifon HAs
lewi R. Two programs were implemented into the HAs: the
standard setting program 1 and a “comfort in noise”-setting as
program 2. Three different fitting scenarios were investigated
in this study: fitting adjustments by (1) an audiologist, (2)
fitting by the AI system, and (3) fitting by both the audiologist
and AI system. To ensure comparability of the measurement
results, the modification of the fitting in all three scenarios was
realized by switching from preset program 1 to program 2. For
the experiment, three different acoustically complex listening
situations were set up in the laboratory using eight circularly
arranged loudspeakers, in which the subject had the task to
repeat the sentences presented and to fill in a questionnaire
afterwards. For the fitting adjustment, the probands were asked
to either verbally describe their hearing problems in the listening
situation (scenario 1) or enter them into the app for the AI system
(scenarios 2 and 3). Subsequently, the setting in the HAs was
changed by switching programs unnoticed by the participant and
the test was repeated.
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FIGURE 14 | Class wise test accuracies (left) and matrix plots showing mean and standard deviation of the confusion matrix (right).

The objective speech intelligibility tests performed in each
scenario turned out very similarly for all three fitting scenarios
(mean word scoring in %: scenario 1: 69%, scenario 2: 70%,
scenario 3: 72%). The subjective questionnaires also show that
the study participants did not notice any perceptible differences
in, among other things, speech understanding, listening effort,
or sound based on the different fitting scenarios. Furthermore,
participants were asked to rate “Which type of remote fitting would
you prefer?” (ranking from 1 to 3).

The results show that 38.9% of the participants prefer the
mixed option (scenario 3: AI + audiologist) for adjusting their
HAs, and 38.9% state that the audiologist-based fitting is their
favorite. Only 22.3% preferred the scenario with an AI-only
automated fitting. Overall, 72.2% of participants ranked the
mixed option first or second, whereas only 66.7% said this was
the case for the audiologist-only option. Figure 15 depicts the
preference ranking of the three fitting scenarios. In conclusion,
the HD users did not notice any difference in the objective
parameters but have a clear preference for a technical solution in
which the audiologist is still actively involved. This is seemingly
in contrast to the data from the requirements analysis, where
the HD users preferred the instantaneous RF through a service
center (see section Service Innovation Acceptance of Hearing
Device Users). However, those over 70 years old rated the
classical consulting on site (no RF) as the best alternative. And
in the explorative interviews, HD users stated that the personal
component should not be replaced. Since the objective evaluation
of the RF scenarios did not differ, the tendency toward a technical
solution, supported by an audiologist, was strengthened.

CONCLUSION AND FUTURE OUTLOOK

In this paper, we presented our concept of an integrated service
platform for digital service innovations in audiology. At the
beginning of the project, we identified the requirements of HD
users and of audiologists on different digital services. Based on
the user needs we focused on the technical infrastructure needed
to meet those requirements. In this context we presented the
system architecture of the connected HD and the acoustic scene
classification through machine learning as well as the overall

development and implementation of the RF infrastructure. To
conclude the user-centered developments, we evaluated the
acoustic scene classification from a technical standpoint and the
RF solution from both technical and social standpoints. With our
interdisciplinary study, we developed digital service innovations
based on connectedHDs which converge on an integrated service
platform. With our platform approach we focused on advanced
1:1 and 1:N services as RF and acoustic scene classification.
For the participatory innovation process we combined advanced
technology developments with the important role of human
interaction between audiologists and HD users.

We found out that the preferences of HD users, audiologists
and manufacturers differ with regard to potential digital services.
The HD users highlighted preferences for self-services, followed
by RF services, and for services on the 1:N domain like the
consideration of individual hearing preferences through scene
classification and machine learning, whereas the audiologists
approved particularly an interactive auditory training, and the
development of an acoustic scene classification solution. An
audiologist-centered RF solution was mentioned by both user
groups. Based on the comparison of the user preferences and the
patent analysis of service-related technological developments, we
found that more disruptive service innovations mainly originate
frommanufacturers.With the subsequent user surveys the trends
of the explorative analysis were supported: The audiologists
preferred more personal data-driven services, whereas the HD
users preferred self-services and services on the 1:N domain.
For RF services it was particularly noticeable that they were
rated quite differently by the user groups. Audiologists clearly
preferred time-delayed RF by an audiologist, whereas many HD
users preferred the instantaneous RF. Nevertheless, the personal
component still plays a role, as evidenced by the decision of those
over 70 against RF.

We developed a hardware/software architecture that can
support all service dimensions (1:1, 1:N and N:M) underlying
the project. Relying on state-of-the-art database development
and communication protocols, we ensure that this architecture
is both safe and scalable. Indeed, the architecture design allows
to easily increase the number of users, both HD users and
audiologists, as well as the connections between them, e.g.,
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FIGURE 15 | Preference ranking of the three fitting scenarios.

allowing each audiologist to support a larger number of HDusers.
Consequently, though we tested this technical solution only on
a limited number of participants, it could easily be applied to
a much larger user group. One of the main applications of this
architecture is RF, whose proof of concept has been evaluated
in the form of a remote audiogram measurement. Measuring
the pure tone audiogram remotely was a key step for realizing
the RF approach. The evaluation studies have shown that our
proposed remote audiogram app is able to measure the hearing
thresholds within the normal test-retest reliability of audiogram
measurements. It also enables a first fit of the HDs remotely and
is therefore a convenient tool for the RF process.

For the social evaluation we experimentally evaluated
three different fitting scenarios: fitting adjustments (1) by an
audiologist, (2) by the AI system, and (3) by both the audiologist
andAI system. The objective speech intelligibility tests performed
in each scenario turned out very similarly for all three fitting
scenarios. In the subjective evaluation of the different RF
scenarios, the mixed scenario scored the best, which shows that
HD users are open toward a technical solution but still prefer the
integration of a personal component.

As our results show, the development of a service platform
for digital services in healthcare requires interdisciplinary
collaboration. With our project team we combined expert
knowledge from audiology, information technology, and service
research.With the combination of social and engineering science,
we made valuable implications for the further developments of
digital services in the field of tele-audiology. Moreover, with
multiple stakeholder integration, we showed how a service
platform can connect advanced technological developments
to users and audiologists. For manufacturers, we highlighted
the necessity of integrating audiologists and HD users in the
development of future service processes and offered a system
architecture that integrates all relevant stakeholders on the same

service platform. For audiologists, we raise awareness for the
topic of digitalization in audiology and show that audiologists
should take an active part in the development of digital service
innovations. The early alignment and participation in service
innovation processes ensures the sovereignty and importance
of audiologists in future service processes. But most of all,
the platform approach opens up new alternative ways of value
creation. The re-programmability and homogeneity of digital
innovations can be used to create service innovations beyond the
core field of audiology. For instance, cross-industry innovations
on the basis of the hearing data can be used for an acoustic index
by evaluating the acoustic quality of restaurants.

The connected HDs paradigm technically allows to perform
many measurements, which typically take place on site remotely
without the physical presence of the HD user. These kinds of
measurements offer a large flexibility to the HD users as well as
to the audiologists. The results of the remote audiogram study
showed that HD users can measure audiograms remotely and
perform the first fit for their HDs based on the measurement
results themselves. The possibility to monitor and accompany
the measurement by an audiologist remotely reduces the risk
and gives the HD user more confidence. Currently, the remote
audiogram app depicts only one possible usage of the technology
of connected HDs concerning the 1:1 services scenario. However,
many other measurements can be handled using the same
infrastructure in the future.

Acoustic scene classification indicates a possible application
of the 1:N services scenario using the connected HA technology.
While increasing the speech intelligibility, preserving the privacy
of the HD users has the highest priority in the HA signal
processing. The sparse features encode the essence of an audio
signal, while preventing a reconstruction of the audio. Hence,
these features are very well-suited for tasks, which require
collection of data for post-processing from individual HD users.
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The results (87%) of the conducted acoustic scene classification
experiments showed that the proposed sparse features with
deep learning architectures turned out to perform in the same
range as the state-of-the-art log-mel features (85%) (30), for this
task. A slim CNN architecture provides sufficient accuracy for
recognizing an acoustic scene. The recognition happens every
10 s, which is frequent enough for a smooth performance of
a HA, because the acoustic scene typically does not change
more frequently.

The hardware/software architecture should be further
evaluated in a wider field study taking advantage of its scalability.
This would allow us to confirm the robustness of the developed
architecture as well as to confirm or infirm the conclusion
made in this paper. Additionally, such a study would allow us
to prove the feasibility of the acoustic index and to measure
the interest of the end users for this service. Moreover, a
usability study could allow us to improve the user interface
of the mobile application to make it easier to use. Exemplary
usability evaluation methods are a “cognitive walkthrough”
where experts evaluate the ease of use as well as a “usability
testing” of the demonstrator by potential end users. The
importance of user friendliness of such an application on
the acceptance of the provided services indeed remains to
be quantified.

To further quantify the results of the first RF evaluation
we currently survey HD users toward their intention to use
different RF options, with regard to the status quo during the
Covid-19 pandemic but also in perspective after the pandemic.
Future research can also focus on the use and development
of sensor data, to further optimize connected digital services
beyond the scope of audiology, e.g., wearable devices like fitness
tracker. In this context future research can extend the core field
of hearing improvement to other use cases in the context of
telemedicine, which has become increasingly important since the
Covid-19 pandemic.
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The Better hEAring Rehabilitation (BEAR) project aims to provide a new clinical profiling

tool—a test battery—for hearing loss characterization. Although the loss of sensitivity can

be efficiently measured using pure-tone audiometry, the assessment of supra-threshold

hearing deficits remains a challenge. In contrast to the classical “attenuation-distortion”

model, the proposed BEAR approach is based on the hypothesis that the hearing abilities

of a given listener can be characterized along two dimensions, reflecting independent

types of perceptual deficits (distortions). A data-driven approach provided evidence for

the existence of different auditory profiles with different degrees of distortions. Ten tests

were included in a test battery, based on their clinical feasibility, time efficiency, and

related evidence from the literature. The tests were divided into six categories: audibility,

speech perception, binaural processing abilities, loudness perception, spectro-temporal

modulation sensitivity, and spectro-temporal resolution. Seventy-five listeners with

symmetric, mild-to-severe sensorineural hearing loss were selected from a clinical

population. The analysis of the results showed interrelations among outcomes related to

high-frequency processing and outcome measures related to low-frequency processing

abilities. The results showed the ability of the tests to reveal differences among individuals

and their potential use in clinical settings.

Keywords: audiology, hearing loss, loudness, binaural processing, speech perception, spectro-temporal

resolution, auditory profile

1. INTRODUCTION

In current clinical practice, hearing loss is diagnosed mainly on the basis of pure-tone audiometry
(ISO 8253-1, 2010). The audiogram helps differentiate between conductive and sensorineural
hearing losses and can characterize the severity of the hearing loss frommild to profound. However,
the pure-tone audiogram only assesses the sensitivity to simple sounds, which is not necessarily
related to listening abilities at supra-threshold sound pressure levels (e.g., a person’s ability to
discriminate speech in noise).
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Pure-tone audiometry is often complemented by speech
audiometry (ISO 8253-3, 2012), which is a test typically
performed in the form of word recognition performance
in quiet (Anderson et al., 2018). Although this test can
provide information about supra-threshold deficits (Gelfand,
2009), measurements of speech understanding in noise have
been found more informative (Nilsson et al., 1994; Killion
et al., 2004). Since improving speech intelligibility is usually
the main goal of successful hearing rehabilitation, several
auditory factors affecting speech intelligibility in noise have
been investigated (e.g., Glasberg and Moore, 1989; Houtgast
and Festen, 2008; Strelcyk and Dau, 2009). Audibility (in
conditions with fluctuating maskers), frequency selectivity (in
conditions with stationary noise), and temporal processing acuity
(in conditions with speech interferers) have been identified
as important factors affecting speech reception thresholds in
noise when using meaningful sentences as speech material
(e.g., Rhebergen et al., 2006; Oxenham and Simonson, 2009;
Johannesen et al., 2016; Desloge et al., 2017)1. Thus, a hearing
evaluation that goes beyond pure-tone sensitivity and speech
intelligibility in quiet would be expected to provide a more
accurate characterization of a listener’s hearing deficits.

In Denmark, the Better hEAring Rehabilitation (BEAR)
project was initiated with the aim of developing new diagnostic
tests and hearing-aid compensation strategies for audiological
practice. Although the assessment of individual hearing deficits
can be complex, new evidence suggests that the perceptual
consequences of a hearing loss can be characterized effectively
by two types of hearing deficits, defined as “auditory distortions”
(Sanchez-Lopez et al., 2018). By analyzing the outcomes of
two previous studies (Johannesen et al., 2016; Thorup et al.,
2016) with a data-driven approach, Sanchez-Lopez et al. (2018)
identified high-frequency (HF) hearing loss as the main predictor
of one of the distortions, whereas the definition of the second
type of distortion was inconclusive. The inconclusiveness in
the prediction of the second distortion was most likely due to
differences between the two studies in terms of hearing loss
profiles and outcomemeasures. Here, a new dataset was therefore
collected based on a heterogeneous group of listeners with
audiometric hearing losses ranging from very mild to severe and
with a large range of audiometric profiles. To that end, the most
informative tests resulting from the analysis of Sanchez-Lopez
et al. (2018) were included, together with additional auditory tests
that had shown potential for hearing profiling in other previous
studies. The tests included in the current study are referred to as
the BEAR test battery.

The characterization of hearing deficits beyond the audiogram
was considered in several earlier studies (e.g., Saunders et al.,
1992; Santurette and Dau, 2012; Lecluyse et al., 2013; Brungart
et al., 2014; Esch and Dreschler, 2015; Rönnberg et al.,

1The factors identified correspond to the authors’ conclusions based on cited

references. For example, Johannesen et al. (2016) identified the basilar membrane

compession as a predictor of speech intelligibility in stationary noise and temporal

processing as a predictor of speech-in-speech intelligibility. Rhebergen et al.

(2006), Oxenham and Simonson (2009), and Desloge et al. (2017) identified the

audibility of the soft speech sounds in the presence of fluctuating maskers as a

crucial factor for speech intelligibility.

2016). Among them, the HEARCOM project (Vlaming et al.,
2011) proposed an extended hearing profile formed by the
results of several behavioral tests. These tests targeted various
auditory domains, such as audibility, loudness perception,
speech perception, binaural processing, and spectro-temporal
resolution, as well as a test of cognitive abilities. Importantly,
while the auditory domains considered in the BEAR test battery
are similar to the ones considered in the HEARCOM project,
the BEAR project aims to additionally classify the patients in
subcategories and to create a link between hearing capacities and
hearing-aid parameter settings.

The tests included in the BEAR test battery were chosen
based on the following criteria: (1) There is evidence from the
hearing research literature that the considered test is informative
(i.e., it provides information about the individual hearing
deficits) and reliable (i.e., the result of the test does not vary
over time). (2) The outcomes of the test may be linked to
a hearing-aid fitting strategy. (3) The outcome measures are
easy to interpret and to explain to the patient. (4) The task is
reasonably time-efficient or can be suitably modified to meet this
requirement (e.g., by changing the test paradigm or developing
an out-of-clinic solution). (5) The test implementation can be
done with equipment available in clinics. (6) The tasks are
not too demanding for patients and clinicians. (7) Tests with
several outcome measures are prioritized. (8) The language-
independent tests are also prioritized. Although a large list of
tests candidates was considered in an early stage, discussions
among the authors and other BEAR partners to shorten the list
led to the current proposal. Some classical tests were discarded
because a suitable alternative was more promising. For example,
the short-increment sensitivity index (SISI test) was discarded
since there was a more informative candidate for measuring
loudness perception.

The selected test battery included measures of audibility,
loudness perception, speech perception, binaural processing
abilities, spectro-temporal modulation (STM) sensitivity, and
spectro-temporal resolution. It was implemented and tested in
older listeners with different hearing abilities (frommild to severe
hearing losses) as a representative sample of the population
of hearing-aid user candidates mainly affected by age-related
hearing loss. The goals of the study were as follows: (1) To collect
reference data from a representative sample of HI listeners for
each of the selected tests, (2) to analyze the test–retest reliability of
these tests, (3) to analyze the relationships between the different
outcomemeasures, and (4) to propose a version of the test battery
that can be implemented in hearing clinics.

2. OVERVIEW OF THE TEST BATTERY

The test battery consisted of ten tests (9 tests besides the pure-
tone audiometry). The outcomes of the proposed tests are
divided into six categories. Table 1 shows the tests and the
corresponding auditory domains or categories. For convenience,
the domains spectro-temporal modulation sensitivity and
spectro-temporal resolution are presented together in the
category spectro-temporal processing. The following sections

Frontiers in Neuroscience | www.frontiersin.org 2 September 2021 | Volume 15 | Article 724007210

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles


Sanchez-Lopez et al. The BEAR Test Battery

TABLE 1 | List of the tests included in the BEAR test battery and their

corresponding auditory domains.

Test name Category Variables

Pure-tone audiometrya Audibility AUDLF, AUDHF

Extended audiometry at high frequencies b FLFT

Adaptive categorical HTLLF, HTLHF

loudness scalingc Loudness MCLLF, MCLHF

perception DynRLF, DynRHF

SlopeLF, SlopeHF

Word recognition scoresd Speech SRTQ, maxDS

Hearing in noise teste Perception SRTN, SScore
+4dB

Spectro-temporal modulation testi sSTM8, sSTM4k

Spectro- fSTM8, fSTM4k

Extended audiometry in noise j,k,l temporal TiNLF,TiNHF

processing SMRLF, SMRHF,

TMRLF, TMRHF

Maximum frequency for IPD detectionf Binaural IPDfmax

Binaural pitchg processing BP20

Extended binaural audiometry in noiseh abilities BMR

LF, Lower-frequencies, HF, higher-frequencies.

AUDx, Pure-tone average at low (x=LF; f ≤ 1kHz) or high (x = HF; f > 1kHz) frequencies.

// FLFT: Fixed-level frequency threshold at 80 dB SPL. ACALOS outcome variabless are

averaged for low (x=LF; f≤ 1kHz) and high (x= HF; f> 1kHz) frequencies. // HTL, Hearing

threshold level MCL: Most comfortable level / Slope: Slope of the loudness function /

DynR: Dynamic range // SRTQ: Speech reception threshold in quiet / maxDS: Maximum

speech discrimination score. // SRTN : Speech reception threshold in noise / SScore
+4dB:

Sentence recognition score at +4 dB SNR // sSTM: Sensitivity for detecting a spectro-

temporally modulated noise at 20log(m) = -3 dB, where m is the modulation depth

/ fSTM: Fast version of the STM test (Bernstein et al., 2016) // Extended audiometry

outcome measures were measured at 0.5 kHz (x=LF) and at 2 kHz (x=HF) // eAUD-N:

Tone detection in TEN noise // TMR: Temporal masking release // SMR: Spectral masking

release // IPDfmax : Frequency threshold for detecting an interaural phase difference of

180◦. // BP20: Binaural pitch detection scores for 20 presentations // BMR: Binaural

masking release.
a ISO 8253-1, 2010; bRieke et al., 2017; cBrand and Hohmann, 2002; d ISO 8253-3,

2012; eNielsen and Dau, 2011; fFüllgrabe and Moore, 2017; gSanturette and Dau, 2012;
hDurlach, 1963; iBernstein et al., 2016; jMoore et al., 2000; kSchorn and Zwicker, 1990;
lvan Esch and Dreschler, 2011.

introduce the experimental methods and present all tests
individually. The dataset is publicly available in a Zenodo
repository (Sanchez-Lopez et al., 2021b). More details about the
method can be found in the Supplementary Material in the
data repository.

2.1. Reference Data From Younger
Normal-Hearing Listeners
Although many of the tests included in the test battery are based
on previous studies with normative data, a group of 11 young
normal-hearing (NH) listeners were tested in the facilities of
the Technical University of Denmark (DTU) and the University
of Southern Denmark (SDU) to obtain reference data for this
specific implementation of each of the tests. The summary
statistics of the outcome variables from Table 1 for these NH
listeners are shown in Table 2.

2.2. Time Efficiency of the Test Battery
The examiners kept track of the time used by each of the
participants in completing the test battery. In the case of
unexpected events (e.g., unexpected or incongruent results),
these events were cautiously annotated for later investigation.
Regarding the test procedure, additional repetitions of the
threshold estimations were needed if: (1) a repetition was
considered as an outlier (i.e., a given threshold was greater than
three scaled median absolute deviations of the two repetitions);
or (2) the responses of the listeners during the tracking procedure
were inconsistent or reached themaximum orminimum possible
values. In that case, the measurement was considered an invalid
or “missing” data point.
The timing of the individual tests is shown in Figure 1. Besides,
the probability of needing an additional measurement and mean
number of extra repetitions per listener are shown in Table 3.
The repetitions were only suggested when the test was done using
the alternative-forced choice (AFC) framework (i.e., the IPD test,
the STM test, and the eAUD test in all the conditions). The
total testing time was approximately 2.5 h excluding the initial
interview, information about the study, and preparations.

3. GENERAL METHODS

3.1. Participants and General Setup
Seventy-five listeners (38 of them females) participated in the
study, who were aged between 59 and 82 years (median: 71 years).
Five participants were considered older normal hearing (ONH)
with thresholds below 25 dB hearing level (HL) in the frequency
range between 0.25 and 4 kHz in both ears and no larger than
40 dB HL at 8 kHz (PTA ≤ 22 dB HL)2. PTA was defined as
the pure-tone average between 0.5, 1, and 2 kHz as is typically
reported (Vermiglio et al., 2020). Two of these participants were
not usual hearing-aid users. The hearing-impaired listeners (HI)
group consisted of 70 participants with symmetric sensorineural
hearing losses. Symmetric sensorineural hearing loss was defined
as an interaural difference (ID) ≤ 15 dB HL at frequencies below
8 kHz and ID ≤ 25 dB HL at 8 kHz and air-bone gap ≤ 10
dB HL. The pure-tone audiograms of the participants are shown
in Figure 2. The participants eligible for the present study had
audiometric thresholds ≤ 55 dB HL (pure-tone audiometry not
older than 1 year) in the range between 125 and 1,000 Hz.
Participants with a pure tone threshold≥ 75 dBHL at 2 kHz were
excluded from the study as it was unlikely that it would be feasible
to perform all the tests due to audibility issues.

The participants were recruited from the BEAR database
(Houmoller et al., 2021) at Odense University Hospital (OUH),
from the patient database at Bispebjerg Hospital (BBH), and
from the database at the Hearing Systems Section at the
Technical University of Denmark (DTU). The study was
approved by the Science-Ethics Committee for the Capital
Region of Denmark, H-16036391. All participants gave written
informed consent and some of them received economical
compensation for their participation, depending on each test

2While other listeners presented PTA ≤ 22 dB, the individual thresholds did not

fulfill this criteria.
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TABLE 2 | Reference data of the young normal-hearing group.

Outcome 5th 25th 50th 75th 95th Unit

AUDLF –5 0 0 5 10 dB HL

AUDHF –10 0 5 10 10 dB HL

FLFT 14.42 15.60 17.88 18.02 19.31 kHz

HTLLF –7.5 –2.5 1.25 2.5 7.5 dB HL

HTLHF –5.5 2.5 8.75 15 23.5 dB HL

MCLLF 55 62.5 70 72.5 78 dB HL

MCLHF 62.5 70 75 80 87.5 dB HL

DynRLF 87.5 92.5 97.5 105 117.5 dB

DynRHF 74.5 85 92.5 100 105 dB

SLopeLF 0.27 0.30 0.33 0.37 0.42 CU/dB

SlopeHF 0.27 0.30 0.33 0.37 0.44 CU/dB

SRTQ 6 10 14 18 21 dB SPL

maxDS 96.7 100 100 100 100 % Corr

SRTN –3.48 –1.84 –0.85 –0.19 1 dB SNR

SScore+4dB 80 90 95 100 100 % Corr

sSTM8 2.40 3.07 3.07 3.07 3.07 d’

sSTM4k 0.30 2.40 3.07 3.07 3.07 d’

fSTM8 –13.5 –12.7 –12.3 –10.5 –6.1 dB ML

fSTM4k –9.1 –6.5 –4.375 –3.375 –2.7 dB ML

TiNLF 64.25 66.5 68.25 69.5 73.6 dB HL

TiNHF 64.1 68 69.375 70 73.85 dB HL

TMRLF 3.55 7.4167 9.375 13 15.95 dB

TMRHF 3.1 8.25 10.875 13 18.15 dB

SMRLF 16.55 19.75 21.75 23.25 26.15 dB

SMRHF 19.6 26 28.5833 30.75 31.25 dB

IPD 0.86 1.20 1.22 1.29 1.40 kHz

BP20 50 98.75 100 100 100 % Corr

BMR 14.3 15.875 17 18.4375 22.1 dB

The data are shown as the 5th, 25th, 50th, 75th, and 95th percentiles. In tests performed monoaurally, the summary corresponds to the data of both ears merged together (i.e., 22 ears).

site’s regulations and whether the participant chose to participate
without compensation.

3.2. Equipment
The basic audiological assessment consisted of pure-tone
audiometry, wideband tympanometry (Rosowski et al., 2013) and
middle ear muscle reflex, and was conducted in the facilities of
OUH, BBH, and DTU. The rest of the tests were performed
via PC in a double-walled sound-insulated booth (BBH and
DTU) or in a small anechoic chamber (OUH). The tests were
implemented inMatlab with a graphical user interface (GUI) that
the examiner could operate without programming experience.
Most of the tests were implemented using a modular framework
for psychoacoustic experiments (AFC; Ewert, 2013), except for
HINT, provided by Jens Bo Nielsen and Binaural Pitch test
which was a reimplementation of the Binaural Pitch Test v1.0,
Bispebjerg hospital, 2008. The participants were seated in the

room and the stimuli were presented through headphones
(Sennheiser HDA200) connected to a headphone-amplifier (SPL
phonic) and an audio interface (RME Surface 24-bit). The
equipment was calibrated using an artificial ear according to
IEC 60318-1:2009. The tests consisting of threshold estimation
using the AFC framework were repeated at least two times and
the mean of the two measurements was considered as the final
value. To ensure the quality of the data collected, additional
repetitions were suggested by the framework until a certain
standard deviation across measures was achieved.

3.3. Analysis of Test Reliability
The test–retest reliability of the test battery was assessed using
intraclass correlation coefficients (ICC; Koo and Li, 2016),
and the standard error of measurement (SEM; Stratford and
Goldsmith, 1997). Since the ICC can be prone to misleading
results in the case of systematic biases, the differences in
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FIGURE 1 | The overall time of the different tests in the test battery including the instructions. The data correspond to the annotations of the examiners. The basic

examination with the audiometry and the tympanometry (Tymp) are included. The numbers represent the rounded median in minutes.

TABLE 3 | Table with the probability of needing repetitions (PR), and the

probability of having missing values (PM).

Test PR (%) PM (%) PT (%) E.Rep.

STM 42.86 90.79 88.16 4.32

IPD 10.77 10.97 20.55 1.87

eAUD-HF 5.63 4.05 9.46 1.85

eAUD-N 66.67 46.58 82.19 3.00

eAUD-S 48.57 52.70 75.68 3.07

eAUD-T 53.85 46.58 75.34 3.27

S0N0 42.59 27.03 58.11 2.00

SπN0 20.59 9.11 27.03 1.85

The total probability of repetitions (PT). The mean number of extra repetitions (E. Rep).

the means were evaluated as well. The only tests with a
likely bias were the individual measures of the extended
audiometry at lower frequencies. More details can be found
in Supplementary Table 1. It was of special interest to test
the reliability in older listeners with different hearing abilities.
Therefore, test–retest measurements were performed with a
subgroup consisting of 11 participants for all tests of the test
battery (excluding the screening spectro-temporal modulation
test). According to the hearing thresholds estimated with
ACALOS, two of those listeners had near-normal hearing
thresholds at all tested frequencies, three had average hearing
thresholds > 30 dB HL, and the remaining 6 listeners presented
gently sloping hearing thresholds < 55 dB HL at all frequencies.
The participants were aged between 59 and 82 years (median 69

years). The retest session was conducted within 4 months after
the first visit.

4. HIGH-FREQUENCY AUDIBILITY

Recently, elevated thresholds at HFs (> 8 kHz) have
been linked to the concept of “hidden hearing loss” and
synaptopathy (Liberman et al., 2016). However, themeasurement
of audiometric thresholds above 8 kHz is not part of the current
clinical practice. The fixed-level frequency threshold (FLFT)
has been proposed as a quick and efficient alternative to HF
audiometry (Rieke et al., 2017; Prendergast et al., 2020). The test
is based on the detection of a tone presented at a fixed level. The
frequency of the tone is varied toward HFs and the maximum
audible frequency at the given level is estimated in an adaptive
procedure. Here, a modified version of FLFT, using warble tones
presented at 80 dB SPL, was used as the extended audiometry at
high frequencies (eAUD-HF).

4.1. Method
The procedure used here was a yes/no task using a single-interval
adjustment matrix (SIAM) yes-no task procedure (Kaernbach,
1990). As in traditional up-down procedures, the target can be
presented in a given trial or not. If the target was detected,
the frequency of the warble tone was increased according to
a given step size; if it was not detected, the frequency was
decreased. However, the adjustment of the target depends on
the participant’s behavior across trials, characterized by the false
alarm rate (catch trials) and the hit rate. If the participant
gives unbiased responses and keeps the criterion, the tests is
an adaptive procedure similar to a 1-up 1-down. When the
participant is caught, the step size becomes double. For each run,
the first four reversals were discarded, and the threshold of each
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FIGURE 2 | Audiograms of the 75 participants of the study together with the average for each ear (dark solid lines) and interquartile ranges (gray areas). The gray

dashed lines correspond to the standard audiograms N1 and N4 according to the IEC60118-15 (Bisgaard et al., 2010).

TABLE 4 | Summary of the results of the extended audiometry for high frequencies eAUD-HF.

ONH HI

Outcome Level Ear Mean (SD) Q1 Q3 Mean (SD) Q1 Q3

measure

eAUD-HF 80 LE 10.9 (1.2) 10.2 11.9 7.57 (2.7) 5.3 10

FLFT (kHz) dB SPL RE 11.7 (1.1) 10.9 12.5 8.12 (2.3) 6.7 10.2

The results are shown as the mean, standard deviation, first and third quantiles (25 and 75th percentiles) for each ear.

trial was calculated as the average of the two subsequent reversals.
In the catch trials, no sound was presented. The warble tone
wt(fc, t) was defined by the expression 1:

wt(fc, t) = sin

(

2π fct +
fcfe

fr
sin (2π fct)

)

, (1)

where fc is the stimulus frequency, fr = 4Hz is the frequency
rate, and fe = 4.3% is the frequency excursion of the
frequency modulation.

4.2. Results and Discussion
The results of the FLFT measured at 80 dB SPL are shown in
Table 4.

The maximum frequency threshold for a tone presented at
80 dB SPL (eAUD-HF) was 11 kHz for the ONH listeners
and 8 kHz for the HI listeners. The HI group showed larger
variability compared to the ONH group (interquartile range: 6
vs. 10 kHz). The eAUD-HF test showed very good reliability
(ICC = 0.89; SEM = 495 Hz). These results suggest that the
FLFT paradigm might be a good time-efficient alternative to the
traditional audiometry for measuring HF sensitivity. A recent

study pointed out the importance of off-frequency listening and
the role of the excitation of the basal cochlea when presenting
narrow-band stimuli in high levels (Encina-Llamas et al., 2019).
Knowing the hearing sensitivity at HFs of a given patient might
be crucial for better understanding of their supra-threshold
deficits. Moreover, the eAUD-HF can include different levels
and be useful not only for ototoxicity monitoring but also in
association with other supra-threshold measures. For example,
if FLFT is measured at a conversational level (i.e., 65 dB SPL),
or at frequency-dependant levels corresponding to the speech
spectrum, this measure could help to estimate the contribution
of audible off-frequency listening to speech intelligibility or
loudness perception.

5. LOUDNESS PERCEPTION

Loudness perception can substantially differ between NH and HI
listeners and has been connected to the peripheral non-linearity
(e.g., Jürgens et al., 2011). While the growth of loudness shows a
non-linear behavior in a healthy ear, the results from HI listeners
suggest that loudness perception becomes linear when outer-hair
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TABLE 5 | Summary of the results of the adaptive categorial loudness scaling test (ACALOS).

ONH HI

Outcome Freq. Ear Mean (SD) Q1 Q3 Mean (SD) Q1 Q3

measure Range

MCL (dB HL) LF LE 81.5 (14.8) 73.3 84.1 80.6 (8.4) 76.4 85.8

RE 76.5 (13.2) 70 80 79.1 (7.9) 74.7 84.1

HF LE 79.0 (17.6) 66.6 90.8 82.7 (12.3) 75.8 90

RE 73.8 (17.2) 65 80 80.3 (9.9) 74.7 87.5

Slope (CU/dB) LF LE 0.35 (0.1) 0.3 0.4 0.45 (0.1) 0.3 0.5

RE 0.36 (0.1) 0.3 0.4 0.48 (0.2) 0.3 0.5

HF LE 0.45 (0.1) 0.3 0.4 0.84 (0.5) 0.5 0.9

RE 0.41 (0.1) 0.3 0.4 0.81 (0.4) 0.5 0.9

DynR (dB HL) LF LE 91.5 (16.8) 78.3 97.5 76.7 (15.8) 64.5 88.3

RE 91.1 (18.8) 79.1 100 73.9 (16.0) 61.6 86.8

HF LE 77.6 (18.2) 72.5 85.8 50.8 (15.1) 40.6 60.2

RE 78.6 (17.9) 67.5 90.8 50.7 (15.5) 38.9 60.4

The results of the most comfortable level (MCL), slope of the growth of loudness (Slope), and dynamic range (DynR) are shown for low frequency (LF) and high frequency (HF) as the

mean, standard deviation, first, and third quantiles (25 and 75th percentiles) for each ear.

cell (OHC) function is affected (e.g., Moore, 2007). Besides,
the possibilities of characterizing hearing deficits, the loudness
function can be used for fitting hearing aids (e.g., Oetting et al.,
2018). Adaptive categorical loudness scaling (ACALOS; Brand
and Hohmann, 2002) is the reference method for the current
standard (ISO 16832, 2006) for loudness measurements.

5.1. Methods
According to the ACALOS method, 1/3-octave band noise was
presented sequentially and the participant had to judge the
perceived loudness using a 11-category scale ranging from “not
heard” to “extremely loud.” The presentation level of the next
stimulus was calculated based on the previous trials. The raw
results, which correspond to categorical units (CU) spanned
between 0 and 50, were fitted to a model of loudness as described
in Oetting et al. (2014). The outcome measures of the ACALOS
presented here are the most comfortable level (MCL), the slope
of the loudness function (Slope), and the dynamic range (DynR)
defined as the difference between the uncomfortable level (50
CU) and the hearing threshold (0.5 CU). Low-frequency (LF)
average corresponds to the stimuli centered at 250, 500, and 1,000
Hz, and HF average corresponds to the stimuli centered at 2, 4,
and 6mkHz.

5.2. Results and Discussion
The results of the ACALOS outcome measures are shown in
Table 5. The hearing thresholds (HTL) estimated by ACALOS
were significantly correlated with the pure-tone audiometric
thresholds (ρ = 0.88; p << 0.0001) even when looking at the HI
group alone (ρ = 0.83; p << 0.0001) despite the use of different
stimuli and procedure.

The average MCL estimate ranged between 74 and 83 dB
HL in both groups and for both frequency ranges. The only
appreciable difference between the two groups in terms of MCL

was found at HFs and only in the right ear. The average slope
of the loudness growth was slightly steeper for the HI listeners
in the LF range (0.45 CU/dB for HI vs. 0.35 CU/dB for ONH)
and substantially steeper in the HF range (0.8 CU/dB for HI vs.
0.45 CU/dB for NH). The average dynamic range was between
80 and 90 dB HL for the ONH listeners, and smaller for the
HI listeners, especially at HFs (50.8 dB). Regarding the test–
retest reliability, ACALOS showed an excellent reliability for
estimating the hearing thresholds (ICC = 0.94; SEM = 4.5
dB), good reliability for estimating the MCL (ICC = 0.68,
SEM = 6.5 dB), and very good reliability for estimating the
slope (ICC = 0.82; SEM = 0.07 CU/dB). Overall, these results
supported the inclusion of ACALOS in a clinical test battery,
as it provides several outcomes (hearing thresholds, growth of
loudness, MCL and dynamic range). ACALOS also showed a high
time efficiency (around 10 min per ear).

6. SPEECH PERCEPTION IN QUIET

6.1. Method
The word recognition score with four unforced choices (WRS-
4UFC) test was proposed as a systematic and self-administered
procedure that allows the estimation of supra-threshold deficits
in speech perception in quiet. The speech material was the same
as the one used for standard speech audiometry (Dantale I;
Elberling et al., 1989) in Danish. The self-administered procedure
consisted of the presentation of one word where the participant
has to answer in a 4-unforced-choice paradigm (4UFC). After
the acoustical presentation of each word, the target written word
was assigned randomly to one of four buttons shown to the
participant. The other three buttons contained words that were
also taken from the Dantale-I corpus. They were chosen based
on the lowest Levenshtein phonetic distance (Sanders and Chin,
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TABLE 6 | Summary of the results of the word recognition scores (WRS-4UFC) test.

ONH HI

Outcome Ear Mean (SD) Q1 Q3 Mean (SD) Q1 Q3

measure

SRTQ (dB HL) LE 19.9 (7.1) 16.5 19.2 41.5 (13.5) 31.8 50.6

RE 23.3 (8.9) 17.2 29.0 42.7 (12.6) 33.9 51.1

maxDS (%) LE 99.2 (1.6) 100 100 97.2 (4.1) 95.3 100

RE 97.2 (1.8) 95.5 97.6 93.9 (6.4) 92.1 98.4

The results of the speech recognition threshold (SRTQ), and maximum discrimination score (maxDS) are shown as the mean, standard deviation, first, and third quantiles (25 and 75th

percentiles) for each ear.

2009) from the target. The term “unforced” corresponds to an
additional choice, a question mark, that the listener can press if
none of the four options are considered the right answer. Four
lists of 25 words were presented at 40, 30, 20, and 10 dB above
the individual PTA, in this order. A logistic function with two
independent free asymptotes was fitted to the results from each
individual ear and the speech reception threshold (SRTQ), at
which 50% of the words were recognized, and maximum speech
discrimination score (maxDS), which was the maximum value
of the function (i.e., the upper asymptote). Both outcomes were
estimated using psignifit 4 software (Schütt et al., 2016).

6.2. Results and Discussion
The results of the WRS-4UAFC outcome measures are shown in
Table 6.

The HI listeners’ SRTQ were, on average, 20 dB higher than the
ones of the ONH group. The interquartile range for the HI group
was about 19 dB, whereas for the ONH group it was 3 dB for the
left ear (LE) and 11.8 dB for the right ear (RE). The maxDS for
both groups was close to 100%. However, the HI listeners showed
larger variability, especially in the right ear (SD= 6.42%). In the
analysis of the test–retest variability, the WRS-4UFC test showed
poor to moderate reliability, especially at low levels (PTA + 10
dB; ICC = 0.25). However, at the higher presentation levels (i.e.,
individual PTA + 40 dB) the standard error of the measurement
was only 4% (1 word). Regarding clinical applicability, the WRS-
4UFC needs to be compared to traditional speech audiometry to
explore the influence of using closed- vs. open-set and forced- vs.
unforced-choice test procedures on the results.

7. SPEECH PERCEPTION IN NOISE

The Hearing in Noise Test (HINT; Nilsson et al., 1994) is
an adaptive sentence recognition test carried out with speech-
shaped noise. The following assumptions are considered in
HINT (based on Plomp, 1978): (1) Speech materials made up
of meaningful sentences yield a steep psychometric function;
(2) stationary noise with the same spectral shape as the average
spectrum of the speech material makes the speech reception
threshold in noise (SRTN) less dependent on the spectral
characteristics of the speaker’s voice. Furthermore, the signal-to-
noise ratio (SNR) between the target and masker is better defined

across the frequency range. (3) The SRTN is independent of the
absolute noise level as long as the noise level is above the “internal
noise” level. Therefore, it is recommended to present the noise
at least 30 dB above the “internal noise.” The internal noise is
defined as the sum of the SRT in quiet of the tested listener and
the SRT in noise for NH listeners, for a given speech material.

7.1. Methods
The Danish HINT was used as in Nielsen and Dau (2011) to
obtain the SRTN but in a monoaural presentation. Additionally,
a 20-sentence list was presented at a fixed SNR of +4 dB and
scored to obtain a sentence recognition score (SScore+4dB). The
presentation level of the noise was set between 65 and 85 dB SPL
to ensure that the noise was always presented 30 dB above the
individual PTA. Each ear was tested individually. All participants
were tested using the same list with the same ear. Since small
differences across lists were found in Nielsen and Dau (2011),
this was done to ensure that all the listeners were tested with an
equally difficult list. However, for the test–retest reliability study,
the list and ear presented were randomized, only using lists 6–10.
The listeners did not report recalling sentences from the test.

7.2. Results and Discussion
The results of the HINT outcome measures are shown in Table 7.

The SRTN for ONH listeners were, on average, 2 dB higher
than the ones reported in Nielsen and Dau (2011). This bias
was also observed in the YNH listeners. However, this might be
explained by the fact that they used diotic presentation, which
can lead to a 1.5 dB improvement as reported by Plomp and
Mimpen (1979). The results also showed a lower SRTN (1.5 dB)
and higher SScore+4dB (4%) for the right ear in both groups
of listeners. According to Nielsen and Dau (2011), there was
a significant main effect of test list. Such differences are seen
mainly for lists 1–4, which were the lists used here. Therefore,
the observed interaural difference can be ascribed to a list effect.
However, it might be ascribed to other factors as, for example,
a right-ear advantage as the one observed in NH listeners with
tinnitus (Tai and Husain, 2018). Unfortunately, the difference
across lists was not taken into account in the experimental design
so that we cannot conclude that the difference is only due to
the list effect. The ICC values (SRTN: ICC = 0.61; SScore+4dB:
ICC = 0.57) indicated only moderate reliability of the HINT.
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TABLE 7 | Summary of the results of the hearing in noise test (HINT).

ONH HI

Outcome Ear Mean (SD) Q1 Q3 Mean (SD) Q1 Q3

measure

SRTN (dB SNR) LE 1.0 (0.7) 0.4 1.5 4.1 (3.4) 1.4 6.7

RE –0.5 (1.1) –1.0 0.0 2.6 (3.8) 0.0 4.2

SScore+4dB (%) LE 85.0 (11.7) 85 90 60.0 (26.6) 40 85

RE 91.0 (9.6) 90 95 62.3 (24.0) 48.7 80

The results of the speech recognition threshold in noise (SRTN ), and sentence recognition score at +4 dB SNR (SScore+4dB ) are shown as the mean, standard deviation, first, and third

quantiles (25 and 75th percentiles) for each ear.

The SRTN showed an SEM = 1.02 dB, which is below the
step size of the test (2 dB). The SScore+4dB showed an SEM
value of 7.94%, which corresponds to an error in one of the
sentences. However, the reliability of the test can be improved
by using an adaptive method as the one described in Wagener
et al. (2003), Rønne et al. (2017) where the SRTN estimation was
optimized using a combination of word scoring and a maximum
likelihood procedure.

8. SPECTRO-TEMPORAL MODULATION
SENSITIVITY

A speech signal can be decomposed into spectral and temporal
modulations. While speech-in-noise perception assessment leads
to some confounds due to the variety of speech corpora, noise
maskers, and test procedures that can all affect the results, the
assessment of the contrast sensitivity of simpler sounds might
be of interest for characterizing a listener’s spectro-temporal
processing abilities. Bernstein et al. (2013) showed significant
differences between NH and HI listeners for detecting STM
in random noise. These differences corresponded to specific
conditions that were also useful for the prediction of speech-in-
noise performance in the same listeners. Lately, the assessment of
STM sensitivity in these specific conditions gained an increasing
interest due to its potential for predicting speech intelligibility
(Bernstein et al., 2016; Zaar et al., 2020) and for assessing
cochlear-implant candidacy (Choi et al., 2016). Here, STM
sensitivity was assessed using a new test paradigm that may be
more suitable for a clinical implementation than the previous
psychoacoustic versions of the test. The test was performed in two
conditions: an LF condition (similar to the one previously used in
Bernstein et al., 2016) and anHF condition (Mehraei et al., 2014).

8.1. Methods
The stimuli were similar to those of Bernstein et al. (2016) and
Mehraei et al. (2014), but a different presentation paradigm was
employed. A sequence of four noises was presented in each
trial. The first and third stimulus always contained unmodulated
noise, whereas the second and fourth stimuli could be either
modulated or unmodulated. The test was performed with a
low-frequency (LF) 3-octaves wide stimulus centered at 800 Hz
(sSTM8 and fSTM8), and a 1-octave wide stimulus centered at 4

kHz (sSTM4k and fSTM4k). The stimuli were presented at 75 dB
sound pressure level (SPL). After the sequence was presented, the
listener had to respond whether the four sounds were different
(“yes”) or the same (“no”). Two procedures involving catch trials
were evaluated. The first test the screening spectro-temporal
sensitivity (sSTM), a test consisting of 10 stimuli modulated
at 20log(m) = –3 dB modulation level (ML), where m is the
modulation depth, and five unmodulated ones presented in
random order. The two runs of the two conditions could be
completed in approximately 4 min. The outcome measure was
the listener’s contrast sensitivity (d’)3 in the task. The second test
was the “fast” spectro-temporal sensitivity (fSTM), which tracked
the 80% point of the psychometric function using a yes/no
task and the single-interval adjusted matrix (SIAM; Kaernbach,
1990) paradigm. The first two reversals were discarded and the
thresholds were the average of the last four reversals. A negative
response increased the modulation by 4 times the step size and
by 5 times when there was a “caught.” These parameters were
chosen for maximizing the attainability of the test after a pilot
investigation. For the sSTM test, the stimulus was presented
diotically, whereas for the fSTM the test was presented in each
ear individually in a monoaural presentation.

8.2. Results and Discussion
The results of the spectro-temporal modulation sensitivity tests
outcomes are shown in Table 8.

The screening STM test (sSTM) shows the sensitivity in terms
of d’, where the maximum value is d’= 3, (i.e., 10 modulated and
5 unmodulated stimuli correctly detected). In the hypothetical
case when all the catch trials are detected, the lowest d’ value
can be –0.3. The ONH listeners showed a high sensitivity in
the LF condition (d’ = 2.6) and a somewhat lower sensitivity
in the HF condition (d’ = 1.63) corresponding to 65% correct
responses. The HI listeners showed a higher variability and
a lower sensitivity in the LF condition (≈ 70% correct) and
substantially lower sensitivity in theHF condition (0–50% correct
responses). The threshold-tracking procedure (fSTM) showed
results between –9 and –1.6 dB ML in the ONH group, whereas
the HI listeners showed thresholds between –3.50 and –0.6 dB

3d’ was defined as Z(NH+0.5
H+1 ) − Z(NFA+0.5

FA+1 ), where Z refers to the z-score

transformation, H is the total number of target presentations, and FA is the total

number of catch trials.
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TABLE 8 | Summary of the results of the spectro-temporal modulation sensitivity tests.

ONH HI

Outcome Freq. Ear Mean (SD) Q1 Q3 Mean (SD) Q1 Q3

measure Range

sSTM -3dB (d’) LF Bin 2.6 (0.6) 2.4 3 1.7 (1.3) 0.4 3

HF 1.6 (0.8) 1.1 2.4 0.6 (1.1) –0.3 1.4

fSTM (dB ML) LF LE –7.7 (1.8) –9 –7.6 –2.8 (2.1) –3.5 –0.8

RE –5.1 (3.1) –7.2 –1.6 –1.6 (1.3) –2 –0.6

HF LE –8.0 (2.0) –8.6 –6.2 –2.6 (2.4) –3.8 –0.6

RE –5.6 (3.6) –8.6 –2.1 –1.9 (1.5) –2 –1

The results of the screening STM sensitivity test (sSTM), and the threshold of the fast STM sensitivity test (fSTM) are shown for the low-frequency stimulus (8, because it is centered at

800 Hz) and high-frequency (4 k, centered at 4 kHz) as the mean, standard deviation, first, and third quantiles (25 and 75th percentiles) for each ear.

ML in the LF condition. Although the results of the fSTM
LF condition were consistent with Bernstein et al. (2016), the
results in the HF condition showed higher thresholds than the
ones in Mehraei et al. (2014). This can be ascribed to the
higher presentation level used in Mehraei et al. (2014) than in
the current test procedure. According to Mehraei et al. (2014)
fSTM4k could be a good predictor of frequency selectivity but,
in the present study, the majority of the listeners presented
elevated thresholds or could not complete the test. Therefore,
this condition was excluded for further analysis. The fSTM
showed an excellent reliability (ICC = 0.91; SEM = 0.93 dB
ML) in the LF condition. However, several HI listeners were
not able to complete the procedure for the HF condition.
Overall, the use of the SIAM tracking procedure allowed us to
obtain accurate thresholds, although additional repetitions were
required, especially in the HF condition. This might be because
the psychometric function for detecting the stimulus can be
shallower in this condition, or because the 100% detection could
not be reached even in the fully modulated trials. Therefore,
a Bayesian procedure being able to estimate the threshold and
slope of the psychometric function, such as the Bayes Fisher
information gain (Figure: Remus and Collins, 2008), might be
more suitable for this type of test. Another reason explaining the
inability of the listeners to perform the test can be ascribed to the
stimulus. Zaar et al. (2018) used a longer stimulus (1s), a diotic
presentation, and a hearing loss compensation that ensured the
audibility of the stimulus in all its frequency range. In their study,
all the listeners were able to perform the tests and their sensitivity
thresholds were well below the maximum value.

9. EXTENDED AUDIOMETRY IN NOISE

The extended audiometry in noise (eAUD) is a tone detection
test intended to assess different aspects of auditory processing
by means of a task similar to pure-tone audiometry. The tone is
presented in the presence of noise and the listener has to indicate
whether the tone was perceived or not. The aspects of auditory
processing assessed here are (1) tone-in-noise detection and (2)
spectral and temporal resolution.

9.1. Tone-in-Noise Detection
In pure-tone audiometry, a given patient has to detect the
simple stimulus (e.g., sinusioids) in quiet aiming at estimating
the hearing thresholds of the listener. A simple way to explore
the supra-threshold performance is to perform a tone-in-noise
detection test by presenting noise at supra-threshold levels and
obtaining the masked thresholds. However, the characteristics of
the noise such as bandwidth, level, or inherit modulations can
affect the results. Moore et al. (2000) proposed a test paradigm
using a special type of noise, which is able to provide the same
masking in the entire frequency range, so the hearing thresholds
of an NH listener would raise according to the level of the
noise. This is the so-called threshold-equalizing noise (TEN).
The advantage of the TEN test is that the expected masked
thresholds are similar to the level of the noise (i.e., as TEN is
played at 70 dB per equal rectangular bandwidth (ERB), the
masked threshold is expected to be at 70 dB SPL). Although
this test was originally design to detect dead cochlear regions,
recent evidence suggests that tone-in-noise detection can be
representative of supra-threshold deficits beyond the audiogram
(Schädler et al., 2020).

9.2. Spectro-Temporal Resolution
Frequency and temporal resolution are aspects of hearing that
are fundamental for the analysis of perceived sounds. While NH
listeners exhibit a frequency selectivity on the order of one-
third of an octave when using isoinput levels (from Glasberg
and Moore, 1990; Eustaquio-Martín and Lopez-Poveda, 2011),
HI listeners typically have broader auditory filters, leading
to impaired frequency selectivity (Moore, 2007). Temporal
resolution can be characterized by the ability to “listen in the
dips” when the background noise is fluctuating based on the so-
called masking release (Festen and Plomp, 1990). Schorn and
Zwicker (1990) proposed an elaborated technique for assessing
both spectral and temporal resolution using two tests: (1)
Psychoacoustical tuning curves and (2) temporal resolution
curves. In both cases, the task consists of detecting a pure tone
that is masked by noise or another tone while the spectral or
temporal characteristics of the masker are varied. Later, Larsby
and Arlinger (1998) proposed a similar paradigm, the F-T test,
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FIGURE 3 | Sketch of the conditions of the spectro-temporal resolution measures of the extended audiometry in noise (eAUD). The top panel shows the spectrum of

the noise and target pure-tone (delta), the bottom panel shows both signals in the time domain. Left panel: Tone in noise condition (eAUD-N). Middle panel: Spectral

condition (eAUD-S). Right panel: Temporal condition (eAUD-T).

which was successfully tested in HI listeners (van Esch and
Dreschler, 2011). However, the F-T test is based on a Bekesy-
tracking procedure, which can be demanding and less reliable
for some listeners than an adaptive procedure (Rhebergen et al.,
2015). Here, the spectro-temporal resolution was assessed using
a new test. This test is a tone-in-noise detection task consisting of
three conditions as sketched in Figure 3.

1. eAUD-N: The tone is embedded in a 1-octave-wide threshold
equalizing noise (TEN-HL; Moore, 2001). Because of the
properties of the TEN-HL, the tone detection threshold is
comparable to the level of the noise in dB HL.

2. eAUD-S: The tone is embedded in a TEN that has been shifted
up in frequency. In the spectral domain, this yields spectral
unmasking of the tone, so the detection threshold is lower than
in eAUD-N.

3. eAUD-T: The tone is embedded in a temporally modulated
noise with the same spectral properties as the one in eAUD-
N. In the temporal domain, the modulations of the noise yield
temporal unmasking, so the tone can be detected in the dips.

The outcome measures were focused on the temporal and
spectral benefits expected in the eAUD-S and eAUD-T
conditions compared to the eAUD-N condition. While in the
noise condition (eAUD-N) the threshold is expected to be
approximately at the level of the noise, in the temporal and
spectral conditions the thresholds should be obtained at a lower
level, showing temporal masking release (TMR) and spectral
masking release (SMR).

9.3. Methods
The procedure used here was a yes/no task using a SIAM
procedure (Kaernbach, 1990) similar to the one used in the
eAUD-HF. Here, a TEN was presented together with a warble
tone. If the target was detected, the target-presentation level is

decreased according to a given step size; if it was not detected, the
level is increased. If the stimulus was not presented (catch trial)
but the listener provided a positive response, the level is decreased
compared to the previous trial. As in the eAUD-HF, for each run,
the threshold of each trial was calculated as the average of the
last four reversals. The noise was presented at 70 dB HL. The
LF condition corresponded to the detection of a 0.5 kHz warble
tone, whereas the HF condition corresponded to a 2 kHz warble
tone. The final threshold was calculated as the mean threshold of
two repetitions. In the eAUD-S condition, the center frequency
of the noise was fc,noise = 1.1ftone. In the eAUD-T condition,
the modulation frequency of the noise was set to, fm = 4 Hz.
The outcome measures of the eAUD are 1) the tone-in-noise
threshold (TiN), (2) the temporal masking release (TMR), and
(3) the spectral masking release (SMR). The first two reversals
were discarded and the thresholds were the average of the last
four‘reversals.

9.4. Results and Discussion
The results of the extended audiometry in noise outcomes are
shown in Table 9.

The TiN showed a larger variance for the ONH group
(SD = 4.5 dB HL) at LFs. The detection thresholds were in
line with previous work with thresholds close to the noise
presentation level (70 dB HL) (Vinay et al., 2017). The TMR
shown by the NH group was larger at HFs (10 dB) than at LFs
(7 dB). The HI group showed, on average, similar TMR only
at LFs. The SMR shown by the ONH listeners was 19 dB for
LFs and 26 dB for HFs. In contrast, for the HI listeners, the
SMR was 7 dB lower only in the HF condition. The reliability
of the eAUD was moderate for most of the conditions (ICC ≤

0.75). The eAUD-S at LFs showed good reliability (ICC = 0.85;
SEM = 1.78 dB). The masking release estimates showed good
reliability only for the HF condition. The reason for this might be
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TABLE 9 | Summary of the results of the extended audiometry in noise (eAUD).

ONH HI

Outcome Freq. Ear Mean (SD) Q1 Q3 Mean (SD) Q1 Q3

measure Range

TiN (dB HL) LF LE 70.4 (4.5) 68 71.5 71.8 (2.6) 70.2 73.2

eAUD-N RE 69.2 (4.6) 65.2 72.5 72.0 (2.8) 69.6 74.3

HF LE 71.1 (2.5) 69.7 72.7 74.7 (3.4) 72.5 76.1

RE 70.8 (3.6) 70.5 71.7 74.2 (3.1) 72 76.2

TMR (dB) LF LE 7.5 (3.4) 6 7.5 7.7 (4.0) 6.1 10.1

eAUD (N -T) RE 5.2 (3.3) 4 7.6 8.3 (2.7) 6.5 10.3

HF LE 13.0 (0.6) 12.7 13.2 7.9 (5.0) 5 11.6

RE 10.7 (3.1) 9.1 10.2 8.1 (5.2) 5.1 10.7

SMR (dB) LF LE 19.3 (3.6) 16.5 21.7 19.6 (17.7) 17.7 23.2

eAUD (N -S) RE 18.8 (4.6) 17 21.2 20.0 (5.2) 16.5 23.8

HF LE 26.8 (4.5) 27.5 29 19.3 (9.5) 12.1 26.3

RE 27.2 (3.7) 26.2 29.5 19.5 (9.9) 12 26.8

The results of the tone-in-noise (TiN), temporal masking release (TMR), and spectral masking release (SMR) are shown for the low-frequency condition (LF; 500 Hz) and high-frequency

condition (HF; 2 kHz) as the mean, standard deviation, first, and third quantiles (25 and 75th percentiles) for each ear.

that masking release is a differential measure, and the cumulative
error is, therefore, higher than that of each individual measure.
The reduced reliability can be explained to some extent by
the method used. To have a similar procedure as in pure-tone
audiometry, the parameters of the SIAM tracking procedure
were set accordingly. However, this made the test challenging
and the listeners consistently missed several catch trials. Thus,
extra trials were required to improve measurement accuracy,
especially in the eAUD-N condition. Furthermore, the standard
error of the measurement was in most cases larger than the
final step size (2 dB). As in the case of the fSTM, a different
procedure, such as Bayesian adaptive methods, might increase
measurement reliability.

10. BINAURAL PROCESSING ABILITIES

Binaural hearing is useful for sound localization and the
segregation of complex sounds (Darwin, 1997). Interaural
differences in level or timing are processed for spatial hearing
purposes in the auditory system. In the case of hearing loss,
the neural signal at the output of the cochlea can be degraded,
which may lead to reduced binaural abilities typically connected
to temporal fine structure (TFS) processing. Based on amethod of
estimating the upper-frequency limit for detecting an interaural
phase difference (IPD) of 180◦ (IPDfmax Ross et al., 2007;
Neher et al., 2011; Santurette and Dau, 2012), Füllgrabe and
Moore (2017) recently proposed a refined test as a feasible
way to evaluate TFS sensitivity. This paradigm was used in
recent research that suggested that IPDfmax might be related
to non-auditory factors (Strelcyk et al., 2019) and affected by
factors beyond hearing loss, such as musical training (Bianchi
et al., 2019). Therefore, the IPDfmax might be a task that

requires auditory and non-auditory processing abilities beyond
TFS sensitivity.

In contrast, binaural pitch detection assesses binaural
processing abilities in a different manner. This test requires
the detection of pitch contours embedded in noise, which are
diotically or dichotically evoked. While the diotic condition can
be resolved monoaurally, the dichotic condition requires the
binaural processing abilities to be sufficiently intact to detect
the contour. Previous studies showed that some listeners were
unable to detect binaural pitch, regardless of the audiometric
configuration (Santurette and Dau, 2012; Sanchez-Lopez et al.,
2018). Therefore, it was of interest to compare the results of these
two binaural processing tests.

Another approach for evaluating the binaural processing
abilities is assessing binaural masking release (Durlach, 1963),
which has been used in several studies (e.g., Strelcyk and
Dau, 2009; Neher, 2017) and implemented in some commercial
audiometers (Brown and Musiek, 2013). In this paradigm, a
tone-in-noise stimulus is presented in two conditions: (1) a
diotic condition where the tone is in phase in the two ears, and
(2) a dichotic condition where the tone is in antiphase in the
two ears. The difference between the two yields the benefit for
tone detection due to binaural processing, the so-called binaural
masking release (BMR).

10.1. Methods
The maximum frequency for detecting an IPD of 180◦ with pure-
tones was obtained using a 2-AFC tracking procedure similar to
the one used in Füllgrabe and Moore (2017). The stimuli were
presented bilaterally in both ears as two sequencies of four tones.
One sequence contained an ABAB sequence, where A means
a diotic presentation and B an IPD of 180◦ between the tones
presented to each ear, and the other an AAAA sequence. A
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TABLE 10 | Summary of the results of the binaural processing abilities tests.

ONH HI

Outcome Ear Mean (SD) Q1 Q3 Mean (SD) Q1 Q3

measure

IPDfmax (kHz) Bin 0.76 (0.26) 0.59 0.98 0.69 (0.27) 0.52 0.88

BP20 (%) Bin 87.5 (25.0) 87.5 100 80.7 (30.9) 70 100

BMR (dB) Bin 16.5 (4.7) 13.5 17.5 14.7 (4.6) 12.2 17.5

(S0N0 – SπN0)

The results of the maximum frequency for IPD detection (IPDfmax ), binaural pitch detection scores (BP20 ), and the binaural masking release (BMR) are shown as the mean, standard

deviation, and first and third quantiles (25 and 75th percentiles) for each ear.

positive response (detection) increased the frequency of the tone,
and a negative response a decrease of the frequency. Although
the stimuli duration and procedure were similar, the step size
used here was slightly different, starting with steps of 2/3 octave
and decreasing to a final step size of 1/6 octave in each reversal.
The last six reversals were used for estimating the threshold. The
frequency threshold (IPDfmax) was obtained from the average of
two runs.

Binaural pitch detection scores were obtained using a clinical
implementation of the test proposed by Santurette and Dau
(2012). A 3-min sequence of noise was presented bilaterally. Ten
diotic and ten dichotic pitch contours, embedded in the noise,
had to be detected by the listener. The tones forming the pitch
contours were generated by adding frequency-specific IPDs to
the presented noise (Cramer and Huggins, 1958). The outcome
measure of the binaural pitch test was the percentage score of
detecting the dichotic pitch contours only, averaged across two
repetitions (BP20).

The BMRwas assessed using the samemethod as the extended
audiometry. Twomeasurements were required: (1) tone-in-noise
detection presented diotically (S0N0) and tone-in-noise detection
presented dichotically, i.e., with the tone in anti-phase across the
two ears (SπN0).

10.2. Results and Discussion
The results of the tests assessing binaural processing abilities are
shown in Table 10.

The listeners in the ONH and HI groups showed IPDfmax

thresholds around 700 Hz with a standard deviation (≈ 270 Hz)
and interquartile range (≈ 370 Hz) similarly in both groups.
These results are in line with the ones reported in Füllgrabe
and Moore (2017). The IPDfmax test showed excellent reliability
(ICC = 0.95; SEM = 65.4 Hz), and the median time needed
for two repetitions was 10 min. This suggests that IPDfmax is a
reliable measure of binaural processing abilities that can reveal
substantial variability among both NH and HI listeners, which is
valuable for highlighting individual differences among patients.

The overall results from the binaural pitch test for the NH
listeners showed > 87.5% correct detection, whereas the HI
listeners’ results showed a higher variability, with an interquartile
range from 70 to 100%. The test showed excellent reliability
(ICC = 0.98; SEM = 4%), which may be influenced by ceiling

effects since 6 participants got 100% correct responses. Listeners
reported a positive experience due to the test being short and easy
to understand.

The BMR shown by both groups was around 15 dB, as
expected from previous studies (Durlach, 1963). This BMR is,
in essence, similar to the binaural masking level differences
that are available in some clinical devices. However, in this test
battery, the use of threshold equalizing noise provoked the S0N0

condition thresholds to be similar to the noise presentation level
(i.e., 70 dBHL). The variability of this condition was substantially
lower than the SπN0, suggesting that the use of SπN0 can be
sufficient and more informative. A similar reasoning has been
recently reported in Grant et al. (2021), where the dichotic
condition alone was a sensitive auditory measure associated with
the effects of noise exposure.

11. EXPLORATORY ANALYSIS

The collection of tests included in the test battery was intended to
explore different and potentially independent aspects of hearing
to obtain an auditory profile with controlled interrelations among
the tests. A factor analysis performed in the HEARCOM study
(Vlaming et al., 2011) based on data from 72 HI subjects revealed
auditory dimensions: (1) HF processing, (2) audibility, (3) LF
processing, and (4) recruitment. In the current study, the results
of the behavioral tests were analyzed further in order to explore
possible interrelations between the various outcome measures.

11.1. Methods
First, the data were pre-processed as in Sanchez-Lopez et al.
(2018) to reduce the number of variables. The outcome variables
of the frequency-specific tests were divided into LF (≤1 kHz)
and HF (> 1 kHz) variables. This decision was supported
by a correlation analysis performed on the complete set of
outcome variables, where the outcomes corresponding to 2,
4, and 6 kHz as well as the ones corresponding to 0.25, 0.5,
and 1 kHz were highly intercorrelated. For the tests performed
monaurally, the mean of the two ears was taken as the resulting
outcome variable. The resulting dataset (BEAR3 dataset4)

4The BEAR3 available at Zenodo contains an observation labeled “0,” which

corresponds to the results of one of the examiners and it is not used in the present

analysis.
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FIGURE 4 | Correlation plot of the data set BEAR3. The upper part shows the significantly correlated variables as colored circles. The lower panel shows the numeric

correlation value.

contained 26 variables, divided into six groups corresponding
to the six aspects of auditory processing considered here. The
exploratory analysis consisted of a correlation analysis using
Spearman correlations and factor analysis. The factor analysis
was performed using an orthogonal rotation (“varimax”) and the
method of maximum likelihood. The number of components
was chosen to use parallel analysis, the resulting number of
components was four.

11.2. Results
Figure 4 shows the results from the correlation analysis
performed on the BEAR3 dataset. For convenience, the absolute
value of the correlation was used when visualizing the data to
show the strength of the correlation. The circles on the right-
hand side of the figure depict significant correlations (p <

0.00001), and the correlation values are presented on the left-
hand side of the figure. Two groups of correlated variables
can be observed. The upper-left corner shows variables related
to LF processing (dynamic range, the slope of the loudness
function, and hearing thresholds) and speech intelligibility in
quiet. The bottom-right corner shows a larger group of correlated

variables including HF processing, speech intelligibility in noise,
and spectro-temporal resolution at HFs. The variables that are
not significantly interrelated are shown in the middle part
of Figure 3, including the three variables related to binaural
processing abilities (IPDfmax, BP20 and BMR), which were not
significantly correlated to each other. The speech reception
threshold in quiet (SRTQ) and the STM detection were correlated
to various variables such as tone-in-noise detection, HF spectro-
temporal resolution, LF hearing thresholds, and speech-in-
noise perception.

The four factors resulting from the factor analysis showed
63% of explained cumulative variance. The variables with higher
loadings (> 0.65) for each of the factors are shown in Table 11.
The first factor, in terms of the amount of variance explained
(19%), was associated with LF loudness perception and speech
intelligibility in quiet, whereas the second factor (18% of variance
explained) was associated with HF loudness perception. Despite
loudness perception being associated with the first and second
factor, the MCL was associated, both at HF and LF, with the
third factor, while the fourth factor was associated with speech
intelligibility in noise.
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TABLE 11 | Variables correlated to the four latent orthogonal factors resulting

from the factor analysis with the method of maximum likelihood (ML).

ML2 (19%) ML1 (18%) ML3 (14%) ML4 (12%)

HTLLF 0.93

DynRLF –0.9

AUDLF 0.82

SlopeLF 0.81

SRTQ 0.67

DynRHF –0.93

SlopeHF 0.82

HTLHF 0.79

AUDHF 0.73

MCLHF 0.92

MCLLF 0.85

SRTN 0.77

SScore+4dB –0.78

Columns are sorted in terms of the variance explained by each factor.

12. GENERAL DISCUSSION

The first goal of the present study was to collect data from
a heterogeneous population of HI listeners, reflecting their
hearing abilities in different aspects of auditory processing. The
current study was motivated by the need for a new dataset
to refine the data-driven approach for auditory profiling. The
dataset should contain a representative population of listeners
and outcome measures (Sanchez-Lopez et al., 2018) to allow a
refined definition of the two types of auditory distortions and to
identify subgroups of listeners with clinical relevance. To refine
the data-driven auditory profiling, the BEAR3 dataset fulfills all
the requirements discussed in Sanchez-Lopez et al. (2018). Other
datasets containing a large number of listeners (e.g., Rönnberg
et al., 2016; Gieseler et al., 2017) or physiological measures (e.g.,
Kamerer et al., 2019) could also be interesting for complementing
the auditory profiling beyond auditory perceptual measures.

12.1. Relationships Across Different
Aspects of Auditory Processing
The proposed test battery considers outcomes divided into six
dimensions of auditory processing. One of the objectives of the
study was to investigate the interrelations of different dimensions
and measures. The present analysis showed two interesting
findings. First, the correlation analysis showed two clusters of
variables related to either LF or HF audiometric thresholds.
Speech-in-noise perception was associated with HF sensitivity
loss, temporal, and spectral masking release, whereas speech-
in-quiet was correlated with both LF and HF hearing loss.
Several outcomes were not interrelated, especially the outcomes
associated with binaural processing abilities. Second, factor
analysis yielded latent factors related to LF and HF processing,
most comfortable level and speech in noise. Vlaming et al.
(2011) showed four dimensions in the factor analysis of the

HEARCOM project data corresponding to HF and LF spectro-
temporal processing, MCL, and recruitment. In contrast, the
current study showed that the slopes of the loudness growth,
both at LF and HF, were not interrelated and contributed to
the first and second latent factors. Additionally, the speech-in-
noise test performed in HEARCOM was associated with the
LF processing, whereas, in the present study, speech-in-noise
dominates the fourth factor and is significantly correlated with
HFs. The reason for this discrepancy might be the use of different
types of noise (fluctuating masker) and test procedures in the
two studies. Furthermore, in the HEARCOM study, the group
participants included some younger hearing-impaired listeners
and also participants with asymmetric or mixed hearing losses.

Overall, the data of the present study seem to be dominated
by the audiometric profiles, with LF and HF processing
reflecting the main sources of variability in the data. However,
binaural processing abilities, loudness perception, and speech-
in-noise outcomes showed a greater contribution to the
variability of the supra-threshold measures than spectro-
temporal processing outcomes.

12.2. Effects of the Participant’s Cognitive
Abilities
In this study, only auditory tests were considered. Indeed, some
of the tests were quite demanding, which might have affected the
results of listeners with reduced cognitive abilities. Here, only the
age could be indicative of a likely cognitive decline, but it cannot
confirm or deny this. In terms of age, we observed a significant
effect on the results of the IPD and tone-in-noise tests. However, a
thorough analysis on the effect of age was not carried out with the
existing data. A more interesting approach would be to replicate
this study including cognitive tests assessing executive functions,
working memory or attention span with the aim of including a
heterogeneous group of listeners with various cognitive abilities.
Such a study could potentially assess both hearing and cognitive
abilities toward a feasible test battery that can be included in the
audiological assessment, either in or out of the clinic.

12.3. Extending the Test Battery to Other
Clinical Populations
The proposed test battery was tested in a population of hearing-
aid user candidates with various hearing abilities. However, the
inclusion criteria left out the hearing-impaired listeners that were
not likely to suffer from nonsyndromic presbycusis or noise-
induced hearing loss. This means that adults with asymmetric
hearing losses, severe-to-profound hearing loss, younger people
with hearing deficits result of ototoxicity, or genetic conditions
could potentially be included in a future study. Nevertheless,
some tests might be affected by audibility or other aspects that
have to be taken into account first. Furthermore, the test battery
could be adapted to the pediatric clinical population, although
that may be challenging for some tests.

12.4. Toward Clinical Feasibility of the Tests
The test–retest reliability of the test battery was investigated based
on the results of a subset of listeners who participated 2–5months
after the first visit. The analysis was based on the ICC and the
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SEM. Some of the tests, such as IPDfmax, binaural pitch, and
eAUD-HF (FLFT), showed good to excellent test–retest reliability
with all ICC values above 0.9, while other tests, such as the
extended audiometry in noise and speech intelligibility in quiet,
showed poor reliability. The selected tests were conducted in two
sessions and the total time was, on average, 3 h including the
instructions and interview. In realistic clinical setups, a subset
of tests with high reliability and a reasonably low difficulty
would need to be prioritized. For a clinical version of the test
battery, other tracking procedures such as Bayesian functional
information (Remus and Collins, 2008) might be adopted to
improve the reliability and time efficiency in some tasks such as
STM and tone detection in noise. Moreover, if time-efficiency
is crucial, testing some aspects of auditory processing out of
the clinic, as other proposed test batteries for auditory research
(Lelo De Larrea-Mancera et al., 2020), might be a solution for
completing the patient’s hearing profile. The use of speech-in-
noise tests can be a useful tool for the characterization of the
listener’s hearing deficits that can be performed under different
conditions, including monaural, binaural, unaided, and aided
stimuli presentations. While here the tests were performed
monaurally and unaided, a binaural condition as well as at least
one aided measure (i.e., with hearing aids) could also be included
in clinical practice. A clinical test battery with the subset of tests
that showed a good or excellent test–retest reliability should be
evaluated in a large scale study. In this study, we explored the
use of an extended audiometry using the same test procedure
for assessing high-frequency audibility (eAUD-HF), tone-in-
noise detection (eAUD-N), spectro-temporal resolution (eAUD-
S and eAUD-T), and binaural processing abilities. This procedure
can be further explored and be performed by a hearing-care
professional rather than in the current experimental setup.
However, if the goal is to accurately estimate the hearing deficits
of the patient, the test battery should include several aspects
of auditory processing and provide detailed information on the
supra-threshold deficits of the patient. The tests that showed
potential for the clinical implementation were ACALOS, HINT,
fSTM (only the LF condition), Binaural Pitch, and IPDfmax. Such
a test battery could serve to identify a clinically relevant subset of
patients (auditory profiles) that may benefit from specific types of
hearing rehabilitation toward a “stratified approach” (Trusheim
et al., 2007) for audiology practice.

12.5. Toward Personalized Rehabilitation
Based on Hearing Deficits
The present study was motivated by a novel approach for
hearing loss characterization, recently proposed in Sanchez-
Lopez et al. (2018). In their study, a data-driven profiling
method was able to identify four relevant groups of listeners
with a large similarity within each group and a substantial
dissimilarity across groups. This stratification was possible by
using two abstract dimensions (distortion type-I and distortion
type-II) that can characterize each individual’s hearing deficits.
The dataset obtained in the present study was analyzed using
the same approach in Sanchez Lopez et al. (2020) showing
that speech intelligibility-related deficits and loudness-related

deficits were associated with the two abstract and orthogonal
dimensions. Moreover, four relevant subpopulations were
proposed as the auditory profiles. Although the proposed data-
driven method is constrained and other relevant subpopulations
may be found using a less restrictive approach, the current
definition of the four auditory profiles allows a necessary
simplification of the variety of hearing impairments than enables
a meaningful stratification.

Following the principles of stratified medicine (Trusheim
et al., 2007), the first criterion for implementing personalized
treatments is that the identification of the patient subpopulations
must be technically feasible. In stratified medicine, the patient’s
phenotype is usually obtained by clinical biomarkers, which are
measurable characteristics that associate the optimal treatment to
a patient subpopulation. In the present study, different perceptual
measurements are proposed as candidates for establishing
the association between the heterogeneous hearing deficits
and potential target treatments. However, before the clinical
biomarkers can be established, patient subpopulations with
a likely different response to different treatments must be
identified. This has been explored in Wu et al. (2020, 2021)
and Sanchez Lopez et al. (2021). A profile-based hearing-aid
fitting process has also been implemented in a large field
study within the BEAR project. In that study, the patients
will be tested with a subset of the tests presented here, fitted
with hearing aids, and their aided performance and self-
perceived benefit were evaluated in and out of the clinic.
This is expected to set the basis for targeted interventions
involving not only hearing-aid fitting, but also the use of new
tools for evaluating the experiences of hearing-aid users (Lund
et al., 2020) and recommendations for individualized pathways
(Sanchez-Lopez et al., 2021a).

13. CONCLUSION

The current study has shown the rationale behind the BEAR
test battery and the selected tests for characterizing hearing
deficits in listeners with various hearing abilities. The analysis
of the data showed that a reduced BEAR test battery has
potential for clinical implementation, providing relevant and
reliable information reflecting several auditory domains. The
proposed test battery showed good reliability, was reasonably
time-efficient, and easy to perform. The implementation of a
clinical version of the test battery is to be evaluated in future
research, e.g., in a larger field study to further refine the auditory
profiling approach. Moreover, the current data have been already
analyzed for the purpose of auditory profiling (Sanchez Lopez
et al., 2020), showing the potential of this test battery for
hearing rehabilitation.
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Hearing loss is the third leading cause of years lived with disability. It is estimated that

430 million people worldwide are affected, and the number of cases is expected to

increase in the future. There is therefore increased pressure on hearing health systems

around the world to improve efficiency and reduce costs to ensure increased access to

quality hearing health care. Here, we describe the User-Operated Audiometry project,

the goal of which is to introduce an automated system for user-operated audiometric

testing into everyday clinic practice as a means to relieve part of this pressure. The

alternative to the existing referral route is presented in which examination is executed

via the user-operated system. This route is conceptualized as an interaction between the

patient, the system, and the hearing care professional (HCP). Technological requirements

of the system and challenges that are related to the interaction between patients, the

user-operated system, and the HCPs within the specific medical setting are discussed.

Lastly, a strategy for the development and implementation of user-operated audiometry

is presented, which includes initial investigations, a validation study, and implementation

in a real-life clinical situation.

Keywords: audiometry, hearing loss, user-operated, automated, hearing aid, hearing test, telehealth

INTRODUCTION

Hearing loss is the third leading cause of years lived with disability (1). The World Health
Organization estimates that 430 million people worldwide live with a disabling hearing
loss and one-third of older adults (>65 years) are affected by this condition (2). The
annual cost for untreated hearing loss is estimated by the WHO to be 980 billion USD
globally. Recent studies have also highlighted hearing loss as being one of the greatest
modifiable risk factors for cognitive decline, dementia, and depression later in life (3–6).
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Since the most common type of hearing loss is associated with
age and given that the percentage of people above the age of 65
is increasing (2), it is expected that the number of people with
hearing loss will also increase (1). There is therefore increased
pressure on hearing health systems around the world to improve
efficiency and reduce costs to ensure increased access to quality
hearing health care.

Treatment of hearing loss often involves the examination
of hearing function, the selection and fitting of hearing aids,
and the evaluation of hearing-aid performance. As part of the
initial assessment, the pure-tone audiometry is time-consuming,
as testing time may exceed 20min (7, 8) and seems to be the
bottleneck for further clinical decisions in the current health care
system. According to data from the Danish Health and Medicine
Authority (9), the current waiting time for the examination in
the public system is up to 86 weeks. Currently, this assessment
requires the presence of a hearing care professional (HCP).
Although pure-tone audiometry is not the only examination of
the initial assessment, it is probably the most time-consuming
part. The development of a user-operated audiometry system,
that is, one that does not require the presence of a HCP,
will arguably help to free resources needed in the initial
assessment procedure.

Here, we describe the User-Operated Audiometry (UAud)
project, the goal of which is to introduce an automated system for
user-operated audiometric testing into everyday clinical practice.
Importantly, the user-operated system is not intended to replace
the audiological assessment done by an HCP, but rather to offer
an alternative to manual audiometric testing when applicable.
Furthermore, the UAud project focuses on the user-operated
diagnostic examination, in the clinical environment and with
calibrated clinical devices. Although these approaches, such as
asynchronous tele-audiology (10), have shown their potential as
screening tools and likely impact for reducing the global burden
of hearing loss, the UAud scope is on the more efficient use of
human resources in the hearing healthcare services (11). It is
therefore expected that the user-operated hearing assessments
will reduce the clinical hours spent on air conducted pure-tone
tests by a significant amount, freeing up time that can be spent
better by the HCP on counseling the patient on using hearing
aids and/or to see more patients throughout the day.

The purpose of this perspective article is (a) to briefly review
previous relevant related work about user-operated audiometry,
(b) to describe the scope and focus of the UAud project, (c)
to create a perspective on the challenges and possible barriers
related to the inclusion of the new examination paradigm,
and (d) to present a strategy for addressing these challenges
and effectively implement user-operated audiometry in the
daily practice.

Previous Research
The opportunities of automated audiometry have been explored
since the beginning of the computer age (12) and has been
widely used for research purposes (13). Further, automated
audiometry is implemented for medical purposes, though limited
to screening (14, 15). Recently, research efforts have shown
promising results toward its potential diagnostic use (16–18),

both in the clinic and as an opportunity for implementing tele-
audiology (19, 20). In a systematic review, Mahomed et al. (21)
suggested that automated pure-tone audiometry provides an
accurate measure, but validation is still needed for specific cases
such as difficult-to-test populations. In a more recent review,
Shojaeemend and Ayatollahi (22) concluded that automated
audiometry produces clinically acceptable results compared with
traditional audiometry.

Considerable research contributions have been focused on the
Automated Method for Testing Auditory Sensitivity (AMTAS R©)
test, a single-interval, forced choice method (yes-no paradigm)
task with an adaptive algorithm for pure-tone detection
thresholds (23). This test is intended to be used in-the-clinic
with standardized diagnostic equipment but in an asynchronous
user-operated approach. The HCP instructs the patient and
supervises the accuracy of the results, but they do not need
to be present while the test is being carried out. A series of
studies has explored its accuracy and validity in clinical settings
in children, adults, and elderly populations (23–28). Overall, the
use of user-operated audiometry using medical equipment and a
controlled environment shows promise for the implementation
of AMTAS R© in the current clinical practice.

Automated Audiometric Tests Beyond
Pure-Tone Audiometry
The automatization of presenting pure tones to a patient while
concurrently analyzing the patient’s responses does not present
many technical challenges and has the potential to be included
in a user-operated version suitable for a broad part of the
population. However, the implementation of other user-operated
audiological tests such as speech audiometry is more challenging.
Research efforts have been made in the direction of automatizing
speech-in-noise recognition (29, 30), and the development of
self-scoring multilingual speech tests (31, 32). These tests still
need a careful selection and validation of the speech material,
and their ecological validity is limited. Either the so-called
sentence-matrix tests [first introduced by Hagerman (33)] or
the digit-triplet test [first introduced by Smits et al. (34) as
a screening speech intelligibility test by telephone] are both
affected by the same drawbacks. On one hand, the development
and validation of the speech material in different languages
is easier than for other tests (e.g., hearing in noise test) but
it still requires substantial efforts. On the other hand, are
the speech reception thresholds obtained using these tests are
unrealistic since the speech stimulus is cognitively undemanding
(fixed structured sentences or digits) and it is presented as a
closed set (the patient has only a limited number of possible
responses). Therefore, this argues against the introduction of
a standardized test for assessing speech recognition abilities in
noise for worldwide implementation.

The assessment of the patient’s ability to extract the essential
features of the speech signal may lend itself to a more practical
solution. The Audible Contrast Threshold (ACTTM) is a new
clinical test measuring spectro-temporal modulation sensitivity,
in which the subject’s task is to discriminate between spectro-
temporally modulated noise and non-modulated noise. The idea
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FIGURE 1 | Schematic representation of the 3-step existing (A) and user-operated audiometry (B) procedure, consisting of three parties, i.e., the patient, the

user-operated system and the HCP. The user-operated examination affects step 1, and consequently steps 2 and 3, as medical decisions are based on the results of

the former.

that the similarity of the spectro-temporal characteristics of the
modulated stimuli and real speech would make sensitivity to
spectro-temporal modulations a good predictor of speech-in-
noise performance has been investigated by several research
groups (35–37) with promising results. Subsequent research
(38) indicated that the spectro-temporal modulation test used
was too difficult for about 1/3 of the large clinical population
tested. This problem was eventually solved by Zaar et al.
(39), who further went on to show how spectro-temporal
modulation detection thresholds predict aided speech-in-noise
recognition in an ecologically valid scenario, as well as the
benefit from using noise reduction in hearing aids (40). This
research (39, 40) forms the basis of the clinical ACTTM test, which
thus is a suprathreshold audiometric proxy for speech-in-noise
testing with hearing aids measured with a language-independent
stimulus. A further advantage of the ACTTM test is that it lends
itself well to automatic user-operated implementation.

INCORPORATING USER-OPERATED
AUDIOMETRY WITHIN THE EXISTING
CLINICAL PROCEDURE

The existing clinical procedure for hearing-aid fitting consists of
three main steps. Step 1: examination of hearing–audiometry,
step 2: initial fitting of the hearing aids, and step 3: evaluation
of hearing aid performance and re-adjustment if needed (see
Figure 1A). Normally, all three steps are carried out by an HCP.
The whole procedure requires the involvement of two parties
(patient and HCP) who interact throughout all three steps.

The UAud project explores an alternative procedure by
freeing the HCP from the major part of the first step (i.e.,
the audiometric tests, excluding the otoscopy and anamnesis)
and instead introducing the user-operated system, while all the
tasks and responsibilities of the HCP in steps 2 and 3 remain
unchanged. This new procedure can be conceptualized as a
human-digital system-human interaction (i.e., the patient, the
user-operated system and the HCP, respectively). The three
parties interact more than once and in more than one way (see
Figure 1B), but the interaction is more complicated compared to
the existing clinical procedure. The user-operated examination
affects step 1, and consequently steps 2 and 3, as the practical
hearing-aid fitting is based on the results of the former. Further
and beyond these effects, there are less obvious ones. The HCP’s
reservations and skepticism may negatively affect both hearing-
aid fitting and evaluation/re-adjustment (13). This may happen if
either the patient or the HCP is skeptical of the accuracy of the
hearing examination.

In order to better understand the dynamics of the 3-parties
system (patient, user-operated system, and HCP), it seems useful
to have a detailed perspective of the relevant characteristics
of the parts, (i.e., humans and digital technology). Humans
are goal-oriented and goal-directed (41). They learn quickly,
have powerful selective attention, can be comparatively easily
excited and get focused on something they find interesting, either
feature or process (42). On the other side, humans are easily
distracted, lose their interest quickly, or even give up if they
get disappointed, confused, or tired. They have limited cognitive
resources [e.g., working memory and attention; (43)], and they
are often cognitively or emotionally biased (44).
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Digital technology comes with its own pros and cons.
Compared to humans, it is typically governed by clearer and
known rules, so it can be standardized comparatively easily,
and still offers some versatility through settings in the system.
On the other hand, digital technology tends to become less
adaptable after its release, and paradigm changes may require
completely new technology to be developed, whereas a human
might only need short retraining. Thus, every detail on every
process and all potential pitfalls/bugs, must be thought of
and addressed in advance before implementation. Excluding an
arguably significant, still not relevant to the present study, part
of current technology, i.e., artificial intelligence, one could argue
that humans learn while technology is set.

Bringing together humans and digital technology is a
challenge on its own, as large differences between them may
negatively affect their interaction. Making digital technology
more user-friendly and measuring the quality of the interaction
is a wide field of study of its own and has a fast-growing body
of research output in the last few decades. Indicatively, a search
in Scopus with keywords [“usability” AND “technology”] yields
717 review studies alone (searched on 8-March-2021), while
there is an increasing interest on usability for health evaluation
and intervention tools [for reviews see (45–47)]. In the UAud
project, the quality of the human-system interaction is crucially
important, as deviations from optimum may affect not only the
examination, i.e., the first step, but also the whole procedure.

Insights on the effects of the introduction of user-operated
audiometry can be gained by comparing with audiometry
operated by an HCP. Focus should be given on those aspects
of human and digital technology that are crucial for the
quality of the hearing examination results. In Table 1 the main
advantages of the HCP-operated test are in line with the
disadvantages of the user-operated audiometry and vice versa.
While the user-operated system canmake use of the computation
intelligence for analyzing the quality of the test results and
apply a well-defined protocol to obtain the patient’s hearing
thresholds, the HCP-operated examination has the advantage
that the professional can supervise and adapt the procedure to
patient if needed (23), which is particularly important in certain
populations (e.g., children and people with mild to moderate
cognitive impairments).

SCOPE OF THE PROJECT

The UAud project aims to explore the possibilities of
implementing user-operated audiometry in everyday clinical
practice. The technological progress on automated audiometry
of the past decades will be further developed, evaluated,
and implemented in the clinic in the form of a system for
user-operated testing of air-conduction pure-tone audiogram
and ACTTM. As the motivation behind the project is to free
work hours from HCPs dedicated to the hearing examination,
the system must be handled by the patient ideally without
any supervision. All actions taken by the HCP (11, 23) such
as preparation for and carrying out the examination and

TABLE 1 | Primary examples of the advantages and drawbacks of manually- and

user-operated audiometry procedures identified in the UAud project.

HCP operated

audiometry

User-operated audiometry

Advantages - The HCP can start the

test when the listener has

understood the task

- Adapt the procedure and

instructions to the

individual

- Constant supervision and

observation

- HCPs can trust their

own actions

- Indirect measures gathered

during the test: Reaction time

- The procedure is well-defined,

and all listeners are tested

identically

- Objective metric of the quality

of the measurement

Drawbacks - The protocol and criteria

can vary from one HCP to

other

- The experience of the

HCP may affect

the measurement

- The user has to learn the task

alone

- The procedure cannot (a priori)

be adapted to the individual

- The HCP requires evidence to

trust that patients have

consistent response criteria

The table is the result of discussions among some of the researchers involved in the

initial investigations of the assumption that the user-operated test will be performed by

the patient alone.

monitoring the behavior of the patient, must be executed in the
absence of the HCP.

The requirements for successful implementation of the user-
operated audiometry system are:

- The establishment of the necessary software, hardware, and
testing environment.

- Acceptable usability and user experience of the system’s
software and hardware.

- Strategies to deal with situations such as patients needing
further instructions or other considerations (patient’s
presenting tinnitus).

- The system must be designed to ensure that the patient’s
attention is adequately focused on the task during
the examination.

- Optimal time efficiency, that is, the test must be accurate and
reliable while avoiding causing patient fatigue due to extensive
test time.

- Effective supervision, that is, the systemmust assess the quality
of the examination, and give recommendation for further
testing if necessary.

Further, the UAud project must account for the specific setting in
which the system will be implemented. The setting includes (a)
the medical context, that is, hearing health care and specifically
the audiological examination (step 1 in Figure 1), (b) the specific
use of the test results, that is, informing hearing intervention
(as depicted in steps 2 and 3), (c) the people involved, that
is, audiological patients, many of which are elderly, and HCPs,
and (d) the fact that the patient will be examined alone, i.e.,
without the supervision of a HCP. Factors that must be accounted
for include:
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- Emotional factors of the patient at different stages of the
process: (a) before the examination (e.g., are his/her feelings
positive or negative toward the use of user-operated tests?,
is he/she confident that the examination will go well?), (b)
during the examination (e.g., does he/she feel confident with
this approach or does he/she experience frustrations?), and
(c) after the examination (e.g., does he/she feel that the
examination went well and the results are accurate?). These
factors may affect the examination itself, and further influence
the HCP’s confidence in the validity of the examination and
consequently his/her decisions in the rehabilitation process.

- The lack of the positive effect on the patient due to presence
of a human medical expert during the examination. This may
partially affect the trust, knowledge, regard, and loyalty that
characterizes the patient-HCP relationship (48).

- Intrinsic factors of the patient: computer skills, biases against
technology, cognitive decline, and comorbidities.

- HCPs, as all clinicians, are very cautious and demand high
quality and evidence before accepting a new examination
paradigm as part of their everyday clinical practice (13).
It is reasonable to assume that HCPs’ skepticism will be
pronounced in the case of a user-operated examination.

- HCPs work as a community, at least to a degree (13).
Experiences shared among colleagues concerning clinical
practices and interventions affect how new practices are
accepted (13), and this may play a role in how user-operated
audiometry will be received.

- The potential disruption to standard operating procedures,
e.g., changing appointment times, effects on allocation of
human and physical resources.

TOWARD THE USER-OPERATED
AUDIOMETRY IMPLEMENTATION

The success of the UAud project relies on the extent to which
the user-operated audiometry system meets the aforementioned
requirements and is accepted by both patients and HCPs,
enabling wide adoption in audiological practice. Here, a research
plan is presented which includes (1) initial investigations, (2)
a validation study where this system will be evaluated in a
randomized clinical trial, and (3) implementation in a semi-large
scale within real-life clinical conditions.

Initial Investigations
The initial investigations consist of (a) prototyping and user-
interaction design of the user-operated solutions, (b) evaluation
of the equipment and testing environment toward a usable
system, (c) implementation and validation of a user-operated
ACTTM test, and (d) identifying barriers on implementation.
At this early stage, a detailed record of patients’ and HCPs’
concerns that will inform the whole project’s research plan
is needed. This will include semi-structured interviews (49)
and questionnaires delivered to patients and HCPs. Further,
specific research questions will be addressed by running “proof
of concept” studies that will help preparations of the validation

and implementation and address concerns raised by patients and
HCPs. Some research questions will be part of these studies:

- How can the design of the user interface maximize the
internal/external motivation and minimize distractions?

- How do the patients interact with the system when doing a
new audiometric test?

- Which is the preferred paradigm for assessing the ACTTM in a
user-operated test?

- What is the effect of the user (instead of expert) placing
of headphones on audiometry and ACTTM? How to ensure
its quality?

- What is the most effective design for the set of instructions
required for handling both software and hardware? How can
the system be designed in terms of both content and mode
(e.g., text, audio, video, images, pictograms) to guarantee that
a majority of patients can successfully complete the test?

Validation Study
Hearing rehabilitation entails different types of interventions.
Part of these interventions include the hearing-aid selection,
provision, and fitting, which make use of the individual
audiometric thresholds. The purpose of the validation study
is to demonstrate that the quality of the intervention is not
influenced by the modality of the hearing test (i.e., user-operated
vs. manual audiometry). A randomized double blind clinical
trial will be conducted on two groups of adult patients with a
treatable hearing loss (125 in each group). HCPs will provide
the intervention based on audiometric thresholds without
knowledge of the modality used to obtain them. Two months
after the hearing aid fitting, patients will be examined with a test
battery which will include self-report outcome measures and an
examination of speech intelligibility.

Implementation
The UAud system will be implemented in a real-life situation,
involving the allocation of resources for a new workflow
in the selected clinics. The implementation of user-operated
audiometry will be carried out at Odense University Hospital
in Odense and Svendborg, as well as at two private ENT
clinics. It will include a total of at least 250 patients. This is
probably the most challenging part of the project, as there will
be a need for clinicians adopt the user-operated audiometry as
part of their daily work. Therefore, an effective change in the
hearing healthcare service should involve different phases (50).
First, the hearing care professionals have to be aware of the
innovation. Second, there should be an understanding that the
user-operated audiometry is indeed an opportunity to improve
the person-centered service. Third, the barriers explored in the
initial investigation have to be addressed so the HCPs can
accept the change with a positive attitude. And forth, the actual
implementation of the user-operated audiometry in the clinical
practice, the confirmation of its benefits and the integration of
the service in the clinical setup. An implementation manual will
be published describing the user-operated audiometry as well as
the limitations and criteria for its correct and efficient use.
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In France 58% of persons with hearing loss still do not wear hearing aids. Pure-tone

audiometry is the traditional gold standard in assessment and screening of hearing

impairment, but it requires the use of calibrated devices and soundproof booth. The

antiphasic digits-in-noise (DIN) test does not require calibrated material and can run on

a standard headset or earbuds connected to a smartphone or a computer. The DIN test

is highly correlated with pure tone audiometry and has already shown to be effective

in hearing loss screening in its English version promoted by the WHO. The aim of the

present study was to develop and validate a French version of the antiphasic DIN test

for implementation on a national screening test offered as a smartphone app. The audio

files recorded from a French native female speaker were selected and normalized in

intensity according to their recognition probability. The French DIN test application was

then tested on normal hearing- and hearing-impaired subjects. Based on the strong

correlation between pure tone audiometry (PTA) and DIN SRT, we calculated ROC curves

and Z-score. For PTA > 20 dB HL, a SNR cutoff of 12.9 dB corresponds to a sensitivity

and specificity of 0.96 and 0.93, respectively. To detect moderate and more severe

hearing loss (PTA > 40 dB HL), the SNR cutoff was −10.9 dB, corresponding to a

sensitivity and specificity of 0.99 and 0.83, respectively. The Z-score was calculated to

define statistical criteria of normality for speech-in-noise evaluation. While a score of 0

roughly corresponds to the normality (DIN SRT = −15.4 dB SNR), a subject with DIN

SRT > −12.2 (Z-score > 2) is ranked in the hearing loss population. Next, the French

antiphasic DIN test was implemented in the Höra iOS and Android apps. In total, 19,545

Höra tests were completed and analyzed. Three quarters of them were classified as

normal (74 %) and one quarter presented mild (9%) or more severe loss (17%). Together,

results argue for the use of the French version of antiphasic DIN test in the general

population to improve the screening of hearing-impaired individuals.

Keywords: hearing loss, French antiphasic DIN test, smartphone, Höra app, speech-in-noise (SIN)
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INTRODUCTION

Hearing loss burden on health and quality of life is often
underestimated by public authorities, health care professionals
and the public. In the world, hearing loss affects around 20%
(1.5 billion people) of the population with an estimated 5.5%
(430 million) experiencing significant hearing loss. In France as
in other high-income countries, the prevalence is expected to
increase rapidly over the next three decades due to an aging
population and noise exposure of younger people (1).

The impact of untreated hearing loss is far reaching with

economic cost estimates of ∼22.5 billion Euros in France, and
225 billion in Europe (1). On an individual level, untreated
hearing loss is associated with social isolation, increased risk of
depression, cognitive decline, dementia, and hospitalization (2).
On the other hand, hearing aid use is associated with significant
improvement in social, psychologic, emotional, and physical
aspects of the lives of persons with hearing loss with all degrees of
hearing loss (3–5). Hearing loss has recently been identified as the
most significant modifiable risk factor in mid-life for dementia
(6), which emphasizes the importance of early detection and
timely intervention.

In France 58% of persons with hearing loss still do not
wear hearing aids (7). For one third of them, the cause relies
on the lack of screening since most of cases are referred after
self-declaration to general practitioners or targeted hearing loss
screening campaigns. For the remainder, either no medical
recommendation has been made or the cost of hearing aids has
been a barrier (3, 7). Although French Health Insurance recently
adopted regulation for full reimbursement of hearing aids (8), the
absence of a national screening strategy for hearing loss limits
widespread uptake.

Pure-tone audiometry is the traditional gold standard in
assessment and screening of hearing. However, it includes
inherent limitations that make large-scale population-based
screening programs difficult. Firstly, pure tone audiometry
requires the use of calibrated devices that are typically set in a
sound treated environments and require trained professionals to
operate. Secondly, it is insensitive to the early and specific patient
complaints such as difficulty with speech understanding in noise
(9). Although some efforts in the development of self-testing
applications for pure tone hearing thresholds on laptops or
mobile devices have been attempted, accurate testing is difficult
due to the challenge of uncalibrated testing across various digital
devices and headphones (10–17). An alternative to pure tone
audiometry is the use of speech-in-noise testing as a screening
tool. The suprathreshold and relativemeasure of a signal-to-noise
ratio (SNR) does not require absolute calibrated levels of noise
or speech. As a result hearing screening is made possible using
non-calibrated devices such as smartphones coupled with generic
headphones (18).

Pioneering experiments fromWilson and Smits teams (19–23)
investigated the possibility to use digit pairs or digit triplets
for speech-in-noise testing. First developed to screen the Dutch
population using landline phone, digits and noise were presented
in one ear (monaurally) (22, 23). The digits-in-noise test (DIN
test, or “digit-triplet test”) was then adapted in different languages

[e.g., Dutch, German, British, Australian, Polish, Swiss, and
French, see Van de Borre et al. for review (24)]. Different
platforms have been used for hearing screening (telephone,
internet, tablets, smartphones) and different populations have
been targeted, mainly adults, but also young school children
(25–28). The presentation method of the stimuli differs as well.
In most of the studies, both ears are tested separately. In
others, stimuli are presented binaurally, for kids for example
(18, 28–32). Presenting speech materials binaurally involves
more central auditory processes than monaural presentation
(33) and halves test duration which reduces task dropout
compared to sequentially testing each ear. Since the diotic test
strongly relies on the better ear, asymmetric, or unilateral hearing
losses are easily missed (31, 34). Moreover, both monaural and
binaural/diotic speech-in-noise tests are insensitive to conductive
hearing loss (CHL) (31). Recently, the use of antiphasic stimuli
has been explored and standardized (31). Presenting stimuli in
opposite phase between ears with masking noise interaurally
in-phase enable binaural masking release that improve stimuli
perception (35, 36). This phenomenon, called binaural masking
level difference is frequency dependant and relies on well-
preserved and symmetric hearing to be effective. Compared
to binaural presentation, speech reception thresholds (SRT) of
the antiphasic DIN test are more strongly correlated with the
worse ear pure tone average (PTA) across 0.5, 1, 2, and kHz
than with the better ear PTA. The SRT distribution range is
also wider for the antiphasic DIN SRTs than for diotic DIN
SRTs, and differences in SRT are larger between normal hearing
and hearing loss persons (31). As a result, antiphasic digits
presentation markedly improved the specificity (0.8 vs. 0.71)
and the sensitivity (0.9 vs. 0.75) to symmetric and asymmetric
sensorineural hearing loss as well as conductive hearing loss
compared to diotic presentation (31, 36, 37).

Combined with smartphone technology the antiphasic DIN
screening is accessible to a large global audience. For example, the
HearZA appwas used successfully in a national hearing screening
campaign in South Africa, with a binaural test. TheWorld Health
Organization (WHO) has adopted this antiphasic DIN screening
approach in the use of their hearWHO smartphone application
available in English, Spanish and Mandarin (38). To date no
antiphasic DIN test has yet been developed in French for a digital
platform like smartphone. The purpose of the present study was
to develop and to validate a French version of the antiphasic DIN
for a smartphone app.

MATERIALS AND METHODS

According to Jardé’s law regulating biomedical research in France,
this type of evaluation is considered as non-interventional
research and did not require institutional review board approval.
All eligible participants were informed of the study aims and
procedures and provided consent before participation.

Digits Recording and Level Normalization
Recording and Processing the Speech Material
French mono- and bi-syllabic digits (0–9) were selected as speech
material. Single-digit recordings were made from a native French
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FIGURE 1 | Average speech recognition probabilities for single digits-in-noise

before equalization.

female speaker in a sound-proof booth. A carrier sentence “le
chiffre” was uttered before pronouncing each digit to allow
natural intonation. A microphone (Blue Yeti Microphone) was
held ∼5 cm from the speakers’ mouth during recordings. The
speaker was asked to read four lists of randomly ordered digits.
Thus, each digit appeared four times. The recordings were
digitalized at 44,1 kHz with floating 32 bits resolution using
Audacity software (Audacity). Each digit was then cropped
manually from the list and stored separately in WAV files
using Audacity software. One speech-language therapist and one
phonetic academic teacher rated the four recordings of each
digit, according to the naturalness, articulation, voice quality,
intonation, and speed of production. The final list of digits was
compiled using the best rated digits for digits 0–9.The masking
noise was generated by shaping a white noise (using FIR filter in
Matlab) with the long-term average spectrum of the 10 selected
digits (Figure 1). The recording level (RMS in Volt) of the
masking noise was set to the average recording level of the 10
digits without any silences (18, 39).

Equalization
Digits were equalized according to their recognition probability.
Equalizing digits by applying level corrections to the digits
ensured that each digit had a 50% chance of being recognized
correctly at the same SNR. To do so, we recruited 20 normal-
hearing (both ears) participants aged 20–33 years, with pure-
tone thresholds <20 dB HL from 250 to 8,000Hz. A custom
Matlab script was used to generate the sequences of digits
superimposed with noise on a laptop (MacBook Pro) that were
presented monaurally through circumaural headphones (Sony
WH1000XM3). Four lists of 10 digits were successively presented

at 10 different SNRs decreasing from−2 to−20 dB in 2 dB steps.
For each SNR level the 10 digits were presented randomly. The
noise started 500ms before and finished 500ms after each digit.
The participant was forced to choose a digit, even if it was not
recognized (forced-choice procedure). The psychometric curves
of recognition for each digit were fitted with a logistic function
to determine the speech reception threshold (SRT, i.e., the SNR
corresponding to a 50% recognition probability (Figure 1). Each
digit’s recording level was then adjusted using the difference
between the SRT of each digit and the average SRT of all the digits
(±0.4 dB maximum).

Validation of the French Antiphasic DIN
Test
Before administering the DIN test, pure-tone audiometry was
completed for all the participants. The two ears were evaluated
with air and bone conduction audiometry across the frequencies
of 500, 1,000, 2,000, and 4,000 Hz.

Study Design
Pure tone audiometry was performed in a sound booth with a
digital audiometer (Audyx) equipped with a supra-aural TDH39
headphone for air conduction and a bone vibrator B71 for bone
conduction. The hearing status was determined according to the
pure tone threshold average at 500, 1,000, 2,000, and 4,000Hz.
The normal-hearing participants with PTA ≤ 20 dBHL in both
ears were students at the University of Montpellier and of the
Institute for Neuroscience of Montpellier, relatives of the authors
or accompanying hearing loss people. The participants with
hearing loss came from the University Hospital of Montpellier
or private clinics.

Population of Reference
The beta version of the French antiphasic DIN test was evaluated
in a normative reference population, including normal and
hearing loss subjects of different ages (n= 167). The participants
(77 women and 90 men) were aged from 19 to 90 years (mean
age 56 years of age ±22). The hearing status of the subject was
classified according to the recommendation of the International
Bureau for Audiophonology (BIAP) (40). Among 167 subjects
tested, 66 had normal-hearing (PTA ≤ 20 dB HL, 32.5 years of
age ±11.5), 75 symmetric sensorineural hearing loss (PTA > 20
dBHL, 71.28 years of age ±10.6), 19 unilateral or asymmetric
hearing loss (PTA difference between both ears >10 dB, 72.7
years of age ±10). In addition, 7 mixed hearing loss based on
air bone gap criteria (PTA difference between bone and air
conduction > 20 dB and bone conduction PTA > 20 dB, 74.8
years of age ±8.5) and other test results such as tympanometry
and otoscopy.

DIN Test Procedure and Equipment
DIN test was developed in a webapp working on Google Chrome
running on a laptop connected to a commercial headphone
(Sony WH 1000 XM3). The selected digits were organized in
120 triplets stored in stereo files. The participants were informed
on how to enter the digit responses on the computer keyboard.
Before starting the test, they were asked to adjust the loudness
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of the digit-triplets to a comfortable listening level. The noise
was presented in-phase (diotic) in both ears, and the digits were
antiphasic between the two ears. The noise was present during
the entire digit triplet sequence and started 500ms before the
first digit. Successive digits within a triplet were separated by
200ms intervals. The initial SNR was fixed at 0 dB and the SNR
change was obtained by varying the noise level when the SNR is
positive, or by varying the digits level when the SNR is negative
(31). To prevent possible learning of the masking noise (41),
noise refreshment was ensured for each trial by creating a long
noise file where different fragments were randomly selected. For
each presentation, the application randomly selected 3 different
digits to produce the presented triplet superimposed with noise.
The subject was required to enter the digits they recognized
(or guessed) directly on the laptop as they would perform on
the smartphone application. Depending on the answers, the
signal-to-noise ratio was adjusted following a 1-up, 1-down
adaptive procedure using step size of 4 dB SNR for the first
3 steps, thereafter continuing in 2 dB steps. After 23 triplets
presentations, the test stops and the DIN SRT was calculated as
the average of the last 19 SNRs (18, 22). Subjects were tested only
once without training to obtain scores that reflects more closely
the results that could be obtained on the smartphone application
for naïve listeners. Adding a training phase in the smartphone
application may be counterproductive because the increased test
duration will reduce uptake and completion.

The French smartphone-based antiphasic digits-in-noise
hearing application (Höra) was developed on iOS and Android
and is available for free in the Apple store and Google Play
Store. The mobile app can be used with standard headphones or
earphones. When the application is launched, a tutorial screen
appears to inform the subject how to use the application. The
subject is instructed to enter a name or nickname (use is fully
anonymous), gender and birthdate. Next, the subject is invited to
put on the smartphone headset and adjust the intensity of the
continuously presented digit-triplets to a comfortable listening
level using a scroll bar. When ready, a “Start Test” button allows
the subject to begin testing. A pop-up number pad appears after
each presentation of the digits to allow the subject to enter his/her
responses. A personalized score out of 100 was deduced from the
range of SNRs of our reference population. At the end, the subject
is categorized as “normal” (score between 70 and 100), “mild”
(score between 50 and 70), or “moderate and worse” (score <

50). For “mild” and “moderate” expected hearing loss, the subject
is advised to see a doctor.

Data and Statistical Analysis
Matlab was used for data processing, statistical analyses and for
creating figures. Audiometric data and DIN test data, loaded
from the text files generated by the web app, were stored in
Microsoft Excel. For each subject, the status of hearing (i.e.,
“normal hearing” or “hearing loss”) was determined from the
poorer ear PTA of each subject. Pearson correlation coefficient
and linear or multilinear regressions were used to assess
coevolution of different parameters like age, hearing loss and SNR
score of DIN (Matlab functions: corrcoef, fit, confint, predint).
Receiver operating characteristics (ROC) curves were calculated

(Matlab functions: fitgml, perfcurve) to determine the sensitivity
and specificity of the DIN tests for different cutoff values, to
detect mild hearing loss and worse (PTA > 20 dB HL or PTA
> 25 dB HL depending on the French or international standard,
respectively) and moderate hearing loss and worse (PTA > 40
dB HL). Distribution of results were calculated and fitted with
unimodal (one) or bimodal (two) Gaussian models (Matlab
functions: hist, fitgmdist). Gaussian distribution function is
f (x) = 1/(σ

√
2π) e∧(−[(x − µ)]∧2/(2σ∧2)), with µ the mean

and σ the standard deviation).

RESULTS

Pure tone average (PTA) of the poorer ear was determined by
averaging the thresholds at 0.5, 1, 2, 4 kHz to obtain a single value
for each ear and each participant (Figure 2A). A broken-stick
model [y = max (a, cAge + a – bc)] was used to characterize the
time course of PTA or SRT, in which “a” represents the normal
hearing, “b” the cut-off age and “c” the slope. All parameters are
given with 95% confidence interval. In our reference normative
population (n = 167), the mean PTA was 11.6 dB HL (±3.7 dB)
until a cut-off age of 40-years of age (±6 years) where the mean
thresholds increase at a pace of 1.18 dB/year (±0.18 dB/year).
The time course of DIN SRT was similar to PTA (Figure 2B)
with a mean score of −15.4 dB SNR (±1.3 dB) up to a cut-
off age of 44-years of age (±6 years) where the mean DIN SRT
increase at a pace of 0.43 dB SNR/year (±0.07 dB/year). Cut-
off ages of PTA and DIN SRT did not differ statistically. Despite
speech perception in noise requiring more attention and auditory
processing than in quiet, the similarity of PTA and DIN SRT
results with ages suggest that both tests are related to peripheral
hearing loss.

Sensitivity and Specificity of the DIN Test
Poorer ear PTA was significantly correlated with DIN SRT
(r = 0.82, p < 0.001, Figure 3A) across all types and the degrees
of hearing loss. ROC curves were calculated to determine the
sensitivity (true-positive rate) and specificity (false-positive rate)
of the DIN tests for different cut-off values. The optimal SNR
cut-off values were chosen using a cost function that optimized
the Youden index (lowest misclassification) favoring sensitivity
over specificity (Figure 3B). According to French regulation,
hearing is considered normal when PTA is below 20 dB (BIAP
Recommendation 02.1) (40). To detect all hearing losses (PTA >

20 dB HL), a SRT cutoff value of −12.9 dB SNR corresponded
to a sensitivity and a specificity of 0.92 [0.84; 0.95] and 0.86
[0.77; 0.93], respectively. For PTA > 25 dB HL, which is the
international standard, a SNR cutoff of −11.7 dB corresponded
to sensitivity and a specificity of 0.96 [0.9; 0.98] and 0.93 [0.84;
0.97], respectively. To detect moderate hearing loss and worse
(PTA > 40 dB HL), the SNR cutoff was−10.9 dB, corresponding
to a sensitivity and the specificity of 0.99 [0.92; 1] and 0.83 [0.75;
0.9], respectively.

DIN SRT Distribution
To establish a reference range of DIN SRT, we selected a
population composed of people 25-years of age and normal
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FIGURE 2 | Pure tone average thresholds and digit in noise speech reception threshold as a function of age. (A) Pure tone average (PTA) was determined by

averaging pure tone thresholds at 0.5, 1, 2, and 4 kHz from the poorer ear of each subject (red dots). (B) Digits-in-noise speech reception threshold (DIN SRT, blue

dot). The broken-stick regression (dotted line) is presented with confidence interval (gray area). The inserted graph presents the cut-off values of broken-stick

regression for PTA (red bar) and DIN SRT (blue bar). Note that the cut-off age for PTA (40 years-old) and DIN SRT (44 years-old) are not statistically different.

FIGURE 3 | Selectivity and specificity of the DIN test. (A) Correlation between antiphasic digit speech reception threshold (DIN SRT) and pure tone average (PTA) from

the poorer ear of each subject (R = 0.82, p < 0.001). The different symbols represent normal hearing (black dots), symmetric sensorineural loss (purple dots),

unilateral or dissymmetric loss (green square) and conductive loss (orange diamonds). Vertical dotted lines represent the French standard for mild (and worse) hearing

loss (PTA > 20 dB HL, blue), the international standard for mild hearing loss (PTA > 25 dB HL, red) and the moderate (and worse) hearing loss (PTA > 40 dB HL,

pink). Horizontal dotted lines represent the corresponding DIN SRT cut-offs. (B) Shown are the ROC curves corresponding to PTA > 20 dB HL (blue line), PTA > 25

dB HL (red line) and PTA > 40 dB (pink line). The insert graph emphasizes the DIN SRT cut-offs (sensitivity and specificity).

PTA (n = 30), from which we determined the mean (−15.3
dB SNR) and standard deviation (1.6 dB) of the DIN SRT.
The Z-score was calculated to associate a value of normality
(Figure 4). Because the DIN SRT follows a standard normal
distribution (Kolmogorov-Smirnov test, p < 0.001) for this
subgroup of participants, a Z-score of 1.5 (DIN SRT ≤−12.9 dB

SNR) corresponds to the 95th percentile, which is verified with
the direct evaluation of percentile on data of the subgroup with
exactly −13 dB SNR. In other words, a subject with a DIN SRT
of −12.1 dB has a Z-score of 2 (97.5% confidence interval), and
a subject with a DIN SRT of −10.5 dB has a Z-score of 3 (99.5%
confidence interval).
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FIGURE 4 | DIN SRT distribution. Shown is the DIN SRT distribution across all the subjects participating to the experiment (gray). Subjects under 25 years of age with

normal-hearing (PTA < 20 dB HL) constitutes the normative population (green). Note that the DIN SRT of the normative population follows a standard normal

distribution (green line, R² = 0.97). The Z-scores are shown (dotted lines) with corresponding percentile values.

Mobile Höra Application
We subsequently integrated the French antiphasic DIN test in
a mobile app (iOS and Android) called Höra. The use of the
Höra smartphone app allowed us to reach a large population of
subjects (n = 19,545 from March 26 to April 26, 2021). Overall,
the proportion of male users (55.7 %) was more common than
the females (45.3 %). Compared against our reference normative
population, the smartphones users were younger (median age 55
and 33 years of age, respectively). Both populations showed a
bimodal gaussian distribution across ages (Figure 5A). The first
mode was around 26 years of age±12 for the reference normative
population versus 20 year of age ±10 for smartphones users,
and the second mode was 68 year of age ±34 for the reference
normative population vs. 75 year of age ±20.41 for smartphone
users. For both populations, the normal SRT (−15.4 dB SNR vs.
−14.9 dB SNR) and the cut-off age was similar (44 vs. 47 years).
In contrast, the slope in the Höra population was less steep (0.16
dB/year± 0.016 for smartphone users vs. 0.44 dB/year± 0.09 for
reference normative population) attesting to the proportion of
hearing loss subjects being less in the Höra app users (Figure 5B).
Accordingly, 74% of the subjects were classified as “normal” with
DIN SRT ≤ 12.9 dB, corresponding to a PTA < 20 dBHL or a Z-
score < 1.5 (Figure 5C), whereas 9% presented with a suspicion
of mild hearing loss (predicted PTA between 20 and 40 dBHL or
Z-score between 1.5 and 3) and 20 % had a moderate and worse
hearing loss categorization (predicted PTA> 40 dBHL or Z-score
> 3) (Figure 5C).

DISCUSSION

Our results support the use of the French version of the antiphasic
DIN test to detect all hearing losses (symmetric and asymmetric
sensorineural hearing loss and mixed hearing loss) with high

sensitivity (0.92) and specificity (0.86). We further propose a
standard score to compare speech in-noise results to a normal-
hearing population.

The onset of the decline of DIN SRT and PTA with age was
similar (44 ± 6 dB SNR and 40 ± 6 dB HL for DIN SRT and
PTA, respectively). When DIN SRT was expressed as the function
of the poorer ear PTA, the correlation was highly significant (R
= 0.82, p < 0.001) and comparable with the English antiphasic
DIN test (R = 0.82) (31) using the same protocol on a different
population with different language. Comparing with the Jansen
and colleagues study using 20 subjects (40 ears), the PTA-SRT
correlation reported from our reference normative population
(n = 167) is higher (0.82 vs. 0.77), probably because of the
antiphasic presentation in our study. These results support the
conclusion of Van den Borre et al. (24) suggesting that the mode
of recording, the vocal material, the construction of the speech-
weighted noise seems to have minor effects on the results of the
DIN test, and only presentation monaural/binaural vs. antiphasic
seems induce significant changes. To evaluate the impact of
binaural presentation, we performed an additional study in 19
young adults (mean age 22.2 ± 3.4 years) with normal-hearing
(unpublished). Using this binaural protocol, we found a mean
SRT value of −10.7 ± 1.3 dB SNR, which closely match with the
French test version reported by Jansen using a standardmonaural
DIN test (−10.2 ± 0.5 dB SNR) via a broadband headphone
(42). Therefore, the more favorable DIN SRT measured in our
reference population (n = 167, mean SNR= −15.4 ± 1.3 dB) is
most likely due to the antiphasic presentation of the digits. This
is consistent with the studies of Smits et al. (36) and de Sousa et
al. (31, 34) in which antiphasic presentation of digits improved
the average SRT with∼5–7 dB for normal hearing listeners. This
improvement in SRT shift is the result of binaural masking level
difference enabled using antiphasic presentation (35).
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FIGURE 5 | Höra screening campaign results. (A) Shown is the age repartition of the Höra population (green, left axis) compared to the reference population (gray,

right axis). Curves correspond to the sum of two gaussian model (reference population, gray, f(x) = 3.76×exp(–((x−26)/6.94)2) + 3.66×exp(–((x−67.8)/18.5)2), R² =

0.72, Höra population, green, f(x) = 668.46×exp(–((x−20)/6.24)2) + 332×exp(–((x−78.6)/20.6)2, R² = 0.95). (B) Mean ± SEM of digits-in-noise speech reception

thresholds for reference (gray) and Höra (green) population relative to age and the corresponding broken-stick regression. The inserted graph presents the cut-off

values of broken-stick regression for reference (gray bar) and Höra (blue bar). Note that the cut-off age for PTA (44 years-old) and DIN SRT (46 years-old) are not

statistically different. (C) Shown is the DIN SRT distribution across all the subjects participating to the Höra screening campaign (green). The inserted graph presents

the distribution of Höra tests as normal hearing (74%), mild hearing loss (9%), or moderate or worst hearing loss (17%).

Based on the strong correlation between PTA and DIN SRT,
we calculated ROC curves to determine the best DIN cut-offs
predicting hearing impairment.The ROC curve depends on the
correlation between the predictor and predicted values. The
prediction for a mild hearing loss on the poorer ear according
to the international standard (PTA > 25 dB HL) showed
a sensitivity and a specificity of 0.96 and 0.93, respectively,
compared to 0.95 and 0.73 for the English version (31). The test
performs equally well for the prediction of moderate hearing
loss (PTA > 40 dB HL) with sensitivity and specificity of 0.99
and 0.93, respectively. These values are better than the values
reported for the English version (31) with 0.95 and 0.75 for
sensitivity and specificity, respectively. This may be due to
some differences in the representation of sub-populations like
normal hearing older people or conductive loss. As highlighted
by the study on English antiphasic digits in noise test (31), the
test is very efficient to detect hearing losses of any type but
does not give more information on their characteristics, like
the degree of hearing difference for unilateral or asymmetrical
losses. This would require to perform either two monaural
tests like in older version of the test or a combination of

binaural and antiphasic sequential testing that would increase test
duration.

The French antiphasic DIN test then demonstrates very high
quality of hearing loss prediction, but some outliers can be
seen, i.e., false negatives and false positives, and may need
some explanations. It is important to keep in mind that PTA
and DIN test are subject to measurement errors that are
potentialized when compared for screening. In our ROC analysis
false negatives values correspond to subjects with hearing loss
(PTA ≥ 20 dB HL) with a good SRT in noise (DIN SRT
< −12.9 dB SNR). This phenomenon can be explained by
the antiphasic stimulus presentation, known to improve speech
perception in noise for people with well-preserved symmetric
low frequencies hearing thresholds (35). On the contrary, false
positives correspond to normal-hearing subjects with poor score
in DIN test. A first explanation may be a difficulty to maintain
attention through the test or a miscomprehension of the task
that can occur in non-guided smartphone applications. This can
also be explained by “hidden hearing loss,” defined as selective
reduction of the cochlear nerve synapse number associated with
noise exposure or aging (43–45) while outer hair cells remain
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well-preserved. In other words, false positive may present normal
pure tone audiometry while being classified as hearing loss by the
application. In any case, they need to be taken care of and advised
to see an ENT doctor.

Next, we used the Z-score method to define statistical criteria
of normality for speech in noise evaluation. The Z-score is very
useful because it allows calculation of the probability of a score
occurring within a normal-hearing population and compare two
scores that come from different populations with the normal
distribution. In our study, a score of 0 roughly corresponds
to the normality (DIN SRT = −15.4 dB SNR). Note that
DIN SRT ≤−13 dB SNR value (Z-score = 1.5, percentile 95)
roughly corresponds to the cut-off inferred from the ROC curves
(−12.9 dB SNR). Consequently, a subject with DIN SRT of
−12.2 (Z-score = 2, confidence interval: 97.5%) will be ranked
in the hearing loss population. A Z-score of 2 also fits with
the recommendation of the French ENT society (46) (3 dB
SNR above the norm) estimate from different tests of speech
perception in noise (Hint, FrBio, French DIN test or Framatrix).
Finally, Z-score calculation may also provide unified basis for
inter-language comparison of DIN tests while SRT values ranges
are different.

After implementation of the French antiphasic DIN test on
iOS and Android mobile apps, it was launched as Höra. In
total, 19,545 completed tests were registered and analyzed. Age
distributions showed a first mode around 25 years of age and a
second mode around 50 years of age. Although the smartphone
users are younger than our reference normative population
(median age: 33 vs. 55 years of age, respectively), the normal
SNR and the cut-off age was similar in both populations, which
supports the reliably of the test to predict hearing loss. Three
quarters of them were classified as normal (74%) and one quarter
presented mild (9%) or more severe loss (17%), which is also
consistent with English version (HearZA) realized in 2018 by De
Sousa et al. (47). When we compared the Höra study with the
French screening test using digit triplet SRTs (42), the number of
subjects who fell in the 50–70 year range was lower (23 vs. 60%,
respectively) and the percentage of people with a “good” SRT
outcome was higher (74 vs. 46%, respectively). The discrepancies
are probably due to lower average age in the Höra population
(median age: 33 vs. 58 years of age, respectively).

In summary, the present results validate the efficiency of
the Höra application in its purpose of screening and raising

awareness on hearing loss. Since the application counsels a
confirmation by a professional, listeners with hearing loss
will benefit from a follow-up diagnostic assessment by a
hearing specialist who will confirm the smartphone test
result. The French Ministry of Health recently outlined the
full reimbursement of hearing aids (8). In addition to the
implementation of this reform, screening the French population
through an accessible free mobile app has significant potential
to increase access to hearing aids and improve the subsequent
quality of life in a larger proportion of the population.
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The cochlea plays a key role in the transmission from acoustic vibration to neural

stimulation upon which the brain perceives the sound. A cochlear implant (CI)

is an auditory prosthesis to replace the damaged cochlear hair cells to achieve

acoustic-to-neural conversion. However, the CI is a very coarse bionic imitation of the

normal cochlea. The highly resolved time-frequency-intensity information transmitted by

the normal cochlea, which is vital to high-quality auditory perception such as speech

perception in challenging environments, cannot be guaranteed by CIs. Although CI

recipients with state-of-the-art commercial CI devices achieve good speech perception

in quiet backgrounds, they usually suffer from poor speech perception in noisy

environments. Therefore, noise suppression or speech enhancement (SE) is one of the

most important technologies for CI. In this study, we introduce recent progress in deep

learning (DL), mostly neural networks (NN)-based SE front ends to CI, and discuss how

the hearing properties of the CI recipients could be utilized to optimize the DL-based SE.

In particular, different loss functions are introduced to supervise the NN training, and a set

of objective and subjective experiments is presented. Results verify that the CI recipients

are more sensitive to the residual noise than the SE-induced speech distortion, which

has been common knowledge in CI research. Furthermore, speech reception threshold

(SRT) in noise tests demonstrates that the intelligibility of the denoised speech can be

significantly improved when the NN is trained with a loss function bias to more noise

suppression than that with equal attention on noise residue and speech distortion.

Keywords: cochlear implant, speech enhancement, perceptual property, deep learning, loss function

INTRODUCTION

A cochlear implant (CI) is an auditory prosthesis playing an essential role in restoring hearing
ability for patients with severe-to-profound sensorineural hearing impairment (1, 2). CI recipients
can achieve good speech understanding ability in quiet environments. However, their hearing
ability degrades dramatically in noisy backgrounds (3, 4). The main reason is that the signal
processing in CIs is a very coarse imitation of the sound coding in a healthy cochlea (5). The
inner hair cells (around 3,500), in charge of transforming sound vibrations in the cochlea into
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electrical signals, are replaced by only 12–26 implanted
intracochlear electrodes. Signal processing strategies in CIs can
only transmit coarsely frequency-resolved temporal envelopes
of the speech to stimulate the auditory nerves. Therefore, the
information conveyed by the spectro-temporal fine structures,
which are very important for speech understanding in noise,
are not effectively represented in CI (6, 7). Therefore, speech
enhancement (SE) algorithms have been developed to improve
speech intelligibility in noisy environments for CI recipients
(8–11). Unfortunately, this is still a pending problem.

Even for modern CIs with multiple microphones, single-
channel SE algorithms aremostly implemented after a directional
processing stage. Typical single-channel SE algorithms for CIs
include spectral subtraction (SS), subspace projection (SP),
Wiener filtering (WF), time-frequency (T-F) masking, etc. Yang
et al. (12) implemented an SS-based SE as a front end to CI,
which improved the speech understanding ability of CI recipients
significantly in speech-shape noise (SSN) but not significantly
in babble noise (Babble). Loizou et al. (13) proposed an SP-
based SE where CI recipients received intelligibility improvement
in stationary noise. Guevara et al. (14) proposed a multiband
single-channel WF SE for CI recipients, where subjects achieved
significant intelligibility gain in SSN but slightly improved in
cocktail party noise. Koning et al. (15) investigated two T-F
masking-based SEs: the ideal binary masking (IBM) and the
ideal ratio masking (IRM), on their effectiveness in SE for CIs.
Vocoder simulated tests showed that both maskings worked
well given known a priori signal-to-noise ratio (SNR), but the
performance cannot be guaranteed in real conditions due to
the unavoidable SNR estimation error. Most of these traditional
SE methods rely on an estimate of the noise (or SNR) and a
prerequisite on noise stationarity. Therefore, their performances
in nonstationary noise are usually not as convincing as in
stationary noise.

Data-driven models, particularly the deep-learning (DL) ones,
have been applied for SE with promising results, especially in
nonstationary noisy environments where most conventional SEs
fail. A well-known example is the spectral mapping-based SE,
which uses the clean speech spectra as the training targets such
that a noisy-to-clean spectral mapping network can be obtained
(16). Another example is the masking-based SE, which is similar
to the traditional IBM/IRM ones except that a network is trained
to estimate the masking gain from the noisy input such that
no explicit noise/SNR estimation is required (17). Model-based
mapping or masking methods have also been adopted for SE in
CI. In SE for CI, enhancement processing can be done on either
the acoustic or electric signals. For the acoustic SE, Lai et al.
(18, 19) proposed deep neural network (DNN)-based spectral
mapping as an SE front end to CI processor. Both objective
and subjective evaluations showed superior performance over
traditional SEs. Goehring et al. (20) implemented the recurrent
neural networks (RNN)-based T-F masking method to enhance
the acoustic signal. Results indicated that both objective and
subjective evaluations achieved significant improvement. For
electric SE, Hu et al. (21) used a Gaussian mixture model
(GMM) as the binary classifier to estimate the IBM gains for
each electrode channel. Results demonstrated that CI subjects

obtained significant improvement on speech understanding in
Babble, Train, and Hall noises. Mamun etal. (22) proposed a
convolutional neural network (CNN)-based IRM gain estimator
to enhance the temporal envelopes (TEs) of each channel.
Objective evaluations showed a significant improvement in
speech intelligibility in noisy ambiance. Bolner et al. (23) and
Goehring et al. (24) used DNN to estimate the electrode-
dependent channel gains with which noise components in the
TEs can be suppressed. Results showed that DNN-based IRM
performed better than WF in both vocoder-simulated and CI-
subjective tests. Zheng et al. (25) presented a DL-based CI
strategy. Instead of serving as a front end or a built-in module
in CI strategy, the NN was built and trained to simulate a specific
strategy of a clinical CI device. The NN output was compatible
with the clinical device, and the noise robustness of the NN was
obtained through data-driven network optimization.

Most of the abovementioned DL-based SEs focus on
minimizing the overall difference between the target speech
and its denoised estimate, and, usually, the mean-square-
error (MSE)-based loss functions are adopted for NN training.
NNs trained with separate speech and noise losses have been
demonstrated to be beneficial for SE. For example, Xu et al.
(26) proposed a masking-based SE, in which the NN to
estimate the masking gain was trained with a loss function
containing separately computed speech distortion and residual
noise. Objective evaluations demonstrated that NN trained with
the new loss outperformed the one trained with traditional MSE
loss, and the best results were attained when the speech and noise
losses were equally combined.

As for CI, due to its coarse imitation of the normal auditory
system, the recipients obtain an electric hearing much different
from the acoustic hearing of NH people. A well-recognized
property of electric hearing is that the recipients are more
tolerant of speech distortion but very sensitive to noise (10, 27–
29). In contrast, NH people are more sensitive to distortion
than noise (27, 30). In addition, different CI recipients have
noticeable individual differences due to hearing experience,
devices, surgery, physiological conditions, etc. Therefore, the
individualized perceptual sensitivity to noise and distortion
should be considered in designing SE front ends for patients
with CI, and a more sophisticated combination of the two losses
should be investigated.

This study aims (1) to investigate perceptual sensitivities
of the CI recipients to noise and distortion, and will such
sensitivities vary across different noise conditions? and (2) to
design an effective SE front end with the knowledge of such
sensitivities of CI recipients. We developed a DL-based SE as a
front end to the signal processing strategy of CIs. A long-short
term memory (LSTM) network was trained to estimate the T-
F masking gains. Instead of the MSE, a loss function similar
to that in Xu et al. (26) was adopted for network training. By
adjusting the weights for trading off the speech distortion and
the noise residue, their contributions to speech intelligibility
for CI recipients were investigated, upon which an LSTM
trained with preference-biased-loss was developed. Finally, a
set of subjective experiments was conducted to evaluate the
system performance.
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ALGORITHM DESCRIPTION

SE Based on Time-Frequency Masking
Assuming that speech and noise are additive in the time
domain, i.e.,

y(n) = s(n)+ d(n) (1)

where y(n), s(n), and d (n) denote noisy speech, clean speech,
and noise, respectively. Since speech is a short-term stationary
signal, the frequency domain representation of (Equation 1) can
be obtained by applying short-time Fourier transform (STFT) to
the time signals, i.e.,

Y(t, f ) = S(t, f )+ D(t, f ) (2)

where t and f denote the index of the time frames and the
frequency bins for each T-F unit.

Wiener filtering (WF) has been one of the most widely
implemented SE methods to estimate S(t, f ) from Y(t, f ). Given
speech and noise uncorrelated, a gain function G(t, f ) to suppress
the noise can be written as

G
(

t, f
)

=

(

|S(t, f )|2

|S(t, f )|2 + |D(t, f )|2

)1/2

=

(

|S(t, f )|2

|Y(t, f )|2

)1/2

(3)

Assuming the effect of phase distortion is negligible, the target
speech spectra can be estimated by

Ŝ
(

t, f
)

= G
(

t, f
)

· Y
(

t, f
)

= G(t, f ) · |Y(t, f )| · ejϕY (t,f ) (4)

where ϕY

(

t, f
)

is the phase of the noisy speech.
Time-frequency masking, first proposed for speech separation

in computational auditory scene analysis tasks, has been
demonstrated to be the most successful in SE tasks. WF can be
regarded as T-F masking for noise suppression. Essentially, the
masking gain as in (Equation 3) provides the optimal filtering
in the sense of minimized MSE, given an accurate estimation
of noise or SNR. Unfortunately, such an accurate noise/SNR
estimation is usually not an easy task.

Figure 1 shows the diagram for a WF-based SE. As illustrated,
a noise estimation from the noisy speech spectra is required for
computing the masking gain.

Deep Learning-Based T-F Masking for SE
In the DL-based SE, the masking gain is computed from a pre-
trained NN. NNs have been known for their powerful learning
ability, given enough training data. Therefore, given a well-
trained NN, the gain can be reliably computed from the noisy
input without an explicit noise/SNR estimation.

Figure 2 shows the diagram for DL-based SE in which the
masking gain is computed from the noisy input by a pre-trained
LSTM. Here, LSTM is adopted for its superiority in modeling
sequential signals like speech over other networks. As shown, the
pre-trained LSTM takes the noisy spectral magnitude,|Y

(

t, f
)

|,

as input and output of the masking gain, Ĝ(t, f ), which multiplies
|Y
(

t, f
)

| to generate a denoised spectral magnitude, |Ŝ
(

t, f
)

|.
Finally, the inverse STFT (ISTFT) is employed to recover the

time-domain signal from the enhanced magnitude spectra and
noisy phase spectra. Unlike the WF, no explicit noise or SNR
estimate is required, as the gain is directly estimated by the LSTM.

Loss Functions for NN Training
Many factors affect the performance of an NN, including the
network structure, training strategy, optimization method, etc.
This study investigates the effect of different loss functions, i.e.,
the way measuring the difference between NN output and the
target signal, on their performance on NN training.

The most adopted loss is the MSE given by

JMSE =
1

T · F

∑

t

∑

f

(|Ŝ(t, f )| − |S(t, f )|)2 (5)

where T and F are the total numbers of time frames and
frequency bins, respectively.

As known, noise suppression in any SE may induce an
inevitable distortion to the target speech. Usually, the more
noise is suppressed, the more speech gets distorted. The MSE
loss in (Equation 5) computes the overall errors, including
both speech distortion and noise residue. It forces the DL-
based SE system to output estimated speech that is statistically
and objectively optimal with respect to the data. However,
speech perception is subjective, and the data-level objective
optimum might not necessarily result in a perceptual optimum.
Specifically, perceptual sensitivity to noise and speech distortion
varies across different noise conditions and different subjects.
Therefore, the NN may benefit from being trained with a loss
function trading off the speech distortion and the noise residue.

We introduce a new loss function combining weighted speech
distortion and noise residue, noted as weighting loss (WL), to
train the LSTM. The WL is given as (26).

JWL = α
1

T · F

∑

t

∑

f

(|S̃(t , f )| − |S(t , f )|)2

+ (1− α)
1

T · F

∑

t

∑

f

(|D̃(t , f )|)2 (6)

where
∣

∣S̃
(

t, f
)
∣

∣ = Ĝ
(

t, f
)

·
∣

∣S
(

t, f
)
∣

∣ is the distorted speech
spectrum, i.e., the remaining target speech components after
masking,

∣

∣D̃
(

t, f
)
∣

∣ = Ĝ
(

t, f
)

·
∣

∣D
(

t, f
)
∣

∣ is the noise residue,
and α is the weighting factor. Given α = 1, the loss JWLforces
the SE system to retain the target speech components as
much as possible, regardless of whether it suppresses the noise
components. On the other hand, if α = 0, the system suppresses
the noise as much as possible, regardless of the speech distortion.
That is, the remaining noise residue and the induced speech
distortion can be traded off by adjusting the parameter α. From
(Equation 5) and (Equation 6), it is easy to infer that α = 0.5 does
not give JWL identical to JMSE in general, and only when the clean

speech could be perfectly estimated (i.e.,
∣

∣

∣
Ŝ
(

t, f
)

∣

∣

∣
= |S(t, f )|),

α = 0.5 gives JWL = JMSE = 0.
Figures 3, 4 give the diagrams for the training of the

LSTM with the respective MSE- and WL-based loss functions.
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FIGURE 1 | The diagram for WF-based SE.

FIGURE 2 | The diagram for SE with DL-estimated T-F masking gain.

FIGURE 3 | The diagram for training the LSTM with MSE loss.

FIGURE 4 | The diagram for the training of the LSTM with weighting loss.

As shown, the LSTMs are optimized iteratively by the
backpropagation (BP) algorithm with the respective losses.

EXPERIMENTAL SETTING

Speech Materials
Two speech corpora, i.e., an open-access Chinese speech database
built by Tsinghua University, THCHS-30 (31) and the Mandarin
hearing in noise test, MHINT-M (32), were adopted for the
experiments. THCHS-30 is a Mandarin speech database widely
used to develop DL-based speech systems. It contains three

subsets, i.e., training, development, and test sets, consisting of
10,000, 893, and 2,495 utterances, respectively. MHINT-M is a
Mandarin speech database designed for the subjective listening
test. It contains 14 lists, 12 for formal tests and two for practice.
There are 20 utterances in each list and 10 Mandarin syllables in
each utterance. The noisy speeches were generated by additively
mixing the clean ones with two noise samples, SSN and Babble.
The SSN noise was generated by shaping (multiplying) a white
noise spectrum with an averaged speech envelope. The Babble
noise was taken from the NOISE-92 database (33). The duration
of SSN and Babble noises are about 10 and 4min, respectively. In
this study, the training and validation of NNs in the training stage
used the training and the development sets of THCHS-30, and all
tests used the speech signals in MHINT-M. All speech and noise
signals were downsampled to 16 kHz for the experiments.

There were, in total, 10 noisy conditions for the training, i.e.,
two noises (SSN and Babble), each at five SNRs (from 0 to 20 dB
in a step of 5 dB), in generating the noisy speech. Each utterance
in the training and development sets of THCHS-30 was randomly
mixed with a noise segment (randomly picked out from the whole
noise recording) in one of the 10 conditions such that there
are 10,000 and 839 noisy utterances used for NN training and
validation, respectively.

There were 62 noisy conditions for the test, i.e., two noises,

each at 31 SNRs (from −10 to 20 dB in a step of 1 dB), for noisy
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speech generation. Each utterance in MHINT-M was mixed with
a noise segment in all 62 conditions. Note that the whole set
of noisy speech was used for subjective evaluations, but only a
subset, with SNRs from−5 to 15 dB in a step of 5 dB, was selected
for objective evaluations.

SE Systems to Be Evaluated
Several DL-based SE systems were developed to examine how
the cost function could affect the DL-based SE for CI. Two loss
functions introduced in section Loss Functions For NN Training,
i.e., the MSE loss and the weighting loss (with different weights),
were used for network training. In addition, Wiener filtering-
based SE was also developed for comparison, from which the
performance gap between the traditional and the DL-based SEs
can be shown.

Wiener filtering (WF): instead of the traditional WF, a
parametric WF (34) was adopted as the SE front end to CI. The
gain function is given as

G
(

t, f
)

= max

(

|Y
(

t, f
)

|2 − α(t)|D̂
(

t, f
)

|2

|Y(t, f )|2
, 0.01

)

(7)

where
∣

∣

∣
D̂
(

t, f
)

∣

∣

∣

2
is estimated by an energy-based voice activity

detector, the floor parameter 0.01 is set to avoid negative or
very small gain, α(t) is a factor to avoid the overestimation
of noise and is computed based on the local a posterior SNR
[(SNRpost(t))], i.e.,

α(t) =







3.125, SNRpost(t) < 0dB
−1.875
20 SNRpost(t)+ 3.125, others

1.25, SNRpost(t) > 20dB

(8)

where SNRpost(t) = 10 log10

∑

f |Y(t, f )|
2

∑

f |D̂(t, f )|2
. In this experiment,

WF was implemented with the source code of the parametric
WF download from https://github.com/dpwe/pitchfilter. More
details of the baseline can be referred to the webpage.

T-F masking with gains computed by MSE-trained LSTM

(MSE-MASK) The LSTM consisted of three layers, i.e., an
input layer with 256 LSTM units, a hidden layer with two
fully connected (FC) layers (512 neural units per layer), and an
output layer with 256 FC units such that the output has the
same dimension as the input. LeakyReLU activation function
was applied to the input and hidden layers. Sigmoid activation
function was applied to the output layer. The parameters of
networks were optimized by Adam optimizer with an initial
learning rate of 0.005. When the loss did not decline for two
consecutive epochs, the learning rate was reduced to half until <
0.00001. Themodel was trained for 60 epochs. The validation was
implemented after each training epoch. Finally, the best model,
i.e., the one with the minimum loss among all the validated ones,
was selected for tests.

The long-short termmemory was trained with all noisy speech
covering all the 10 noise conditions mentioned in section Speech
Materials. To train the LSTM, T-F spectra of noisy speech,
|Y(t, f )|, and their corresponding clean spectra, |S(t, f )|, were

served as the input features and the training labels, respectively.
To generate the feature, each speech signal was first segmented
into short frames by a Hanning window with a 32-ms length
and 16-ms shift. Then, a 512-point fast Fourier transform
was applied to each frame, and a 256-dimensional feature
was constructed with the magnitude spectra of nonnegative
frequency components.

T-F masking with gains computed by WL-trained LSTM

(WL-MASK): The training and validation processes for LSTM
were the same as in MSE-MASK, except that the weighting loss
JWL, instead of the MSE loss, was used. To investigate the effect of
the weighting parameter α, we repeated the training process nine
times, each with a specific α from 0.1 to 0.9 in a step of 0.1. That
is, there were, in total, nine NNs trained with different α. For each
α, an LSTM was trained with all noisy speech covering all the 10
noise conditions mentioned in section Speech Materials.

Figure 5 shows the electrodograms extracted from speech
signals generated from the same speech utterance with different
noisy processing. The electrodograms were generated by
processing the acoustical signal with the CCi-Mobile, a CI
research development platform developed by CI-Lab at the
University of Texas at Dallas (35). Figures 5A,B are for clean
speech, and that corrupt by SSN at 0 dB SNR (Figure 5C)
is for the denoised speech with MSE-MASK DL SE, and
(Figures 5D–L) are for the denoised speeches with WL-MASK
DL SEs with α = 0.1, 0.2, · · · , 0.9, respectively. Two spectro-
temporal regions in the electrodograms are marked with red
boxes and blue boxes for better illustration. As shown, the noise
seriously corrupts the electrodogram. All the SE processings
suppress the noise to a certain degree and, at the same time,
introduce some speech distortion. The MSE-MASK seems to
have a balanced speech distortion and noise residue. As for
WL-MASK, noise is mostly suppressed, and a large number of
speech components are deleted at small α; as α increase, speech
components are mostly retained, so as the noise components.
Therefore, user-preference-dependent noise-distortion tradeoff
could be achieved by properly selected α.

To further investigate the effect of α in trading off the speech
distortion and residual noise in the electrodograms, we computed
and compared the current units of the enhanced electrograms
and the clean ones. The CI speech processor maps the subband
envelopes into currents from 0 unit to 255 units. We consider
distortion happens when the current unit of the enhanced
electrodogram is lower than that of the clean one; otherwise,
there exists residual noise. The degree of speech distortion and
noise residue is computed as,

Cdis =
1

I · T

∑

i

∑

t

max {0,Cref (i, t)− C(i, t)} (9)

Cres =
1

I · T

∑

i

∑

t

max {0,C (i, t) − Cref (i, t)} (10)

where i and t represent the indices for electrode channels and
time frames, I and T are the numbers of electrode channels and
time frames, and Cref (i, t) and C (i, t) are the current units of the
clean electrodograms and the enhanced ones.
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FIGURE 5 | The electrodogram examples of different systems, (A) clean speech, (B) noisy speech, (C) MSE-MASK enhanced, and (D–L) WL-MASK with α across

from 0.1 to 0.9.

Figure 6 shows the Cdis and Cres at different α. Ten noise
conditions, i.e., two noise types (SSN and Babble), each at five
SNRs (−5, 0, 5, 10, and 15 dB), were evaluated. It is clear that,
as α increases, the distortion decreases monotonically, and the
noise residue increases monotonically in most noise conditions.
The only exceptions happen at Cdis in −5 dB SSN, Cdis in −5
dB Babble, and Cres in 0 dB SSN, where some fluctuations
appear at around α = 0.6. The fluctuation in −5 dB might

be because the network has not seen a −5 db SNR during
the training.

OBJECTIVE EVALUATION

Methods
The envelope-based correlationmeasure (36), an objective metric
to evaluate speech intelligibility by CI recipients, was adopted
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FIGURE 6 | Speech distortion (Cdis) and noise residue
(

Cres

)

as a function of α in various noise conditions. (A) Cdis in SSN, (B) Cdis in Babble, (C) Cres in SSN, and

(D) Cres in Babble.

to measure the performance of different SE systems. In this
study, the CCi-Mobile platform was adopted for extracting
channel envelopes with the Advanced Combination Encoder
(ACE) strategy (37). Given two versions of a speech, e.g., a target
one and its distorted one, ECM computes the correlation of their
extracted channel envelopes, which will modulate the pulsatile
carriers and stimulate the electrodes. In the signal processing
strategy of CI, the recipient-dependent MAP parameters are used
in computing the channel envelopes. Therefore, ECM computed
from such subject-dependent envelopes well represents the
speech intelligibility of the corresponding CI recipient (36).
The score of ECM is between 0 and 1. The higher ECM, the
better intelligibility.

In this experiment, noisy test speech signals were first
denoised by different SE front ends and then processed by
the ACE strategy in the CCi-Mobile CI research development
platform. In addition, the sample MAP file provided in the CCi-
Mobile demo system was used in generating the envelopes. ECM
was computed on each pair of extracted envelopes, i.e., reference
one and distorted one.

Results
Table 1 shows the mean ECM scores for SSN-corrupted noisy
speech and their denoised versions with different SE front

ends, i.e., WF, MSE-MASK, and WL-MASK with α =

0.1, 0.2, · · · , 0.9. For WL-MASK, the highest score among the
nine α is highlighted in red fonts. As illustrated in Table 1, all
SE front ends achieved a certain ECM gain over noisy speech,
except for those highlighted in blue fonts, i.e., WF at high SNRs
(10 and 15 dB) and WL-MASK with α = 0.1 at SNR of 15
dB. Both DL-based SEs outperformed WF in all SNRs. The
performance of the WL-MASK front end varied at different α.
Nevertheless, there always exists some α, although the values vary
at different SNRs, with which the WL-MASK front end achieved
better performance than MSE-MASK.

Table 2 shows the mean ECM scores for Babble-corrupted
noisy speech and their denoised versions with different SE front
ends. Most SE front ends achieved a certain ECM gain over noisy
speech, except for those highlighted in blue fonts. Both DL-based
SEs outperformed WF in all SNRs. The performance of the WL-
MASK front end varied at different α. Unlike in SSN, in SNR of
5 and 10 dB, the WL-MASK with optimal α showed comparable
performance to MSE-MASK.

Tables 1, 2 tell that, although the optimal α varies across
SNRs, it generally increases as the SNR increases. Note that α

is the weight for loss induced by speech distortion. Therefore,
a larger α forces the network to output less distorted speech;
in contrast, a smaller α forces the network to suppress more
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TABLE 1 | The mean ECM score results for different systems under SSN.

Noisy WF MSE-MASK WL-MASK

SNR α = 0.1 α = 0.2 α = 0.3 α = 0.4 α = 0.5 α = 0.6 α = 0.7 α = 0.8 α = 0.9

−5 dB 0.143 0.190 0.235 0.313 0.256 0.254 0.264 0.282 0.243 0.258 0.234 0.226

0 dB 0.238 0.296 0.456 0.430 0.451 0.485 0.493 0.485 0.492 0.489 0.458 0.365

5 dB 0.365 0.428 0.596 0.502 0.556 0.584 0.599 0.586 0.607 0.604 0.588 0.503

10 dB 0.512 0.507 0.702 0.585 0.652 0.676 0.691 0.683 0.707 0.702 0.697 0.643

15 dB 0.712 0.560 0.801 0.673 0.738 0.764 0.781 0.777 0.800 0.800 0.805 0.782

The red bold indicates the best score under each SNRs. The blue bold indicates that worse than noisy condition.

TABLE 2 | The mean ECM score results for different systems under Babble.

Noisy WF MSE-MASK WL-MASK

SNR α = 0.1 α = 0.2 α = 0.3 α = 0.4 α = 0.5 α = 0.6 α = 0.7 α = 0.8 α = 0.9

−5 dB 0.201 0.228 0.291 0.276 0.293 0.315 0.310 0.313 0.292 0.283 0.274 0.253

0 dB 0.295 0.322 0.447 0.413 0.437 0.464 0.462 0.463 0.450 0.438 0.424 0.374

5 dB 0.427 0.440 0.592 0.508 0.557 0.583 0.590 0.590 0.589 0.586 0.576 0.518

10 dB 0.602 0.528 0.719 0.600 0.664 0.691 0.708 0.704 0.717 0.719 0.716 0.676

15 dB 0.789 0.577 0.825 0.695 0.760 0.787 0.810 0.801 0.824 0.829 0.833 0.809

The red bold indicates the best score under each SNRs. The blue bold indicates that worse than noisy condition.

noise. At low SNRs, noise is the dominant component in noisy
speech. Hence, the network must put more attention on noise
suppression to improve speech intelligibility. On the other hand,
speech dominates the noisy signal at high SNRs, and a larger α is
preferred to avoid significant speech distortion. Note that, even
for SNR of 0 dB, where speech and noise have the same energy,
ECM evaluation shows that noise suppression biased α (0.4 for
SSN, 0.3 for Babble) achieved better results. It is reasonable since
it is well-known that, unlike NH people, CI recipients are much
more sensitive to noise than distortion.

SUBJECTIVE EVALUATION: VOCODER
SIMULATION WITH NH SUBJECTS

Methods
Speech reception threshold in noise (38), an SNR level at
which the listener could correctly recognize 50% of words in a
sentence, was adopted to investigate how the speech distortion
and noise residue trading-off would affect the intelligibility of the
enhanced speech.

Ten college students, all are normal hearing (pure-tone
thresholds not >25 dB HL) and native Mandarin speakers, were
recruited with a reward for the test. Each subject underwent 12
SRT measure blocks, each for one of the 12 SE front ends, i.e.,
Noisy (no SE), WF, MSE-MASK, and WL-MASK with nine α.
The 12 test lists from MHINT-M were used, each for a block.
Before the formal test, the subject had taken a practice session
with the two practice lists in MHINT-M. Due to the limit of
speech materials, each subject was tested with one noise type,
either SSN or Babble.

The noisy speech signals were first processed by the SE
front ends. Then, the vocoded speeches were generated from a

Gaussian-enveloped-tone vocoder (39), which directly mapped
the electric stimulus of a CI to the acoustic signal. Meng et al. (39)
and Kong et al. (40) have demonstrated that this vocoder better
predicts the potential CI performance than classical continuous-
carrier vocoders. The CCi-Mobile platform was used to generate
electric stimuli (electrodogram) of the ACE strategy, where the
n-of-m strategy was set to 8 of 22, which is the same as that of
Meng et al. (39). The vocoded speech was presented diotically
to the NH subjects via a Sennheiser HD650 headphone in a
soundproof booth.

In each block, SRT was measured with an adaptive procedure
using a 20-utterances test list. SNR was adaptively modified in
a one-down, one-up way (41). An utterance was “intelligible”
when more than half of its syllables were repeated correctly
by the subject. The SNR was initialized at 12 dB and changed
by 4 dB before the second reversal and by 2 dB afterward.
Each sentence could be replayed up to three times upon the
request of the subjects. The SRT was computed as the average
of the intermediate SNRs of the last six reversals to reduce the
measurement deviation.

Results
Figure 7 shows the SRTs for the 12 SE front ends, the left panel
for SSN, and the right panel for Babble. For WL-MASK, the
mean and standard deviation of SRT for each α are depicted,
while for Noisy, WF, and MSE-MASK, mean SRTs are given
as constant lines for comparison. As shown, the DL-based SEs
outperform the unprocessed noisy speech and that with WF
in both noises. Furthermore, by properly trading off the errors
induced by speech distortion and residual noise, WL-MASK SE
attained lower SRTs than MSE-MASK. In SNN, the best SRT of
−2 dB was obtained at α = 0.3 and, in Babble, SRT of 0 dB was
obtained at α = 0.4. The results coincided with the ECM ones in
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FIGURE 7 | SRTs for different SE front ends with the vocoded speech, (A) SSN and (B) Babble. The circles represent the means, and the error bars represent the

standard deviations for each WL-MASK. The asterisk represents the result of pairwise comparison of MSE-MASK and WL-MASK, * indicates p < 0.0332, ** indicates

p < 0.0021, and *** indicates p < 0.0001.

Tables 1, 2, where the best ECMs were obtained at α = 0.4 (SSN)
and 0.3 (Babble) at SNR of 0 dB. One-way repeated measure
analysis of variance (RM-ANOVA) was applied to analyze the
influences of different factors. The results show that there is a
significant difference among different DL-SEmethods {[F(9, 36) =
1.262, p < 0.001]}. Dunnett’s test was used to pairwise compare
MSE-MASK and different WL-MASKs. In SSN, WL-MASK with
α from 0.2 to 0.5 obtained significant improvement over MSE-
MASK (p < 0.0332 at α = 0.2 and 0.4; p < 0.0021 at α = 0.3; p
< 0.0001 at α = 0.5). In Babble, WL-MASK with α = 0.3 and 0.4
significantly outperformedMSE-MASK (p< 0.0332 at α = 0.3; p
< 0.0021 at α = 0.4).

SUBJECTIVE EVALUATION WITH CI
RECIPIENTS

Participants
Nineteen CI recipients were recruited for the evaluation. They
were all single-side implanted with the CI24M series of Cochlear
corporation and could normally communicate in Mandarin in
quiet environments. Table 3 lists the individual information of
the subjects. Subjects with processors having noise reduction
built-in, i.e., Nucleus 6, Nucleus 7, and Kanso, turned off
the noise reduction function during the evaluation. Before the
evaluation, each subject read the informed consent and agreed
with it. All the subjects were paid after the listening test. This
subjective evaluation has been approved by the Medical Ethics
Committee of Shenzhen University.

SRT Test
Seven CI recipients, i.e., C1–C7 as listed in Table 3, participated
in the SRT test. Each subject underwent 10 blocks, each
measuring the SRT with one of the 10 experimental conditions:
five front ends (Noisy, WF, MSE-MASK, and WL-MASK with α

of 0.3 and 0.4), each for two noises (SSN and Babble). Here, only
two αs for WL-MASK were tested because those, as illustrated by
Figure 3, SRTs were mostly around 0 dB, where the optimal α

was 0.3 or 0.4. Each block used a 20-utterances list in MHINT-
M as the original speech materials. The processed signals were
presented to subjects via two Genelec 8030A loudspeakers at
a comfortable level (about 65 dB SPL) in a soundproof booth.
The two loudspeakers were placed front-right or front-left to the
participant such that the participants with either left or right side
implanted could be equally presented. Before the formal test, each
subject had finished two practice blocks. The SRT search process
was the same as the vocoder simulation experiments.

Figure 8 shows the SRTs for different SE front ends measured
on the seven CI subjects. The left and middle panels give
the individual results in SSN and Babble, respectively, and the
right panel gives the statistical results on all the subjects. For
the individual results, most subjects achieved better SRTs with
enhanced speech than noisy speech, except that WF and Noisy
performed comparably for C2, C3, and C4. WL-MASK with
α = 0.3 and 0.4 performed better than MSE-MASK for most
subjects except C2. Two-way repeated measure ANOVA (RM-
ANOVA) was applied to analyze the influences of different
factors. Results showed that there were significant interactions
between noise types and SE methods [F(1.56, 9.361) = 7.152, p =

0.02], and there were significant differences within SE methods
[F(1.825, 10.97) = 19.69, p < 0.001] and within noise types [F(1, 6)
= 43.6, p < 0.001]. Tukey’s multiple comparisons test was used
for pairwise comparison. In SSN, WL-MASK with α = 0.3
and 0.4 significantly improved speech intelligibility against Noisy
(both p < 0.0021), and significantly outperformed WF (at least p
< 0.0332), and the superiority of WL-MASK over MSE-MASK
was significant (p < 0.0332) with α = 0.3 but not significant
with α = 0.4. In Babble, WL-MASK with α = 0.3 showed
significant superiority over Noisy (p < 0.0332) and MSE-MASK
(p < 0.0021), WL-MASK with α = 0.4 showed significant
superiority over Noisy (p < 0.0332), but its superiority over WF
and MSE-MASK was not significant.

Speech Recognition (SR) Test
The ECM results show that the optimal α increases as the
SNR increases. To verify this phenomenon, we conducted a
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TABLE 3 | The individual subject information for speech recognition evaluation.

Participant Age at testing (years old) Etiology CI experience (years) Implanted side Processor

C1 23 Drug induced 20 R Freedom

C2 23 Drug induced 17 R Freedom

C3 23 Drug induced 17 R Sprint

C4 22 Acute meningitis 3 L Freedom

C5 37 Otitis media 10 R Esprit 3G

C6 21 Otitis media 12 R Nucleus 7

C7 26 Drug induced 20 R Nucleus 5

C8 17 Unknown 14 R Nucleus 5

C9 12 Unknown 10 R Kanso

C10 13 LAVS 7 R Nucleus 5

C11 16 Unknown 12 L Nucleus 6

C12 15 Drug induced 14 R Esprit 3G

C13 11 Unknown 8 R Freedom

C14 28 Drug induced 18 L Kanso

C15 17 Unknown 16 L Nucleus 6

C16 12 LAVS 7 R Nucleus 6

C17 12 Unknown 4 R Nucleus 5

C18 16 Drug induced 14 R Nucleus 7

C19 17 Unknown 12 R Nucleus 5

CI, cochlear implant; F, female; L, left; M; male, and R, right.

FIGURE 8 | CI users’ SRT results for different systems. (A) Individual results in SSN, (B) individual results in Babble, and (C) statistical analysis of the different

methods. The asterisk in (C) represent significance analysis results. * indicates p < 0.0332, ** indicates p < 0.0021, *** indicates p < 0.0001.

speech recognition test to investigate how the trading-off weight
α can maximize the SE gain for CI recipients in different
noise conditions.

Twelve CI recipients, i.e., C8–C19 as listed in Table 3,
participated in the SR test. Due to the limitation on speech
materials, only three different αs, i.e., 0.3, 0.5, and 0.7, were tested.
Each subject conducted 12 SR blocks, each with one of the 12 test
conditions: three SNRs (0 dB, 5 dB, and 10 dB) ∗ four systems
(Noisy, WL-MASK with the three αs)∗ one noise type (either
SSN or Babble). Each block randomly took one of the 12 lists in
the MHINT-M database as the speech materials. The utterance
order was also random in each list. The processed speeches were
presented to the subjects in the same way as in the SRT test.
Before the formal measurement, each subject had finished two
practice blocks in 10 dB noisy condition. In each block, the

sentences were presented in random order. Each sentence can
be replayed up to three times upon the request of the subjects.
The mean word recognition rate (WRR) of the 20 utterances was
calculated as the final result in each trial.

Figure 9 shows the mean and standard deviation of WRR
(over all the subjects) at different SNRs. The same methods as
in section SRT Test were used for significance analysis. RM-
ANOVA test showed that, in SSN, there was no significant
[F(1.267, 6.333) = 5.375, p = 0.05] interaction between SNRs and
SEmethods, there were significant differences within SEmethods
[F(2.026, 10.13) = 19.65, p < 0.001] and within SNRs [F(1.404, 7.003)
= 61.46, p < 0.001]; in Babble, there was no significant
[F(1.941, 9.704) = 3.421, p = 0.08] interaction between SNRs and
SE methods, and there were significant differences within SE
methods [F(1.613, 8.064) = 11.97, p = 0.005] and within SNRs
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FIGURE 9 | WRR of different systems at different SNRs in (A) SSN and (B) Babble. The bars show the mean WRR of all the subjects, and error bars indicate the

standard deviations. The asterisk indicates a significant level, * indicates p < 0.0332, ** indicates p < 0.0021, and *** indicates p < 0.0001.

[F(1.616, 5.803) = 80.38, p < 0.001]. Tukey’s multiple comparisons
tests showed that WL-MASK has no significant performance
improvement over Noisy in all noise conditions except for 0 dB
SSN, whereWL-MASKwith α = 0.3 and 0.5 achieved significant
improvement (p= 0.007 and 0.004).

DISCUSSIONS

The residual noise and speech distortion in the enhanced signal
generally determine the effect of SE. It is well-known that, unlike
NH people, CI recipients are more sensitive to noise than to
speech distortion in their daily speech perception. The distinct
noise- and distortion-perception properties of CI have been
investigated and adopted to design the enhancement algorithms
(10, 29, 42).

In this study, we developed a deep learning-based SE to
systematically investigate how the noise residue and speech
distortion could affect the intelligibility of the enhanced speech
for patients with CI, and how such noise and distortion
sensitivities could be adopted for SE system design. An LSTM-
based time-frequency masking system was developed as an SE
front end to CI, different loss functions were used to train the
system such that different levels of residual noise and speech
distortion in the output speech signal could be retained for
the investigation. Several objective and subjective experiments
were conducted to evaluate the performance of the SE system at
different loss conditions.

The objective evaluation with the ECM metric (Tables 1, 2)
showed that the MSE loss aiming at minimizing the overall
difference between the target and enhanced speech signals usually
had suboptimal results in both SSN and Babble noises. By
training the LSTM with weighting loss, the SE performance
varied at different weighting parameters α. In general, smaller
α, which tends to remove more noise components (and induce
more speech distortion), was preferred for noisy speech with
lower SNRs in both SSN and Babble. Whatever the SNR,
there exist some specific α with which the WL-MASK system

outperformed the MSE-MASK system. The superiority was more
evident in SNN than in Babble. In particular, for SNR of 0 dB,
where speech and noise had the same energy, α of 0.4 (in SSN)
and 0.3 (in Babble) achieved better results.

Vocoder simulation evaluation with SRT in noise by NH
people (Figure 7) gave consistent results to that by ECM.
Compared with MSE-MASK, WL-MASK had an SRT benefit of
about 2.8 dB in SSN (with α = 0.3) and about 1.7 dB in Babble
(with α = 0.4). Compared to Noisy, WL-MASK had an SRT
benefit of about 8.6 dB in SSN and about 6.3 dB in Babble.

SRT in noise test with seven CI users showed similar results.
Compared with MSE-MASK, WL-MASK had an SRT benefit of
about 3.3 dB in SSN and about 1.2 dB in Babble. Compared with
Noisy, WL-MASK had an SRT benefit of about 6 dB in SSN and
about 2.2 dB in Babble. The SRT gains obtained byWL-MASK are
compatible in both NH and CI tests, except for the case withWL-
MASK over Noisy in Babble, where the SRT gains drop from 6.3
dB by NHs to 2.2 dB by CIs. In this study, we did find that Babble
noise is a relatively more challenging condition for the NN-based
SE systems.

Speech recognition tests with 12 CI recipients showed that
the proposed WL-MASK had no significant improvement over
Noisy in all noise conditions, except for the low SNR (0
dB) SSN case, although the mean word recognition rates
did demonstrate that the preferred α was SNR dependent.
The lack of significance in high SNRs might be due to the
ceiling effect.

The same noise recording used for training and testing could
be a limitation of this work in considering the generation
of the NN-based SE for real-world applications. Nevertheless,
4- or 10-min recordings are relatively long enough to cover
possible variations of a specific noise type. Therefore, this study
could reflect the NN-based SEs performance for CI where
NNs are well trained with enough noise data, i.e., all noise
had been seen by the NNs after training. It is true that real-
world settings could be more challenging, which requires more
sophisticated NNs and a much larger amount of training noise
as well.
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Compared to traditional SE methods, the computation
load of a DL-based system should be considered in real-
world implementations. Furthermore, the WRR test implies
that noise conditions-dependent SE systems need to be
pre-trained, and real-time noise estimation is required to
maximize the benefit from the noise-dependent SE. These
drawbacks might restrict the implementation of the proposed
WL-MASK SE in clinical CI systems. Nevertheless, this
research indicates that it would be promising to further
explore the hearing properties of patients with CI and utilize
such properties for designing new signal-processing strategies.
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Older children and teenagers with bilateral cochlear implants often have poor spatial

hearing because they cannot fuse sounds from the two ears. This deficit jeopardizes

speech and language development, education, and social well-being. The lack of

protocols for fitting bilateral cochlear implants and resources for spatial-hearing training

contribute to these difficulties. Spatial hearing develops with bilateral experience. A

large body of research demonstrates that sound localisation can improve with training,

underpinned by plasticity-driven changes in the auditory pathways. Generalizing training

to non-trained auditory skills is best achieved by using a multi-modal (audio-visual)

implementation and multi-domain training tasks (localisation, speech-in-noise, and

spatial music). The goal of this work was to develop a package of virtual-reality games

(BEARS, Both EARS) to train spatial hearing in young people (8–16 years) with bilateral

cochlear implants using an action-research protocol. The action research protocol used

formalized cycles for participants to trial aspects of the BEARS suite, reflect on their

experiences, and in turn inform changes in the game implementations. This participatory

design used the stakeholder participants as co-creators. The cycles for each of the

three domains (localisation, spatial speech-in-noise, and spatial music) were customized

to focus on the elements that the stakeholder participants considered important. The

participants agreed that the final games were appropriate and ready to be used by

patients. The main areas of modification were: the variety of immersive scenarios to cover

age range and interests, the number of levels of complexity to ensure small improvements

were measurable, feedback, and reward schemes to ensure positive reinforcement,

and an additional implementation on an iPad for those who had difficulties with the

headsets due to age or balance issues. The effectiveness of the BEARS training suite

257

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://doi.org/10.3389/fdgth.2021.759723
http://crossmark.crossref.org/dialog/?doi=10.3389/fdgth.2021.759723&domain=pdf&date_stamp=2021-11-12
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles
https://creativecommons.org/licenses/by/4.0/
mailto:dav1000@cam.ac.uk
https://doi.org/10.3389/fdgth.2021.759723
https://www.frontiersin.org/articles/10.3389/fdgth.2021.759723/full


Vickers et al. Participatory Design of BEARS Training

will be evaluated in a large-scale clinical trial to determine if using the games lead to

improvements in speech-in-noise, quality of life, perceived benefit, and cost utility. Such

interventions allow patients to take control of their ownmanagement reducing the reliance

on outpatient-based rehabilitation. For young people, a virtual-reality implementation is

more engaging than traditional rehabilitation methods, and the participatory design used

here has ensured that the BEARS games are relevant.

Keywords: spatial hearing, bilateral, cochlear implant, virtual reality, training, action research, participatory design,

children

INTRODUCTION

Advances in mobile technologies have resulted in the
development of flexible platforms providing personalized
interventions that enable patients to take control of their own
health care.

In recent years, the importance of involving patients in
the development of clinical interventions has become apparent
to maximize engagement, to improve usability and potential
success, and more importantly to ensure that the intervention is
ultimately relevant for the targeted patient group (1).

Hakobyan et al. (2) highlighted the importance of
incorporating patient groups in the design of mobile
technology-based interventions to ensure that they meet
the needs of the specific population. Participatory design
recognizes and involves the key stakeholders in the design
and development of the intervention. Without such input,
historically, information technologies typically only achieve 40%
of population engagement with the intervention, as reported by
Hakobyan et al. (2). In spite of this, most interventions still do
not involve patients in the development phase. From 18 articles
describing the development of mobile technologies reviewed by
Hakobyan et al. (2), only four incorporated quality participatory
design in the process.

Here we have used participatory design for the development
of a virtual reality training suite for improving spatial hearing
for 8–16 year-olds with bilateral cochlear implants (CI). This
training suite is called BEARS (Both EARS). The development
of the BEARS training suite is driven by the fact that normal-
hearing listeners use subtle differences in timing and level of
sounds reaching each ear to provide directional cues (3–6) that
help to separate speech from noise and the ability to attend to a
particular speaker (7–9). Although language development, sound
localization, speech-in-noise perception and listening effort are
better for people with bilateral cochlear implants compared to
those with a unilateral implant, these skills remain far below
those of normally-hearing children (10–18). Neural plasticity
exists for spatial hearing improvements through training (19).
Improvements are driven by two processes: (1) cue remapping
(the use of new spatial cues to construct a new localisation
map, most likely the use of monaural frequency cues in the
unprocessed ear), and (2) cue reweighting (the reliance on any
unaltered cues while ignoring the altered ones) (20–23). Evidence
about these processes is found in several reports. For instance,
listeners can adapt to changes in spectral cues, which are critical

for judging elevation, as well as solving front-back confusions,
even when these are altered (24–26). There has been some
discussion about what type of training is most appropriate for
feasible delivery and maximization of any benefits. Computer-
based training has great potential as it can be delivered anywhere
without requiring a face-to-face appointment, and is engaging
for most people, especially for children and teenagers. It has
been shown that computer-based training can improve speech-
in-noise perception for people with cochlear implants (27–30).
Green et al. (31) observed an average 2 dB improvement in
speech reception thresholds for sentence recognition in babble
after 12 h of computer-based training. The nature of the training
stimuli has also been explored by previous research. Cai et al.
(32) found that audio-visual training is more effective than
auditory-only training, and Steadman et al. (23) outlined the
importance of auditory-based interaction during the training.
A systematic review by Rayes et al. (33) that looked at the
effectiveness of training in children with CIs found that the most
effective intervention involves the use of multiple modalities or a
combination of bottom-up and top-down training tasks. Finally,
Whitton et al. (34) explored the transfer and generalization of the
acquired training, outlining that audio-motor perceptual training
can enhance speech in noise intelligibility by up to 25%.

Based on the evidence summarized above, we designed
and carried out the research reported here. The objective was
to collaboratively design and develop a training intervention
for young people with bilateral cochlear implants, aiming at
improving their listening skills, and specifically focusing on the
spatial sound cues provided by their cochlear implants.

METHODS

An action research study design was employed (35, 36). Within
action research, development and change are achieved through
the simultaneous process of taking action whilst conducting
research, all informed by user involvement and governed by
critical reflection. All stakeholders and researchers are equal
members of the research team. Within this study, three
phases were employed in the process of development of the
BEARS training suite, to ensure that it is appropriate for the
intended population.

The stakeholders involved in the process were: young people
and young adults using bilateral CIs, family and friends, teachers,
engineers and developers, speech and language therapists, music
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FIGURE 1 | The cycles for the three participatory design phases.

therapists, and audiologists. The process involved multiple focus
groups for feedback, reflection, and critical appraisal, each of
which was run by an independent facilitator. In advance of each
focus group, the goals and topic guides were developed amongst
the research team and summary notes were produced for each
meeting. Where the meetings were broken down into discussion
groups, a note taker and facilitator were assigned to each group.
The feedback was reviewed after the focus groups and a plan,
consisting of a set of actions, was created and prioritized for the
next stages of action and implementation. See Figure 1 for an
outline of the three phases.

Phase I—defining the problem and proposing the solution.
Facilitated in-person discussions were conducted with two focus
groups (n = 18) of CI users aged between 9 and 18 years of age.
One group consisted of 10 participants (n= 6male, n= 4 female)
at a school for deaf and hard-of-hearing (DHH) children, who

volunteered to help in response to an advert. The other eight (n
= 3 male, n= 5 female) were recruited from an advert circulated
by a charity and attended a meeting held in London.

The goal of these meetings was to understand the difficulties
of living with bilateral CIs. The issues were discussed by the two
groups and prioritized in terms of overcoming the difficulties
discussed to understand what the acceptable interventions were.
Based on the discussions, a logic model was created by the
research team to underpin the planned multi-modal BEARS
virtual reality auditory training intervention.

Phase II—review of the practicalities of using the BEARS
equipment. The first implementations of BEARS were trialed
by 16 children aged 8–16 years. This group was made up of
from older children and teenagers from mainstream and special
schools (n = 6 male, n = 5 female) with an additional 5 younger
participants (n = 2 male, n = 3 female) to help determine if
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the BEARS training suite would be appropriate for a wider age
range of CI users. The goals of the cycles that made up phase
II were to understand the practical limitations of BEARS with
respect to how frequently training should be conducted, whether
the head-mounted display worked well for all listeners, and what
sort of age adaptations were required. This phase involved two
cycles of action and reflection. In the first cycle, participants were
given the BEARS headsets with one game to provide feedback
on ease of use. In the second cycle, we held an in-person event
with multiple stations for participants to visit to give feedback
on different aspects that had been developed and to discuss these
with their peers.

Phase III—definition of the details of the BEARS software
tools and components. This phase was conducted with two
groups. The first were adult professionals working across CI
Centres and in the local educational support services. This
included teachers of the deaf, speech and language therapists, and
audiologists (n = 6). They reviewed the tools from a clinical and
educational perspective. The second group were bilateral CI users
(aged 11–18 years; n= 3 male, n= 3 female).

Due to the COVID pandemic, the groups in phase III were
conducted virtually using Microsoft Teams. For the teachers
and clinicians, the entire group discussed the different software
tools together. For the bilateral CI group, pre-allocated breakout
rooms were set up to discuss the different elements of the
applications. Each group was made up of two bilateral CI users
who were matched to work well together (based on teacher
opinion), one facilitator and one notetaker.

RESULTS

Phase I—Defining the Problem and
Proposing the Solution
The CI focus groups were asked to discuss freely about their
listening difficulties that they faced in everyday life, what they
thought might cause or have an effect on these, and any activities
(interventions) that they had found helpful. The notes on the
difficulties were fed back to the groups and they grouped points
together and set priorities for the project.

The combined prioritized statements from the two
groups were:

1) Everyday listening requires “extra effort” which makes
communication “tiring” and ultimately “challenging.”
These problems were particularly reported with respect to
noisy environments.

2) It can be difficult to “combine” sounds from two CIs because
the two ears often do not sound the same. Sequential
implantees (>1 year between two implants) reported that
second CI could seem “annoying,” “distracting,” and “lop-
sided,” which in some cases resulted in non-use.

3) Listening training can be helpful but current rehabilitation
techniques are not always engaging, and relevant, and
computer-based approaches may be more motivating.

Based on the feedback, the research team reviewed the
information, discussed ideas for addressing the issues and

decided to develop the BEARS training suite to address the issues.
The research team created goals that the BEARS training suite
needed to meet. These goals were:

1) To include age-appropriate and engaging listening games.
2) To use multiple training tasks (speech in noise, localisation,

and music) to optimize effectiveness
3) To use visual cues to support engagement
4) To implement in virtual reality to enhance the gaming aspect
5) To use gaming head mounted display headsets for flexibility

and usability
6) To develop the game soundscapes using the established 3D

Tune-In toolbox (37).

The research team developed the following logic model to
underpin the BEARS intervention. The logic model was
developed following the UKs Medical Research Council and
National Institute of Health and Care Excellence (38) advice
that the development of new interventions should outline
the mechanism of change for an intervention. A logic model
outlines the theory of how an intervention will lead to the
desired outcomes:

People with bilateral CIs struggle to understand speech in
noise, making communication tiring and challenging, having a
negative effect on social integration and well-being. The problem
underpinning this is that bilateral CI users are not effectively using
the cues from both ears to maximise spatial hearing. The use
of the BEARS training suite with audio-visual information and
multiple listening modalities (speech in noise, localisation, and
music) should improve spatial hearing, speech-in-noise perception
and ease of listening. The change mechanisms for these effects will
be plasticity-driven processes enhancing learning and maximising
spatial listening skills performance. Factors supporting these
training-induced effects are audio-visual integration, multimodal
stimulation, and cognitive engagement that drives generalisation
to other auditory stimuli. These changes will lead to better
communication and social engagement skills (with reduced fear
of embarrassment) which in turn will improve quality of life
through healthier social and emotional-regulation development.
As communication becomes easier, self-confidence continues to
build up, improving development in multiple areas of life such as
building relationships and education.

Motivation, engagement, rewards, time commitment, and
developmental processes will act as modulators. Behaviour changes
will also increase uptake and usability.

See Figure 2 for schematic of logic model.
The target population is older children and teenagers (aged

11–16 years) with at least 12 months of bilateral CI experience
rather than newly implanted bilateral users. This therefore
precludes influencing post-activation plasticity-driven processes
for developing spatial listening skills. Plasticity is assumed to be
ongoing even after 12 months of usage, as research indicates
that the associations between learning and cognitive control
performance only emerges with age and appears most prominent
for late adolescents (39). Studying bilateral CI users 12 months
after implantation allows for the effects of habituation, as they
would have grown accustomed to wearing and interacting with
their implants, thereby minimizing the confounding effects
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FIGURE 2 | The logic model to explain the BEARS training suite rationale.

of novelty and/or any issues arising from initial use. Also,
the numbers of older children and teenagers who receive
bilateral cochlear implants are not large. The patient groups
who reported difficulties had typically received their implants as
young children, so this is the population who are focussed on
initially but the work can be applied to other groups.

Phase II—Practicalities of Using BEARS
The feedback from the first cycle of phase II indicated for 67%
(10 out of 15) of the CI users that the use of the head-mounted
display with headphones was practical. The remaining 33% of
the CI users found the systems either too bulky (three people) or
had balance issues because of eyes being covered with the virtual
reality goggles (two people). The comments about bulkiness came
from young people aged 8–10 years who were younger and
smaller than the majority of the participants.

All participants reported that they found the games enjoyable
and the instructions were straightforward. They requested that
the differences between levels were made smaller. The initial
game that was trialed was aimed at improving localisation ability,
and its effectiveness had already been validated in previous work
(23). In the game, the goal was to identify the position of an
audio-emitting alien ball and shoot at it. In the lower levels there
were audio and visual cues but in the higher levels there were just
audio cues and they found the move to sound alone too sudden.
They also requestedmore rewards and the ability to play the game
online with friends. Parents liked that the young people were able
to play the games independently.

The research team reviewed the feedback and implemented an
option for an iPad-based game to avoid wearing bulky equipment
or covering eyes. A greater number of levels were introduced so
that the visual cues were faded out more gradually and positive
feedback was added in.

It was not possible to make the game interactive with other
online players or to allow an online scoresheet comparison
because the BEARS training suite will be evaluated in a clinical
trial and this sort of engagement with others might contaminate
the trial. However, the wish for a BEARS users’ community has
been recorded for future implementations.

In the second cycle of phase II, the participants attended
a group event and visited the aforementioned stations to
provide ideas for how to expand and implement new games
that would be engaging for training speech-in-noise perception
and music. For speech-in-noise training, the groups suggested
having café scenarios where the user has to listen out for
different food/drink orders or key words given by customers
presented at different locations. The complexity of the game
would change based on the range of locations or background
noise. For music training, they recommended a game where one
can make music by drawing in different musical instruments
and adjust the sound of the instruments. They also liked
the idea of identifying and discriminating different songs.
The final idea that they wanted to incorporate was to
identify when a specific instrument was present and the
complexity would be built up by adding in other musical
instruments and moving the location which could also
be identified.
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The group had ideas for making the localisation training game
more appropriate for the younger group by catching butterflies or
popping bubbles.

The research team were able to incorporate all of these
suggestions into initial game prototypes for the three training
tasks. These took the form of:

1. A localisation training game, involving identifying the
position of an audio-emitting alien ball and shooting it. The
ball is visible only in the early levels, and gradually disappears
as soon as the player advances.

2. A spatial speech-in-noise recognition training game, involving
listening to and identifying customer food/drink orders and
serving the correct item.

3. A music training game, involving completing a number
of music-oriented challenges to progress through an
escape room.

The games were then reviewed in phase III. It was decided that
having realistic lip-syncing for the speech-in-noise games was not
practical and that the characterisation would bemore appropriate
as cartoon characters than realistic/natural appearance.

Phase III—Definition of the Details of the
BEARS Software Tools and Components
For phase III, video demonstrations of the games were prepared
to show to the participants in the online groups. All participants
had the opportunity to review the videos in advance (see
Figure 3) for images of the 3 different games themes. For the first
group, the clinicians gave feedback on how to maximize speech
and language development with the games and gave ideas for
vocabulary to use in café scenes to provide minimal contrasts
for example “peas” vs. “cheese.” They also suggested changing the
carrier phrases to ensure that the contrastive word did not always
fall at the end. They also recommended a shop as an alternative
to a café.

The young participants reviewed the appearance of the
avatars, provided their opinions, and voted on the preferred style
to use. They also recommended adding in a wildlife park scenario
to increase engagement and interest for a wider age range of
listeners. For the music games, they recommended additional
artists that would be more appropriate to include.

Note that in the next iteration, phase III will have an
additional face-to-face cycle to verify the final version of the
games and the implementation using the latest hardware (the

initial equipment review was conducted three years ago). We
will also verify that the 8–10 year-olds are happy with the
modifications that were implemented for their age group. At
that stage the BEARS training suite will be finalized for use in a
clinical trial.

DISCUSSION

We have outlined the formalized participatory design approach
that was used to develop the BEARS training suite, based on
multiple action research cycles.

In spite of their potential to maximize patients’ adoption of
new technologies for delivering training, formalized participatory
designs have not been extensively reported in the field of
hearing research. There are only a few articles reporting
research with young people (older children and teenagers).
For instance, Hallewell et al. (40), already mentioned, and
Hanssen and Dahl (41), who used participatory design in the
development of an interactive sound environment simulator
to facilitate communication between audiologists and patients.
The authors promoted the value of participatory design to
maximize effectiveness of complex interventions that affect both
patients and practitioners. Ferguson et al. (42) worked closely
with clinicians and hearing-aid users to develop the content and
delivery approach for a series of video tutorials that support first-
time hearing-aid users. Frost et al. (43) developed an auditory-
cognitive training application which was intended to delay the
onset of dementia. Their stakeholders were clinicians from
audiology and cognitive disorders specialties. All of these reports
highlight the importance and value of involving patients and
clinicians together to maximize the effectiveness of new hearing
healthcare interventions.

BEARS is considered to be a complex intervention because
of the multiple training elements within the package and the
possibility for tailoring the intervention for individual needs, for
instance, those arising from factors such as age.

As a complex intervention it is recommended by the MRC-
NIHR (38), guidance that the development phase should have
a clearly stated outcome that the intervention should achieve.
The outcomes were determined and prioritized by young bilateral
CI users to be an improvement in speech-in-noise perception
such that not only lead to improved accuracy but also that
the level of listening effort is reduced. Based on theoretical
and clinical knowledge, a logic model was developed to define

FIGURE 3 | (Left) Localisation game. (Middle) Speech-in-noise game. (Right) Music training game.
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the likely mechanism for change for the use of the BEARS
training suite.

Many stakeholders were involved in this development phase
and the approach for running the different focus groups had to
be adapted to be appropriate for the participants themselves. We
separated out the professionals from the young bilateral CI users.
In addition, we separated out the young bilateral CI users into
those at primary school (8–11) and those at secondary school
(11–16). The purpose of the separation of the different groups
was to ensure that all participants felt comfortable to engage and
contribute to the discussions. Each of the primary-school-aged
children were accompanied by a caregiver which also changed the
dynamics of the focus group. It is important that the facilitation
of such groups takes into account the age of the participants
and group dynamics (44), and that all participants are given the
opportunity to contribute.

One factor that should be borne in mind is that the
participants in our focus groups may not represent all
backgrounds because they were self-selecting. It is possible
that their issues may not be representative of the entire
population. However, as difficulties with communication in noisy
environments, listening effort and mismatch between sounds
in the two ears are well reported in the literature they form
reasonable goals for the BEARS training suite. It is possible that
the focus groups were made up of young people with a particular
interest in virtual reality training games. The future clinical trial
to evaluate the effectiveness of the BEARS training suite will
enroll young people from a wide range of backgrounds and
interests to fully understand the value of the intervention.
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Background/Objectives: Low-uptake of hearing aids among older adults has long

dogged the hearing care system in the U.S. and other countries. The introduction of

over-the-counter hearing aids is set to disrupt the predominantly high-cost, specialty

clinic-based delivery model of hearing care with the hope of increasing accessibility and

affordability of hearing care. However, the current model of hearing care delivery may

not be reaching everyone with hearing loss who have yet to use hearing aids. In this

study, we examine the group of people who do not use hearing aids and describe

their characteristics and health care utilization patterns. We also consider what other

healthcare pathways may be utilized to increase access to hearing treatment.

Design: Cross-sectional, the 2017 Medicare Current Beneficiary Survey.

Setting: Non-institutionalized adults enrolled in Medicare, the U.S. public health

insurance program for older adults (65 years and older) and those with qualifying medical

conditions and disabilities.

Participants: A nationally representative sample of 7,361 Medicare beneficiaries with

self-reported trouble hearing and/or hearing aid use.

Measurements: Survey-weighted proportions described the population characteristics

and health care utilization of those with hearing loss by hearing aid use, and the

characteristics of those with untreated hearing loss by health care service type utilized.

Results: Women, racial/ethnic minorities, and low-income Medicare beneficiaries with

self-reported hearing trouble were less likely to report using hearing aids than their peers.

Among those who do not use hearing aids, the most commonly used health care services

were obtaining prescription drugs (64%) and seeing a medical provider (50%). Only 20%

did not access either service in the past year. These individuals were more likely to be

young and to have higher educational attainment and income.

Conclusion: Alternative models of care delivered through pharmacies and general

medical practices may facilitate access to currently underserved populations as they

265

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://www.frontiersin.org/journals/digital-health#editorial-board
https://doi.org/10.3389/fdgth.2021.740323
http://crossmark.crossref.org/dialog/?doi=10.3389/fdgth.2021.740323&domain=pdf&date_stamp=2021-11-25
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles
https://creativecommons.org/licenses/by/4.0/
mailto:amber.willink@sydney.edu.au
https://doi.org/10.3389/fdgth.2021.740323
https://www.frontiersin.org/articles/10.3389/fdgth.2021.740323/full


Willink et al. Alternative Pathways for Hearing Care

are particularly high touch-points for Medicare beneficiaries with untreated hearing

trouble. As care needs will vary across a spectrum of hearing loss, alternative models

of hearing care should look to complement not substitute for existing access pathways

to hearing care.

Keywords: hearing impairment, hearing aid, direct to consumer, health services utilization, older adults

IMPACT STATEMENT

We certify that this work is novel and provides important
contributions to the literature by highlighting the disparities in
access to hearing care and alternative pathways of providing
hearing care that could address existing disparities among
Medicare beneficiaries.

KEY POINTS

- Women, racial/ethnic minorities, and low-income Medicare
beneficiaries are less likely to use hearing aids.

- They more commonly visit pharmacies and general medical
practices for health care.
Why does this matter?
Less that one in five Medicare beneficiaries with hearing loss
use hearing aids. Delivering hearing care through alternative
pathways may improve hearing care access.

INTRODUCTION

In 2020, 44.11 million adults in the U.S. were estimated to have
hearing loss; with the aging of the population, the number is
expected to increase to 73.50 millions in the next 40 years (1).
Hearing loss, the enact of encoding peripheral environmental
auditory information for central decoding in the brain, can have
a great toll on well-being and communication (2), and may lead
to poor quality of life (3), and disability (4). It has also been
associated with negative health consequences such as increased
risk of falls (5), and cognitive decline (6), and has been recognized
as a modifiable risk factor for dementia (7).

Hearing aids have been shown to improve hearing-related
quality of life, listening ability, communication, and social and
emotional function (8, 9). Early observational studies suggest
that hearing aids may improve cognitive functions by preventing
auditory deprivation which can result in insufficient cognitive
stimulation (10, 11). Yet, despite the association of hearing loss
with negative health consequences, and potential benefits of
hearing aid use, <15% of adults with hearing loss aged 50 and
over in the U.S. report using hearing aids (12).

Barriers to hearing aid use include high cost and lack of,
or inadequate, insurance coverage, perceived stigma by others,
significant resources required to navigate current processes,
including transportation, mobility, and know-how as well as
a lack of clear recommendations or guidance by primary care
providers (13, 14).

Current hearing care delivery in the U.S. follows a
medical model of specialty clinic-based care, primarily through
audiologists and otolaryngologists, which may be costly and
time-consuming; even those who have the time and money
needed may find it frustrating (15). The current model is
grounded in dispensing hearing aids through licensed individuals
which requires multiple visits to a hearing aid dispenser or
audiologist for identification of hearing needs, customization
of the product, and continual maintenance and fine-tuning.
It is also common for the services of the professional to be
bundled into the sale of the hearing aid as a markup. When
this hearing delivery model was developed in the 1970’s, hearing
aids were extremely complicated and potentially produced
dangerous noise levels. This required in-person fitting and
tuning by trained professionals. Advances in technology have
increasingly allowed for integration and easy adjustment via
smartphone, opening the possibilities for alternative models
of care.

Alternative approaches to the specialty clinic-based hearing
care model tackle some of the shortcomings of the typical
clinic-based model, and include community-delivered hearing
care, mobile health applications, tele-audiology, pharmacies,
retail clinics such as Costco and Walgreens, and involve
primary care providers in hearing care (16). Community-
delivered hearing care models can include community health
workers, peer educators, community health aides, among
other trained paraprofessionals who can provide education
on hearing loss, basic aural rehabilitation, as well as fitting
and orientation to OTC devices (17–19). Some large retail
clinics in the United States, such as Costco and Sam’s Club,
have integrated hearing aid centers into their stores. This
model generally recreates best-practice hearing aid delivery
models used in private clinics but increases accessibility by
putting the clinic where customers already are shopping and
increases affordability by leveraging buying power from the
large corporations.

Recognizing the importance of treating hearing loss and the
presence of barriers to hearing care access at the national level,
the President’s Council of Advisors on Science and Technology
and the National Academies of Sciences, Engineering, and
Medicine released reports with recommendations to improve
the accessibility of hearing care for older adults (16, 20), and
in 2017, the Over-the-Counter (OTC) Hearing Aid Act law was
passed with the aim of making hearing aids more accessible and
affordable to those with mild or moderate hearing loss (21).

The OTC Hearing Aid Act required the Food and Drug
Administration (FDA) to develop regulations by August 2020
for the sale of over-the-counter hearing aids to treat mild
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to moderate hearing loss. The FDA has missed this statutory
deadline but are scheduled to release these recommendations by
the end of the year (22).

By allowing the sale of OTC hearing aids that would
be regulated to ensure the safety and efficacy of these
devices, people with self-perceived hearing loss will be
able to purchase hearing aids without assessment or
counseling from a hearing care professional. However,
ensuring proper access to hearing care services is essential
to promote optimal hearing loss management and maximal
benefit from hearing aids for those who need them. In a
randomized-controlled trial, people who self-selected their own
pre-programmed hearing aids via an OTC service-delivery
model, compared to those who received hearing aids via an
audiologist-based service-delivery model, were less likely to
be satisfied with their hearing aid or purchase one after the
study (23).

From a public health perspective, it is unclear to what
extent alternative models currently available reach people with
hearing loss who have yet to use hearing aids. People with
untreated hearing loss have different health care utilization
patterns and costs compared to those without hearing loss, (24)
and compared to those with hearing loss who use hearing aids
(25). Those with untreated hearing loss are more likely to visit
emergency departments (24), report unmet health care needs
(26), and not have a usual source of care (14). Understanding
how people with untreated hearing loss access the general
health care system and what characteristics set them apart
from those who already use hearing aids is fundamental to
understanding how we can reach those Medicare beneficiaries
with hearing loss who are not served by the current model
of care.

In this study, we identify who the current model of hearing
care is serving and how those individuals differ from Medicare
beneficiaries with untreated hearing trouble. We then explore
the other health care service patterns of the population with
untreated hearing trouble and describe the populations accessing
the most common health care services by sociodemographic
characteristics and health status, to demonstrate the population
that could be potentially reached via alternative delivery models
of hearing care. We focus in on medical providers and
pharmacies as those services have the highest utilization across
the Medicare population.

METHODS

Study Sample
We used the 2017 Medicare Current Beneficiary Survey and Cost
Supplement file, a nationally representative survey of Medicare
beneficiaries linked to administrative claims data. Medicare is the
publicly-funded health insurance program in the United States
for adults aged 65 years and older and those under 65 years who
qualify based on medical condition or disability. For this study,
7,361 Medicare beneficiaries who self-reported a little or a lot of
trouble hearing or reported using hearing aids were included in
the analytic sample.

Measures
The analysis was separated into two sub-populations: untreated
functional hearing impairment (those who self-reported a little
or a lot of trouble hearing but no hearing aid use), and those who
did report using a hearing aid.

The primary outcome of interest was healthcare utilization
by service type, including inpatient, outpatient (e.g., hospital
outpatient department or clinic visits), medical provider (e.g.,
physician, primary care, or allied health), prescription drugs,
home health, and skilled nursing facilities services. These
utilization variables were derived from both survey report
and administrative claims data and through an adjudication
process developed by the MCBS administrators (27). As the
objective of this analysis is to assess in-person utilization of
services as possible avenues for hearing care treatment, we
have refined the measure of medical provider to be limited
to those most likely seen in a primary care setting, including
medical doctors (excluding specialists), nurse practitioners, and
physicians’ assistants. This measure was refined as delivering
hearing care through a primary care service, rather than
through specialists, is more practical and within the scope of
general practice. We have also refined the prescription drug
category to identify those who visit a pharmacy to receive their
prescriptions. If a Medicare beneficiary reported often receiving
their prescriptions in the mail or via the internet, they were
counted as not having a prescription drug touch point as we are
trying to identify in-person visits that might lend themselves to
receiving other healthcare services.

Medicare beneficiaries who reported untreated functional
hearing loss were described according to the health care service
types utilized. Population characteristics used to describe
the groups included sociodemographic characteristics, health
and functional status, and access to online information.
Sociodemographic characteristics included age, gender,
race/ethnicity, educational attainment, income relative to
federal poverty level, living arrangement, urban/rural status,
and supplemental insurance coverage. Supplemental insurance
coverage includes Medicaid for low-income adults, Medicare
Advantage (the private arm of Medicare), and Medigap the
supplemental plans that correspond with the public program.
Medicare Advantage plans may include coverage of hearing
aids. Health-related variables included severity of hearing
trouble, functional vision impairment, number of chronic
conditions, cognitive impairment, number of activities of
daily living limitations (ADLS), and having a helper to carry
out ADLs. Access to online information included having
a personal computer at home and using the Internet to
get information.

Statistical Analysis
This study is a descriptive analysis of socio-demographic
characteristics among Medicare beneficiaries with untreated
hearing loss across different groups based on health care
utilization. All analyses used the survey weights provided by the
Centers for Medicare and Medicaid to account for the complex
survey design of the MCBS including the over-sampling of black
and Hispanic populations, and survey non-response. Weighted
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proportions were used to describe the characteristics and health
care service utilization of Medicare beneficiaries with functional
hearing loss by hearing aid use, and the characteristics of people
with untreated functional hearing loss by health care service
type utilized. Group comparisons were made using Pearson’s
chi-squared test of independence. StataSE 14 was used to conduct
all analyses.

RESULTS

Descriptive Characteristics
Overall, 7,361 Medicare beneficiaries reported hearing trouble
or hearing aid use, representing a weighted sample of
28,195,657 Medicare beneficiaries. Among them, 87% reported
not using hearing aids (Table 1). A greater proportion of
persons who did not use hearing aids compared to those
who did were young, women, and non-White. Those who
did not use hearing aids were also more likely to have
lower educational attainment and lower income. A greater
proportion of those not using hearing aids had two or more
limitations in activities of daily living compared to those using
hearing aids.

Health Care Utilization by Service Type
The health care services most accessed by Medicare beneficiaries
with hearing trouble in 2017 were obtaining prescription drugs,
seeing a medical provider, and utilizing outpatient services
(Figure 1). Among those with untreated functional hearing loss,
64% reported obtaining prescription drugs, 50% saw a provider,
and 46% accessed outpatient services. Less commonly, they
accessed inpatient services (12%), home health (6%), and skilled
nursing facilities (3%). The distribution of health care utilization
by service type was similar among those who used hearing aids.

Figure 2 shows the extent of the utilization overlap among
the two most common services types. Among the Medicare
beneficiaries with untreated functional hearing loss, 34% saw
a medical provider and obtained prescription drugs from a
pharmacy in the past year, 16% saw a medical provider only, and
30% only obtained prescription drugs from a pharmacy. Twenty
percent did not access any of these two health care service types.

Characteristics of Medicare Beneficiaries
With Untreated Functional Hearing Loss by
Health Care Services Utilized
The characteristics of Medicare beneficiaries with untreated
functional hearing loss are presented by service type utilized
(Table 2). Fifty percent of Medicare beneficiaries with untreated
functional hearing loss saw a medical provider in the past year.
Compared to those who did not see a medical provider, those
who did had a greater proportion of individuals who were
older, women, living alone, and with supplemental insurance
coverage, especially Medicare Advantage. They also had a
greater proportion with a high number of chronic conditions,
functional vision impairment, and cognitive impairment, but
fewer reporting limitations in activities of daily living or to have
a helper. A larger proportion of those who did see a provider,
compared to those who did not, had a personal computer at

TABLE 1 | Characteristics of Medicare beneficiaries with functional hearing trouble

by hearing aid use.

Untreated functional

hearing trouble

Hearing trouble

with hearing aid

Unweighted sample (n) 5,139 2,222

Weighted population (N) 20,803,386 7,392,271

Population distribution (%) 87% 13%

Age Column percentages

<65 14% 4%

65-74 48% 37%

75-84 26% 33%

85+ 11% 26%

Women 51% 40%

Race/ethnicity

White 86% 92%

Black 9% 4%

Hispanic 2% 1%

Asian 2% 1%

Other 2% 2%

Education

Less than HS 16% 12%

HS Graduate 52% 50%

Completed College 32% 38%

Income relative to FPL

<100% 14% 7%

100-149% 14% 10%

150-199% 11% 10%

200-399% 28% 32%

400%+ 32% 41%

Number of chronic conditions

0 7% 5%

1-2 36% 35%

3-5 44% 47%

6+ 13% 12%

Number of ADLs

0 ADLs 65% 70%

1 ADL 15% 14%

2+ ADLs 20% 16%

ADLs, activities of daily living; FPL, federal poverty level; HS, high school. Source:

Authors’ analysis of theMedicare Current Beneficiary Survey 2017. All characteristics have

statistically significant distributions between those with hearing aids and those without at

p < 0.05, column percentages may not add up to 100% due to rounding.

home, but a similar proportion in both groups used the Internet
to access information.

Sixty-four percent of Medicare beneficiaries with untreated
functional hearing loss obtained prescription drugs in the past
year. Compared to those who did not, a greater proportion
of those who obtained prescription drugs were non-White, a
woman, and younger than 65 years old and older than 75
years. A larger proportion of individuals had low educational
attainment and income, had supplemental insurance coverage,
especially Medicaid, Medicare Advantage, or Medigap, were
living alone or with children and other family members, rather
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FIGURE 1 | Percent of Medicare beneficiaries with functional hearing trouble who report any utilization in 2017 by service type and hearing aid use. Source: Authors’

analysis of the Medicare Current Beneficiary Survey 2017. Medical provider includes medical doctor, nurse practitioner, physician assistant, and nurses. Prescription

drugs do not include beneficiaries who report often receiving their prescription drugs in the mail or through the internet.

than living with a spouse. A larger proportion of people who
obtained prescription drugs in the past year relative to those
who did not obtain prescription drugs had chronic conditions,
cognitive impairment, a lot of trouble (rather than a little trouble)
hearing, trouble seeing, limitations in activities of daily living,
and had a helper. Compared to those who did not obtain
prescription drugs, fewer Medicare beneficiaries who did obtain
prescription drugs reported having a computer or using the
internet for information.

Among Medicare beneficiaries with untreated functional
hearing loss, 20% did not see a medical provider or obtain
prescription medicines in the past year. Compared to those
who utilized any of these services, those who did not were
younger (<65 years old), White, men and had higher educational
attainment and income. Among those who did not obtain
prescription drugs or see a medical provider in the past year,
69% did not have supplemental insurance coverage, compared
to 89% of those who utilized at least one of the services,
and 57% lived with a spouse, compared to 49%. A smaller
proportion of those who did not access any of the services
compared to those who did had chronic conditions (87 vs.
95%), cognitive impairment (6 vs. 11%), limitations in activities
of daily living, a lot of trouble hearing (rather than a little
trouble hearing), trouble with vision, and had a helper. Of
those who did not obtain prescription drugs or see a medical
provider in the past year, 76% had a personal computer at home

and 70% used the Internet to get information, compared to
67 and 61%, respectively, among those who accessed any of
the services.

DISCUSSION

This study reinforces the low uptake of hearing aids among
Medicare beneficiaries who report having hearing trouble and
the differences in socio-demographic characteristics and health
services utilization between those who use hearing aids and
those who do not. Almost nine in ten (87%) beneficiaries
who identify hearing problems are not serviced by the current
model of hearing care, which involves high-cost devices and a
predominantly specialty clinic-based approach to hearing care.
Those with untreated functional hearing loss are more often
women and racial/ethnic minorities. They have lower incomes,
and more functional limitations than those who use hearing aids.
This corroborates the financial and physical barriers to accessing
hearing aids as found in previous analyses (13, 28).

Many studies highlight the importance of hearing to one’s
health and well-being. From a health system perspective,
untreated hearing loss is associated with higher health care costs
and poor health outcomes (24). The current model of care
is not serving the majority of those in need. In fact, among
minority groups access to hearing treatment has decreased over
the last decade (29). Alternative pathways need to be considered.

Frontiers in Digital Health | www.frontiersin.org 5 November 2021 | Volume 3 | Article 740323269

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Willink et al. Alternative Pathways for Hearing Care

FIGURE 2 | Intersection of medical provider and prescription drug utilization by Medicare beneficiaries with untreated functional hearing trouble. Source: Authors’

analysis of the Medicare Current Beneficiary Survey 2017. Medical provider includes medical doctor, nurse practitioner, physician assistant, and nurses. Prescription

drugs do not include beneficiaries who report often receiving their prescription drugs in the mail or through the internet.

Some alternative delivery models are currently being piloted in
the community [e.g., HEARS (17), Oyendo Bien (19)], through
retail clinics [e.g., Walgreens, COSTCO (30)], and within adult
day clinics [e.g., PACE clinics (31)] and tele-health (32–34)
[e.g., Veterans Affairs (35)] (see Supplementary Table 1 for
more detail).

While these alternative delivery models are being trialed
in specific locations, this analysis provides a nationally
representative picture of health care access patterns among
Medicare beneficiaries with self-reported hearing trouble to
provide insights into which alternative models of hearing care
may be the most accessible to these individuals. Sixty-four
percent of beneficiaries with untreated functional hearing

trouble visited a pharmacy and 50% visited a medical provider.
Our analysis suggests that a hearing care program run through a
pharmacy would reach a population with greater financial and
physical barriers, than a program run through a medical provider
clinical only. Those who visited the pharmacy were more likely
to be lower income, in a minority racial or ethnic group, with
greater comorbidities, and functional limitations, than those who
did not go to the pharmacy. Pharmacies have taken on a greater
role in delivering health care to communities over time across
other aspects of health including administering vaccinations,
medication reconciliation, and patient education (36).

Interestingly, 20% of the untreated functional hearing trouble
group did not visit a pharmacy or medical provider in the
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TABLE 2 | Characteristics of Medicare beneficiaries with untreated functional hearing trouble by service utilization, 2017.

Any medical provider or

prescriptive drug use

Medical provider visit Prescriptive drugs

None Either MP or

PD Use

No Yes No Yes

Unweighted sample 873 4,266 2,423 2,680 1,636 3,467

Weighted population 4,214,409 16,587,213 10,432,013 10,369,609 7,480,263 13,321,359

Population distribution (%) 20% 80% 50% 50% 36% 64%

Age

<65 12% 15%*** 15.38% 13%*** 11% 16%***

65-74 58% 45% 49% 48% 55% 44%

75-84 22% 27% 26% 27% 24% 28%

85+ 8% 12% 10% 13% 10% 12%

Women 40% 54%*** 49% 53%*** 42% 56%***

Race/ethnicity

White 88% 83%* 84% 85% 89% 82%***

Black 7% 9% 8% 8% 6% 10%

Other 5% 8% 8% 7% 5% 9%

Education

Less than high school 12% 17%*** 17% 15% 10% 19%***

High school graduate 53% 52% 53% 52% 52% 53%

Completed college 35% 31% 31% 33% 38% 28%

Income relative to FPL

<100% 9% 15%*** 14% 13% 7% 18%***

100-149% 11% 15% 15% 14% 10% 17%

150-199% 10% 12% 11% 11% 10% 12%

200-399% 28% 28% 27% 29% 29% 28%

400%+ 43% 30% 33% 32% 45% 25%

Living arrangement

Alone 23% 28%*** 26% 28%*** 24% 28%***

Spouse 57% 49% 50% 51% 58% 46%

Children/family 11% 15% 14% 14% 10% 17%

Other 9% 8% 10% 7% 8% 9%

Rural 25% 23% 23% 23% 24% 23%

Cognitive impairment 6% 11%*** 8% 12%*** 8% 10%***

Supplemental insurance coverage

Medicare only 31% 11%*** 18% 13%*** 28% 8%***

Medicaid 5% 21% 18% 17% 4% 25%

Employer 36% 17% 21% 20% 37% 12%

MA 14% 28% 23% 28% 15% 31%

Medigap 14% 23% 19% 22% 16% 24%

Has trouble hearing

A little trouble 91% 88%* 89% 88% 91% 88%***

A lot of trouble 9% 12% 11% 12% 9% 12%

Has trouble with vision 37% 47%*** 44% 47%* 40% 48%***

Number of chronic conditions

0 13% 5% 9% 5%*** 11% 5%***

1-2 44% 34% 40% 31% 40% 33%

3-5 35% 47% 40% 49% 40% 47%

6+ 8% 14% 11% 15% 9% 15%

Number of ADLs

0 ADLs 71% 64%*** 64% 67%* 71% 62%***

1 ADL 14% 15% 15% 14% 15% 15%

2+ ADLs 15% 21% 21% 19% 14% 23%

Has a helper 28% 34%*** 34% 32%* 27% 36%***

Has a personal computer at home 76% 67%*** 67% 70%* 78% 64%***

Ever use the Internet to get info 70% 61%*** 62% 63% 70% 58%***

ADLs, activities of daily living; FPL, federal poverty level; HS, high school; MP, medical provider; PD, prescription drugs. Source: Authors’ analysis of the Medicare Current Beneficiary

Survey 2017. P-value <0.001*** <0.01** <0.05*.
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previous 12 months, suggesting that these approaches would not
capture all beneficiaries with self-reported hearing trouble. These
non-users tended to be aged 65-74, men, white, with higher
income and living with a spouse. They were more likely to report
a little rather than a lot of hearing trouble. They were also more
likely to have a personal computer at home and use the internet,
suggesting they might be good candidates for an online model of
hearing care, such as throughmobile health applications and tele-
audiology. The coronavirus pandemic, which has significantly
disrupted access to clinic-based health care, has increased the
need for alternative models of hearing care, particularly those
that incorporate an online or tele-audiology component. As
evidenced in the UK during the pandemic, there remain both
provider- and patient-side barriers to delivering tele-audiology
services (37).

The purpose of this analysis is to better inform the planning
for increasing access to hearing care at a time when the
existing model is already undergoing substantial change. The
introduction of the Over-the-Counter Hearing Aid Act (2017)
which will regulate the sale of hearing aids to treat mild-
to moderate-hearing loss over the counter and is expected to
spawn a broader array of more affordable, quality-controlled
devices available direct to the consumer. If these low-cost devices
are placed in pharmacies, or doctors’ offices, it may result in
greater uptake of hearing care among older adults who have not
previously engaged in the existing model of care.

With many alternative delivery models focused on increasing
access to affordable devices without hearing care services
come questions of quality of care. While early analysis of
self-fitting devices compared to audiologist supported fitting
suggests that comparable outcomes can be achieved (23), the
literature suggests that hearing outcomes are optimized when
receiving supportive hearing services in addition to the device
(23, 38, 39). Further, greater perceived self-efficacy of managing
hearing aids is associated with a more successful outcome in
using and benefiting from a device (40). OTC hearing aids
are designed to be self-fitting however, it is too early to tell
whether device adherence and hearing outcomes under an
OTC model will be maintained at least to the extent observed
in hearing care service approaches. Certainly, device-focused
approaches do not support or promote the development of
coping strategies for psychosocial impacts of hearing loss (41),
partly resulting from the chronic nature of hearing loss and
the limitations of hearing aids to fully compensate for the
impairment (42).

Ultimately, there is unlikely to be a one-size-fits-all approach
to hearing care. Even across two common delivery models such
as medical provider and prescription drug there was 34% overlap
among Medicare beneficiaries with untreated functional hearing
trouble. Alternative delivery methods should consider how to
complement the existing model rather than substitute for it.
Defining a pathway for hearing care in the U.S. that covers
the spectrum from prevention of hearing loss to treatment,
and addresses the physical, financial, and emotional barriers
to seeking care is a crucial goal of the system. This will
require engagement from older adults and current hearing care
providers, as well as other stakeholders both inside and outside
the health care system.

Many alternative or complementary models of care will
require changes to existing workforce and reimbursement
structures, including forward thinking on scope-of-practice
legislation, investments in training and certification of
paraprofessionals, such as community health workers, and
the reimbursement of education and counseling separate from
the cost of the device (18, 43).

The limitations of the study reflect the challenge of refining
the measures for hearing loss and utilization based on the
survey and administrative data available. Firstly, hearing loss is
measured by self-reported trouble hearing, not by a professional
examination. The population captured in this analysis is
therefore those who recognize they have some degree of
hearing trouble and does not reflect the entire population who
could potentially benefit from some degree of hearing care.
Previous studies have shown that individuals often underestimate
their hearing loss and that underestimation can vary by
sociodemographic characteristics (44). For the purposes of this
analysis, however, we are interested in how to better reach those
who recognize they have hearing difficulties, but are not using
hearing aids.

Secondly, the categories of utilization provided by the MCBS
contain broader categories of medical provider and prescription
drugs than primary care and pharmacy visits, respectively. Our
methods detail the ways that we attempted to refine these
variables; however, it is possible that our estimates of potential
reach of alternative delivery models may over-estimate those
attending primary care clinics or pharmacies. The prescription
drug measure does not account for visits to the pharmacy for
over-the-counter purchases. It is therefore also possible that this
pathway is under-estimated. Finally, we do not assume that
attendance at these alternative pathways equates to receiving
hearing care treatment.

This analysis highlights the ongoing inequities in the existing
hearing care system which may be attributable to the financial
and physical barriers associated with high-cost devices and
clinic-based hearing care. Disruption to the clinic-based delivery
model brought on by the introduction of FDA-regulated, direct-
to-consumer hearing aids, has resulted in piloting of models
in the community, pharmacies, and medical systems. This
analysis suggests that these new delivery models may create
greater equity in hearing care access by reaching currently
unserved populations.
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Chinese-speaking older adults usually do not perceive a hearing problem until
audiometric thresholds exceed 45 dB HL, and the audiometric thresholds of the
average hearing-aid (HA) user often exceed 60 dB HL. The purpose of this study was
to examine the relationships between cognitive and hearing functions (measured as
audiometric or speech reception thresholds) in older Chinese adults with HAs and with
untreated hearing loss (HL). Participants were 49 Chinese older adults who used HAs
and had moderate to severe HL (HA group), and 46 older Chinese who had mild to
moderately severe HL but did not use HAs (untreated; or UT group). Multiple linear
regression analysis was employed to evaluate how well age, education level, audiometric
thresholds, and speech perception in noise were related to performance on general
cognitive function, working memory, executive function, attention, and verbal learning
tests. Results showed that speech perception in noise alone accounted for 13–25% of
the variance in general cognitive function, working memory, and executive function in the
UT group, and 9–21% of the variance in general cognitive function and verbal learning
in the HA group (i.e., medium effect sizes). Audiometric thresholds did not explain
any proportion of the variance in cognitive functioning in the HA or UT group. Thus,
speech perception in noise accounts for more variance in cognitive performance than
audiometric thresholds, and is significantly associated with different cognitive functions
in older Chinese adults with HAs and with untreated HL.

Keywords: cognitive function, hearing loss, speech perception, older adults, Chinese

Abbreviations: EF, executive function; GCF, general cognitive function; HL, hearing loss; HA, hearing aid; SRT, speech
recognition threshold; CHINT, Cantonese Hearing in Noise Test; NF, noise front; NBE, noise better ear; NEW, noise worse
ear; SNR, signal-to-noise ratio; SA, sustained attention; MoCA, Montreal Cognitive Assessment; CSB, CogState Battery;
MCI, mild cognitive impairment; OBK, One-Back Test; GML, Groton Maze Learning Test; IDN, Identification Test; ISL,
International Shopping List Task; SD, standard deviation; PTA, pure tone average; UT, untreated; VL, verbal learning;
WM, working memory.
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INTRODUCTION

Hearing Loss and Hearing Aid Uptake in
Chinese-Speaking Older Adults
Hearing loss (HL) is reported in nearly two-thirds of adults
aged 60 years and older (Gong et al., 2018). However, Chinese
older adults often do not report hearing problems until the
HL exceeds 45 dB hearing level, and typically do not acquire a
hearing aid (HA) until an average loss of about 65 dB hearing
level, even though normal hearing sensitivity is defined as pure-
tone audiometric thresholds not exceeding 25 dB HL (Doyle
and Wong, 1996). Similarly, studies by the Institute of Human
Communicative Research (2005) and Wong et al. (2014) found
that the majority of participants with untreated HL exhibit
mild to moderately severe audiometric HL, and those with HAs
exhibit moderate to severe HL. The HA uptake rate is lower
among older Chinese speakers with HL (less than 10%) than
the rate of approximately 25% reported in the United States
and United Kingdom (Chien and Lin, 2012; Zhao et al., 2015;
Bisgaard and Ruf, 2017).

The Relationship Between Hearing Loss
and Cognitive Function
Epidemiological studies suggest that HL in older adults
is independently associated with an increased incidence of
cognitive decline, after accounting for factors such as age, gender,
income, education, general physical health, and HA use (Lin
et al., 2011, 2013; Gurgel et al., 2014; Harrison Bush et al., 2015).
Specifically, older adults with HL experience a 30–40% faster
cognitive decline than that in the general older population (Lin
et al., 2013). Cross-sectional and longitudinal studies have shown
an association between HL and cognitive decline in general, as
well as in specific domains such as verbal learning (VL), sustained
attention (SA), executive function (EF), and working memory
(WM) in older adults (Wingfield et al., 2005; Pichora-Fuller and
Singh, 2006; Arlinger et al., 2009; Lin et al., 2011, 2013). In a
meta-analysis, Taljaard et al. (2016) found a medium effect in
individuals with treated HL, and a small effect in those with
untreated HL, when evaluating the relationship between HL and
general cognitive function (GCF). However, some studies, such as
the one by Harrison Bush et al. (2015), reported very small effect
sizes or were underpowered in relating HL to cognitive function,
while others did not find any such relationship (Gallacher, 2005).

As better education contributes to better cognitive functioning
in older adults (Livingston et al., 2017), cognitive decline is of
particular concern for Chinese speakers aged 60 years and above,
as their median education level is 5.89 years (National Bureau of
Statistics in China, 2011). This is much lower than that of HA
users in studies on the relationship between hearing and cognitive
functions conducted in Western societies (Lin et al., 2011; Dawes
et al., 2015; Maharani et al., 2018).

Measurement of Hearing Function
The weak association between HL and cognitive functioning may
be attributed to the use of pure-tone audiometric thresholds as an
indicator of hearing function (i.e., the ability to perceive sounds)

(Plack, 2014). Audiometric hearing thresholds primarily reflect
peripheral hearing impairment and may not reflect auditory
cortical processing (Tun et al., 2012). In a large-scale study
involving a 60-h battery of various tests of cognitive and
auditory functioning, Humes et al. (2013) found that decreased
auditory sensory functioning, which was a composite of non-
speech psychophysical and speech perception measures, was
associated with reduced cognitive functioning, and the authors
concluded that relying on audiometric thresholds alone may
underestimate the relationship between hearing and cognitive
functions. Therefore, being able to recognize speech in noise,
which involves not only peripheral hearing but also higher
auditory cortical processing, and reflects daily listening ability
(Humes et al., 2013), may be a better indicator of a decline in
auditory sensory functioning.

Different degrees of HL (i.e., ranging from mild to profound
HL) were mixed and whether HA was fitted were not specified
in previous studies, rendering comparisons in findings across
studies difficult (Harrison Bush et al., 2015; Taljaard et al.,
2016). More severe HL is associated with poorer suprathreshold
auditory processing skills, which could lead to greater temporal
information distortion in speech (Füllgrabe and Moore, 2018).
Similarly, HA processing that alters certain acoustic information
to enhance hearing could introduce spectral and temporal
distortions (Stone et al., 2009a; Wong et al., 2018). Such
distortions could disrupt automatic lexical retrieval, leading
to explicit, effortful processing mechanisms that rely on
cognitive processing system (Rönnberg et al., 2019). Thus, when
analyzing the relationship between HL and cognitive functioning,
individuals with different degrees of HL should be considered
separately. Similarly, individuals using HAs should not be treated
in the same way as those who do not.

Therefore, the first aim of the current study was to examine
whether pure-tone audiometric and speech reception thresholds
were significantly related to cognitive function in two groups:
older adult HA users with moderate to severe HL, and older
adults with untreated mild to moderately severe HL. These two
groups represent typical older HA users and non-HA users in
Hong Kong and mainland China (Wong et al., 2014), for whom
the relationship between hearing and cognitive functioning has
not been studied. Findings from the literature may not apply to
Chinese speakers, as typical HA users in Western societies exhibit
different characteristics (i.e., higher education level and a higher
proportion of HA uptake, especially in older adults with mild HL)
(Doyle and Wong, 1996).

Furthermore, the causal mechanisms underlying the
link between auditory sensory and cognitive decline is still
unclear. Wayne and Johnsrude (2015) reviewed several
potential mechanisms. Among them, three hypotheses have
emerged as strong contenders: (1) the information-degradation
hypothesis, which suggests that auditory sensory decline leads
to impoverished (but reversible) cognitive function; (2) the
sensory deprivation hypothesis, which indicates that auditory
sensory decline causes more permanent cognitive decline; and
(3) the common cause hypothesis, which suggests that a third
variable contributes to declines in auditory sensory and cognitive
functions. While it is difficult to separately test these hypotheses,
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it is important to know which cognitive skill is significantly
related to hearing function. Therefore, the second aim of the
current study was to examine which cognitive skill was related
to audiometric thresholds and speech perception in the two
participant groups.

There are three differences between the current and
previous studies examining the relationship between audiometric
thresholds, speech perception and cognitive function (e.g.,
Akeroyd, 2008; Humes et al., 2013). First, as mentioned
above, cognitive functions of HA users and non-users were
examined separately. Second, instead of using speech perception
as a dependent variable (e.g., Humes, 2007; Lunner and
Sundewall-Thorén, 2007), the current study used cognitive
function test scores as dependent variables, with speech
perception and audiometric thresholds as independent variables,
while controlling for the effects of age, peripheral HL, and
education level. Accordingly, the results indicated which
cognitive function(s) were more likely associated with auditory
sensory decline in the UT and HA groups. Third, although
examining speech perception and cognitive function in a pre-post
design (i.e., HA users before and after fitting) may be better at
controlling confounders, the untreated comparison group (i.e.,
HA users before fitting) would not represent the largest untreated
HL population in China, as Chinese older adults typically do not
acquire HAs until an average loss of about 65 dB is reached (Doyle
and Wong, 1996). In contrast, the two independent samples
included in the present study represent the largest relevant
populations in China: the untreated HL group, representing those
with mild to moderately severe audiometric HL, and the HA
group, representing those with moderate to severe HL.

MATERIALS AND METHODS

Participants
A convenience sample of 50 current HA users with moderate to
severe HL (i.e., the HA group), and 50 untreated participants
(non-HA users) with mild to moderately severe HL (i.e., the
UT group) were recruited from the Audiological Center at the
Prince of Wales Hospital and Alice Ho Miu Ling Nethersole
Hospital, in Hong Kong. Participants in the HA group must have
worn HAs for at least 2 years. This restriction was employed
because it normally takes 2–5 years for acclimatization to HAs
(Ng and Rönnberg, 2020). All participants were required to be
older than 60 years and speak Cantonese. All had normal or
corrected-to-normal vision as screened using the Snellen Chart.
Patients were excluded if they had a history, as documented
in medical records, of neurodegenerative disorders, brain
tumors, significant head trauma, epilepsy, significant psychiatric
disorders (such as major depression or schizophrenia), substance
abuse, or alcoholism.

Materials
Hearing thresholds were obtained in a standard audiometric
booth at the Audiology Center of the Prince of Wales Hospital
using a GSI 61 Audiometer (Grason-Stadler, Eden Prairie, MN,
United States). Aided and unaided soundfield hearing thresholds

at 0.5, 1, 2, and 4 kHz were measured binaurally using warble
tones, in the same room, using the GSI61 Audiometer, and were
used to determine the severity of HL with and without HAs.
Sounds were presented via a loudspeaker (Cerwin-Vega) located
1 m in front of the participant. In addition, because soundfield
hearing thresholds cannot determine the better/worse ear for SRT
testing, ear-specific air-conduction thresholds at 0.25, 0.5, 1, 2, 4,
and 8 kHz were obtained using TDH-49 headphones.

Speech reception thresholds (SRTs), defined as the
presentation level at which 50% of sentences were repeated
entirely correctly by the participant (Wong and Soli, 2005), were
obtained using the Cantonese version of the Hearing in Noise
Test (CHINT) (Wong and Soli, 2005) in four test conditions:
quiet (SF), with noise originating from the front (noise front:
NF), on the side of the better ear (noise better ear: NBE), and
on the side of the worse ear (noise worse ear: NWE). Each test
condition included 20 sentences. Speech was always presented
at 0◦ azimuth using a loudspeaker, and the intensity level of the
sentences was adjusted adaptively, depending on the correctness
of the response. Speech-spectrum shaped noise was used as a
masker and fixed at 65 dB A in the noise conditions. SRTs in
the quiet condition were measured in dB A, with lower SRT
suggesting better speech perception in quiet. SRTs in noise
were measured as signal-to-noise ratios (SNR), with lower SRTs
suggesting better ability to extract speech from noise. The starting
level was 65 and +5 dB SNR for quiet and noise conditions,
respectively. The step size was 4 dB for the first four sentences
and 2 dB for the 5th to 20th sentences. A noise composite score
was calculated to represent the overall performance in noise,
and was based on the performance when noise was from the
front and from the side using the following formula: [NF + 1/2

(NBE+ NWE)]/2.
The Cantonese version of the Montreal Cognitive

Assessment (MoCA; Wong et al., 2009), and four tests
selected from the CogState Battery (CSB),1 were used to
assess cognitive functioning.

The MoCA, covering eight domains of cognitive function:
attention and concentration, EF, memory, language, visuospatial
skills, conceptual thinking, calculations, and orientation, was
designed to assess GCF and detect mild cognitive impairment
(MCI). The test takes 10 mins to administer and the total score
ranges from 0 to 30, with higher scores indicating better cognitive
functioning. The Cantonese Chinese version was retrieved from
the official website2. It has been adapted into Chinese with good
reliability and validity (Zhong et al., 2013). It has been validated
in Chinese older adults in Hong Kong, and was determined
to be brief and feasible for administration in clinical settings
(Yeung et al., 2014). Although the MoCA is often used to
detect MCI, no exclusion of participants was made based on
the MoCA score. This was because individuals with HL tend to
have a higher risk of cognitive impairment than those without
HL (Fritze et al., 2016). The relationship between HL and
cognitive function may be obscured if participants with MCI
were excluded.

1http://www.Cogstate.com
2http://www.mocatest.org/
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The four selected CSB subtests comprised the One-Back Test
(OBT), Groton Maze Learning Test (GML), Identification Test
(IDN), and International Shopping List Task (ISL), which were
used to examine WM, EF, SA, and VL, respectively. The CSB
test battery has been shown to be sensitive in detecting MCI and
Alzheimer’s disease in older adults (de Jager et al., 2009).

The OBT was used to evaluate WM. A series of playing
cards were presented one-by-one in the middle of a computer
screen. Participants were requested to identify whether the
playing card presented on the screen was the same as the
previous one by pressing the “yes” button (the right button on
the mouse) or the “no” button (the left button). Participants
were encouraged to work as quickly as they could and be as
accurate as possible. Accuracy of performance is reported as the
arcsine transformation of the square root of the proportion of
correct responses. Higher scores represent better performance.
This test was relatively easy compared to other WM tests (e.g.,
the Reading Span Test). It was the only non-verbal WM test
that has been validated in Cantonese speakers during the data
collection, and Chen et al. (2020) demonstrated a lack of ceiling
effects in a group of Chinese-speaking older adults with HAs
(Chen et al., 2020).

The GML was used to evaluate EF. Participants were asked to
learn the same hidden pathway in a maze on five consecutive
trials. This learning process requires goal-directed problem-
solving skills including set shifting, WM, and inhibitory control,
which are important elements of EF (Carlson et al., 2013). The
total number of errors made in attempting to learn the same
hidden pathway is reported, and higher scores indicate poorer EF.

The IDN was used to evaluate SA. A playing card was
presented face down in the center of the screen. Participants were
asked to press the “yes” button if the card was red when flipped
over, and press the “no” button if the card was black when flipped
over. Participants were asked to complete the trials as fast and
accurately as possible. The speed of performance is reported as
the mean of the log10 transformed reaction times for correct
responses. Lower scores represent better performance.

The ISL was developed to assess VL in populations with
diversity in language and cultural backgrounds. A total of 12 food
items were presented on a screen facing the test administrator
(a trained research assistant) who read the words one by one
to the participants. Participants were instructed to repeat each
word one by one, along with the administrator, to ensure that
all words were intelligible to them. Subsequently, the participants
were asked to recall as many of the items as they could. The
same list and procedure were repeated two more times. The
total number of items from the list that were correctly recalled
were summed to compute the score; thus, higher scores indicate
better performance.

Procedures
This was a cross-sectional and observational study with two
distinct groups of participants. Ethical clearance was obtained
from the University of Hong Kong and Chinese University of
Hong Kong. After an explanation of the nature of the study
and procedures, written consent was obtained from participants.
Demographic information was collected from all participants,

followed by hearing assessments. HA verification and fine-
tuning were conducted by audiologists to ensure the best fit
before testing. During the actual testing, the MoCA, OBT, GML,
IDN, and ISL were administered according to the instructions
provided in the manuals. The order of SRT testing in quiet and
noise conditions was randomized across participants. SRTs were
obtained with sentence lists randomly selected by the CHINT
program. Participants were encouraged to make guesses even
when unsure. A pocket-talker was fitted to participants in the UT
group and the volume was set to a comfortable listening level to
ensure good reception of the test instructions, and test stimuli
of the ISL. Participants in the HA group set HAs to their usual
settings during the cognitive assessment. Verbal instructions
were repeated and participants’ understanding of the instructions
was checked by asking them to verbally recall the instructions
prior to the administration of each test. Each test (except the
MoCA) started with a practice session.

The entire testing session took approximately 2 h. To avoid
fatigue, a break was given to participants after 1 h of assessment
or upon request. A transportation allowance of HKD 200
(equivalent to USD 25) was provided to each participant.

Data Analysis
Independent samples t-tests or Mann-Whitney U tests were
used to examine whether there were significant differences in
audibility and SRTs between two groups. Shapiro Wilk tests
were used to examine whether data were normally distributed.
Multiple linear regression analyses using a forward method were
employed to evaluate how well age, education level, soundfield
hearing thresholds (unaided soundfield hearing thresholds for
the UT groups and aided soundfield hearing thresholds for the
HA group), and SRTs in noise were associated with performance
in each cognitive domain (i.e., GCF, EF, SA, WM, and VL).
Education level was coded as 0 (uneducated), 1 (primary
school), 2 (secondary school), and 3 (tertiary school or above).
Pearson product-moment correlation coefficients were calculated
to examine the correlation among variables before conducting
multiple linear regression analysis. Data analyses were conducted
using IBM SPSS Statistic 21.0 for Windows (IBM Corp., Armonk,
NY, United States).

RESULTS

Demographics and Hearing Assessment
Due to scheduling conflicts, 49 participants in the UT group
and 46 participants in the HA group completed all tests. All the
following analysis were based on these participants. Most HA
participants (94%) were unilaterally fitted with a HA, while the
remaining were bilaterally fitted (Table 1). The mean duration of
HA use was 7.28 years (SD = 4.77; range: 2–20 years). Participants
were wearing different brands of HAs including Resound (n = 15),
Beltone (n = 19), Widex (n = 4), Phonak (n = 4), Oticon (n = 1),
and Siemens (n = 3). All participants were using their HAs at
least 3–4 days/week, with 33 using their HA every day. For 11/46,
14/46, and 20/46 participants, HA use was less than 4, 4–8 h, and
more than 8 h per day, respectively.
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Although an independent samples t-test [t (93) = −7.91,
p < 0.001] showed the HA group exhibited a significantly
worse unaided soundfield hearing threshold (mean = 64.89,
SD = 10.73) compared to that in the UT group (mean = 47.50,
SD = 10.69), there was no significant difference [independent
t-test, t (93) = 0.23, p = 0.82] between the aided soundfield
hearing threshold in the HA group (mean = 47.96, SD = 8.30)
and the unaided soundfield hearing threshold in the UT group
(mean = 47.50, SD = 10.69). These results suggest that although
the HA group possessed more severe unaided HL than did
the UT group, aided hearing thresholds in the HA group were

TABLE 1 | Demographic characteristics, speech recognition thresholds, and
cognitive functions of the untreated (UT) and hearing aid (HA) groups.

UT group HA group

Mean age in years (SD) [range] 71.41 (6.33) [61–87] 68.74 (5.05)
[60–83]

Gender (%male/%female) 51%/49% 41%/59%

Education level

Uneducated (0 years) 14% 0%

Primary (1–6 years) 43% 63%

Secondary (7–13 years) 41% 37%

Tertiary (>13 years) 2% 0%

Hearing level

Unaided soundfield hearing
thresholds at 0.5, 1, 2, and 4 kHz
in dB HL (SD) [range]

47.50 (10.69)
[27.50–67.5]

64.89 (10.73)
[41.25–88.75]

Aided bilateral soundfield hearing
thresholds at 0.5, 1, 2, and 4 kHz
in dB HL (SD) [range]

N/A 47.96 (8.30)
[28.75–65.00]

SRT

Quiet in dBA (SD) 56.16 (10.90)
(unaided)

61.49 (9.40) (aided)

Noise from front in dB SNR (SD) 3.29 (4.34) (unaided) 5.67 (4.02) (aided)

Noise from better ear side in dB
SNR (SD)

3.13 (4.99) (unaided) 7.23 (4.98) (aided)

Noise from worse ear side in dB
SNR (SD)

0.89 (5.29) (unaided) 4.66 (5.11) (aided)

*Noise composite in dB SNR (SD) 2.69 (4.52) (unaided) 5.87 (4.11) (aided)

Cognitive assessment

MoCA, general cognitive function
(SD)

23.86 (4.32) 23.85 (4.18)

OBT, working memory (SD) 1.13 (0.21) 1.09 (0.24)

GML, executive function (SD) 118.94 (77.12) 115.89 (57.61)

IDN, attention (SD) 2.81 (0.08) 2.81 (0.08)

ISL total, verbal learning (SD) 18.47 (3.85) 20.22 (4.53)

ISL trial 1 (SD) 4.22 (1.48) 4.93 (1.57)

ISL trial 2 (SD) 6.47 (1.76) 7.15 (1.73)

ISL trial 3 (SD) 7.78 (1.77) 8.13 (2.13)

SD, standard deviation; N/A, not applicable; MoCA, Montreal Cognitive
Assessment; OBT, One-Back Test; GML, Groton Maze Learning Test; IDN,
Identification Test; ISL, International Shopping List Task; UT, untreated; HA, hearing
aid; SNR, signal-to-noise ratio.
*A noise composite score was calculated to represent the overall performance in
noise, and was based on the performance when noise was from the front and from
the side using the following formula: [NF + 1/2 (NBE + NWE)]/2. NF, noise from
front; NBE, noise from the better ear side; NEW, noise from worse ear side.

comparable to the unaided hearing thresholds in the UT group
(i.e., audibility) when measured in the soundfield. However, the
UT group was significantly better at perceiving sentences in noise
(mean = 2.69, SD = 4.52) than the HA group (mean = 5.87,
SD = 4.10) [independent t-test, t (93) = −3.58, p = 0.001;
see Table 1]. Furthermore, using a cutoff score of 22 for
the Cantonese version of MoCA, as recommended by Yeung
et al. (2014), 27% of participants in the UT group, and 26%
of participants in the HA group, were regarded as exhibiting
cognitive impairment.

Factors Associated With Cognitive
Functions
The Pearson product-moment correlation coefficients indicated
that age was significantly correlated with all cognitive functions,
with the exception of the GCF, in the UT group, and GCF, SA,
and EF in the HA group. The soundfield hearing threshold was
significantly correlated with GCF, WM, and EF in the UT group.
Sentence perception in noise was significantly correlated with
GCF, WM, EF in the UT group, and GCF, and VL in the HA
group. Education level was correlated with all cognitive functions,
with the exception of VL, in the UT group, and significantly
correlated with EF in the HA group (Tables 2, 3).

Untreated Group
Multiple linear regression analyses showed that SRTs in noise
were significantly related to WM and EF, accounting for 25% of
the variance of these cognitive functions (Table 4). In addition,
when education level was included in these analyses, a further
8 and 14% of the variance in WM and EF could be further
explained, respectively. Together, SRTs in noise and education
level accounted for 30–39% of the variance in GCF, WM, and EF.

However, SRTs in noise were not significantly related to SA
or VL, while 20% of the variance in SA was accounted for by
education level alone. Finally, age was the only variable related
to VL, accounting for 15% of the variance.

Hearing Aid Group
Speech reception thresholds in noise were significantly associated
with GCF and VL, accounting for 9 and 21% of the variance
in GCF and VL, respectively (Table 5). Education level was
the only variable associated with EF, accounting for 11% of the
variance. Age significantly contribute to the WM. No factor was
significantly associated with SA in the HA group.

DISCUSSION

Audiometric Thresholds Versus Speech
Perception
Several previous studies reported that cognitive function weakly
related to unaided audiometric thresholds which ranged from
normal to severe. For example, Harrison Bush et al. (2015)
reported that unaided audiometric thresholds of the better ear,
measured under headphones, accounted for 0.9, 0.6–1, 0.5–1.7,
and 0.4–2.2% of the variance in GCF, speed of processing, EF,
and memory, respectively, in 894 older adults from the Staying
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Keen in Later Life study cohort. Baltes and Lindenberger (1997)
reported that unaided audiometric thresholds measures under
headphones accounted for 1.1% of the variance of a cognitive
composite score. Additionally, Valentijn et al. (2005) found that
the effect sizes of the relationship between unaided audiometric
thresholds for the better ear measured under headphones
and cognitive functions (e.g., verbal memory, attention, speed
of information processing, cognitive flexibility) were small
(R2
≤ 0.01). However, Anstey et al. (2001) did not find a

relationship between unaided bilateral audiometric thresholds
measured under headphones and cognitive function. Similarly,
in the current study, unaided soundfield audiometric thresholds
in the UT group and aided soundfield audiometric thresholds in
the HA group did not account for any variance in the evaluated
cognitive functions.

In the present study, speech perception in noise alone
accounted for 13–25% of the variance in GCF, WM, and EF
in the UT group and 9–15% of the variance in GCF and
VL in the HA group. Thus, the association between speech
perception in noise and cognitive function found in the present
study was much stronger than that in other studies reporting
a significant relationship between audiometric thresholds and
cognitive function, as discussed above. As detection of pure tones

in audiometric testing depends on cochlear transduction and
neuronal afferents to brainstem nuclei, and speech perception
in noise involves higher auditory cortical processing taxing
cognitive resources (Lin et al., 2013), it is not surprising that SRTs
exhibited a stronger relationship with cognitive performance
than did audiometric thresholds, especially for the ISL test, which
requires an understanding of the test stimuli.

Relationships Between Speech
Perception in Noise and Cognition
Functions
The finding that WM and EF were associated with speech
perception in noise could be interpreted under the framework
of the Ease of Language Understanding (ELU) Model (Rönnberg
et al., 2013). According to this model, WM and EF could
come into play when there is mismatch between perceptual
input (e.g., phonology, prosody, syntax, and semantics)
and the phonological representation stored in long-term
memory. This mismatch is more severe in listeners with
HL as background noise and HL could both introduce this
mismatch (Rönnberg et al., 2019). This may explain why speech
perception in noise was significantly associated with WM and

TABLE 2 | Correlations among variables in the UT group.

Age Education
level

Unaided soundfield
hearing thresholds

Sentence
perception in

noise

General
cognitive
function

sustained
Attention

Working
memory

Executive
function

Education level −0.36*

Unaided soundfield hearing thresholds 0.54** −0.28

Sentence perception in noise 0.47** −0.12 0.64**

General cognitive function −0.22 −0.41** −0.29* −0.41**

Sustained attention 0.35* −0.45** 0.01 0.18 0.42**

Working memory 0.42** 0.45** −0.40** −0.51** 0.52** −0.26

Executive function 0.41** −0.35* 0.30* 0.50** −0.56** 0.40** −0.56**

Verbal learning −0.39** 0.23 −0.23 −0.16 −0.29* −0.25 0.20 -0.31*

*Correlation is significant at the 0.05 level (2-tailed).
**Correlation is significant at the 0.01 level (2-tailed).
Correlation coefficients marked with bold indicate statistically significant relationships.

TABLE 3 | Correlations among variables in the HA group.

Age Education
level

Aided soundfield
hearing thresholds

Sentence
perception in

noise

General
cognitive
function

sustained
Attention

Working
memory

Executive
function

Education level −0.00

Aided soundfield hearing thresholds −0.04 −0.14

Sentence perception in noise 0.26 −0.11 0.41**

General cognitive function −0.27 0.18 −0.14 −0.30*

Sustained attention 0.12 −0.06 −0.01 0.21 −0.17

Working memory -0.32* 0.20 0.06 −0.27 0.42** −0.21 .

Executive function 0.17 −0.33* 0.14 0.06 −0.37* 0.00 −0.42**

Verbal learning −0.31* 0.22 −0.05 −0.46** 0.31* −0.34** 0.19 -0.18

*Correlation is significant at the 0.05 level (2-tailed).
**Correlation is significant at the 0.01 level (2-tailed).
Correlation coefficients marked with bold indicate statistically significant relationships.
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TABLE 4 | Results from multiple linear regression analyses in the UT group.

Model B SE B Beta R2

General cognitive function (MoCA)

Step 1 0.17

Constant*** 18.34 1.88

Education level** 2.39 0.78 −0.41

Step 2 0.30

Constant*** 19.86 1.82

Education level** 2.14 0.73 −0.37

SRTs in noise** −0.35 0.12 0.36

Working memory

Step 1 0.25

Constant*** 1.19 0.03

SRTs in noise*** −0.02 0.01 −0.51

Step 2 0.39

Constant*** 0.93 0.08

SRTs in noise*** −0.02 0.01 −0.46

Education level** 0.11 0.03 0.39

Executive function

Step 1 0.25

Constant*** 96.06 11.26

SRTs in noise*** 8.52 2.16 0.50

Step 2 0.33

Constant*** 167.40 31.64

SRTs in noise** 7.92 2.07 0.46

Education level* −30.24 12.62 −0.29

Sustained attention

Step 1 0.20

Constant*** 2.92 0.03

Education level** −0.05 0.01 −0.45

Verbal learning

Step 1 0.15

Constant*** 35.39 5.85

Age** −0.24 0.08 −0.39

Independent variables included age, education level, soundfield hearing thresholds,
and SRTs in noise. Education level was coded as 0 = uneducated, 1 = primary
school, 2 = secondary school, and 3 = tertiary school or above. UT, untreated;
MoCA, Montreal Cognitive Assessment; SRT, speech reception threshold; B,
raw coefficients; SE B, standard error of b; 1R2, the change of R2 for each
subsequent step.
*p < 0.05, **p < 0.01, ***p < 0.001.

EF in the UT group. However, this relationship has not been
found in all listeners. For example, Füllgrabe and Rosen (2016)
found that in young normal-hearing listeners, WM capacity
only explained 2% of the variance in speech-in-noise
identification scores. Similarly, we did not find this relationship
in the HA group.

HA signal processing could also cause mismatch between
perceptual input and the phonological representation, and
previous studies have reported WM significantly correlated with
aided speech-in-noise perception in older listeners with HL
(Lunner, 2003; Foo et al., 2007; Rudner et al., 2008, 2009,
2011). However, after consistent exposure to information despite
being distorted via HA, newly established and recalibrated
phonological representations would gradually supplement the
existing long-term memory representations in the lexicon.

TABLE 5 | Results from multiple linear regression analyses in the HA group.

Model B SE B Beta R2

General cognitive function (MoCA)

Step 1 0.09

Constant*** 25.63 1.04

SRTs in noise* −0.31 0.15 -0.30

Working memory

Step 1 0.10

Constant*** 2.19 0.46

Age* −0.02 0.01 -0.34

Executive function

Step 1 0.11

Constant*** 207.68 40.65

Education level* −38.74 16.81 -0.33

Sustained attention

No variables were entered

Verbal learning

Step 1 0.21

Constant*** 23.17 1.06

SRTs in noise** −0.50 0.15 -0.46

Independent variables included age, education level, aided soundfield hearing
thresholds, and SRTs in noise. Education level was coded as 0 = uneducated,
1 = primary school, 2 = secondary school, and 3 = tertiary school or above.
HA, hearing aid; MoCA, Montreal Cognitive Assessment; SRT, speech reception
threshold; B, raw coefficients; SE B, standard error of b; 1R2, the change of R2 for
each subsequent step.
*p < 0.05, **p < 0.01, ***p < 0.001.

With the establishment of these new long-term memory
representations, the role of WM/EF in speech perception
would decrease (Rönnberg et al., 2013). This prediction,
based on the ELU model, has been verified by Ng and
Rönnberg (2020), who found that the relationship between WM
and speech perception in noise decreased as HA experience
increased. In the current study, HA users had 2–10 years
(mean = 7.25 years) of HA use experience. Some of the
participants might have already developed new long-term
memory representations, decoupling the relationship between
WM and speech perception in noise.

One might also argue that the same logic (i.e., acclimatization)
should be applied to the UT group. That is, sentence perception
in noise should not significantly associate with WM and EF
in the UT group due to acclimatization. The average SNR in
daily environments is approximately 5 dB (Smeds et al., 2015),
which approximates the mean aided SRT in the HA group (i.e.,
5.87 dB), and is much higher than the mean SRT in the UT
group (2.83 dB) (Table 1). This suggests that the HA group
had more opportunities and experience in practicing speech
perception at an SNR close to the SRT in daily situations. The
reliance on WM/EF in speech perception may thus decrease.
This speculation could be verified by including another UT
group with SRTs matched to those in the HA group in a
future study. The lack of a relationship between WM/EF and
sentence perception in noise in both groups would support
this speculation.

Although aided audiometric hearing thresholds in the HA
group were comparable to the unaided hearing thresholds
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in the UT group, the UT group was better at perceiving
sentences in noise than the HA group. This may be attributed
to greater suprathreshold auditory processing deficits associated
with more severe HL (as observed in the HA group in
the present study) (Füllgrabe and Moore, 2018). This deficit
could also have affected performance in cognitive measures
(Füllgrabe, 2020), although we checked to ensure participants
had no problem hearing the test instructions and test stimuli.
Such deficits may, thus, explain the significant relationship
between speech perception in noise and VL in the HA group.
Meister et al. (2013) has also reported a significant relationship
between speech perception in noise and VL in older adults,
and speculated that the ability to process fine structural cues
may mediate the relationship. Assessment of suprathreshold
processing deficits in this group in a future study could verify
this speculation.

In the present study, age did not contribute to GCF, WM,
EF, and SA in the UT group, and GCF, EF, SA, and VL in the
HA group, when the effects of education level were controlled.
These findings do not necessarily contrast with those from
Western societies, for which a relationship between age and
cognitive function has been reported (Naveh-Benjamin, 2000;
Fisk and Sharp, 2004; Treitz et al., 2007). As mentioned above,
the education level of the older Chinese adults in the current
study was much lower than that of the participants in these other
studies. Education level, which also was significantly related to
age in the UT group, overshadow the effects of age on WM, EF,
SA in the regression analyses (Tables 2, 4). As for the HA group,
HA may affect the developmental trajectories of the cognitive
functions and thus, altering the relationship between cognitive
functions and age. This speculation could be examined using
a longitudinal study with randomization of participants to the
HA and UT group.

There are several limitations to the present study. First,
potential confounders, such as social participation, perceived
hearing difficulties, personality traits, attitudes, income, and
other health aspects, and their impact on cognitive function
might not have been equivalent in the two groups. Thus, the
cognitive skills in the HA and UT groups were not directly
compared to examine whether HA use enables older adults to
retain cognitive function to a similar level as those with milder,
unaided HL. To better control bias due to these confounders, a
longitudinal study with a larger sample size and randomization
of participants to HA and UT groups could be carried out.

Second, although the OBT scores in the HA group were
slightly skewed (skewness = 0.38), those in the UT group
were moderately skewed (skewness = 0.70), suggesting that the
OBT was relatively easy for this group, and accordingly, the
relationship between WM and speech perception in noise might
have been obscured.

Third, the current study included a wide range of HA brands
and models. HA features (e.g., compression parameters, noise
reduction, and directional microphone) were not included in the
analysis. As some HA features (e.g., compression parameters)
have been found to be significantly related to speech perception
in noise (Stone et al., 2009b; Chen et al., 2021), it is possible
that these HA features might have mediated the relationship

between cognitive function and sentence perception in noise
in the HA group.

Fourth, there was no significant difference in audibility (aided
soundfield hearing thresholds in the HA group and unaided
soundfield hearing thresholds in the UT group) between the
HA and UT groups. Whether these results could generalize to
other populations, in which audibility between UT group and HA
groups differ, requires further study.

Finally, although a relationship between speech perception
and cognitive function was established in the current study,
little is known about the causality or underlying mechanisms
of this relationship. The current study has demonstrated which
cognitive functions are more likely associated with HL in
UT and HA populations, and this information could be used
to understand the potential mechanisms underlying auditory
sensory and cognitive functions in future studies.
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The importance of tele-audiology has been heightened by the current COVID-19

pandemic. The present article reviews the current state of tele-audiology practice while

presenting its limitations and opportunities. Specifically, this review addresses: (1) barriers

to hearing healthcare, (2) tele-audiology services, and (3) tele-audiology key issues,

challenges, and future directions. Accumulating evidence suggests that tele-audiology

is a viable service delivery model, as remote hearing screening, diagnostic testing,

intervention, and rehabilitation can each be completed reliably and effectively. The

benefits of tele-audiology include improved access to care, increased follow-up rates,

and reduced travel time and costs. Still, significant logistical and technical challenges

remain from ensuring a secure and robust internet connection to controlling ambient

noise and meeting all state and federal licensure and reimbursement regulations. Future

research and development, especially advancements in artificial intelligence, will continue

to increase tele-audiology acceptance, expand remote care, and ultimately improve

patient satisfaction.

Keywords: tele-audiology, telemedicine, telehealth, hearing aid, cochlear implant, hearing loss, smartphone, tablet

INTRODUCTION

Telemedicine is defined as “the delivery of healthcare services and information via high-tech
telecommunications technologies” (1). This delivery model has been used in various forms since
the late 1950s as a means of providing remote services to underserved populations who would not
otherwise have access to care (2). Telemedicine has been adapted to the field of audiology, known
as tele-audiology, to provide remote hearing screenings, diagnostic testing, intervention, and/or
rehabilitation services (e.g., hearing aid adjustment, cochlear implant programming) (3). Recently
the COVID-19 pandemic has caused widescale disruption to healthcare services worldwide and
has consequently accelerated the need for a remote hearing healthcare service model (4, 5). The
present review examines the history and current state of tele-audiology care, while also discussing
its current limitations and potential future directions.

In 2021, the World Health Organization (WHO) estimated that 1 in 5 or about 1.5 billion
people have some degree of hearing loss. Of those, approximately one-third need hearing healthcare
intervention, and 80% live in low- and middle-income nations. Despite the global prevalence of
hearing loss, only a fraction of those who could benefit from hearing healthcare services actually
receive care (6).

Of hearing aid candidates, Grundfast and Liu (7) reported that the rate of hearing aid adoption
is 33%. More recent literature suggests that number is closer to 17% and may be significantly
less in low- and middle-income areas, such as Africa at ∼10% (8). With respect to cochlear
implantation, market penetration in developed countries has been estimated at only 20% (9)—and
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even lower by more recent data [4.4% (10); <10% (11)]. In
developing countries, that number is <1% (9). Indeed, it is
estimated that under 15% of cochlear implant (CI) candidates
have been implanted worldwide (12, 13).

Failure to receive appropriate intervention comes at an
enormous price. The global economic impact of unaddressed
hearing loss is $980 billion, annually (6). The impact of
inadequate hearing care can also be devasting to an individual’s
well-being and development. If children experience delays
in hearing loss detection and intervention, they may suffer
deleterious effects on language development, literacy, social
and mental well-being, and overall academic progress (14, 15).
Similarly, adults with untreated hearing loss may experience
social isolation, reduced quality of life, and poorer academic
and/or job performance. To that end, hearing loss has
contributed to higher rates of both unemployment and under-
employment (16). Moreover, hearing loss is the number one
modifiable factor that can reduce or even prevent Alzheimer’s
disease and dementia (17).

Thus, it begs the question—what most contributes to the
lack of care, and how can this be improved? While reasons
vary from community-to-community and from individual-
to-individual, common factors include cost of services (18–
20), a shortage of clinical providers/specialized services (21–
26), inconvenience of travel (24, 27), communication barriers
(28, 29), and racial/ethnic disparities (30–35). The COVID-19
pandemic, with its associated lockdowns and social distancing
requirements, led to mass disruption in the delivery of healthcare
services worldwide. For example, Alqudah et al. (36) found
that daily hearing aid usage dropped dramatically during the
pandemic—a finding potentially caused by limited access to
device programming, maintenance and/or repair services, a
shortage of hearing aid batteries, and/or the cessation of speech
and language therapy sessions. Thus, providers were forced
to accelerate implementation of tele-audiology as a means of
continuing care during the pandemic. While traditional, in-
person care remains the “gold standard,” tele-audiology may
mitigate several of the aforementioned challenges, expand the
reach of audiological care to underserved populations, and help
narrow the gap between those who could benefit from services
and those who ultimately receive care.

METHODS

A review of the literature was completed between September
2020—November 2021. The search was primarily conducted by
the first author (KD) with additional contribution from the
second author (FGZ) using two electronic databases, PubMed
and Google Scholar. Eligible peer-reviewed articles were searched
for using combinations of keywords including telemedicine, tele-
audiology, telehealth, audiology, hearing, hearing aid, cochlear
implant, otoscopy, audiometry, DPOAE, ABR, smartphone,
tablet. For inclusion, articles were required to address the
following: (1) barriers to hearing healthcare, (2) tele-audiology
services, and/or (3) tele-audiology key issues, challenges, and

future directions. Articles were excluded if they were not peer-
reviewed, if they were not written in English, and if they were not
directly germane to the topics and purpose of this review. Based
on our specified criteria, our literature review identified 70 total
articles, including 19 articles on barriers to hearing healthcare,
45 articles on tele-audiology services (4 home-based otoscopy
studies, 12 tele-audiology hearing screening studies, including
8 audiometric screening and 4 distortion product otoacoustic
emissions (DPOAE) testing studies, 16 tele-audiology diagnostic
studies, including 11 audiometry studies and 5 ABR studies,
and 13 tele-audiology intervention and rehabilitation studies,
including 4 on hearing aids and 9 on cochlear implants), and 6
articles on challenges and future directions.

BARRIERS TO HEARING HEALTHCARE

Cost
Hearing technology, including its associated components (e.g.,
batteries), can be financially burdensome to patients (19). It is
recommended that the cost of hearing technology not exceed 3%
of the gross national income (GNI) per capita (37). Therefore,
with a GNI per capita in the United States of $65,910.00 in 2019,
the cost of hearing technology should not exceed $1977.30. With
a GNI per capita in Ethiopia of $890.00 in 2020, the cost of
hearing technology should not exceed $26.70 (38). However, the
cost of CI technology in developing countries can be as much as
30 times one’s annual income (20). Thus, despite an exponential
increase in CI market size over the past 2–3 decades, this growth
has not resulted in a commensurate reduction in unit price. The
resulting high unit prices severely limit accessibility and adoption
rates of hearing technology (20).

In addition to being a financial hardship for patients, hearing
healthcare providers can also be burdened by the high purchase
price of testing/programming equipment (e.g., audiometer,
hearing aid fitting software, cochlear implant programming
software), as well as routine equipment maintenance. In
areas that lack repair and/or calibration services, necessary
maintenance can be cost prohibitive as it may require sending
equipment overseas (18). Thus, cost may not only prevent
some patients from seeking out hearing healthcare and/or
hearing technology, it may also prevent providers from offering
specialized services.

Providers/Specialized Services
The number of clinical professionals and/or specialized services
is disproportionately low in developing countries. Compared
with one audiologist per∼25,000 individuals in the United States
(39), the proportion of audiologists in developing countries
ranges from∼1 per 500,000 to 1 per 6,250,000 individuals (25).

The shortage of providers and/or specialized services also
exists in many rural and remote communities in developed
countries. Powell et al. (26) cited a lack of audiology providers as
a barrier for adults with hearing loss in rural parts of Kentucky,
USA. Similarly, Barr et al. (21) reported that children with
hearing loss in rural parts of Canada and the United States
may experience barriers to specialized services (e.g., hearing aids,
cochlear implants, therapy services) when compared to those in
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urban communities. Children in rural parts of Kentucky were
less likely to access specialized healthcare services and were more
likely to have a delayed diagnosis compared to those in urban
areas (22, 23). With a delay in diagnosis, a delay in intervention
is inevitable. To that end, Bush et al. (24) reported that children
in rural communities were fitted with hearing aids at a median
age of 11 months and cochlear implants at 42 months, while
children in urban communities were fitted with hearing aids
at a median age of 6 months and cochlear implants at 23
months. Thus, children in rural areas experienced about a 5-
month delay for hearing aids, and a nearly 20-month delay for
cochlear implantation.

Travel
Inconvenience, time, and cost associated with travel to an on-
site clinic can be a significant barrier to care, especially for those
in developing countries or rural areas of developed countries.
Bush et al. (24) reported average travel distance for patients in
rural communities was 96 miles, compared to just 13.5 miles in
urban communities. Further, they reported that the distance a
patient lived from hearing healthcare services was moderately
correlated (r = 0.5) with the delay in both hearing aid and
cochlear implant intervention.

While travel distance is often shorter for patients in non-
rural areas, unique travel challenges also exist for patients in
urban communities. For example, patients in urban communities
cite overall health issues, mobility challenges, and/or difficulty
accessing transportation as barriers to care—all of which can
contribute to a lack of or a reduction in traditional, in-person
healthcare visits [e.g., (27)].

Communication
Patients or families of patients with hearing loss routinely
report a lack of communication or information as a barrier
to care, especially regarding available services and financial
support. In rural Kentucky, primary care physicians were found
to have limited resources and knowledge about hearing loss
(28), which can be a barrier to appropriate, timely referrals and
intervention (29).

Racial/Ethnic Disparities
Minority groups face additional barriers to care, and importantly,
disparities may be present even when minorities have reasonable
access to care, have advanced levels of education, and are of high
socioeconomic status (31, 40). With respect to hearing healthcare
specifically, previous studies have demonstrated significantly
higher rates of hearing aid use among White older adults as
compared to minority groups (28.6–35.4% of White older adults
vs. 10–17.1% of minorities) (30, 32, 34). In pediatric patients,
Zhang et al. (35) found a relationship between race/ethnicity
and the time delay between a failed newborn hearing screening
and initial auditory brainstem response (ABR) testing. The mean
interval for White patients was 6.3 months [standard deviation
(SD): 5.6 months] compared to 12.3 months (SD: 11.8 months)
for racial/ethnic minority patients. The mean difference between
White and minority patients was 6.0 months (95% confidence
interval: 2.3–9.7 months). Mahendran et al. (33) likewise

reported racial disparities in hearing healthcare, specifically
that cochlear implant evaluations and implantation rates were
disproportionately lower among Black patients. Furthermore,
they found that hearing was significantly worse among Black
patients at the time of referral for cochlear implantation as
compared to their White and Asian counterparts.

TELE-AUDIOLOGY SERVICES

Home-Based Otoscopy
The efficacy of home-based otoscopy is of particular interest, as
tele-otoscopy holds significant potential in reducing expenditure
and costs associated with travel to a clinic. About 80% of
children have at least one episode of acute otitis media (AOM)
prior to age 3. In fact, otitis media is the most frequent
cause of healthcare visits in the pediatric population. Because
AOM diagnosis is heavily dependent upon visualization of the
tympanic membrane via otoscopy, home-based otoscopy devices
can allow parents/caregivers to complete otoscopy and then
transmit videos to a physician for remote diagnosis and treatment
recommendations. While the viability of smartphone otoscope
use by healthcare professionals has previously been demonstrated
[e.g., (41, 42)], its home-based use relies on parents or caregivers
to independently perform an otoscopic exam. The ability of a
physician to make an accurate diagnosis depends entirely on the
quality of tympanic membrane visualization.

Shah et al. (43) evaluated the reliability of the CellScope
iPhone device (CellScope, Inc., San Francisco, CA) for at-home
use and subsequent remote diagnosis of AOM. Participants
included children between the ages of 3 months and 17 years.
The results revealed low inter-rater agreement between parent-
obtained iPhone video-otoscopy and conventional otoscopy by
a physician, and high inter-rater agreement between physician-
obtained iPhone video-otoscopy and conventional otoscopy.
Thus, tele-otoscopy was able to be completed successfully via use
of a smartphone, but only when images/videos were obtained by
trained healthcare professionals.

Using the same CellScope iPhone device, Erkkola-Anttinen et
al. (44) examined whether parents, following a 60-min training
session, could perform home-based otoscopy on children
between 6 and 35 months of age. The authors found that, with
instruction, parents are capable of obtaining adequate video of
the tympanic membrane. Importantly, physicians were able to
detect or exclude presence of AOM in themajority of smartphone
otoscopy videos obtained by trained parents. Further, parents
reported that at-home use of smartphone otoscopy was both
feasible and easy to perform.

Recently, artificial intelligence algorithms have been
developed to improve the sensitivity and specificity of home-
based otoscopy, making it a reliable and useful alternative
to the current standard care model. Chan et al. (45) utilized
a smartphone-based machine learning algorithm to detect
middle ear fluid in children between the ages of 18 months
and 17 years. The authors report a sensitivity and specificity
of 85 and 82%, respectively, which is comparable to that of
conventional methods (i.e., tympanometry and pneumatic
otoscopy). Importantly, parents demonstrated the ability to
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use the smartphone-based technology with results comparable
to trained clinicians, and similar results were obtained across
both Android and iPhone smartphone platforms. These results
indicate that a smartphone can be used reliably by both parents
and/or trained professionals to detect middle ear fluid. Similarly,
Cha et al. (46) used a machine learning model to diagnose a
variety of ear diseases from 10,544 images of patient tympanic
membranes and external auditory canals. Results offer significant
promise, as the authors report accuracy via this method was
comparable or even better than conventional methods.

Hearing Screening
Audiometric Screening
Lancaster et al. (47) compared conventional hearing screenings
with hearing screenings completed remotely using portable
audiometers in a group of 3rd graders (n = 32). On average, the
two test methods produced no significant differences, except for
a discrepancy in results for 5 of the 32 children. In such cases, the
discrepancies were simply due to the lack of a response at one of
the three test frequencies (1, 2, or 4 kHz).

More recently, investigators have examined the reliability
of tablet-based, computer-based, and smartphone-based
audiometry, but results have been mixed. Khoza-Shangase and
Kassner (48) compared test results obtained via conventional
audiometry and an iPad method, specifically UHearTM, in a
group of 86 children. Thresholds were significantly poorer with
the iPad method as compared to conventional testing, which the
authors attributed to higher ambient noise levels, differences in
transducers used, and inadequate calibration. On the other hand,
Rourke et al. (49) reported that testing with an iPad audiometer
was both reliable and cost effective in 220 children between 5 and
11 years of age. Samelli et al. (50) likewise found results obtained
by tablet-based testing to be valid and suggested tablet-based
screenings may hold particular promise for use in school settings.

Similarly, Dillon et al. (51) examined use of a computer-
based hearing screening program (Sound Scouts) which presents
stimuli in the form of a game. Participants included 491 children
ages 5–14 years (n = 394 with normal hearing, n = 97 with
known hearing loss), as well as adults with normal hearing (n
= 50). The screening program tested speech-in-quiet, speech-in-
noise, and tones-in-noise. The goal of the study was to investigate
whether the program was engaging and held the children’s
attention, whether it detected hearing loss, and whether it could
differentiate between conductive and sensorineural hearing loss
types. The authors concluded that sensitivity and specificity was
sufficiently high, particularly when all three tests were averaged;
however, hearing loss type was only identified correctly in two-
thirds of cases. Thus, this program is an appropriate hearing
screening tool for children in the 5–14 year old age range,
particularly when accompanied by follow-up testing to more
accurately determine hearing loss type.

Smartphone-based audiometry applications have also been
examined for hearing screening use in recent years. In a study
of 6,288 children, Wu et al. (52) examined the validity of a
smartphone hearing screening application. They determined that
although specificity was high (93%), sensitivity was low (37%),
thereby suggesting improvements to sensitivity were necessary

before widespread use. However, Swanepoel et al. (53) reported
no difference in results between smartphone and conventional
hearing screenings so long as the smartphone application could
be accurately calibrated with noise monitoring in real-time. To
this end, Eksteen et al. (54) demonstrated that hearing screenings
using an application on a Smartphone connected to supra-aural
Sennheiser HD280 headphones performed by staff with minimal
training were affordable and offer a promising large-scale service
delivery model.

DPOAE Testing
Several studies have examined whether remote synchronous
(real-time) DPOAE testing could be completed reliably. Krumm
et al. (55) compared DPOAE measures completed in 30 adults
via traditional, in-person methods with measures completed
remotely (via interactive video and screensharing software). No
significant differences were found between the two test methods.

Ciccia et al. (56) likewise examined remote synchronous
hearing screenings (pure-tone, DPOAE, and tympanometry) in
children 6 years old and younger (n = 411) in the United States.
Compared to traditional, in-person testing, the reliability was
100% for remote pure-tone and DPOAE screenings, and around
84% for tympanometry. Monica et al. (57) conducted remote
synchronous audiometric and DPOAE screenings in school-aged
children (n= 31) in India using teachers as facilitators and found
results similar to traditional, in-person testing. Ameyaw et al. (58)
examined remote synchronous DPOAE screenings in a group of
newborn infants (n = 50) in Ghana. Screenings were completed
in-person and remotely by an audiologist via the internet with
real-time audio, video, and text messaging between the facilitator
and audiologist. Again, no differences were found between the
two screening methods. Although these studies provided support
for the effectiveness of remote DPOAE screening, they also
noted technical challenges, such as high ambient noise levels and
slow internet speed in rural areas. Further, they highlighted the
need for additional research in difficult-to-test populations (e.g.,
patients with disabilities).

Diagnostic Testing
Audiometry
Givens and Elangovan (59) compared air and bone conduction
thresholds via traditional, in-person audiometry with thresholds
completed via tele-audiometry. The audiologist accessed the
audiometer at the remote site via an internet connection on
his or her own computer. No significant differences were
found between traditional and remote testing (mean threshold
difference: < 1.3 dB for air conduction, < 1.2 dB for bone
conduction). Inmore recent years, several additional studies have
corroborated these findings, suggesting strong reliability and
accuracy between tele-audiometry and traditional audiometry
for air conduction (60–62), bone conduction (63, 64), and
contralateral masking (60, 61).

While many researchers offer support for the reliable use
of tele-audiometry in children (65, 66), others have found that
due to increased ambient noise/environmental interference, tele-
audiometry resulted in more children failing testing than via
conventional audiometry (67). For sites where a conventional
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audiometer and sound-treated test booth are not available,
devices such as the KUDUwave 5000 (GeoAxon, Pretoria, South
Africa)—a portable audiometer that “uses insert earphones
covered by circumaural earphones fitted with internal and
external microphones to monitor ambient noise levels” (68)—
have been developed to reduce ambient noise levels.

More recently, smartphone-based automated audiometric
testing has been examined, as it presents an affordable,
cost-effective testing mechanism. van Tonder et al. (69)
compared conventional air-conduction audiometry to air-
conduction thresholds determined via hearTest, a smartphone-
based application for Android devices. Calibrated supra-aural
headphones that monitor noise levels in real-time were utilized,
and testing was conducted in a soundproof booth. Of the 95
total participants tested, 94.4% of adult smartphone thresholds
were within 10 dB of conventional audiometry thresholds-
−98% for adolescents. Using the same smartphone application
(hearTest), Sandström et al. (70) sought to examine its
accuracy and reliability in low-income communities. Testing was
conducted in a non-sound treated environment. Of the 63 total
participants tested, 80.1% of adult smartphone thresholds were
within 10 dB of conventional audiometry thresholds—threshold
agreement was lowest at 500Hz (69.4%) and highest at 2,000Hz
(88.8%). Sensitivity for hearing loss detection was 90.6%, and
specificity was 94.2%. The authors suggest results indicate a
satisfactory mean difference between the hearTest smartphone
application and conventional audiometry, though additional
noise monitoring could improve agreement, particularly in the
low frequencies. Thus, the hearTest smartphone application
provides a low-cost method for obtaining air-conduction
thresholds with sufficient accuracy and reliability; however,
thresholds are best-obtained when real-time noise monitoring is
incorporated, particularly in settings with unfavorable levels of
ambient noise.

Online testing and machine learning will likely further
improve not only the efficiency of tele-audiometry but more
importantly its diagnostic power. Barbour et al. (71) compared an
online machine learning audiogram method with the traditional
modified Hughson-Westlake method also completed online.
Adults between 19 and 79 years of age (n = 21) completed air
conduction pure-tone audiometry. Similar threshold estimates
were obtained using both methods (mean absolute difference:
3.24 ± 5.15 dB). Thus, online machine learning can be utilized
with similar reliability and accuracy with the important benefit
of a shorter test duration. Additional advantages include its
flexibility for expansion to bone conduction, speech perception,
and masking. Crowson et al. (72) utilized deep learning
in the form of “Auto Audio,” a proof-of-concept model to
interpret diagnostic audiograms. Audiograms consisting of
various hearing loss types (e.g., conductive, sensorineural,
mixed) were used to train several neural networks. While
challenges still remain (i.e., mixed hearing losses were most
likely to be misclassified), the authors report that this technology
holds promise and may enable an automatic and efficient
audiogram interpretation method. Pitathawatchai et al. (73)
compared a machine learning algorithm and a common
approach (based on slope calculations) for predicting the full

audiograms of children with sensorineural hearing loss for
cases in which only 1 or 2 thresholds between 500 and
4,000Hz were labeled. Results indicated that the machine
learning approach was not only reliable, but also predicted
the full set of thresholds with greater accuracy than the
common approach.

Auditory Brainstem Response (ABR)
Towers et al. (74) compared ABR results obtained between in-
person and remote methods in a group of 15 adults. ABRs were
completed using either broadband clicks or tone bursts at 500
and 3,000Hz. There were no significant differences across test
sites; specifically, wave latencies across the two methods were
within the clinically acceptable range of variability. Similarly,
Ramkumar et al. (75) examined the role of real-time diagnostic
tele-ABR in amobile van with satellite connection, which allowed
videoconferencing between an off-site audiologist and a trained
on-site facilitator. A total of 30 newborns were tested via tele-
ABR, and latency results were comparable to conventional in-
person ABR measures.

Dharmar et al. (76) conducted remote diagnostic audiological
evaluations in infants who did not pass their newborn hearing
screening (n = 22) in California and examined parent/caregiver
satisfaction, as well as the impact these remote services
had on improving what had been a high loss to follow-up
rate. The procedure included a case history, video otoscopy,
tympanometry, acoustic reflexes, DPOAEs, and diagnostic ABR
testing. An audiologist conducted the testing remotely via an on-
site facilitator who positioned the otoscope and tympanometry
probe, and also prepped the skin and placed the electrodes
for ABR testing. Thirteen of the 22 children tested were
diagnosed with hearing loss. All parents/caregivers rated the
importance of remote audiology services as a 7 on a 7-
point Likert scale (7 = “extremely important”). Importantly,
all infants completed the diagnostic testing with zero loss
to follow-up, representing a marked improvement compared
to a 22% loss to follow-up rate in the region prior to the
study. Thus, a remote option can significantly reduce loss
to follow-up rates in infants who fail their newborn hearing
screenings and experience barriers to traditional, in-person
diagnostic test services. Ramkumar et al. (77) likewise reported
that offering a remote option improved the loss to follow-up
rates in their examination of remote diagnostic ABR testing
among children 5 years of age and under who had previously
failed a hearing screening. A third study by Hatton et al. (78)
examined remote diagnostic ABR testing in infants who did
not pass their newborn hearing screenings (n = 102) in British
Columbia. Remote testing with an on-site trained facilitator
determined that 50 of the 102 children had hearing loss, with
efficiency and accuracy being comparable to traditional, in-
person testing. Most importantly, remote testing resulted in a
significant reduction in travel costs ($91,250). There are clear
benefits to offering a remote option, though the current lack of
standardized procedures and insufficient information technology
support across test centers needs to be addressed prior to
widespread usage.
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Intervention and Rehabilitation
Hearing Aids

Remote Fitting and Verification
Ferrari and Bernardez-Braga (79) compared probe microphone
measures completed via traditional, in-person procedures and
remotely in a group of 60 adult hearing aid (HA) users. The
remote setup consisted of application sharing software, desktop
videoconferencing, and an on-site facilitator to place the probe
tube. No clinically-significant differences across methods were
noted, with differences in real-ear unaided response (REUR),
real-ear aided response (REAR), and real-ear insertion gain
(REIG) measurements varying by only 0–2.2 dB.

Novak et al. (80) examined HA fittings completed remotely by
audiology students and faculty, with nursing students and faculty
serving as on-site trained facilitators. The tele-audiology setup
included video-conferencing and remote desktop access. As part
of this study, 181 patients were fit with hearing aids remotely
and had probe-microphone verification completed successfully.
Significant improvement in quality of life and communication
was reported by the majority of patients.

Pross et al. (81) examined the effectiveness of remote
HA services at the Veterans Health Administration. In total,
42,697 veterans were fit with HAs and completed outcome
measures, 1,009 of whom did so via tele-audiology and 41,688
via traditional, in-person services. An on-site facilitator was
present with the patient, and probe-microphone measures
and adjustments were completed by an audiologist via video-
conferencing. Hearing aid satisfaction was comparable to
traditional, in-person fittings, suggesting that remote fittings may
be a viable and cost effective alternative.

Self-Fitting Hearing Aids/User Programmable Hearing Aids
The ultimate means of facilitating access to care is “self-fitting”
hearing aids, which would allow the patient to control and
manage the device independently, without dedicated equipment
and without assistance from a hearing specialist. Convery et al.
(82) discussed a self-fitting behind-the-ear (BTE) hearing aid
with an instant-fit tip (National Acoustics Laboratory version).
The device utilizes a tone generator for automated, in situ hearing
threshold measurements, followed by a prescriptive algorithm
for hearing aid programming. However, the success of self-fitting
depends not only on accurate threshold measurements [e.g., (83,
84)], but also on accurately identifying medical contraindications
(e.g., the presence of a conductive or mixed hearing loss).

An intermediate means is user-programmable hearing aids,
which, unlike self-fitting hearing aids, require a previously
obtained audiogram, a computer with internet, hearing aid
programming software, and/or a hardware interface between
the hearing aids and a computer (82). Despite increased risk
of inappropriate fittings and a lack of supervision by an
audiologist, both self-fitting and user-programmable hearing aids
can potentially lower cost, increase accessibility by reducing
the need for travel, improve performance and satisfaction by
adjusting the hearing aids in the patient’s real-world listening
environment, and ultimately increase hearing aid adoption rates
by giving the patient a sense of personal ownership.

Cochlear Implants

Remote Programming
Several studies have examined the feasibility of remote cochlear
implant programming, specifically seeking to answer the
question of whether mapping via tele-audiology is equivalent to
traditional, in-person programming.

Ramos et al. (85) compared traditional, in-person and
remote cochlear implant programming in five adult CI users.
Remote programming was completed using an on-site trained
facilitator and internet and/or video conferencing to connect
with a remote programmer. Twenty-four different sessions
were completed (half in-person and half remote) across four
intervals, each separated by 3 months, and both methods
produced comparable results with respect to thresholds and word
recognition scores. Several follow-up studies have replicated the
safety and effectiveness of remote CI programming in both adult
and pediatric populations (86–91). These follow-up studies also
identified limitations and potential means of improving remote
CI programming. For example, Hughes et al. (86) found lower
speech recognition scores via tele-audiology, which was likely
due to higher ambient noise levels in the absence of a sound-
treated test booth. Additionally, when the CI was connected to
the programming interface, communication with the patient was
difficult since the CI microphone was inactive. Hughes et al.
recommend using an alternativemethod of communication, such
as video-conferencing, so speech reading or sign language could
be possible.

Schepers et al. (90) found no significant differences between
the local and remote fittings in terms of Maximum Comfortable
Levels (MCL), Threshold Levels (THR), Impedance Field
Telemetry (IFT), audiometry, or speech perception results, except
for a slightly longer duration for the remote fitting. Like Schepers
et al. (90), Luryi et al. (87) found similar results among 20 adult
CI users at the Connecticut Veterans Affairs (VA) Healthcare
System. Most importantly, both studies found that patients were
highly satisfied with remote programming, which is a reliable and
cost effective means of providing follow-up care to patients in
remote areas or those with limited mobility.

Self-Fitting Cochlear Implants
Meeuws et al. (92) examined the feasibility of an autonomous
“self-fitting” method in adult CI users (n= 6). Study participants
completed a self-fitting session, including audiometry and
spectral discrimination testing, 2 weeks after initial traditional,
in-person activation. An artificial intelligence software
system (FOX) was used for interpretation, analysis, and map
recommendation. Specifically, it analyzes the test results and the
patient’s current map, then calculates predicted outcomes with
alternative maps. The alternative map with the best predicted
outcome is recommended to the patient. Importantly, this
method does not completely preclude the role of an audiologist;
a CI audiologist was still required to review the recommended
map. Following programming of the new map, participants were
then re-tested again after 2 months. A questionnaire was also
completed. Four of the six participants were able to complete all
tests without any additional assistance from the audiologist. Four
were fitted with a new map without physical intervention. All six
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participants reported feeling comfortable with the autonomous
process, but initial audiologist supervision may be required
or preferred.

KEY ISSUES

Recent literature has shown that tele-audiology can be completed
accurately and reliably; however, additional measures and
regulations specific to the provision of remote care are necessary.
Thus, prior to providing remote services, audiologists must
be familiar with the unique licensure, reimbursement, and
privacy/security regulations required for tele-audiology services.

Licensure
Current policy with respect to tele-audiology stipulates that the
site of service is determined by the patient’s physical location.
Thus, an audiologist must be licensed in both the location
where services are provided from and the location the patient
is in when services are received. At present, American Speech-
Language-Hearing Association (ASHA) is exploring licensing
options that would facilitate multi-state service delivery (3). No
global licensure agreement currently exists, thus limiting the
usage of tele-audiology across countries or regions.

Reimbursement
Tele-audiology payment and coverage is variable across state,
federal, and commercial payers (e.g., private health insurance,
Medicare, Medicaid). For example, while commercial payers
and Medicaid have the discretion to provide coverage for tele-
audiology services, Medicare does not consider audiologists to
be eligible telehealth service providers (3). Thus, it is imperative
that audiologists confirm billing and coverage policies prior to
providing tele-audiology services.

Privacy and Security
Tele-audiology services must adhere to state, federal, and
international regulations with respect to patient privacy and
security, particularly that which includes transmission and
storage of patient data. Tele-audiology providers must abide
by the same regulations applicable to traditional, in-person
services. Current federal legislation includes (1) Health Insurance
Portability and Accountability Act of 1996 (HIPAA), (2) Health
Information Technology for Economic andClinical Health Act of
2009 (HITECH), and (3) Family Educational Rights and Privacy
Act of 1974 (FERPA) (3). It is possible that state requirements
may be more rigorous than those at the federal level; thus,
it is important for audiologists to familiarize themselves with
both federal and state-specific guidance prior to providing tele-
audiology care.

Additional important considerations include security of
patient rooms, security of electronic documents, security of
telecommunications, identification of all individuals present in
the rooms at both locations, and documentation of informed
consent from the patient. The informed consent document
should describe how tele-audiology services may be different
from traditional, in-person care, the equipment to be used,
the patient’s right to switch to traditional, in-person services

at any point (if available), modifications (if any) to clinical
protocols and procedures, and any potential issues with patient
confidentiality. In order to ensure patient confidentiality, the
audiologist must be familiar with state and federal regulations
regarding electronic storage of patient data, privacy protections
(e.g., firewalls, encryption, VPN), configuring software and
hardware for use with firewalls, encryption, or VPN, and policies
for breach notification (3).

DISCUSSION

Taken together, the current body of literature suggests that
tele-audiology provides a viable service delivery model. Remote
hearing screenings, diagnostic testing, intervention, and
rehabilitation can be completed safely and effectively, in both
children and adults. Moreover, the accurate provision of tele-
audiology care has been demonstrated both in developed and
developing countries. Benefits of such services include but are
not limited to improvement in loss to follow-up, reductions
in travel time and costs, and improved access to services not
otherwise available in one’s physical location.

Challenges and Future Directions
Still, tele-audiology is not without its logistical challenges. Several
modifications to the traditional testing paradigm may be needed
in order to successfully implement remote testing. For example,
the presence of ambient noise during testing can reduce the
accuracy of results. While use of a soundproof or sound-treated
test booth is ideal, this may not be feasible in all circumstances.
To improve diagnostic accuracy in the absence of a sound-
treated environment, headphones with real-time ambient noise
monitoring are recommended, as well as detailed instructions
for proper headphone use by the patient (93). Further, different
protocols may need to be developed for different age groups
and for those with varying degrees of hearing loss. For CI
care specifically, offering alternative communication strategies
(text messaging, video-conferencing, or sign language) may be
particularly useful for this population.

Access to digital technology also presents an ongoing
challenge. While tele-audiology could help narrow the healthcare
gap evident in many underserved communities, it also runs
the risk of exacerbating existing inequalities and amplifying
the “digital divide” (94, 95). The current digital divide most
negatively impacts racial/ethnic minorities, individuals of low
socioeconomic status, those in rural areas, and the elderly. For
example, while rural communities are very much in need of
telehealth opportunities due to a shortage of physicians that
is higher than the national average, fewer than 50% of rural
households actually have broadband access (96, 97). Thus, a
telehealth option is only practical and realistic for less than half
the rural community. Further, in order for tele-audiology care
to be reliable, the remote test site’s internet connection must be
strong enough to support real-time communication and data
transfer, particularly if a synchronous service delivery model is
utilized. In other words, it’s not enough to simply have access
to digital services, the quality of the services must be sufficiently
reliable (95). Clearly there are a number of logistical barriers that
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must be overcome to ensure patients in all communities have
equitable access to high-quality tele-audiology services.

Digital literacy, on both the part of the provider and the
patient, presents another challenge. For example, downloading
and setting up a mobile application can be quite daunting
for those unfamiliar or uncomfortable with digital technology.
During the COVID-19 pandemic, social distancing and other
safety provisions forced many patients and healthcare providers
to rely on computer programs and other mobile tools that
may have been beyond their digital literacy level. In the future,
formal assessment of a patient’s digital proficiency will allow
the provider to meet the patient at their comfort level and
tailor online intervention accordingly. Questionnaires validated
for assessing digital proficiency include the Mobile Device
Proficiency Questionnaire (MDPQ-16) and the Computer
Proficiency Questionnaire (CPQ-12). The MDPQ-16 consists
of 8 domains (mobile device basics, communication, data
and file storage, internet, calendar, entertainment, privacy, and
trouble shooting and software management) with 16 questions.
The CPQ-12 consists of 6 domains (computer basics, printer,
communication, internet, calendar, and entertainment) with 12
questions (98).

Additional challenges include reluctance or even resistance
from payers, as well as the increased regulation required,
particularly with respect to licensure, reimbursement, and
privacy and security. Specifically, remote care must be delivered
in accordance with clinical guidelines, payer policies, and state
and federal law. Further, audiologists must ensure that tele-
audiology clinical care is equivalent in quality to care delivered
in-person. While undoubtedly necessary, the additional levels
of regulation and requirements may, at least in the short-term,
serve as hurdles to the widespread implementation of tele-
audiology care.

Future advancements in technology, especially in artificial
intelligence, may help facilitate the provision of remote care and
may accelerate the adoption of tele-audiology services worldwide
at affordable costs (99). To date, artificial intelligence has been
implemented in a CI software system (FOX) to allow for
autonomous “self-fitting” of the CI device, as well as home-based
otoscopy. Future applications of such technology may include
commercially-available diagnostic testing (e.g., conventional
audiometry) and commercially-available “self-fitting” or even
“cognitive-controlled” hearing aids.

CONCLUSION

Recent research shows that tele-audiology services can increase
patient accessibility and engagement, improve loss to follow-
up rates, and reduce cost and travel time. Furthermore, remote
services can be completed in a manner that is safe, valid,
reliable, and satisfactory. Still, logistical challenges do remain.
For example, careful attention must be given to controlling
ambient noise (particularly when testing is completed in
the absence of a sound-treated test booth), modifications to
current testing procedures may be needed to tailor to the
provision of remote care, and regulatory and reimbursement
hurdles need to be overcome before tele-audiology may
be implemented on a widescale. The current COVID-19
pandemic has caused mass disruption to the delivery of
healthcare services and has consequently accelerated the pace of
development and acceptance of tele-audiology. Future research,
including advancements in artificial intelligence, will continue
to improve not only the effectiveness and efficiency of tele-
audiology services but also most importantly, patient acceptance
and satisfaction.
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Objective: Speech tests assess the ability of people with hearing loss to comprehend

speech with a hearing aid or cochlear implant. The tests are usually at the word or

sentence level. However, few tests analyze errors at the phoneme level. So, there is

a need for an automated program to visualize in real time the accuracy of phonemes in

these tests.

Method: The program reads in stimulus-response pairs and obtains their phonemic

representations from an open-source digital pronouncing dictionary. The stimulus

phonemes are aligned with the response phonemes via a modification of the Levenshtein

Minimum Edit Distance algorithm. Alignment is achieved via dynamic programming with

modified costs based on phonological features for insertion, deletions and substitutions.

The accuracy for each phoneme is based on the F1-score. Accuracy is visualized with

respect to place and manner (consonants) or height (vowels). Confusion matrices for

the phonemes are used in an information transfer analysis of ten phonological features.

A histogram of the information transfer for the features over a frequency-like range is

presented as a phonemegram.

Results: The program was applied to two datasets. One consisted of test data at

the sentence and word levels. Stimulus-response sentence pairs from six volunteers

with different degrees of hearing loss and modes of amplification were analyzed. Four

volunteers listened to sentences from a mobile auditory training app while two listened

to sentences from a clinical speech test. Stimulus-response word pairs from three

lists were also analyzed. The other dataset consisted of published stimulus-response

pairs from experiments of 31 participants with cochlear implants listening to 400 Basic

English Lexicon sentences via different talkers at four different SNR levels. In all cases,

visualization was obtained in real time. Analysis of 12,400 actual and random pairs

showed that the program was robust to the nature of the pairs.

Conclusion: It is possible to automate the alignment of phonemes extracted from

stimulus-response pairs from speech tests in real time. The alignment then makes it

possible to visualize the accuracy of responses via phonological features in two ways.

Such visualization of phoneme alignment and accuracy could aid clinicians and scientists.

Keywords: phoneme alignment, speech tests, phoneme accuracy, relative information transfer, F1-score
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INTRODUCTION

Audiologists and speech pathologists use speech perception tests
to analyze speech comprehension in people who are learning to
hear with hearing aids and cochlear implants. Specifically, the
tests provide an objective measure of how the listener processes
spoken words and sentences from the acoustic signal. The
words and sentences are composed of sequences of phonemes
that are characterized as either consonants or vowels. Further,
phonemes are differentiated by how they are produced in the
vocal tract, i.e. phonological features (1). For consonants, these
features are place, manner, voicing and associated subtypes,
and for vowels, these are height, place and associated subtypes.
Typically, speech tests are based on lists of words or sentences
and are presented in a sound booth in the clinic, sometimes
with noise, e.g. PBK-50 (2), AB (3), NU-6 (4), BKB (5), CUNY
(6), HINT (7) and AzBio (8). Usually, the clinician records the
numbers of correct words and/or sentences, and sometimes the
number of correct phonemes, as illustrated by two examples
in Figure 1. One example is a typical list of 50 words, each

FIGURE 1 | Two examples of typical speech perception tests performed in the clinic. Both lists were obtained from the new Minimum Speech Test Battery (MSTB) for

Adult Cochlear Implant Users [Auditory Potential LLC, (9)]. The one on the left (from page 12 of MSTB manual, https://www.auditorypotential.com/MSTB_Nav.html)

shows the actual results from 50 monosyllabic consonant-nucleus-consonant (CNC) words. The clinician records the incorrect response and the number of correct

phonemes for each stimulus. A tally of the number of correct words and phonemes is presented. The one on the right (from page 6 of the MSTB score sheets, https://

www.auditorypotential.com/MSTB_Nav.htm) shows the results from a volunteer (see Methods - Datasets) listening to 19 sentences from the AzBio list #6. The

clinician records the number and the total percentage of correct sentences. See Figure 6 for the corresponding visual representation of these scores.

with an initial consonant followed by a nucleus (vowel) and
then a final consonant. Here, the correct response and number
of correct phonemes are recorded. The result is a tally of the
number of correct words and phonemes together with incorrect
words transcribed. The other example is a typical list of 20
phonetically balanced sentences. Here, the number of correct
words is recorded and then summed. It is clear in both cases
that the person does not always hear the whole stimulus. There
is potentially more useful data to be extracted from these
tests, namely the analysis of phonemes with respect to their
phonological features. To do so in the clinic would be time
consuming. The challenge then is to present information about
phonemic comprehension in a manner that can be understood in
real time.

At the same time, many people learning to hear with a new
hearing aid or a cochlear implant use auditory training apps such
as the Speech Banana app which is freely available (10). Progress
tracking provides the user a record of correct sentences, correct
words, and number of repetitions in the quizzes. Additional
information such as accuracy for the phonemes could help
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the user work remotely or in person with the clinician to
identify areas of weaknesses. To that end, visualization of
phonemic accuracy could be useful as motivation and diagnostic
tool for patient and clinician respectively especially in the
telemedicine era.

Hence, there is a need for an automated program to
compute and visualize the accuracy of phonemes from
responses to speech stimuli in real time. Specifically, given
a stimulus-response pair of words or sentences, the problem
is to develop and implement the automated program in
four steps. First, use an online pronunciation dictionary to
express the stimulus and response as two ASCII sequences of
phonemes. Second, use an alignment technique to align the
sequences. Third, calculate and visualize phoneme accuracy
with respect to phonological features and associated subtypes.
Fourth, make the program available to the computational
audiology community.

The first two steps can be accomplished by leveraging
two tools commonly used in speech recognition research. For
the first, there are several online pronunciation dictionaries:
Pronlex, CMUDict, CELEX and UNISYN to name but a few
(11). Of these, CMUDict is publicly available and has been
widely used in open source automatic speech recognition
software such as Kaldi (12). For the second, several sequence
alignment algorithms are available from scLite, which is part
of an open source library (13, 14). The third step makes use
of two commonly used metrics: a F1-score (Sørenson-Dice
coefficient) for the phonemes and relative information transfer
for the phonological features. The fourth step deploys the
program in MATLAB so that it can be converted for open-
source usage.

Using a pronunciation dictionary followed by automated
sequence alignment for analyzing speech comprehension by
people with hearing loss is not new. Previous uses include
analyses of lipreading by people with normal hearing and
hearing loss (15–18), estimating intelligibility from atypical
speech (19–21) and more recently, listening to speech in
noise by people with normal hearing (22). Using relative
information transfer to analyze speech comprehension based on
phonological features of transcribed phonemes is also not new.
In addition to Bernstein (15), previous uses include analyses
of listening by people with hearing loss (23–31). There was
also a study of bimodal hearing with hearing aid and cochlear
implant that manually transcribed phonemes with the aid
of a digital dictionary (32). The approach here differs from
earlier work in that the program is made publicly available
by adopting and modifying two open-source algorithms and
two commonly used metrics, with the goal of providing a
visual representation of results similar to those shown in
Figure 1.

This paper describes a pilot study of the design and
implementation of the automated program. It reports
the program’s validation and the results of using it in
several cases. Finally, it discusses the advantages and
disadvantages of the program and provides suggestions for
clinical usage.

METHODS

This section describes: (i) the design of the program; (ii) how
stimulus-response pairs of words or sentences are formatted as
two sequences of phonemes; (iii) how two sequences are aligned;
(iv) how the F1-score is used to compute the accuracy of the
stimulus phonemes; (v) how relative information transfer is used
to assess the accuracy based on phonological features; (vi) how
the preceding two metrics can be visualized for a set of stimulus-
response pairs; (vii) the different datasets used for testing; and
(viii) program validation.

Design
Figure 2 illustrates the overall design for analyzing the response
of a person with hearing loss listening to sentences or words
in speech tests in real time. The program first takes as input
stimulus-response pairs in the form of sentences or words.
Both are converted to phonemes using a digital pronunciation
dictionary for each word, and the phonemes are entered into
the alignment algorithm. Then the accuracy for the stimulus
phonemes is computed in two ways via a F1-score for each
phoneme and relative information transfer for ten different
phonological features.

Input
The program uses the Carnegie Mellon University Pronouncing
Dictionary (CMUDict) which is an open-source machine-
readable pronunciation dictionary for North American English
that contains over 134,000 words and their pronunciations (33).
CMUDict has been widely used (11) for speech recognition and
synthesis, as its entries map words to their pronunciations as
ASCII symbols in the ARPAbet format (34). The ARPAbet format
contains 39 phonemes with vowels each carrying a lexical stress
marker. Transcriptions are expressed as strings of phonemes.
The raw text file for the most stable version of CMUDict
(0.7b) was downloaded from http://www.speech.cs.cmu.edu/cgi-
bin/cmudict, and saved as a MATLAB map data structure.
Also, lexical stress markers were removed as they did not affect
the subsequent analysis. Misspelled or incorrectly pronounced
words, however, need to be modified by the user. For example,
in a YouTube demonstration of a subset of PBK-50, the word
“pinch” was misheard as “kints,” which is a nonsense word. Since
CMUDict is not able to translate “kints” into phonemes, the
user is directed to the online dictionary and enters real words
such as “mints” and “key” yielding “M IH N T S” and “K IY”
respectively so that “K IH N T S,” is manually entered as the
phonemic representation of “kints”. Since the program splits its
input sentences into words, it only requires manual input for
nonsense words, not the entire sentence containing them.

Alignment
Given a paired strings of phonemes for the stimulus and
response, the next step is to align the phonemes. Algorithms
for aligning strings arise in other areas including bioinformatics
(11, 35). The goal is to minimize the distance between two
strings. The minimum edit distance (MED), based on the classic

Frontiers in Neurology | www.frontiersin.org 3 January 2022 | Volume 12 | Article 724800298

http://www.speech.cs.cmu.edu/cgi-bin/cmudict
http://www.speech.cs.cmu.edu/cgi-bin/cmudict
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurology#articles


Ratnanather et al. Visualizing Phoneme Errors From Listening

FIGURE 2 | Program Overview. Here, green represents input, blue represents

the core algorithm, and red represents output. The program takes a set of

stimuli and the set of corresponding responses as parameters. The stimuli and

responses are translated from words into phonemes using a digital

pronouncing dictionary. The phonemes for each stimulus-response pair are

passed into the alignment algorithm, which displays an alignment and

phoneme accuracy. Once all stimulus-response pairs have been evaluated,

graphics of phonemegram and phoneme accuracy for vowels, voiced and

unvoiced consonants are generated.

Levenshtein distance algorithm (36), computes the number of
editing operations (insertion, deletion, and substitution) needed
to transform one string to the other. Each operation is associated
with a numerical cost or weight. Here the costs are modified for
the particular case of aligning strings of phonemes. The MED is
computed by applying dynamic programming (35) to generate
an edit distance matrix which is a table of transitions from one
string to the other. A global solution is built by solving and
remembering the solutions to simpler subproblems, resulting in
an alignment with the minimum associated cost.

The first version of alignment was implemented in MATLAB
and used the Levenshtein algorithm from scLite (14) that used
simple costs−1 for insertion or deletion, 2 for substitution, and
0 for a match. These favored quick matches, sometimes aligning
a response phoneme far from any others—for example, if “bite”
was the response to the stimulus of “birds bite,” the initial “B”
consonant in “bite” was aligned with that in “birds”. As this
caused issues with longer sentences, the costs were modified
to discourage switching from a deletion (a space within the
aligned response) to an insertion or substitution (of a response
phoneme), and vice versa. As a first step toward avoiding
multiple alignments, modification was accomplished by adding
a 0.5 cost for deletion if the previous operation was insertion
or substitution, and a 0.5 cost for insertion/substitution if the
previous operation was deletion. The two exceptions are within
the substitution cost. To favor matches, the cost for a match
after a deletion or an insertion is an extra 0.2 or 0.1, respectively,
instead of 0.5. These costs are summarized in the left half of the
first row and the second and third columns of Table 2.

Initially, the algorithm was coded to generate one alignment
once the edit distance matrix was filled. However, this did
not guarantee the best alignment. Multiple alignments led to
the same MED if, for example, fewer phonemes than expected
were entered, and the algorithm aligned incorrect phonemes
in different places. Previously, the algorithm would assign each
cell in the edit distance matrix a single operation, even if
two or more operations led to the same MED. Consequently,
the algorithm would generate a single alignment, arbitrarily
based on the order of costs evaluated. By logging all of
the operations that led to the same MED in a cell of the
edit distance matrix, this single alignment was found to be
a result of these simple costs. Many alignments—even over
1000—led to the same MED. The costs were then modified
to favor substitutions for phoneme alignments that have
similar phonological features (1). Table 1 maps the following
10 phonological features to the 39 phonemes: nasality, vowel
height, manner, voicing, contour, vowel place, vowel length,
affrication, sibilance and consonant place. These features and
their subtypes (described in the caption for Table 1) are used
to deem consonant-consonant and vowel-vowel alignments
sharing all or most of their attributes as similar, and given a
substitution cost deduction to favor substitution of “similar”
phonemes. For example, a voiced “F” results in a “V”, so the
program will prefer the substitution of these two phonemes
over any other incorrect substitutions. Even after implementing
the similarity cost deductions, the algorithm often generated
several alignments, some of which were preferable to others.
To further favor alignments that represent probable errors, a
slight consonant manner cost deduction was implemented, in
order to prefer substitution between two manner subtypes such
as stops, fricatives, or glides. For example, if the algorithm
must choose between aligning the stop phoneme “K” with
the fricative “S” or the stop “P”, the algorithm will choose
to align the stops together. Details of possible consonant-
consonant, vowel-vowel and consonant manner pairs are
given in the Supplementary Data. Last but not least, vowel-
consonant substitution is heavily penalized to prevent alignment
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TABLE 1 | Phonological features of consonants and vowels based on Ladefoged and Johnstone (1).

Phonological Features (Vowels)

Phoneme Vowel height Contour Vowel place Vowel length

AA 0 1 2 0

AE 0 1 1 0

AH 1 1 1 0

AO 1 1 2 0

AW 0 2 1 1

AY 0 0 1 1

EH 1 1 0 0

ER 1 1 0 0

EY 1 1 1 0

IH 1 0 0 1

IY 2 1 0 0

OW 1 0 2 1

OY 1 2 2 1

UH 2 1 2 0

UW 2 1 2 1

Phonological Features (Consonants)

Phoneme Nasality Manner Voicing Affrication Sibilance Place

B 0 0 1 0 0 0

CH 0 4 0 1 1 1

D 0 0 1 0 0 1

DH 0 2 0 1 0 0

F 0 2 0 1 0 0

G 0 0 1 0 0 2

HH 0 2 0 1 0 2

JH 0 4 1 1 1 1

K 0 0 0 0 0 2

L 0 3 1 0 0 1

M 1 1 1 0 0 0

N 1 1 1 0 0 1

NG 1 1 1 0 0 2

P 0 0 0 0 0 0

R 0 3 1 0 0 1

S 0 2 0 1 1 1

SH 0 2 0 1 1 1

T 0 0 0 0 0 1

TH 0 2 1 1 0 0

V 0 2 1 1 0 0

W 0 3 1 0 0 0

Y 0 3 1 0 0 1

Z 0 2 1 1 1 1

ZH 0 2 1 1 1 1

Values of subtypes for vowel height are: 0 = low, 1 = mid, 2 = high; vowel place are 0 = front, 1 = central, 2 = back; contour are 0 = rising, 1 = flat, 2 = falling; vowel length are

0 = short, 1 = long; consonant manner are: 0 = stop, 1 = nasal; 2 = fricative; 3 = glide; 4 = affricate and consonant place are: 0 = front, 1 = center, 2 = back.

of consonants with vowels. With these modified costs, the
alignment should then accurately reflect the response. These costs
are summarized in Table 2.

Figure 3 shows an example of the operations used in MED
with the costs from Table 2 for aligning the response “thin” with
the stimulus “fun”. Figure 4 shows the differences between the
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TABLE 2 | Costs for each operation (left–insertion and deletion; right–substitution), depending on the previous operation.

Current operation Insertion Deletion Current operation Substitution

Previous operation Ins Sub/Del Del Ins/Sub Previous operation Sub Ins Del

Cost 1 1.5 1.5 1 Vowel-cons or vice versa 5 5.1 5.5

Consonant-consonant 1.75 1.85 2.25

Same manner consonants 1.3 1.4 1.8

Similar consonants 1.2 1.3 1.7

Vowel-vowel 0.9 0.8 1.4

Similar vowels 0.65 0.75 1.15

Match 0 0.1 0.2

The previous operation is considered in order to prefer alignments with the fewest phoneme-to-space and space-to-phoneme transitions. The left half of the first row shows the addition

of a 0.5 cost for deletion if the previous operation was insertion or substitution, and a 0.5 cost for insertion/substitution if the previous operation was deletion. The first column on the

right shows the costs for the substitutions. The second and third columns show the two exceptions for the substitution cost—to favor matches, the cost for a match after a deletion or

an insertion is an extra 0.2 or 0.1. See Supplementary Data for examples of similar consonants, same manner consonants, and similar vowels.

outputs for aligning the response “We live on the earth” with the
stimulus “These are your books” (from participant V1-HA in the
test data, see below and Table 3) from three different alignments:
the diff function first used in UNIX (37) and available in scLite,
the original Levenshtein algorithm with simple costs, and the
finalized modified algorithm. diff gave no weight to consonants
or vowels. The unmodified algorithm yielded two alignments
generated with no similarity substitution costs whereas the
modified algorithm with similarity substitution yielded just one
alignment, because “S” and “TH” are two consonants with similar
manner that are assigned a substitution cost deduction.

F1-Score
For each phoneme in each stimulus, the true positive (TP),
false positive (FP) and false negative (FN) values were used to
compute the F1-Score, or the Sørensen-Dice coefficient, which
is defined as the harmonic mean of precision (TP/(TP + FP))
and sensitivity (TP/(TP + FN)), i.e., 2TP/(2TP + FP + FN).
Consider the phoneme “K” as an example. A TP occurs when
a “K” response is matched with a “K” stimulus; a FN occurs
when not recording a “K” stimulus; a FP occurs when recording
a non-existent “K”. Figure 5 shows examples of alignments and
phoneme F1-scores for four challenging stimulus-response pairs.
The first two are examples of the consequences of insertion and
deletion [see Table 4 from (38)]. The third example is one of
phonemic ambiguity but with different alignments caused by
one substitution. The fourth illustrates the use of all three MED
operations in the alignment.

Phonemegram
Following ideas by Danhauer and Singh (29–31), Blamey
et al. (25) and others (15, 32, 39–41), an alternative way of
visualizing speech comprehension performance is to construct a
phonemegram. Specifically, a histogram of relative information
transfer for the phonological features from Table 1 over a
range from low to high frequency was created as follows.
First, confusion matrices for the consonants and vowels were
generated. Each matrix consisted of N rows of phonemes in the
stimulus set and N + 1 columns of phonemes in the response
set with the extra column reserved for unclassified phonemes

due to empty responses (40, 42). The matrices were regenerated
as several smaller ones based on the prescribed phonological
features. For example, within the vowel height feature, vowels can
be further divided into three separate categories: high, mid, and
low. In this way, the relative information transfer can be obtained
for different features. Following Miller and Nicely (43) and
others, the information transfer for each feature was computed
via IT = log (n) + Hx + Hy − Hxy where Hx, Hy, and Hxy refer
to the row (stimulus), column (response), and element entropy
respectively, while n refers to the total number of entries within
the feature matrix. The entropies are characterized by:

H =
1

n

∑

s log(s)

where s refers to either the individual elements, row sums, or
column sums of the feature matrix for computing Hxy, Hx,
and Hy respectively. Then the relative information transfer is
given by:

Hstim = −

n
∑

i=1

(

pi

ptotal

)

log

(

pi

ptotal

)

where n refers to the number of different sub-categories within
the feature, pi refers to the number of phonemes presented that
are within the given sub-category, and ptotal refers to the total
number of phonemes (regardless of subcategory). For example,
if out of 16 consonants presented, seven are voiced and nine are
unvoiced, then Hstim = − (7/16) log (7/16)− (9/16) log (9/16).

Output
For each stimulus-response pair, the program displays the best
alignment, as well as the unique phonemes in the stimulus and
their F1-scores. After all responses are analyzed, the program
generates three plots showing the averaged F1-scores (expressed
as percentages) for individual phonemes with respect to the
classic two dimensional representation of phonological features
(1). In these plots, the averaged F1-score is color-coded and
assigned at the (x, y) coordinates corresponding to the place (x)
and manner or vowel height (y) for each phoneme. A color bar
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FIGURE 3 | The response phonemes are placed on the top row of the edit distance matrix, while the stimulus phonemes are on the left column. Each square

represents the minimum edit distance (MED) for the substrings on each axis, and shows what operation was executed to get to that MED (←− is insertion, ↑ is

deletion,տ is substitution). Left: These squares (comparing all substrings of response or stimulus sentence to an empty string) are filled in first, to provide base cases

for the rest of the matrix. The MED between an empty string and any string of length n is equal to n. Middle: The highlighted square finds the MED between the

response of “TH IH” and the stimulus of “F AH.” It does this by building on the squares of the matrix that have already been filled. Insertion entails aligning the IH with a

space (cost 1.5) and adding onto the optimal alignment of “TH” and “F AH” (cost 2.8), for a total cost of 4.3; deletion aligns a space with the AH (1.5) and adds onto

the alignment of “TH IH” and “F” (2.8), for a total cost of 4.3; substitution aligns the IH with the AH (0.9) and adds to the alignment of “TH” and “F” (1.3), for a total cost

of 2.2. The substitution cost is the lowest, so the matrix records the cost of 2.2 and the substitution operation. Right: Once the entire matrix has been filled, the

algorithm finds how it generated the MED by tracing back the recorded operations. In this case, the MED of “TH IH N” and “F AE N” is 2.2, and the alignment consists

of three substitutions.

shows the range from 0 to 100 for the F1-score. A fourth plot
shows the phonemegram with the relative information transfer
for each feature computed as a percentage. Histogram bars are
color-coded corresponding to the frequency ranges associated
for the features: black was assigned to low frequency for
nasality, vowel height, manner and voicing; dark blue assigned
to medium frequency for the vowels–contour, vowel place, vowel
length; light blue to medium frequency for the consonants–
affrication; and white to high frequency for the consonants–
sibilance and place.

Datasets
Two datasets were used. One dataset consisted of test data at
sentence and word levels. For the sentences, six volunteers with
hearing loss recorded their responses to stimuli. In 2017, four
people with various degrees of hearing loss tested the alpha
version of the Speech Banana iPad app for auditory training (10);
testing was approved by JHU Homewood Institutional Research
Board Protocol HIRB00001670. Specifically, the volunteers
provided their responses to different sets of 30 sentences recorded
in Clear Speech (44) by male and female American English
speakers, extracted as WAV audio files from the app which is
based on an auditory training book (45). At the same time,
two clinical audiologists who also use cochlear implants donated
their responses to 19 sentences from AzBio lists #1 and #6
(8) with stimuli presented at 60 dB SPL with 12-talker babble
at 50 dB SPL. For the words, stimulus-response pairs were

obtained from three sources: a) MSTB [page 12 in (9)], b)
List 1 of PBK-50 (2, 46) with the “kints” response to “pinch”
observed in a YouTube video clip (https://www.youtube.com/
watch?v=GPRwA9BG-m4), and c) erroneous responses to AB
word lists (3) by several adults with hearing loss [Table 1-1
in (47)] including the “she’s” response to “cheese”. The other
dataset consisted of stimulus-response pairs of 31 participants
(age range: 22–79 years), each listening to 16 lists of 25 Basic
English Lexicon (BEL) sentences (48) at four different SNRs (0, 5,
10, quiet) obtained from speech perception experiments (49, 50);
these lists are akin to and more extensive than the BKB-SIN lists
(51). For this dataset, protocols (8804M00507) were approved by
the Institutional Review Board of the University of Minnesota,
and all participants provided written informed consent prior
to participating.

Validation
The large dataset of 12,400 actual stimulus-response pairs from
31 participants listening to 400 sentences is used to validate the
program. A set of 12,400 random pairs is created by randomizing
the responses such that none of the actual pairs are replicated.
Following similar approach (15, 17), three computations are
performed. First is a frequency histogram of sentences with the
number of correct phonemes in the response (indicated by the
number of TPs in the calculation of the F1-scores). Second is the
entropy or uncertainty for each of the 39 phonemes obtained
from the two confusion matrices for the consonants and the

Frontiers in Neurology | www.frontiersin.org 7 January 2022 | Volume 12 | Article 724800302

https://www.youtube.com/watch?v=GPRwA9BG-m4
https://www.youtube.com/watch?v=GPRwA9BG-m4
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurology#articles


Ratnanather et al. Visualizing Phoneme Errors From Listening

FIGURE 4 | Comparison of three different alignment algorithms for a stimulus-response pair taken from test data V1-HA (see Table 3). (A) The alignment generated

by the UNIX diff function. The function gives no weight to consonants or vowels, and has no issues with aligning consonants with vowels and vice versa, as shown by

the bolded area. (B) Multiple alignments generated by primitive algorithm, with no similarity substitution costs. Although the most of the response matches the

stimulus, the algorithm generated two alignments with the same MED. (C) With the similarity substitution cost implemented, the algorithm generates only one

alignment, because S and TH are produced in a similar manner, and therefore have a substitution cost deduction.

vowels used for the phonemegram. Similar to above, the entropy
is calculated as −

∑40
k=1 pk log2 pk where k sums over all the

response phonemes as well as unclassified ones due to empty
responses (40, 42). Third is the information transfer for the same
ten phonological features used in the phonemegram.

RESULTS

The results from the two datasets are shown in Table 3,

Figures 6–11, and Supplementary Figures 1–4. Figure 6

provides the desired visual representation of results in Figure 1

from the two examples from the CNC word list (from the
MSTB manual) and AzBio List #6 (by one of the two clinical
audiologists with a cochlear implant). Figure 7 shows results
for one person with profound congenital bilateral hearing loss
(V1), aided bimodally with a cochlear implant and a hearing aid
(top), unilaterally with just the cochlear implant (middle), and
unilaterally with just the hearing aid (bottom). Figure 8 shows
results for one person with severe hearing loss (V2) without
using an in the canal hearing aid (top) and one person with

partial but progressive hearing loss (V3), aided with bilateral
hearing aids since childhood (bottom). Figure 8 should be
compared with Supplementary Figure 1 showing near perfect
results from V2 aided with the in the canal hearing aid (top),
one person with severe progressive hearing loss (V4, middle)
who has been using bilateral hearing aids for a few years and
the other clinical audiologist (V5, bottom). Figure 9 shows
the results from the two other word lists. Table 3 reports the
number of total and correct sentences, words and phonemes for
the test and validation datasets, with the last column indicating
that the program is able to give comprehensive results in real
time; note that the one case of manual intervention, such
as entering the phonemes for nonsense responses, resulted
in a slightly longer run time. Limiting the analysis to only
incorrect stimulus-response pairs did not drastically alter the
visualization of phoneme accuracy. Of the 361 stimulus-response
pairs used for Figures 6–9, there were just two instances of
double alignments. Figure 10 visualizes the pooled results of the
responses from 31 participants with cochlear implants listening
to lists of BEL sentences as spoken by different talkers at different
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TABLE 3 | Number of sentence or word stimuli and their responses with the program run time for the examples shown in Figures 6–11 and

Supplementary Figures 1–4.

Participant Figure Stimuli

dataset

# Stimulus

sentences

# Correct

response

sentences

# Stimulus

words

# Correct

response

words

# Stimulus

phonemes

# Response

phonemes

Time (secs)

V1 - CI+HA 7 SB 30 13 165 122 490 483 6.5

V1 - CI 7 SB 30 12 162 101 484 446 4.3

V1 - HA 7 SB 30 0 160 36 488 317 4.0

V2 - CIC HA S1 SB 30 28 164 159 470 473 3.5

V2 - No HA 8 SB 30 11 153 66 458 211 3.3

V3 – HA 8 SB 30 9 160 108 488 378 3.5

V4 – HA S1 SB 30 27 164 158 470 473 3.3

V5 – CI S1 AzBio#1 19 11 146 128 527 515 3.3

V6 – CI 6 AzBio#6 19 3 138 64 492 396 3.2

Anonymous 6 CNC 50 23 150 148 3.0

Anonymous 9 PBK 25 7 69 82 7.0

Several 9 AB 38 0 114 118 2.8

Actual (N = 31) 10,11, S2-S4 BEL 12,400 4,310 74,245 43,514 281,480 212,584 364.5

Random (N = 31) 11 BEL 12,400 3 74,245 7,424 281,480 212,584 358.8

CI, cochlear implant; HA, Hearing Aid; CIC, Completely in Canal; SB, Speech Banana; AB, Boothroyd.

SNR levels; the runtimes for the individual participants shown
in Supplementary Figures S2–S4 ranged from 9.3 to 22.7 secs.
Figure 11 shows the validation results by comparing 12,400
actual and random stimulus-response pairs in three different
ways. There were just 45 instances of double alignments from the
actual pairs. MATLAB scripts including the stimulus-response
pairs used to generate these figures (except the validation
data) are available from https://github.com/SpeechBanana/
SpeechPerceptionTest-PhonemeAnalysis.

DISCUSSION

In this pilot study, an automated program for visualizing
phoneme accuracy in speech perception tests has been
developed and implemented. Two key features are the use
of a digital speech pronouncing dictionary for automated
derivation of the phonemes from stimuli and responses, and
the modification of the Levenshtein minimum edit distance via
dynamic programming for automated alignment of phonemes.
Traditionally, speech pronouncing dictionaries have been used
in speech recognition research for purposes such as aligning
phonemes in speech-to-text translation (38). Here, the open
source CMUDict is used for aligning phonemes in text-to-text
comparison. The program is able to parse results (Figure 1) from
standard speech tests at the phoneme level (Figure 6) in a robust,
efficient, flexible and fast manner.

Several observations can be made. First, there is a benefit
from amplification which, however was not an aim of this work.
Second, while the averaged F1-scores are informative overall,
the phonemegram analysis of the sentences appear to provide
less information than that for the word tests which, could
be attributed to significant top-down or contextual processing
when presented with sentences. Third, there is potentially more

information provided by the analysis of phonemes than just the
number of correct sentences, words or even phonemes. Here
accuracy is viewed in two different ways. The first shows the
consequences of inserting, deleting and substituting phonemes
and the second shows the perception of the phonological features.
Such information about phonemes could help guide auditory
training either in the clinic or at home.

A few things can be observed from the validation experiments.
First, the likelihood of having five or more exactly matched
phonemes for a randomized pair is low (∼44%) compared with
that for an actual pair (∼83%). Second, actual responses can be
distinguished from the randomly assigned ones. Third, there is
higher uncertainty in response phonemes from random pairs
(with a difference of about 1–1.5 bits across all phonemes).
Fourth, very little information for the features can be discerned
from the randomized pairs. Fifth, the tail of the distributions
for actual pairs is higher due to better speech comprehension
with cochlear implants even across different SNR levels while
the tail for random pairs is influenced by a combination of
duplicated pairs and mismatches of just a few words. These
observations suggest that the program is robust to the nature of
the stimulus-response pairs.

Although automated alignment of phonemes have been used
for evaluation of speech recognition systems (52, 53), this study
is not the first reported use of automated alignment of phonemes
to study speech comprehension by people with hearing loss. The
earlier work of Bernstein and colleagues (15–18) mainly focused
on lipreading i.e., comprehension via audiovisual stimuli for
people with normal hearing and hearing loss and only recently
has this focus moved to listening to speech in noise by people
with normal hearing (22). Alignment of phonemes via dynamic
programming was also used by Ghio and colleagues (19–21)
to develop intelligibility metrics for atypical speech. Therefore,
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FIGURE 5 | Four examples of alignments and phoneme percent accuracy. The first example shows insertion of the phonemes N and D. The second example shows

deletion of the phoneme F. The third example shows substitution of the AE phoneme (æ) for the AH phoneme (

e

). The fourth example has all three minimum edit

distance operations within its alignment.
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FIGURE 6 | Visual representation of the two typical examples of scoring in the clinic shown in Figure 1. The results from the CNC word list and AzBio List #6 are

shown on the left and right respectively. See Table 3 for details.

it is helpful to discuss similarities and differences between
these approaches in four areas: pronunciation dictionary, costs,
alignment and metrics.

CMUDict is open-source and has more than 134,000 words,
which is an order of magnitude larger than 35,000 words in
PhLex used by Seitz, Bernstein, Auer Jr, and MacEachern (54).
Words not in CMUDict were manually parsed and entered
in the CMUDict website to yield the phonemic string while
a rule-based transcription system was used by Bernstein et al.
(22). Ghio et al. (20) used a French based pronunciation
dictionary (55).

The costs in Table 2 are essentially ad hoc, having evolved
from the open-source scLite software used for the Levenshtein
algorithm. It is worth noting that Bernstein (15) and Bernstein
et al. (17) initially used ad hoc costs which were fixed with
perceptually based costs. Costs for vowel-vowel, consonant-
consonant and same consonant manner alignments were
modified based on having similar phonological features. In fact, a
similar approach has been adopted by Ghio and colleagues (19–
21) and Kondrak (56, 57) who used Hamming distance matrices
for vowels and consonants based on deviations from features
for the costs used by dynamic programming for analyzing
atypical speech and different languages, respectively; Ruiz and
Federico (38) used a similar approach with constraints for
vowels and consonants in analyzing speech translation. The
Supplementary Data shows that the phoneme pairs deemed to
be similar can actually be derived by thresholding the distance
matrix for the vowels and the stratified distance matrices for
the consonants. It should then be possible to make formal use
of these distance matrices. While voicing was not explicitly
used in setting costs, it was actually used to determine the
costs for consonant-consonant substitution pairs. As described in
the Supplementary Data, the sibilant consonants were grouped
and then non-sibilant consonants were stratified based on first

manner, then place and voicing. In contrast, Bernstein et al. (22)
perceptually computes costs based on the Euclidean distance
between two phonemes derived from multidimensional scaling
of confusion matrices for consonants and vowels from people
with normal hearing. Since further work should compare the
feature- and perceptual- based approaches, this work should be
considered as a pilot study.

The use of modified costs in MED operations to align the
phonemes in Figure 2 should be contrasted with that in Figure 1

in Bernstein (15). Usually, MED operations yield multiple
alignments (Figure 4); see also Bernstein et al. (17) and Figure 2

in Bernstein (15). In this work as well as the recent work by
Bernstein et al. (22) and Ghio et al. (20), single alignments
are achieved in virtually all cases which may be attributed to
the use of costs derived from the distance matrices. About
0.6% of the stimulus-response pairs in both test (n = 2) and
validation (n = 45) datasets yielded multiple—actually double—
alignments. In the rare case of double alignments, the user is
given the manual option of choosing the best one; by default, the
program selects the first of the two alignments. It is remarkable
that only double alignments occurred; in fact, more than two
alignments occurred when a lower cost of two instead of five
for consonant-vowel substitution was used. Inspection of the 45
stimulus-response pairs from the validation dataset that yielded
double alignments suggests that these arise depending on the type
of the response. The response may be nearly complete such that
the alignment cannot decide between two similar phonemes, or
a purely random guess, or a combination of correct and random
words. This is actually borne by instances of double alignments
from 2.5% (n = 305) of the randomized stimulus-response pairs
from the validation dataset. Avoidance or significant reduction of
multiple alignments using feature-based costs were also observed
in a comparative study of Dutch dialects (58). As this work is
a pilot study, further work should explore differences accrued
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FIGURE 7 | Results for V1 with both cochlear implant (CI) and hearing aid (HA)

(top), CI only (middle) and HA only (bottom) in response to a set of 30

sentences extracted from Speech Banana auditory training app. See Table 3

for details.

from feature-based ad hoc and perceptual-based costs. These
differences might be reflected by comparing the alignments for
12 stimulus-response pairs listed inTable 1 of Bernstein et al. (22)
with those produced by the program in the Supplementary Data.
Theremay be problemswith sparse responses such asmisaligning
one response phoneme in a correct word with the stimulus
phoneme in a different (as in a preceding) word, ironically
without loss of accuracy so future work should incorporate
costs for boundary detection (38). These problems are likely not
to occur with word lists or nearly complete sentences which
may be more helpful in pinpointing areas of weaknesses for
auditory training. Others have used MED for aligning phonetic
transcriptions of words based on phonological features (59) and
fuzzy stringmatching with a novel metric for sentences (60), both
of which are available as open source. Future work should also
explore using costs from confusion matrices from people with
normal hearing listening to sentences as opposed to words.

In this work, two sets of commonly usedmetrics are used. One
is the F1-score which is a function of true positives, true negatives
and false positives for each phoneme and visualized with respect
to manner, place and voicing for consonants and height and
place for vowels. The other is the relative informationtransfer
or entropy for each of the 10 phonological features used to
construct the phonemegram. In contrast, the recent work of
Bernstein et al. (22) proposed mining three metrics to analyze
listening by people with normal hearing to speech in noise. These
were (i) phoneme substitution dissimilarity, which measures the
perceptual distance between separate stimulus phonemes and
all incorrect phonemes in the response, (ii) number of words
correct, and (iii) number of insertions. The former is obtained
from dividing the sum of the phoneme-to-phoneme costs for
incorrect substitutions by the number of substitutions. The latter
is obtained by the count of the number of phonemes that could
not be aligned as substitutions. In contrast, the program did not
save these types of data except for the number of true positives
needed for the validation study (Figure 11, top left). It is argued
that due to different manipulations of intrinsic data the two
different set of metrics are probably related in some way or
other. Furthermore, in analyzing people with speech disorders,
Ghio et al. (20) used the distance between the expected and
actual sequence. As this is a pilot study, future work would be
necessary to uncover and explore these relationships particularly
in a comparison i.e., statistical study.

Care must be taken to interpret the accuracy for phonological
features. Take, for example, analysis of several people with
hearing loss in the bottom panel of Figure 9. The near-perfect
scores for vowel height, contour, and vowel place may seem
inaccurate but the phonological analysis of the vowels show
an inability to identify IY and IH. Since these vowels are
grouped for the vowel height, contour, and vowel place features,
accuracy for identifying phonemes with these features remains
at 100%. In other words, even though there may have been
confusion between IY with IH, since both are identical with
respect to their categorization within the vowel height, contour,
and vowel place feature groups, the responses showed the ability
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FIGURE 8 | Results for V2 without in the canal HA (top) and V3 (bottom) with HA responding to different sets of 30 sentences extracted from Speech Banana

auditory training app. See Table 3 for details.

to detect those features at a high rate. Similarly, for the PBK-
50 test (Figure 9, top), since the non-nasal consonants are still
categorized as the same the nasality feature is recorded perfectly.

The availability of datasets from recently published
experiments provided an opportunity to assess the potential

use of phoneme alignment in these experiments. For
example, O’Neill et al. (49) recorded the BEL sentences
using four different talkers, as well as developed and
recorded 20 lists of nonsense sentences derived from the
BEL corpus. These stimuli were used in speech perception
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FIGURE 9 | Results for output from two different word tests: PBK-50 (top) and AB (bottom). See Table 3 for details.

experiments involving people with normal hearing and
hearing loss (49, 50). The visualization of phoneme
accuracy from Supplementary Figures S2–S4 for one
experiment (50) provides potentially more information

than the reported percentage of correctly identified keywords
in sentences.

By construction, the phonemegram offers a different
perspective of speech comprehension based on phonological
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FIGURE 10 | Analysis of the stimulus-response pairs pooled from the O’Neill et al. (50) study of 31 participants with cochlear implants listening to 16 lists of 25

sentences as spoken by four speakers at four different SNR levels. Analysis from the individual participants is shown in Supplementary Figures 2–4. See Table 3 for

details.

features of the phonemes, specifically information transfer
of features with respect to a frequency range, as used in the
Infogram for hearing aid fitting in tele-audiology (23–25).
Information transfer analysis has also been adopted (32, 39) who
compared low frequency phonemes (diphthongs, semivowels,
and nasals) to high frequency phonemes (sibilants, fricatives,
bursts, and plosives). The frequency aspect of the phonemegram
may be complemented by the averaged F1-scores for the
vowels based on the inverse relationship between place from
back to front (manner from high to low) and the 1st (2nd)
formant (1). Further, the phonemegram can compensate for the
absence of variance for the F1-scores since it records just the
information transfer for a feature. It is important to provide
enough repetitions for each phoneme, otherwise the transmitted
information estimate becomes highly erratic and overestimates
the stimulus information on average (43, 61). Accumulating
responses over time is one way to overcome bias and error which
might be useful in mobile apps for auditory training (10). In
this case, it may be necessary to use bootstrapping to generate
confidence intervals (62). Furthermore, since non-symmetric
confusion matrices have been considered in analysis of speech
perception by people with hearing loss (40, 42), it is reasonable
to consider non-classified phonemes accruing from empty
responses. Further work could consider a more appropriate
alternative visualization by generating 3D plots of F1-scores for
each phoneme with respect to the first three formants.

A challenge for testing the program was obtaining examples
of stimulus-response pairs from people with hearing loss.
Fortunately, the program was developed at the same time as
the development of the Speech Banana mobile app for auditory
training which allowed for testers to provide valuable data. In
this era of digital hearing health, there is a great need for raw
data such as stimulus-response pairs from scientific studies to be
made available publicly in the same way as human neuroimaging
data are now being made available for the scientific community
(63, 64). The use of the data from recently published speech
perception experiments is a step in that direction.

The program has several other advantages. First, though
currently implemented in Matlab, the program can be
implemented in Python, Javascript or even R. Second, it
could be self-administered or used in telepractice by people with
hearing loss, who are learning to hear with a new hearing aid
or cochlear implant. Results are saved over time for feedback
with the speech language pathologist or audiologist. Third,
the program could be integrated with inputs from NU-6,
CUNY, Az-Bio, HINT or BKB for real-time quantification
in the clinic; further, the program could be integrated with
more challenging tests such as Az-TIMIT (65), STARR (66)
and PRESTO (67). Fourth, as implied by the Infogram, the
phonemegram may offer audiologists a frame of reference for
the ability of the person with hearing loss to perceive speech
at different frequencies. Fifth, the visualization of phonemic
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FIGURE 11 | Results of program validation by comparing actual and random 12,400 stimulus-response pairs from the O’Neill et al. (50) study of 31 participants with

cochlear implants listening to 16 lists of 25 sentences as spoken by four speakers at four different SNR levels. Top left compares the frequency histograms of stimuli

with the number of correct phonemes in the response. Top right compares the entropy or uncertainty for the phonemes. Bottom compares the relative information

transfer for the ten phonological features used in the phonemegram.

accuracy may offer speech language pathologists a perspective of
how the person with hearing loss processes different phonemes,
in order to develop a targeted auditory training program.
Sixth, the program can be used for educational purposes.
For instance, it was used in the past few years for assessing
responses by biomedical engineering undergraduates at Johns
Hopkins University doing the Speech Perception module of
the Neuroengineering Lab in which they listened to sentences
in simulations of different types of hearing loss, number of
channels in a cochlear implant, and frequency offsets in a
cochlear implant.

There are also several disadvantages. Many people with
hearing loss use top-down processing such as using contextual
information to fill in words misheard in sentences (50, 68–71), so
accuracy of responses to sentences may be overestimated. In fact,
this may explain the small differences between the information
transfer values for the features with the sentences in the test

cases. As alluded above, word lists may be more practical in
the clinic (Figures 6, 9). Differences in stresses and emotion
may influence perception (72) and therefore, might require using
lexical stress information, if available, from the pronouncing
dictionary. Finally, the program may not be suitable for people
with very poor speech comprehension as they are more than
likely to make random or very sparse guesses that may then
confound phoneme alignment. For example, the last stimulus-
response pair in Figure 5 yielded alignment that was erratic with
respect to the first part of the stimulus due to the volunteer having
greater difficulty hearing with just the hearing aid instead of
bimodal hearing. Incidentally, this is a good example of a person
with hearing loss finding it difficult to process the early part of a
stimulus compared with the rest of the stimulus (71).

Future work includes feasibility for clinical usage, user-
friendly implementation for mobile auditory training apps such
as Speech Banana (10), and exploring alternative approaches
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such as multidimensional scaling for features (29, 30) as
opposed to prescribed ones, other features (69) and other
metrics (6, 16, 73).
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Exciting developments in hearing aid and cochlear implant technology for linking signal
processing across the ears have improved spatial hearing outcomes. This has resulted
in an increased emphasis on clinical assessment of the spatial hearing abilities of
hearing-assistive device users. Effective assessment of spatial hearing currently requires
a large and costly loudspeaker array system, housed in a heavily acoustically treated
testing room. This imposes economic and logistical constraints that limit proliferation of
array systems, particularly in developing nations. Despite their size and cost, the ability
of current clinical array systems to reproduce realistic spatial sound fields is limited,
which substantially reduces the range of realistic acoustic scenes that can be used
for diagnostic testing. We propose an alternative low-cost, compact virtual acoustics
system with just two loudspeakers. This system uses crosstalk cancelation to reproduce
pressure signals at the device microphones that match those for real-world sound
sources. Furthermore, in contrast to clinical array systems, the system can adapt to
different room acoustics, removing the requirement for a heavily acoustically treated
testing environment. We conducted a proof-of-concept study in two stages: in the first,
we evaluated the physical performance of the system for a stationary listener in anechoic
conditions and in a small audiological testing booth with moderate acoustic treatment.
To do this, a head and torso simulator was fitted with specially adapted hearing-assistive
devices that allowed direct access to the microphone signals. These microphone signals
were compared for real and virtual sound sources at numerous source locations. In the
second stage, we quantified the system’s robustness to head rotations with and without
the system adapting for head position. In the stationary case, the system was found to
be highly effective at reproducing signals, such as speech, at all tested source locations.
When head rotation was added, it performed well for rotations of up to 2◦, even
without adapting. However, performance improved markedly for larger rotations when
the system adapted. These findings suggest that a compact, low-cost virtual acoustics
system can give wider access to advanced and ecologically valid audiological testing,
which could substantially improve clinical assessment of hearing-assistive device users.

Keywords: hearing impairment, speech in noise (SIN), sound localization, binaural, clinical audiology, transaural,
bilateral, sound field control
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INTRODUCTION

Bilateral cochlear implant and hearing aid technology has
the potential to restore binaural hearing to hearing-impaired
listeners. Binaural hearing is critical for locating and separating
sounds, such as speech in noisy environments (Litovsky et al.,
2004; Brown and Balkany, 2007; Lovett et al., 2010). However,
the signal processing used in hearing-assistive devices (HADs)
often distorts interaural level and time differences between the
ears (Pastore et al., 2021), which are the primary spatial hearing
cues. As a result, many HAD users have limited spatial hearing
capabilities (Dorman et al., 2016; Fletcher et al., 2020a; Pastore
et al., 2021). While there is a growing interest in approaches
for improving spatial hearing in hearing-impaired listeners (e.g.,
Moore et al., 2016; Williges et al., 2018; Fletcher and Zgheib, 2020;
Fletcher et al., 2020a,b; Gajecki and Nogueira, 2021), clinical
testing of spatial hearing ability remains limited.

There are currently several sound field reproduction methods
for assessing spatial hearing abilities of HAD users and the
directional processing capabilities of HADs. The most common
method is to play back sounds using a spatially distributed
array of loudspeakers (Seeber et al., 2004, 2010; Lovett et al.,
2010; Kitterick et al., 2011). The loudspeakers are typically
arranged in a circle or semicircle around the listener, as in
the Crescent of Sound system that is used clinically across the
United Kingdom (Kitterick et al., 2011). Because these systems
use simple direct-speaker playback or amplitude panning, the
sound that reaches the ears can be colored by the acoustics of the
room in which the system is housed. The room should therefore
be heavily acoustically treated to ensure that system performance
is equivalent across clinics. However, this is rarely achieved and
systems such as the Crescent of Sound do not have an operating
standard for the acoustic treatment of the room they are used
in. Furthermore, because the method only allows reproduction
of sound sources from a limited set of locations, these systems
are unable to accurately reproduce complex auditory scenes
that are typically encountered in the real world. This limits the
ecological validity of the tests that can be performed. In addition,
systems with many loudspeakers, such as the Crescent of Sound,
are expensive and need to be housed in a large room. This
severely limits proliferation, particularly in low- and middle-
income countries.

An alternative to current clinical array systems are virtual
acoustics (VA) systems. These seek to simulate the perception
of real-world spatial sounds and include a variety of approaches
(Lokki and Savioja, 2008). Previously proposed VA systems have
used techniques such as higher-order ambisonics and vector
base amplitude panning (VBAP) in combination with large
loudspeaker arrays, e.g., more than 20 loudspeakers (Minnaar
et al., 2013; Grimm et al., 2015, 2016; Cubick and Dau, 2016;
Oreinos and Buchholz, 2016). Loudspeaker arrays of this size
are impractically large and expensive, and seen as not suitable
for clinical use. However, higher-order ambisonics constrained to
the horizontal plane would only require (2N + 1) loudspeakers,
where N is the order (Zotter and Frank, 2019). Still, the
practicality of ambisonics systems could be limited as they require

more loudspeakers in exchange for higher accuracy offered
by higher orders of reproduction. More recently, Meng et al.
(2021) investigated a smaller two-loudspeaker VBAP system for
facilitating a minimum audible angle test. However, the virtual
source positioning and reproduction accuracy are limited, as
VBAP restricts the position of the virtual source to within the
span of the loudspeakers. Furthermore, horizontal plane VBAP
is not designed to faithfully reproduce sources above and below
the listener. This means that the system is substantially limited in
its ability to produce realistic acoustic scenes.

Aside from these VA methods, there are binaural methods
for evaluating bilateral HADs. Headphones placed over the
devices are a common approach to delivering binaural audio.
However, headphones can be obtrusive and binaural signals
delivered through headphones are most often derived from
binaural recordings (i.e., microphones placed at the opening
of the ear canals) or binaural synthesis [i.e., simulated using
measured head-related transfer functions (HRTFs)]. Neither of
these approaches match the pressure signals that would arrive
at the HAD microphones in the real world because they are not
derived from HAD-related transfer functions. Another possible
issue is inconsistent coupling of the headphone loudspeaker with
the HAD microphones across headphone fittings, which could
further compromise the integrity of the reproduction.

Pausch et al. (2018) used custom-made research hearing aids
that allow the microphones to be bypassed and hearing-aid-
related binaural signals to be delivered directly to the devices.
The research hearing aids were used in tandem with a crosstalk
cancelation (CTC) system for reproducing HRTF-based binaural
signals at the ear drums. This meant that stimulation was
provided for residual hearing as well as through the HAD.
However, they did not demonstrate that their CTC system could
reproduce accurate target physical pressure signals, making it
difficult to evaluate the success of their system. While they
reported the channel separation (see section “Metrics”) achieved
by their system, this metric alone is insufficient for determining
the physical accuracy of the reproduction and ruling out audible
artifacts that could diminish perceptual outcomes.

Another approach that used direct input to the HADs
was proposed by Chan et al. (2008). In this approach, the
binaural signals were calibrated and synthesized using transfer
functions measured between a loudspeaker and the HADs when
mounted on a dummy head. Measurements were made using
either the onboard HAD microphones or separate microphones
placed near to the HAD microphones. It is possible that,
in the future, device manufacturers or a dedicated service
could provide clinicians with transfer functions for each of
their devices. However, because microphones are bypassed with
the direct input approach, this would mean that defective
microphones or changes in microphone response over its
lifetime would not be accounted for. Alternatively, sound field
measurements could be repeated for each device in clinic.
However, the measurements would then be susceptible to local
room acoustics, meaning they could act as a significant source
of variance between clinical measurements. The protracted
calibration process would require additional clinician training
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and may be unsuitable for clinical appointments, where time
is typically limited. Furthermore, this would require the use
of potentially expensive additional equipment (e.g., a head and
torso simulator).

In the current study, we investigated a VA system that uses
two loudspeakers. The system utilizes a type of sound field
control based on inverse filters, more commonly known as
CTC (e.g., Xie, 2013), designed using HAD transfer functions
measured in situ. We propose that, when given access to the
HAD microphone signals in the clinic environment, signal
processing steps can be taken that allow rapid transfer function
measurement and inverse filter design. These inverse filters
enable pressure signal reproduction at the device microphones.
Such a system could precisely control the sound field at the device
and allow the reproduction of complex real-world auditory
scenes, while remaining unobtrusive. Inverse filters could also
allow a room agnostic approach, where a measurement standard
can be retained across clinical settings. Furthermore, because the
system only requires two loudspeakers, it would be inexpensive
and have a small physical footprint. The compactness, low cost,
room adaptability, and capacity to accommodate tests with high
ecological validity would give this system major advantages over
current clinical systems.

The first aim of the study was to assess the ability of the
system to reproduce physically accurate sound fields at the HAD
microphones for a stationary listener. We evaluated the sound
fields by measuring and analyzing the sound pressure at the
HAD microphones. These measurements were taken in both an
ideal (anechoic) and a representative clinical environment. The
reproduced sound pressure was analyzed using several metrics
that directly measure the system’s performance, both in the
frequency and time domains. From these metrics, we establish
a baseline standard (that does not currently exist) for what
sound field control can be physically achieved at the HAD
microphones. We set a target channel separation of at least 20 dB
between the reproduced left and right binaural signals measured
at the HAD microphones. This amount of channel separation
has been shown to be the minimum amount needed to give
equivalent perception of the original and reproduced binaural
signal in normal-hearing listeners (e.g., Parodi and Rubak, 2011).
We demonstrated that our system is capable of achieving this
target channel separation in both listening environments and
that the time domain error was low. In this first part of the
experiment, we demonstrated that, for a stationary listener, the
system can reproduce target HAD microphone signals to a high
degree of accuracy.

The second aim of the study was to assess the impact of minor
involuntary head movements (“postural sway”), that are likely to
occur in clinic even if participants are instructed to sit still (e.g.,
Hirahara et al., 2010; Denk et al., 2017). Using the aforementioned
metrics, we compared the system performance with and without
compensating for head movements to establish whether head
movement compensation is required. We show that the system
is robust to the small head rotations (of 2◦ or less) that would be
expected in clinical assessments, and that good performance can
be achieved for head rotations up to 10◦ if the system adapts for
changes in head position.

MATERIALS AND METHODS

Test Apparatus
The loudspeakers used were Genelec 8020Cs (Genelec Oy,
Iisalmi, Finland). A KEMAR head and torso simulator (G.R.A.S.
Sound and Vibration, Holte, Denmark) was fitted with custom
HADs behind each ear to simulate a stationary seated listener.
The KEMAR was placed on a stand to allow easy placement
and rotation. The HADs we used were modified Oticon Medical
(Smørum, Denmark) Saphyr CI processors (TX9 model; shown
in Figure 1), with an onboard sampling rate of 16 kHz. The
modification allowed direct access of the microphone signals via
analog cable outputs so that the sound field could be controlled
at the microphones directly. All onboard signal processing was
bypassed. For recording the HAD microphone signals, the analog
outputs of the microphones were sent to an RME UC (RME
Audio, Haimhausen, Germany) for digital conversion. The digital
signals were sent from the RME UC via USB to a computer
running the measurement and reproduction software. A custom
Matlab (version R2020b, The MathWorks, Inc., Natick, MA,
United States) script was written to record the microphone
signals to the computer during measurements. For loudspeaker
reproduction, the same RME UC was used to output audio signals
to the loudspeaker array. All audio playback was done with either
Matlab or Max/MSP (Version 8.1.2, Cycling ’74, Walnut, CA,
United States). All signals were recorded and reproduced at a
sampling rate of 48 kHz with a bit depth of 24 bits.

In order to measure head rotation, a HTC VIVE tracker
(Version 1, HTC Corporation, Xindian, New Taipei, Taiwan) was
fitted to the top of the KEMAR head with a plastic cap in between
measurements. The head tracker was removed before taking a
new measurement.

Testing Environments
Two testing environments were used: the Institute of
Sound and Vibration Research (University of Southampton,
United Kingdom) anechoic chamber (shown in Figure 2A)
and a clinical audiological testing booth (shown in Figure 2B)
located in the Hearing and Balance Centre (University of
Southampton, United Kingdom). The anechoic chamber was

FIGURE 1 | Modified behind-the-ear HADs.
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chosen to represent an ideal testing environment with heavy
acoustic treatment. The clinical booth was chosen to represent
a typical clinical testing environment. The test booth was 2.5 m
by 2.1 m, with a ceiling height of 2.05 m and had a background
noise level conforming to the recommendation of British Society
of Audiology (2017).

Sound Field Reproduction
The reproduction system consisted of a six-channel loudspeaker
array arranged in a semicircle, with the KEMAR positioned at
the center of the semicircle facing the center of the array (see
Figure 2). Each loudspeaker was placed 1.5 m in the anechoic
chamber and 1 m in the booth (due to space constraints)
from the center of the KEMAR head and set at ear height. All
loudspeakers were used to produce reference signals, to compare
against virtual sources. Loudspeakers L1 and R1 (labeled in light
blue in Figure 2) were chosen for the VA system to retain
a compact array.

Pressure Matching Method
The method of sound field control underlying the VA system
was the Tikhonov regularized pressure matching method (e.g.,
Kirkeby et al., 1998; Olivieri et al., 2015). When applied to just
two loudspeakers, the pressure matching method has been more
commonly known as CTC (see Xie, 2013 for an overview of CTC
technology). The overall sound field control problem is described
in the frequency domain as:

G(ω)q(ω)
!
= d(ω) ,

where != means ‘ideally equal to’; d(ω) =
[
d1(ω) d2(ω)

]T
∈

C2 is the vector of target pressure signals that we wish
to reproduce at two HAD microphones; the so-called “plant
matrix”:

G (ω) =

[
gT1 (ω)

gT2 (ω)

]
∈ C2 × 2,

is composed of electroacoustic transfer functions
between the two microphones and two loudspeakers;
gm(ω) =

[
gm1(ω) gm2(ω)

]T
∈ C2 is the mth vector

of electroacoustic transfer functions between the mth
microphone and each loudspeaker, where m = 1, 2; and
q(ω) =

[
q1(ω) q2(ω)

]T
∈ C2 is the vector of unknown

loudspeaker signals that we wish to calculate. Note that ω is
radian frequency. When we apply a calculated set of loudspeaker
signals, the physical result is:

G(ω)q0(ω) = p(ω),

where p(ω) =
[
p1(ω) p2(ω)

]T
∈ C2 is the vector of

reproduced pressure signals at the microphones, having
applied a specific set of loudspeaker signals q0(ω). The desired
result of the system, can be expressed as:

p(ω) = d(ω)e−jωτ,

where τ is a delay in seconds. This means that the reproduced
pressure signals are an exact, delayed copy of the target pressure

signals. To obtain an inverse filter solution, the Tikhonov
regularized inverse solution was calculated using the well-known
equation:

q0(ω) = GH(ω)
(
G(ω)GH(ω)+ βI

)−1 d(ω),

where β is the real-valued regularization parameter (here
frequency-independent); I is a 2× 2 identity matrix; and (·)−1

denotes the matrix inverse. Note that in our experiments, the
number of microphones was always equal to or less than the
number of loudspeakers. In practice, due to the need to regularize
(non-zero β) and truncate the inverse filters, an exact solution is
generally impossible. However, using this approach allowed filter
stability to be obtained.

Inverse Filter Design
The inverse filter design was divided into two primary stages: first,
the in situ hearing-assistive device transfer function (HADRTF)
measurements and, second, the inverse filter calculation. For the
HADRTF measurements, we used an exponential sine sweep
as proposed by Farina (2000). An exponential sine sweep
from 1 Hz to 24 kHz was played from each loudspeaker and
simultaneously recorded at the device microphones. The hearing-
assistive device impulse responses (HADIRs) were extracted from
each measurement. The frequency domain equivalents of these
HADIRs were the HADRTFs used for the inverse filter design.

After the HADIRs were obtained, the process outlined in
Figure 3 was used to generate the inverse filters. The first step was
to normalize the HADIRs to take full advantage of the available
digital dynamic range. The second step was to temporally window
the HADIRs to remove later reflections and noise that can cause
instability in the inverse filters. We used a modified Tukey
window consisting of concatenated raised cosine sections with a
flat rectangular window section. This modification allowed for
tuneable fade in and out positions and window length. It was
found that a balance of temporal windowing and regularization
was needed to produce stable filters and accurate performance,
in both spaces. The windowed HADIRs were then converted
to the frequency domain to obtain the final HADRTFs. For
each frequency bin, the HADRTFs were used to populate the
plant matrix. Next, the inverse filters were constructed from the
Tikhonov regularized pseudoinverse of the plant matrix using
a regularization value of β = 0.0005 for the anechoic chamber
and β = 0.001 for the clinical booth. The frequency domain
inverse filters were converted to time domain filters. The resulting
time domain inverse filters were low-pass filtered with a linear
phase FIR filter (99 taps and cutoff frequency at 8000 Hz) to
reduce instabilities due to a roll-off in the HADIR magnitude
responses around the Nyquist frequency. Following this, the time
domain inverse filters were normalized to a peak amplitude of 1 to
reduce the need for further amplification at the loudspeaker stage.
Lastly, the final time domain inverse filters were shifted to ensure
causality and sufficient decay before and after the main peak
of each filter. This helped to ensure that time domain artifacts,
such as smearing and echoes, were avoided. Full details of the
computation applied is provided in the Supplementary Material.
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FIGURE 2 | Photographs of the reproduction setups: (A) Anechoic chamber; (B) Clinical booth. L1 and R1 (labeled in light blue) were used for the VA system.

FIGURE 3 | Block diagram showing the inverse filter design process.

Sound Field Evaluation
The VA system’s physical performance was evaluated based
on its ability to reproduce a target binaural signal in each
testing environment. This included assessment of the VA system’s
ability to reproduce sources from spatial positions well away
from the immediate vicinity of the VA loudspeakers. Here, we
highlight the performance when the target signal originated
from loudspeaker L3 (see Figure 2), which was positioned 90◦
to the left of the KEMAR. We assessed the VA system’s room
adaptation potential by attempting to reproduce an anechoic
signal in the clinical booth. Additionally, we evaluated the
system’s robustness to minor head rotations with and without
adaptation of the inverse filters for the head movement. We
limited the study to head rotations of no more than 10◦
to the left and right, at single degree increments (positive
angles were to the right and negative angles were to the
left of center). HADIR measurements were taken for each
head rotation angle, in each room, and corresponding inverse
filters were calculated from these measurements using the same
parameters as the static filters (detailed in section “Inverse Filter
Design”). We measured the reproduced performance when the
head was rotated using inverse filters designed only for the
center position (0◦), thus evaluating the system’s robustness
without compensation for head rotation. Additionally, for
each head rotation position, performance measurements were
made with the inverse filters constructed from the HADIRs
at that given head rotation angle (i.e., with the head rotation
accounted for).

To create target microphone recordings in the anechoic
chamber, a recorded female speech sample (Fletcher et al.,
2020a; available at DOI: 10.5258/SOTON/D1206) was played
from each loudspeaker successively and recorded by the front
HAD microphones, so that six stereo HAD recordings of
the speech played from the six loudspeaker positions were
obtained. These recordings were then filtered with the same

low-pass filter applied to the inverse filters to ensure that
any energy beyond the HAD Nyquist frequency (8 kHz) was
negligible. The target binaural signals were convolved with
the inverse filters in real-time and the resulting loudspeaker
signals were played back over the VA loudspeakers. The
resulting HAD microphone signals were recorded and compared
to the target HAD recordings using the time domain error
metrics detailed in the following section. Before comparison,
the reproduced recordings were time aligned with the target
(removal of the constant modeling and lowpass delays)
and all recordings were cropped to 1.6 s (76,800 samples
at the recording sampling rate of 48 kHz) to remove
unnecessary silence.

Metrics
For the sound field control to work successfully, channel
separation must be maintained between the microphones.
Additionally, a signal desired at either of the microphones should
be as uncolored as possible by the reproduction method itself.
Therefore, channel separation alone is insufficient for accurate
reproduction. To estimate these qualities, we calculated the left
and right microphone signals, p1(ω), p2(ω), respectively, after
applying the inverse filters. The target signals were unit impulses
to the left and right input channels (one at a time) while sending
zeros to the other channel, i.e.,

d(ω) =
[

1 0
]T

,

d(ω) =
[

0 1
]T

.

For these quantities, the measured HADRTFs between
loudspeakers L1 and R1 and the HAD microphones were
convolved with the loudspeaker signals (with inverse filters
applied to the input) for the forward calculation. We examined
the magnitude and phase responses of p1(ω), p2(ω) to give an
indication of any unwanted artifacts imposed by the inverse
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filters. Additionally, the resulting frequency-dependent channel
separation in each of these cases was measured by:

CS1(ω) =

∣∣∣∣p1(ω)

p2(ω)

∣∣∣∣ ,
CS2(ω) =

1
CS1

,

respectively.
The ability to reproduce spatial sounds was assessed by

attempting to reproduce a target HADRTF due to each
loudspeaker. Additionally, the time domain waveforms of the
target microphone signals and reproduced microphone signals
were compared using the absolute error:

AE1[n] =
∣∣d1 [n]− p1 [n]

∣∣ ,
AE2[n] =

∣∣d2 [n]− p2 [n]
∣∣ ,

where p1[n], p2[n] and d1[n], d2[n] are the discrete time domain
reproduced and target signals at microphones 1 and 2 (front left
and right), respectively, and n is the time sample index. For visual
presentation, the absolute errors were presented with smoothing
applied from a Savitzky–Golay filter with window length 1001
and polynomial order 1. Additionally, the mean absolute error
(MAE) of each channel was also evaluated and calculated as:

MAE1 =

∑N−1
n=0 AE1[n]

N

MAE2 =

∑N−1
n=0 AE2[n]

N
,

where N is the total number of samples in each time domain
recording (here N = 76800).

Note that dB quantities in this work were calculated as
20 log10 x, where x is an amplitude quantity in linear scale.

RESULTS

Stationary Measurements
For both the anechoic chamber and clinical booth, inverse
filters were created for loudspeakers L1 and R1 (see Figure 2)
according to the procedure detailed in section “Inverse Filter
Design.” The head and torso simulator was kept in a
forward-facing position centered between the two loudspeakers
for all measurements. The achieved channel separation and
ability to reproduce a target HADRTF and time domain
waveform was evaluated according to the procedure detailed
in section “Metrics.” The VA system’s room adaptation
potential was assessed by reproducing anechoic recordings in
the booth setting.

Anechoic Chamber
Figure 4 shows the reproduced magnitude responses∣∣p1(ω)

∣∣ , ∣∣p2(ω)
∣∣ and the corresponding unwrapped phase

responses 6 p1(ω), 6 p1(ω), as functions of frequency in Hz for
frequencies 50–8000 Hz, as a result of a target impulse to the
left and right binaural input channels, respectively. For each

channel, the impulse signal was reproduced with an almost flat
magnitude response centered around 0 dB, with fluctuations less
than 0.5 dB throughout the passband. There was a roll-off around
55 Hz due to regularization, however, these low frequencies are
unimportant in most practical use cases. This result confirms that
the target signal magnitude responses can be well reproduced. In
each case, the opposite channel, i.e., the side where zero pressure
was desired, was substantially attenuated. Figure 5 shows that
the achieved channel separations CS1(ω),CS2(ω) were never less
than 40 dB from around 100–6500 Hz (except for the slightly less
amount of 39 dB around 4700 Hz), and no less than 20 dB to
the limit of the effective passband (7800 Hz) where the applied
lowpass filter had already taken substantial effect. The phase
responses were essentially linear in the passband.

Next, the target binaural signal was set to the HADRTFs
measured from each loudspeaker. Figure 6 shows the reproduced
magnitude and phase response at the left and right HAD
microphones when the target was the HADRTF due to
loudspeaker L3. There was excellent agreement between the
target and reproduced magnitude responses in the passband,
with only minor fluctuations at the lowest frequencies. The
reproduced phase responses (with the constant modeling delay
removed) were also in excellent agreement, although a small
constant shift was seen in each channel, thus the original phase
relationships between microphones were retained. Excellent
agreement between reproduced and target responses was also
observed for the remaining loudspeakers (including when the
HADRTF was from either of the VA loudspeakers). However, it
was important to verify the performance in the time domain and
to assess the results in subjective listening tests. The front HAD
microphone recordings of the female speech sample played from
each loudspeaker were compared to the VA system’s reproduction
of that same recording using loudspeakers L1 and R1. Figure 7
compares a portion of the recorded time domain waveforms
when speech originated from loudspeaker L3 (the furthest from
the VA speakers). With the constant delay removed, excellent
alignment of the time domain waveforms is observed. Overall,
as expected from the HADRTF reproduction, we found that the
agreement in the time domain reproduction was excellent for
all six loudspeakers. Figure 8A shows the corresponding AEs
(unsmoothed) and Figure 8B shows the smoothed AEs and
MAEs, all in dB. Smoothed versions of the AEs are denoted by
ÂE1 [n] , ÂE2[n]. This result showed excellent agreement in the
time domain between the real and virtualized recordings at both
HAD microphones, with MAEs of −82 dB and −84 dB. An
MAE of no more than −77 dB was achieved for all loudspeaker
positions, and the average MAEs amongst the loudspeaker
positions was −81 dB at each microphone. Informal subjective
headphone listening tests with five expert listeners found that
the reproduced recording was indistinguishable from the target
for each loudspeaker position and that the reproduction was
free of any time domain artifacts such as echoes or smearing.
Binaural audio files of the measured results are available in the
Supplementary Material.

Clinical Booth
To attenuate certain adverse room reflections (present only in the
clinical booth HADIRs), the temporal window parameters were
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FIGURE 4 | Anechoic chamber: (A) Reproduced magnitude responses for a target impulse to the left microphone (blue solid); (B) Reproduced magnitude responses
for a target impulse to the right microphone (red dashed); (C) Reproduced phase responses for a target impulse to the left microphone (blue solid); (D) Reproduced
phase responses for a target impulse to the right microphone (red dashed).

adjusted for the clinical booth to attenuate later reflections (not
present in the anechoic chamber). Figure 9 shows the reproduced
magnitude responses

∣∣p1(ω)
∣∣ , ∣∣p2(ω)

∣∣ and unwrapped phase
responses 6 p1(ω), 6 p1(ω) as functions of frequency in Hz for
frequencies 50–8000 Hz, again as a result of a target impulse to the
left and right input channels. Like the anechoic reproduction, the
target impulse signal was reproduced with an almost flat response
centered about 0 dB. There were slightly more fluctuations;
however, these remained within 1 dB for frequencies above
100 Hz. The opposite channel had been significantly attenuated,
although to a lesser extent than seen in the anechoic chamber.
Figure 10 shows channel separations as functions of frequency
in Hz. Still, there was no less than 25 dB of separation at most

frequencies between 100 and 7800 Hz (the effective passband).
These results suggested that accurate sound field control at the
HAD microphones is possible in the audiological testing booth.

To reinforce the accuracy of the booth reproduction, and
to evaluate the room adaptability potential of the VA system,
the target binaural signal was set as the HADRTF measured
from the loudspeakers from within the anechoic chamber. Thus,
the objective was to reproduce a response with essentially no
reverberation within a room with reverberation. Figure 11
shows the reproduced magnitude and phase responses at each
microphone when the target HADRTF was due to loudspeaker
L3. There was excellent agreement in the magnitude responses
within the passband, again with only negligible fluctuations below
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FIGURE 5 | Anechoic chamber: Channel separations for a target impulse to
the left (blue solid) and right (red dashed) microphones.

100 Hz (4 dB at 60 Hz), as predicted by the channel separation
analysis. As with the anechoic chamber, the phase responses were
reproduced accurately, albeit with a constant shift that retained
the inter-microphone phase relationships. Excellent agreement
was also observed in the frequency responses for the remaining
loudspeaker positions. This result showed that the VA system
is capable of room adaption and accurate reproduction in a
real-world clinical space.

As before, the time domain performance was investigated
by comparing the front HAD microphone recordings of the
female speech sample played from each loudspeaker, although
this time from within the anechoic chamber, to a recording of
the VA system’s reproduction of those same target microphone
signals using loudspeakers L1 and R1 within the booth. Figure 12
compares a portion of the reproduced versus target (played from
loudspeaker L3) time domain waveforms. Again, after removal
of the constant delay, excellent agreement between the target
and reproduced waveforms was achieved (and was observed
for the other loudspeaker positions). Again, as expected from
the HADRTF reproduction in the booth, we found that the
agreement in the time domain reproduction was excellent for all
six loudspeakers. Following the format of Figures 8, 13A shows
the unsmoothed AEs and Figure 13B shows the smoothed AEs
and MAEs calculated from the time domain signals. This result
reinforced the excellent agreement in the time domain between
the real and virtualized recordings at both HAD microphones
in the clinical booth environment, albeit to a slightly lesser
extent than in the anechoic chamber, with MAEs of −77 dB and
−80 dB. An MAE of no more than −75 dB was achieved for
all loudspeaker positions, and the average MAEs amongst the
loudspeaker positions were −77 dB at each microphone (4 dB
less than in the anechoic chamber). Again, in informal subjective
listening tests with expert listeners, the target and virtualized

recordings could not be differentiated for each loudspeaker
position (for audio demonstrations, see the Supplementary
Material).

Head Rotation Measurements
For each head rotation angle in both uncompensated and
compensated modes of operation, we evaluated the achieved
channel separation as a function of frequency, and the AEs
and the MAEs (see section “Metrics”). Here, we report only the
channel separation and the MAEs for brevity (data for the AEs is
provided in the supporting data). For the MAEs (time domain
performance), the target audio was the female speech sample
(as measured from each loudspeaker in the anechoic chamber).
The performance of the system when the target loudspeaker was
L3 is highlighted.

Anechoic Chamber
Figures 14A,B show the achieved channel separations measured
in the anechoic chamber with and without compensation for
head rotation, respectively, as 2D functions of head rotation
angle in degrees and frequencies 50–8000 Hz. Figure 14A shows
that substantial channel separation was achieved in the passband
(greater than 60 dB for some frequencies and at least 20 dB for
most frequencies) for head rotation angles of up to 2◦ to the
left or right when the filters were not updated to account for
rotation. Beyond 2◦, the channel separation lessened as the head
rotation angle increased, as expected. However, it still exceeded
our target performance of 20 dB or more for many frequencies,
despite the lack of filter adaptation. Figure 14B shows that the
channel separation was substantially higher (nearly 60 dB or
more for many frequencies) and more consistent with increase
in head rotation angle when the inverse filters were updated with
changes in angle.

Figures 14C,D show the uncompensated and compensated
MAEs measured in the anechoic chamber, respectively, as
functions of head rotation angle in degrees. Figure 14C shows
that the MAEs were lowest (−82 dB and −84 dB) for the
centered head position (0◦), as expected. The MAEs increased
with head rotation angle in either direction, reaching a maximum
of −54 dB with the largest head rotation angle (10◦). In contrast,
Figure 14D indicates that when the filters were updated with
rotation, the MAEs stayed consistently below −80 dB for most
head rotation angles (except for two outliers at −3◦ and 2◦,
which were around −80 dB and −78 dB, respectively, for
MAE1). These results show that the system is robust to minor
head rotation, but that performance is much better and more
consistent (particularly in the time domain) when the filters are
updated with head rotation angle.

Clinical Booth
The same evaluation was done in the clinical booth as in the
anechoic chamber. As for the stationary measurements, the target
signal was measured in the anechoic chamber. Figures 15A,B
show the uncompensated and compensated channel separations
measured in the booth, respectively, as functions of head rotation
angle in degrees and for frequencies 50–8000 Hz. Figure 15A
shows that, as in the anechoic chamber, significant channel
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FIGURE 6 | Anechoic chamber: Target (blue solid) versus reproduced (red dashed) frequency responses for the HADRTF due to loudspeaker L3: (A) Magnitude
responses at the left microphone; (B) Magnitude responses at the right microphone; (C) Phase responses at the left microphone; (D) Phase responses at the right
microphone.

separation was achieved in the passband when the head was not
rotated (60 dB or more for some frequencies and as little as
20 dB for most frequencies except for some in the range of 3000–
3500 Hz). When the head rotation was 1◦ to the left, the achieved
channel separation was 20 dB or more from around 160 to
2700 Hz. Above 2700 Hz, the right channel separation fluctuated
around 20 dB while the left channel separation generally stayed
above 20 dB (except for some frequencies in the range of 3000–
3600 Hz). For 1◦ rotation to the right, 20 dB or more of channel
separation was generally achieved between 160 and 6000 Hz
for both channels. Beyond 1◦, in either direction, the channel
separation lessened and tended to become worse with increasing
angle (being as little as 5 dB at some frequencies between 160
and 2700 Hz at 10◦ of rotation). For all angles, the channel

separation tended to be substantially lower for frequencies above
2700 Hz. However, separation remained substantial (20 dB
or more) for some frequency bands. Figure 15B shows that,
like for the anechoic chamber, when the inverse filters were
updated to compensate for rotation, the channel separation
was significantly higher (30 dB or more for many frequencies)
and remained more consistent as head rotation angle increased.
However, channel separation was reduced in the range of 3000–
4000 Hz for all angles.

Figures 15C,D show the uncompensated and compensated
MAEs measured in the clinical booth, respectively, as functions
of head rotation angle in degrees. Figure 15C shows that
the MAEs were lowest (around −75 dB) for 0◦, as expected.
However, MAEs increased with head rotation angle in either
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FIGURE 7 | Anechoic chamber: Target (blue solid) versus reproduced (red dashed) time domain waveforms of a female speech sample played from loudspeaker L3:
(A) Left microphone; (B) Right microphone.

FIGURE 8 | Anechoic chamber: Error metrics quantifying the difference between the target and reproduced time domain waveforms in Figure 7: (A) Unsmoothed
absolute errors; (B) Smoothed absolute errors and mean absolute errors.

direction, reaching a maximum on each side with the largest
head rotation angle. Note that the MAE for 0◦ was slightly
less than reported in the previous section on stationary
measurements (see sections “Stationary Measurements” and
“Clinical Booth”). This is likely due to slight alterations in
the room acoustics caused by differences in placement of the
clinical equipment used in the test booth (which is part of an
active clinic). Figure 15D indicates that, like for the anechoic
chamber, when the filters were updated with rotation, the
MAE stayed consistently below −70 dB for most head rotation
angles. A slight asymmetry was observed where the error was

higher for positive angles, which was likely due to asymmetric
room reflections.

DISCUSSION

We investigated the ability of a two-loudspeaker VA system to
control HAD microphone pressure signals using CTC both in
an anechoic chamber and a representative audiological testing
booth. Our system has a small physical footprint and low
cost compared to previous approaches, which required large
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FIGURE 9 | Clinical booth: (A) Reproduced magnitude responses for a target impulse to the left microphone (blue solid); (B) Reproduced magnitude responses for a
target impulse to the right microphone (red dashed); (C) Reproduced phase responses for a target impulse to the left microphone (blue solid); (D) Reproduced phase
responses for a target impulse to the right microphone (red dashed).

loudspeaker arrays (e.g., Kitterick et al., 2011; Grimm et al.,
2016). We evaluated the proposed VA system by attempting to
reproduce target signals at the front microphones of behind-
the-ear HADs worn by a KEMAR head and torso simulator.
Using our proposed inverse filter design process, we showed
a high reproduction accuracy under anechoic conditions, both
in the time and frequency domain, when the head and torso
simulator was kept still. To demonstrate the performance in a
real-world environment, we repeated this stationary evaluation
process in an audiological testing booth with only moderate
acoustic treatment. We showed that the VA system performance
within the booth was comparably accurate to the anechoic-
based reproduction for the same anechoic target signals. In both
spaces, we showed that the achievable channel separation in the

passband matched, and for some frequencies exceeded, our target
performance of 20 dB, which is the reported minimum needed
to accurately reproduce the perception of the intended binaural
signals for normal-hearing listeners. These findings demonstrate
that the VA system can overcome the room acoustics within
the testing booth. These results establish a baseline physical
performance standard against which alternative systems and
approaches can be assessed.

Head-related transfer functions can change markedly even
with quite small head movements (Yu et al., 2018). Because
of this, in clinical settings, participants are typically instructed
to not move their heads. Nonetheless minor head movement
(postural sway) is expected (e.g., Hirahara et al., 2010;
Denk et al., 2017). Therefore, we investigated the effect
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FIGURE 10 | Clinical booth: Channel separations for a target impulse to the
left (blue solid) and right (red dashed) microphones.

of head rotation on the system’s performance when using
inverse filters designed assuming a stationary forward-facing
listener (i.e., uncompensated performance). We compared
the uncompensated performance to the performance when
inverse filters were updated to account for head rotation (i.e.,
compensated performance). We found that the system was
robust to minor head rotations of around 1◦ or 2◦ without
compensation. However, for larger head rotations (3◦ or more)
notable deviations from the target performance were observed.
However, a psychophysical evaluation has not yet been conducted
so it is unclear how much these deviations affect the perceived
binaural signals. Hirahara et al. (2010) showed that participants
who were instructed to stay still during HRTF measurements
exhibited postural sway of no more than 2◦ for 5 minutes
of continuous testing, which increased to between 3◦ and 5◦
(depending on the subject) after 20 minutes of continuous
testing. Denk et al. (2017) showed that postural sway could be
reduced to about 0.5◦ when the listener was given visual feedback
on their current head position and allowed to realign before
each measurement. A similar visual feedback system could be
implemented during VA system measurements to reduce head
movement during testing.

We showed that, when head rotation was compensated for,
the performance was comparable to the baseline forward-facing
and stationary performance across the full range of angles
tested. This suggests that a dynamic system that adapts to
listener position could markedly improve performance. In our
measurements, the inverse filter design parameters, such as
regularization and windowing applied to the HADIRs, were
not varied with head rotation angle, and thus there is scope
to further optimize these parameters. This may particularly
benefit performance in the clinical booth, where room reflections
influenced physical outcomes. It should be noted that the

approach for compensating head movements that we presented
requires either prior knowledge of the HADIRs for a given head
rotation (e.g., Gálvez et al., 2019) or real-time measurement of
HADIRs and updating of inverse filters (e.g., Kabzinski and Jax,
2019). An adaptive approach could be used with direct access to
the HAD microphone signals and could allow for more listener
movement during measurement, assuming the rate of head
movement is not rapid (Kabzinski and Jax, 2019). Alternatively,
a head tracking system could be used to reject the small number
of trials where excessive head rotation occurs (e.g., Denk et al.,
2017). In addition to compensating for head movement, future
work should establish how effective these adaptive techniques
are for different HADs, as well as for different head and pinna
shapes and sizes.

The measured performance of the VA system suggests it
has strong potential for clinical use. The high reproduction
accuracy shows that the system can reproduce complex spatial
auditory scenes. It could therefore improve diagnostic testing
and assessment of HAD signal-processing performance by
greatly increasing the potential for ecologically valid tests.
Furthermore, its small footprint and low cost mean that it could
find widespread use, including across low- and middle-income
countries. While we used custom HADs with direct microphone
access, which aren’t currently commercially available, this access
to the microphone signals could be gained using Bluetooth Low
Energy. Bluetooth Low Energy is already used in most of the
latest hearing-assistive devices and is capable of simultaneous
multichannel output streaming. This existing technology could
readily be adapted to allow audio streaming from device
microphones to a VA system. However, the latency of the
Bluetooth Low Energy transmission is a potential limitation
that should be explored for its use in the system, especially in
an adaptive mode of operation. If access to the microphone
cannot be gained then additional measurements and equipment
would be required (as in Chan et al., 2008; see section
“Introduction”), which could be both time consuming and make
the system more expensive.

Future work is required to fully establish the efficacy of our
proposed approach for use in clinical audiology. While we have
demonstrated accurate sound field control at two microphones,
it remains to be shown how well the system can control the
pressure signals for multiple, closely spaced microphones on a
single HAD. Evaluating control at multiple device microphones is
important as many modern HADs utilize onboard beamforming
algorithms that rely on microphone arrays (e.g., Simon et al.,
2020). Future work should evaluate simultaneous sound field
control when there are two microphones per device (matching
the configuration of many current hearing aids and cochlear
implants). Simultaneous control at the ear canals is also
desirable, as many HAD users have some degree of residual
hearing (Pausch et al., 2018). Proper control at more than
two microphones would require the number of loudspeakers
to at least match the number of microphones. Thus, at least
four loudspeakers would be required to control the sound field
at two microphones per device, with two more loudspeakers
(six in total) if residual hearing is to also be controlled.
A greater number of loudspeakers could have the additional
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FIGURE 11 | Clinical booth: Target L3 anechoic HADRTF (blue solid) versus reproduced (red dashed) frequency responses: (A) Magnitude responses at the left
microphone; (B) Magnitude responses at the right microphone; (C) Phase responses at the left microphone; (D) Phase responses at the right microphone.

benefit of allowing sound field control at each site to be
improved due to the increased focusing capabilities (Hamdan
and Fazi, 2021a,b). While this increases the cost of the system,
the VA loudspeakers could be housed in a compact enclosure
(e.g., a sound bar) and therefore the system’s small footprint
could be retained.

A further challenge for the VA system is the influence of
visual cues in testing. Since the VA system recreates virtual sound
images in directions where there is no loudspeaker or other visual
marker, it may be difficult for a listener to properly indicate where
different sounds are originating from and performance may be
biased toward the VA system loudspeaker array (e.g., Witten and
Knudsen, 2005; Mendonça, 2020). There are several potential
ways to collect participant responses with the VA system. One
would be to use simple markers placed at different locations

in the testing room and another would be to deploy head or
hand tracking and instruct the participant to direct their head or
hand toward the sound source after each trial. To reduce visual
biasing effects, VA system loudspeakers could be placed outside
of the field of view (e.g., placed laterally) or be disguised (e.g.,
built into the wall of the testing booth). A more sophisticated
approach would be to deploy a virtual or augmented reality
headset. This could both give participants a range of visual
targets through creation of a custom visual field and allow
control of visual biasing effects. These headsets are relatively non-
intrusive, low-cost, and would allow the system to maintain a
small footprint.

Future work should also establish the link between physical
performance and perception of virtual sounds in the clinical
environment with HAD users. So far, we have presented
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FIGURE 12 | Clinical booth: Target (blue solid) versus reproduced (red dashed) time domain waveforms of a female speech sample played from loudspeaker L3
(originally in the anechoic chamber) reproduced in the audiological booth: (A) Left microphone; (B) Right microphone.

FIGURE 13 | Clinical booth: Error metrics quantifying the difference between the target and reproduced time domain waveforms in Figure 12: (A) Unsmoothed
absolute errors; (B) Smoothed absolute errors and mean absolute errors.

a baseline physical performance that was only informally
verified perceptually by normal-hearing listeners when listening
to the reproduced signals over headphones. Future work
should objectively evaluate the perceptual quality of the VA
system with HAD users to establish explicit links between
the physical and psychoacoustic domains within the intended
user groups. Previous work evaluated the amount of channel
separation needed for normal-hearing listeners to properly
perceive the intended binaural signal using the proposed
signal processing approach (e.g., Parodi and Rubak, 2011),

however, more information is needed to determine the physical
quantities needed for the intended perception in HAD user
populations. Future studies should establish, for example,
whether virtual sources produce an accurate perception of
the intended source location (for both stationary and moving
sources), source width, and that unintended spectral coloring
doesn’t occur for different source locations or different
combinations of virtual sound sources. Study of the effectiveness
of sound field reproduction for sources behind the listener
might be a particular focus, as CTC systems have typically
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FIGURE 14 | Anechoic chamber: (A) Uncompensated channel separation as a function of frequency in Hz and head rotation angle; (B) Compensated channel
separation as a function of frequency in Hz and head rotation angle; (C) Uncompensated mean absolute errors as functions of head rotation angle;
(D) Compensated mean absolute errors as functions of head rotation angle.

struggled to effectively reproduce such sources (although this
reproduction issue may be reduced as the HAD receiver is
behind the ear and therefore subject to less extreme front-
back spectral differences). Finally, study of the variability
of these precepts between individuals will also be critical.
In addition to validating the system, study of the link
between the physical signal reproduction and the perceived
sound source could lead to a more efficient and simple
reproduction system if less physical accuracy were required than
previously thought.

Finally, future work should assess the performance of the
VA system across a wider range of clinical testing facilities,
including those without acoustic treatment. The proposed

method has the potential to adapt to non-ideal testing
environments that have poor acoustic treatment. Advanced
machine learning techniques for acoustic scene classification,
such as convolutional neural networks, could be explored
to aid effective room adaptation (e.g., Valenti et al., 2017;
Zhang et al., 2020). The ability to effectively adapt to a
wide range of non-ideal settings is likely to be especially
important for supporting clinical audiology in low- and middle-
income countries, where acoustically treated facilities are often
not available. Effective room adaptation might also open the
possibility of using the system in people’s homes. This could
allow more advanced remote audiological testing, training, and
rehabilitation, which would be highly timely given the recent
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FIGURE 15 | Clinical Booth: (A) Uncompensated channel separation as a function of frequency in Hz and head rotation angle; (B) Compensated channel separation
as a function of frequency in Hz and head rotation angle; (C) Uncompensated mean absolute errors as functions of head rotation angle; (D) Compensated mean
absolute errors as functions of head rotation angle.

surge in interest in telemedicine. Furthermore, if shown to be
effective at removing the impact of room acoustics (which can
reduce intelligibility) in a home environment, this technology
could widen access to media and entertainment for hearing-
impaired individuals.
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Objective: Automated speech recognition (ASR) systems have become increasingly

sophisticated, accurate, and deployable on many digital devices, including on a

smartphone. This pilot study aims to examine the speech recognition performance

of ASR apps using audiological speech tests. In addition, we compare ASR speech

recognition performance to normal hearing and hearing impaired listeners and evaluate

if standard clinical audiological tests are a meaningful and quick measure of the

performance of ASR apps.

Methods: Four apps have been tested on a smartphone, respectively AVA, Earfy,

Live Transcribe, and Speechy. The Dutch audiological speech tests performed were

speech audiometry in quiet (Dutch CNC-test), Digits-in-Noise (DIN)-test with steady-state

speech-shaped noise, sentences in quiet and in averaged long-term speech-shaped

spectrum noise (Plomp-test). For comparison, the app’s ability to transcribe a spoken

dialogue (Dutch and English) was tested.

Results: All apps scored at least 50% phonemes correct on the Dutch CNC-test for

a conversational speech intensity level (65 dB SPL) and achieved 90–100% phoneme

recognition at higher intensity levels. On the DIN-test, AVA and Live Transcribe had the

lowest (best) signal-to-noise ratio +8 dB. The lowest signal-to-noise measured with the

Plomp-test was +8 to 9 dB for Earfy (Android) and Live Transcribe (Android). Overall, the

word error rate for the dialogue in English (19–34%) was lower (better) than for the Dutch

dialogue (25–66%).

Conclusion: The performance of the apps was limited on audiological tests that provide

little linguistic context or use low signal to noise levels. For Dutch audiological speech

tests in quiet, ASR apps performed similarly to a person with a moderate hearing loss. In

noise, the ASR apps performed more poorly than most profoundly deaf people using a

hearing aid or cochlear implant. Adding new performance metrics including the semantic

difference as a function of SNR and reverberation time could help to monitor and further

improve ASR performance.

Keywords: automated speech audiometry, (automatic speech recognition), automated speech recognition, (ASR),

evaluation metric, hearing impairment, speech-to-text, voice-to-text technology
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INTRODUCTION

Automated Speech Recognition (ASR) has become increasingly
sophisticated and accurate as a result of advances in deep
learning, cloud computing, and the availability of large training
sets (1, 2). The software converts speech into text using artificial
intelligence models that have been trained on vast collections
of speech containing millions of words. ASR software is widely
available on most digital devices, including smartphones, tablets,
or laptops. It is primarily used for voice commands (e.g., hey
Siri!), at the workplace to create transcripts, or in class for taking
notes. Recently, ASR has become available in online meetings
(e.g., Microsoft teams) and video recordings (e.g., Google’s
Youtube) to provide automated captions. Also, several ASR-
based speech-to-text apps have been developed for the hearing
impaired and deaf, providing live captioning of conversations (2,
3), showing the potential of automation and artificial intelligence

for hearing healthcare (4, 5). Early in 2020, we were confronted in
our clinic with questions from patients related to the use of ASR
apps for daily communication. These questions were especially
common among patients with severe to profound hearing loss
who visited our outpatient clinic to assess if they were eligible for
a Cochlear Implant. Also, patients who had experienced sudden
deafness, but had not yet been fitted with hearing aids, made
use of an ASR app during their appointments. There was no or
little experimental information at the time about the performance

and usability of the ASR apps for hearing impaired persons
beyond what was shared by developers. Nor did we have clear
criteria for which groups of patients we might suggest the ASR
apps to.

Background
Since 2017, several ASR systems have claimed speech recognition
performance close to that of normally hearing humans (1, 2).
The most common metric to express ASR performance, used to

underpin these claims, is the word error rate (WER). WER is
calculated by adding the number of missing, wrong, and inserted
words and dividing this by the total number of words (6). A
lower WER score means better performance. The performance
of ASR will be best for speech similar to the speech on which it
was trained (7). It is therefore important to understand for what
specific task an ASR is designed and how it is evaluated. Typically
ASRs are evaluated on well-studied large (>100 h) collections
of speech, referred to as a corpus. The SwitchBoard corpus and
CallHome corpus are well-known collections of conversational
phone calls (8), whereas Librispeech is a corpus comprising
speech from public domain audiobooks. The SwitchBoard corpus
consists of conversations over the phone between strangers
about a given topic (9). The CallHome corpus consists of more
informal conversations between friends and family (8). None
of these corpora are ideal for use in acoustically challenging
environments. The SwitchBoard and CallHome were collected
under low noise and low reverberation conditions (9), and a large
portion of the Librispeech corpus has undergone noise removal
and volume normalization (10).

In order to obtain estimates of human speech recognition
performance that could be used for comparison with ASR,

some researchers have determined the WER among professional
transcribers of speech from the SwitchBoard and CallHome
corpora. Saon et al. (1) estimated the lowest (best) achievable
WER, 5.1% for SwitchBoard and 6.8% for CallHome, based on
the best score taken from three professional speech transcribers
after a quality check by a fourth speech transcriber. Xiong et al.
(2) on the other hand, followed more realistic industry standard
procedures, which are similar to how speech is processed by
ASR. The reported WERs were 5.9% for SwitchBoard, and 11.3%
for CallHome.

For some commonly-used ASR systems, WERs of 5.1%
(Microsoft) and 5.5% (IBM) have been reported using the
SwitchBoard corpus (11), which is close to the performance of
normal hearing professionals reported above (1, 2). Benchmark
results of widely used ASR systems tested on the same corpora
are not available to our knowledge. Google reported a WER of
4.9%, but used a non-public corpus (11). Koenecke et al. (7)
compared the performance of ASR systems fromAmazon, Apple,
Google, IBM, and Microsoft to transcribe structured interviews
using two recent developed corpora (CORAAL and AAVE).
However, transcribing a structured interview is a very different
task than transcribing a conversation in real-time in acoustically
challenging environments. More ecologically valid tasks are
needed that take into account the effects of noise, reverberation,
talker accent, and slang, for instance, to provide a realistic
estimate of ASR performance when used for conversations in
daily life under various acoustic conditions.

ASR for Hearing Impaired Listeners
For people with hearing impairments, there are specific user
needs to consider when developing ASR apps. For example,
these listeners might use both speechreading (12) and text
reading of the ASR transcript from a screen. Speechreading
conveys important non-verbal cues and nuances not included
in a transcript and may enhance speech-in-noise abilities
(13). However, without careful design, reading a transcript
may interfere with someone’s speechreading ability. Speaker
identification cues [e.g., by color coding each speaker a feature
in AVA (14)] may also direct the reader to the face of an active
talker. Other design ideas include the notification of critical
environmental sounds [a feature incorporated in Live Transcribe
(15)], feedback to the speaker of their intelligibility of the ASR, or
feedback to the speaker by making the transcript readable from
two sides (e.g., mirrored) so that both the speaker and the listener
can check the results [incorporated in Earfy (16)].

The settings where an ASR is used may also differ between
individuals with impaired or normal hearing. For example, the
settings where people with hearing loss use ASR may be more
often in amore homely atmosphere between familymembers that
might use more colloquial language or slang. That situation may
be similar to closed caption for video series. The most common
complaint of people with hearing loss is the reduced speech
perception in complex listening environments including cocktail
parties, restaurants, in conversations with their doctor, and
family gatherings (15, 16). Adverse acoustic conditions, including
low signal-to-noise, make it difficult for normal hearing listeners
to understand speech and make the speech incomprehensible for
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persons with mild to profound hearing loss (17, 18). Finally, the
speed of translation to accommodate a fluent conversation and
the user interface to make it practical for older users and digitally
less proficient users are factors to consider.

A standardized task that fully captures the skills of humans
to recognize speech does not yet exist, to our knowledge. Such
a task would need to account for factors as background noise,
reverberation, accent, and speech impairment. This is needed to
verify claims that ASR speech recognition performance is close
to humans (1, 2) and should be done using diverse training
datasets (7).

Objective
This pilot study aimed to examine the speech recognition
performance of ASR apps using audiological speech tests. We
normally administer clinical audiology tests in patients from
normal hearing to profound hearing loss to assess speech
recognition.We tested the hypothesis that our clinical tests might
thus provide objective metrics for performance of ASR systems
for people with hearing loss, helping us to determine what range
of hearing losses could benefit from ASR apps. In addition, we
compared ASR results to normal hearing and hearing impaired
listeners and evaluated if standard clinical audiological tests
provide a meaningful and quick measure of the performance of
ASR apps.

METHODS

Four different apps on two smartphones, with various operating
systems, were tested on their ability to transcribe speech. For this
project, the iOS operating apps were tested using an iPhone 6,
and for the Android operating apps, a Samsung A3 was used.
Both smartphone devices are widely used. We decided to select
inexpensive ASR apps (<$10) for a user-license since they would
be most widely used by our patients while the cost for ASR apps
is not reimbursed in the Netherlands. The four apps tested were
Ava and Earfy that both run on iOS and Android, Speechy iOS
only, and Live Transcribe Android only. The tested apps were
chosen by searching on the Internet on November 18th, 2019, for
the best-known speech recognition apps for the hearing impaired
and deaf as well as good reviews on the different app-stores. Also,
the apps needed to be suitable to convert English and Dutch
speech into text.

The apps were evaluated in similar test conditions used to
assess speech reception in human listeners in Dutch Audiology
Centers according to best local clinical practice. The smartphones
were placed one meter in front of a speaker in a sound
treated room compliant with ISO 8253-1 (19). Standard clinical
calibration protocols were used for all speech material. The
microphone of the smartphone was aimed toward the speaker,
which we assumed to be the optimal microphone orientation, at
approximately the height of a listener’s ears to resemble testing
conditions when tested with human listeners (see Figure 1).
The smartphone screen was facing upwards allowing the
experimenter to read the text from the screen. Four different
speech reception tests were performed to evaluate the app’s ability
to convert speech into text.

FIGURE 1 | Set-up of the smartphone in front of the speaker.

First, the apps were tested on speech recognition in quiet
by converting a list of single words into text. The standard
Dutch speech recognition test for this purpose is the Dutch
CNC-test, which consists of phonetically balanced lists of twelve
monosyllabic Dutch words in quiet [CNC-list, “Nederlandse
Vereniging voor Audiologie;” (20)]. The words were played
through a speaker, scored and displayed in a phoneme
recognition score. All words consisted of three phonemes with
a consonant-nucleus-consonant (CNC) structure. The first word
was a test word and was not included in the scoring. A human
observer performed the scoring by reading the word from the
screen and counting the number of correct phonemes. Inserted
phonemes were subtracted from the score according to the
clinical scoring procedure (20). If a displayed word changed
during the test, the final word was scored. A 100% phoneme
recognition score was reached if all 33 phonemes of the 11 words
were correct. Several lists were presented at an intensity level of
45, 55, 65, 75, and 85 dB sound pressure level (SPL) and the
speech recognition as a function of presentation level (known
in human listeners as speech audiogram) is plotted for each app.
For comparison, normal hearing listeners achieve 100% phoneme
recognition at 45 dB SPL (20).

Second, the Plomp-test (Dutch sentences in noise) was
presented (21). The test consists of 13 sentences of 8 to 9
syllables presented in noise with the same averaged long-term
spectrum as speech. A sentence was scored to be either correct,
if the whole sentence was correctly presented on the screen,
or incorrect, which was according to the conventional scoring
procedure in clinical practice (22). The speech recognition
threshold (SRT) in noise was defined as the signal-to-noise
ratio (SNR) expressed in dB where on average 50% of the time
the sentences were transcribed correctly, following the adaptive
procedure described by Plomp and Mimpen (20, 21). The test
was first performed without noise to obtain the SRT in quiet.
Afterward, the masking noise level was set 15–20 dB above the
SRT of the apps in the quiet situation, which was 70 dB SPL
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for all apps, to determine the speech reception threshold (SRT)
in noise.

Third, a DIN-test (Digits-in-Noise) was performed. Digit
triplets (e.g., 1 2 5) were presented in long-term average speech-
spectrum noise via a 1-up, 1-down adaptive SNR procedure.
SRT was expressed in dB SNR, where a listener can on average
recognize 50% of the digit triplets correctly. A test series consisted
of 24 triplets. The first four triples were not used to determine the
test outcome. The noise level was set at a fixed level of 60 dB with
an initial positive SNR of 6 dB. The stepsize to adjust the level of
the triplets was 2 dB. The DIN-test has a measurement error in
humans of 0.7 dB (23).

Fourth, a fragment of dialogue in Dutch and English at
72.2 dB(A) was presented through the speaker to recreate a
more realistic listening setting. The Dutch dialogue was an
introduction video of the Radboudumc with a female voice,
talking clearly and at a normal pace (https://www.youtube.
com/watch?v=zBJBD1-ePRw). For the English dialogue, part
of an advanced English tutorial was played. In this video, a
conversation could be heard between a male and female voice
(https://www.youtube.com/watch?v=JtMgw2rCYSo&t=1s). The
Dutch dialogue consisted of 256 words, while the English
dialogue consisted of 248 words. After the whole dialogue was
played, scoring was performed on the transcript outputted by
the app. The number of missing, wrong, and inserted words was
counted and expressed in the WER.

In the end, a test-retest was performed to provide insight into
the accuracy of the apps. All apps were retested on the CNC-test.
The test-retest reliability on the CNC-test was visually assessed
using a Bland-Altman graph. The best scoring app on the DIN-
and Plomp-test, one for iOS and one for Android, was retested for
both speech-in-noise tests. The Root-Mean-Square-Difference
(RMSD) was calculated for these results. No retest was performed
for the dialogue.

RESULTS

The results for all apps on the Dutch CNC-test (words in quiet)
are shown in Figure 2. Speech recognition as a function of
presentation level was determined per app by interpolating a
line using logistic regression on all available-data points (test
and retest measurements). A 100% phoneme recognition was
reached around 80 dB SPL for all apps except Earfy. Earfy (iOS
and Android) scored 90% words correctly around 90 dB SPL.
The shape of the app’s “speech audiogram” curves look similar
to the s-shaped psychometric curve of normal hearing listeners
determined by Bronkhorst et al. (24) in 20 normal hearing
university students. However, all app’s SRT were between 50 and
60 dB SPL, which is 25 to 35 dB poorer than normal hearing
listeners who have a SRT around 25 dB SPL (20).

The speech-in-noise results are shown in Figures 3, 4. All
apps score a signal-to-noise ratio (SNR) higher than +8 dB
on the DIN- and Plomp-test. Live transcribe (Android), and
AVA (Android, iOS) achieved the best results on the DIN-test.
Earfy on Android performed better than on iOS. Live Transcribe
(Android) and AVA (iOS) achieved the best result using the

FIGURE 2 | Speech recognition as a function of presentation level (in human

listeners known as speech audiogram) of all ASR apps tested on an Android

and iOS smartphone. The plotted lines are interpolated using a logistic

function through the measured test-retest data-points. Left side, results of the

Android apps, right side, results of the iOS apps.

FIGURE 3 | Digit in noise results expressed in SNR per app. A lower score is

better. The error bars represent the standard deviation of the response of the

app within a single list of triplets.

Plomp-test. There was a notable difference between the operating
systems for AVA and Earfy when measured with the Plomp-test.

In Figure 5, the WER scores for both the Dutch and English
dialogue are shown. Overall, the dialogue in English (WER 19–
34%) was more correctly converted into words than the Dutch
(WER 25-66%) dialogue. Speechy (iOS) had best matching result
for English and Dutch (WER of 19 and 20%). Earfy (iOS) showed
the greatest difference between English and Dutch (WER of 19
and 66%).

The test-retest reliability of the CNC-test can be seen in
Figure 6. Visual inspection of the Bland-Altman plot for the
CNC-test-test did not show signs of any systematic bias in the
relationships between differences and averages. The test-retest
comparison of the CNC-test showed three outliers. Earfy for
iOS exhibited large differences between the measurements at 70
and 90 dB and Live transcribe (Android) had a large difference
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FIGURE 4 | Sentences in noise results expressed in SNR per app. A lower

score is better. The error bars represent the standard deviation of the response

of the app within a single list of sentences.

FIGURE 5 | Word error rate in percentage of the dialogue in English and Dutch

for the different apps.

between measurements at 50 dB. The test-retest reliability on the
DIN- and Plomp-tests was assessed for one Android and one iOS
app. The test-retest difference expressed in RMSD on the DIN-
test was 0.4 dB iOS Ava and 0.8 dB Android Live Transcribe,
which we regard as acceptable since in normal hearing listeners
tested monaurally using headphones, 90% of measurements are
within 1.4 dB (measurement error is 0.70 dB) for a single list on
the DIN-test (23). The RMSD on the Plomp-test was 0.6 dB iOS
Ava and 2.0 dB for Android Live Transcribe.

DISCUSSION

Main Results
None of the ASR apps achieved performance close to normal
hearing listeners on audiological tests. In quiet, ASR apps
performed similarly to listeners with a moderate hearing loss.
When transcribing speech-in-noise, the ASR apps performed
in the performance range of CI recipients. Sentences-in-noise
provided a quick test to assess ASR performance since that test

material provided more linguistic cues than digits-in-noise or
lists of CNC words.

Performance Compared to Human
Listeners
The performance of the ASR apps on speech-in-quiet tests seems
comparable to listeners with a moderate conductive hearing loss
(30–35 dB threshold shift), which is known as disabling for
certain activities in daily life (25). In comparison, Dingemanse
and Goedegebure (26) found a mean score of 82% in 50 adult
unilateral CI-recipients on the Dutch CNC-test tested in free field
at 65 dB SPL, which is the level of conversational speech. This
performance may be an overestimation for the average CI user
since they excluded participants with a CNC-score below 60%.
Kaandorp et al. (27) determined a mean score in free field at 65
dB SPL of 95% while using their preferred device in 24 hearing
aid users with a moderate to severe hearing loss and 80% in 24
CI recipients. Only for speech at high-intensity levels, well above
the level of conversational speech, do the apps achieve 90 to 100%
speech reception. The poor performance at low speech intensity
levels may be caused by hardware limitations, as discussed below
in the section on hardware. The ASR may score lower due to the
lack of contextual information provided in the test. The CNC-
test was developed as an auditory test that requires little linguistic
skill. The listener can only use the consonant-nucleus-consonant
structure and the fact that the lists contain only familiar existing
words. The alternative of using nonsense words, or nonsense
sentences, would probably further deteriorate ASR performance
while being a valid test for assessing auditory function with a
lower effect of language skills by the subject (28). Most ASR are
trained on sentences of realistic conversations (8). The strength
of (deep learning) ASR is based on using contextual information
from a natural language processing model (29). That contextual
information is not available in word testing.

The performance of the ASR apps on the Digits-in-Noise test
was very limited compared to humans. Normal hearing listeners
achieve on the DIN-test, monaurally using headphones, an SNR
of−8.8 dB (23). CI recipients rated on the same criteria as normal
hearing listeners, typically achieve DIN scores ranging from +3
to−6 dB. For instance, Kaandorp et al. (27) found an average SNR
of −1.8 (±2.7) dB in a group of 18 adult unilateral CI recipients
in free field test conditions. The ASR is at a disadvantage because
in the DIN-test, contextual information is lacking and the priors
for the ASR and human are not the same. When doing a digits-
in-noise test, a human will only report digits. For the ASR it
is not a 10-class problem but a problem with several thousand
alternatives. The apps tend to construct sentences rather than
separate numbers. For conversations where it is important to
catch a number, such as the price of an item, the DIN-test might
be a useful measure.

The performance of ASR apps on sentences in noise (Plomp-
test) was very limited and much poorer than in people with a
moderate hearing loss (21). Normal hearing listeners have an
SRT at an SNR of −8 to −10 dB (21), while the best ASR apps
achieved+8 dB scores. Kaandorp et al. (27) found amean SRT on
Dutch Sentences in noise by scoring keywords of +2.1 dB for 24
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FIGURE 6 | Bland-Altman plot to display the test-retest reliability of the CNC-test.

hearing aid users (tested on their preferred ear) with moderate to
severe hearing loss and+8.0 dB for 24 unilateral CI recipients. In
CI-recipients, evaluation of speech-in-noise is often performed
scoring keywords, instead of full sentences as used in the original
procedure by Plomp and Mimpen (20, 21). In another study,
Kaandorp et al. (30) found a significant difference of 1.0 dB in
favor of a keyword scoring procedure compared to scoring full
sentences. However, this 1.0 dB keyword effect does not account
for the large difference between the app’s performance and the
performance of hearing aid users in noise. On the Plomp-test,
which provides more linguistic information than the CNC- and
DIN-test, the app’s performance is far below that of the majority
of hearing impaired listeners and similar to the range of outcomes
in CI-recipients.

Sentences with and without noise (Plomp-test) could be
considered as a performance metric for ASR apps in difficult
listening conditions. Possibly with more natural sentences to
provide even more linguistic cues. Testing through a loudspeaker
has the advantage that it takes the effect of room acoustics into
account, making the test condition more realistic. Instead of a
sound booth, a room with more representative acoustics for daily
situations (e.g., the reverberation time of a classroom or using
babble noise instead of speech-shaped noise) would provide even
more representative results. The current scoring procedure of
the Plomp-test, based on fully correct sentences, leads to very
high SNRs that may underestimate the practical value of ASR
for hearing impaired persons. For instance, if an ASR in a
conversation under noisy conditions provides keywords, it may
already benefit the person with hearing impairment. One could
easily adopt the Plomp-test by determining the WER score on
a fixed SNR level to simulate above example. Or alternatively,
accept a higher number of mistakes (compared to none) in

the adaptive test by using keywords (30). Besides audiological
test outcomes, the systematically collected feedback by groups
of users (e.g., a focus group) would be very helpful to further
improve the accessibility and usability of ASR apps for hearing
impaired listeners.

In longer dialogues, all tested apps provided a running English
transcript with aWER around 19–34%. This roughly corresponds
to 60–80% correct word (∼1-WER) scores and this is in the
same range as for persons with profound hearing loss who use
a cochlear implant (31) and better than hearing aid users with a
profound hearing loss (32). For these groups, the use of the ASR
apps tested here would likely provide benefits.

Hardware and Platform Variability
A possible explanation for the poor performance at low levels
could be the smartphone’s microphone gain settings and limited
dynamic range rendering soft sounds undetectable (33). We
chose a microphone orientation, directing it to the speaker
that we assumed was optimal for the task. However, we did
not check the directionality of the built-in microphones. In
actual use, the microphone orientation could be suboptimal, for
instance, if a listener positions the device such that it enables
better reading of the transcript from the screen. Also in group
settings, the user will likely put the device flat on a table and
thus not always point the microphone to the talker. We did
not investigate the effect of suboptimal microphone orientation.
Another explanation for the level dependence in quiet could be
pre-processing. Most ASR systems usually normalize the input
(34). Potentially the ASR systems classify soft sounds as non-
speech or not of interest.

In English, there is not much difference between the
apps or between the operating platforms. Therefore, we
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do not expect differences in the Dutch version to stem
from hardware differences between the smartphones (e.g.,
microphone sensitivity) but from the implementation of the
Dutch language in the specific app or the used training
data. The difference between iOS and Android was only
visible in Dutch. In Dutch, Earfy (iOS) and Ava (iOS) score
significantly poorer.

There was no consistent difference favoring either iOS or
Android versions of the apps. Earfy performed better on
Android, while AVA performed better on iOS. For prospective
users, the performance of the app depends on language, and may
depend on the platform.

Limitations
The administered tests did not include the effect of accents or
speech impairments [e.g., deaf speech; (7, 35)]. The displayed
transcripts changed during the dialogue, and the transcript was
evaluated at the end of the dialogue instead of in real-time. When
reading the transcript in real-time, the performance of the speech
recognition apps might be better or worse due to the changing
words in real-time to construct a logical sentence.

When measuring performance in noise, an adaptive SNR
procedure was used. The effect of noise could bemore extensively
studied by evaluating ASR by determining theWord Recognition
Score (the convention in the field of audiology) or the Word
Error Rate (the convention in the field of ASR research) on
several fixed SNR levels (e.g.,−5, 0, +5 and +10 dB SNR) that
correspond to realistic listening conditions for people using a
hearing aid (36). For ecological valid measures, the effect of
different fluctuating noise maskers should be considered (37,
38). Babble-noise or traffic noise is much more realistic than
(artificial) steady-state speech-shaped noise. In the end, the
performance of the ASR must be robust enough that users will
put their trust in these apps even in formal situations such as a
conversation with their doctor or audiologist.

In this study, only (audiological) speech-to-text performance
of the apps was measured. The usability, processing speed, effect
on speechreading, and readability of the transcript were not
evaluated. Other researchers looked into requirements for speed
and user interface and concluded that those are important factors
to improve usability (39). We expect that an increasing number
of ASR apps will adhere to accessibility guidelines to improve
usability for the elderly and people with disabilities as promoted
by the Web Accessibility Initiative (40).

The number of apps tested in this study is limited. We did
not perform a standardized procedures for literature review (e.g.,
PRISMA) to find and include ASR apps for this pilot study. In
English, more appsmay be available than inDutch andwe did not
include expensive state-of-the-art (professional) ASR systems.

Other factors to consider not included in this pilot study are
the distance between speaker and listener, especially in these
times of social distancing and the effect of face masks on a
speaker’s voice and intelligibility (41). Feedback about voice
quality could help the speaker adopt a more intelligible speaker
style. The errors made by the ASR may be complementary
or redundant to the errors made by persons with hearing
loss. We did not study the error patterns. A potential way to

determine the complementary effect of ASR could be to evaluate
speech-recognition in noise using an audiovisual presentation
mode, instead of the audio-only mode that was used in this
study, in three distinct aided conditions. (1) participants with
hearing loss aided with hearing aid or CI. (2) participants
with hearing loss aided with hearing aid or CI and using an
ASR app, (3) performance by the ASR app only. Studying the
difference between these conditions reveals the added benefit
and may penalize ASR systems not designed for simultaneous
speechreading and text reading.

Metrics to Evaluate Personalized ASR
Performance
Instead of the quick audiological tests we performed here, a
more conventional and elaborate evaluation method would be
to record several hours of conversations with hearing impaired
users (including realistic lexicon and acoustics) via a smartphone
while the screen is oriented such that the user can read
the transcript. Subsequently, one could create transcripts of
the recordings by human transcribers as ground truth, pass
the recordings through several ASR apps and determine a
performance rating based on WER and other automated metrics
such as the semantic distance between the ASR transcript and
ground truth (42).

ASR may benefit from domain-specific evaluation tools and
have domain-specific applications. For instance, Miner et al.
(43) developed a metric based on symptom-focused language in
psychotherapy. A domain-specific, or even person-specific factor
is that prelingually deaf people often have a speech impairment,
leading to lower comprehensibility both for normal hearing
listeners who are not accustomed to deaf speech and for ASR
apps that are not specifically trained on deaf speech. Fortunately,
generic ASR models can be used as a pre-trained model that
subsequently is trained on a particular task including a-typical
speech, accents, or acoustic conditions without incurring the
cost of training a full model (44). Recently, researchers from
Google started a project, called Parrotron, to create personalized
models which could better convert deaf speech than generic
ASR systems. WER dropped from 89.2% for the generic ASR
to 32.7% for the finetuned ASR for a single prelingually deaf
subject (35). In addition, the Parrotron system can synthesize
the speech of a speech impaired person (i.e., voice conversion)
to make the speech sound more natural and comprehensible to
the untrained ear.

Metrics as, for example, the WER (SNR, RT), or semantic
difference (SNR, RT), as functions of signal-to-noise ratio and
reverberation time (RT) can provide more ecologically valid
estimates of the benefits ASR apps could provide in daily life.
Representative SNR values could include −5, +10, +30 (quiet)
dB SNR. For ecological valid measures, realistic fluctuating noise
maskers should be used (37, 38). Reverberation times typically
encountered in daily life to consider are 0, 0.5, and 2.5 s, which
corresponds to ideal, classroom (45), and church (46) room
acoustics. Presenting the ASR performance using theWER (SNR,
RT) reduces the need to study the characteristic of the corpus on
which the ASR was trained and or evaluated.
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Future Benefits for Audiologists
ASR apps can provide benefits in conversations between patients
and their audiologists (47). In addition, ASR technology, when
further developed, can play a role in computational approaches
to audiology (4). For instance, if personalized ASR apps further
develop so that atypical speech is better captured, and if ASR
achieves normal hearing performance on audiology tests it may
provide another use case: patients could perform self-testing
(i.e., automated speech audiometry) by repeating the speech
they hear to an ASR system trained on their particular voice
replacing or enhancing the task of the professional in the
audiology center (48). Manual calculation of complex evaluation
metrics is not suitable in clinical settings given the excessive time
required and may lead to inter-rater variability (49). Automated
speech audiometry using algorithms to score performance can
be a valuable complement to automated pure-tone threshold
audiometry (50). For example, Venail et al. (48) validated a
semi-automatic speech procedure using customized word-lists,
in part provided by the subject to include familiar words. The
customized word-lists were recorded with the subject’s own voice
to incorporate personalized acoustic and articulatory parameters.
Speech recognition was evaluated on the customized word-
list using an algorithm to determine automatically the number
of correctly repeated phonemes. In addition, the use of ASR
could open venues to improved (automated) scoring methods
in audiology tests. Ratnanather et al. (51) demonstrated how
one can automate the alignment of phonemes based on the
minimum edit distance between the source speech and the
utterances of the subject in real time. Visualizing this alignment
may provide insights to clinicians about what phonological errors
are made.

A factor of variability in rating procedures is that in many
speech-in-noise tests, the test is made easier for CI recipients
by only scoring correct keywords rather than full sentences
(28, 30). Although scoring keywords makes the test accessible to
a larger population, it reduces the discriminative power between
higher- and lower-educated native listeners (30). An ASR could
facilitate an automated scoring procedure that differentiates
between errors. For instance, using semantic difference between
the ASR transcript and ground truth, errors that lead to
semantically similar sentences are weighted favorably, leading
to a better outcome metric in terms of how well hearing
impaired persons can participate in a conversation under
adverse circumstances.

CONCLUSION

None of the ASR apps achieved performance close to normal
hearing listeners on audiological tests. No app stood out from
the others on performance level. On audiological speech tests in
quiet, ASR apps performed similarly to listeners with a moderate
hearing loss. When transcribing speech-in-noise, the ASR apps
performed in the performance range of CI recipients. Sentences-
in-noise provided a quick test to assess ASR performance.
Additional performance measures are needed to evaluate ASR
apps. Besides the speech material, also type of noise and
the presentation mode audio-only vs. audiovisual need to be
considered. Adding new performance metrics including the
semantic difference as a function of SNR and reverberation time
can help to monitor and further improve ASR performance.
Clinicians can use benchmarks based on such metrics to counsel
prospective users and may benefit from automated procedures.
Several hearing impaired listeners, especially CI recipients, report
that they benefit from the apps in certain situations (47), which is
in accordance with the results of converting a dialogue into text
and may stem from complementary error patterns of ASR not
investigated here. Personalized ASR could increase the number
of listeners enjoying the benefits of ASR.
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Hearing-aid (HA) prescription rules (such as NAL-NL2, DSL-v5, and CAM2) are used by

HA audiologists to define initial HA settings (e.g., insertion gains, IGs) for patients. This

initial fitting is later individually adjusted for each patient to improve clinical outcomes

in terms of speech intelligibility and listening comfort. During this fine-tuning stage,

speech-intelligibility tests are often carried out with the patient to assess the benefits

associated with different HA settings. As these tests tend to be time-consuming and

performance on them depends on the patient’s level of fatigue and familiarity with the

test material, only a limited number of HA settings can be explored. Consequently, it

is likely that a suboptimal fitting is used for the patient. Recent studies have shown

that automatic speech recognition (ASR) can be used to predict the effects of IGs on

speech intelligibility for patients with age-related hearing loss (ARHL). The aim of the

present study was to extend this approach by optimizing, in addition to IGs, compression

thresholds (CTs). However, increasing the number of parameters to be fitted increases

exponentially the number of configurations to be assessed. To limit the number of HA

settings to be tested, three random-search (RS) genetic algorithms were used. The

resulting new HA fitting method, combining ASR and RS, is referred to as “objective

prescription rule based on ASR and random search" (OPRA-RS). Optimal HA settings

were computed for 12 audiograms, representing average and individual audiometric

profiles typical for various levels of ARHL severity, and associated ASR performances

were compared to those obtained with the settings recommended by CAM2. Each

RS algorithm was run twice to assess its reliability. For all RS algorithms, ASR scores

obtained with OPRA-RS were significantly higher than those associated with CAM2.

Each RS algorithm converged on similar optimal HA settings across repetitions. However,

significant differences were observed between RS algorithms in terms of maximum ASR

performance and processing costs. These promising results open the way to the use

of ASR and RS algorithms for the fine-tuning of HAs with potential speech-intelligibility

benefits for the patient.

Keywords: random search (RS), automatic speech recognition (ASR), hearing aids (HAs), prescription rule,

age-related hearing loss (ARHL), insertion gains, compression thresholds
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1. INTRODUCTION

The aim of hearing-aid (HA) prescription rules is to provide
an appropriate level of amplification to restore audibility to
hearing-impaired (HI) listeners while avoiding uncomfortable
loudness levels. Established prescription rules—such as NAL-
NL2 (Keidser et al., 2011), DSL-v5 (Scollie et al., 2005), and
CAM2 (initially referred to as CAMEQ2-HF and commercialized
in two software variants, CAM2A, and CAM2B; Moore et al.,
2010b)—incorporate theoretical models of speech intelligibility
and loudness perception. The amount of signal amplification
is determined by frequency-specific insertion gains (IGs). As
people with age-related hearing loss (ARHL) show a reduced
dynamic range due to the elevation of hearing thresholds
and loudness recruitment, compression of the signal amplitude
is applied. When the input level exceeds a given threshold
(referred to as the compression threshold, CT), the amount
of amplification applied by the HA decreases more or less
abruptly depending on the compression ratio (CR), defined
as the increase in input level required for a 1-dB increase in
output level. To determine IGs, in addition to the audiogram,
prescription rules additionally take into account the number
of HA channels, the maximum CR, the CTs, and the
compression speed.

Initial HA fittings based on prescription rules generally lead to
satisfactory clinical outcomes (Moore, 2008), but do not allow to
address specific needs of the individual patient (Søgaard Jensen
et al., 2019). As a consequence, audiologists often have to adjust
HA settings for a given patient over several visits. During this
fine-tuning stage, the benefits of HA settings are usually assessed
using speech intelligibility tests. Since these tests can be lengthy,
their administration may occupy a considerable part of the
consultation. Also, the patient’s performance can be affected
by fatigue and loss of motivation (Sorin and Thouin-Daniel,
1983). Finally, given that speech intelligibility is influenced by
the familiarity with the speechmaterial (Hustad and Cahill, 2003)
and that most speech intelligibility tests are composed of a fairly
small set of items, the number of HA settings that can be assessed
is limited.

In an effort to address these issues, Fontan et al. (2020b)
demonstrated that, when combined with ARHL simulation,
automatic speech recognition (ASR) can be used to assess the
speech intelligibility benefits of specific IG functions in older HI
patients listening through simulated HAs. An ASR system was
used to quantify the benefits in speech intelligibility associated
with IGs systematically varied relative to the CAM2 prescription
by 0, ±3, or ±6 dB. Single-word recordings were amplified
by an HA simulator, and then processed to simulate two of
the perceptual consequences of ARHL based on the patient’s
audiogram, namely the elevation of hearing thresholds and
loudness recruitment (Nejime and Moore, 1997). Finally, the
recordings were fed to an ASR system to compute speech-
identification scores. The IG function yielding the highest
ASR performance and CAM2 gains were implemented in a
simulated HA. Higher human speech-identification scores and
subjective ratings of speech pleasantness were observed when

speech was amplified with the ASR-based IG functions. The
method used to determine these IG functions was named
OPRA, an acronym for Objective Prescription Rule based
on ASR.

To reduce processing costs, Fontan et al. (2020b) used only
a large stepsize to vary IGs across a limited range and within
four frequency bands, while keeping compression parameters
fixed. These choices might have limited the observed amount of
benefits associated with OPRA.

The aim of the present study was to extend previous work by
using a broader range of possible gain values in five frequency
bands, and a smaller stepsize for the variation of IGs. In addition,
not only IGs, but also CTs were optimized. Given the number
of parameters and possible values, a systematic assessment of all
possible HA configurations, as done by Fontan et al. (2020b),
would have been computationally extremely costly (in the present
study, 7.77 × 1018 possible HA configurations would have to be
assessed). The solution adopted in the present study was to use a
random search (RS) approach, testing only a subset of all possible
HA configurations. RS algorithms can be applied to a wide range
of optimization problems, using different approaches, such as
tabu search, ant-colony optimization, cross-entropy, multi-start
and clustering, or genetic algorithms (for an overview, see Blum
and Roli, 2001). While these approaches differ in their search
procedure, they have in common to use probabilities for the
exploration of the search space. The basic idea of the genetic RS
algorithms used in this study is to vary randomly the value of
several variables (here, IGs and CTs), and to quantify the result of
this selection on the outcome variable (here, ASR performance).
This process is repeated for N iterations. After each iteration,
the new result is compared to the previous result. In case of
an improvement, the search range is centered around the new
configuration. From one iteration to the next, the search range
is reduced by a constant factor. This results in the RS algorithm
gradually converging on an optimal configuration. Three RS
algorithms were tested: (i) one that tuned simultaneously CTs
and IGs in all HA channels; (ii) one that tuned the CT and IGs
for each HA channel, one after the other; and (iii) one that tuned
in all HA channels first CTs, then IGs. As was done for OPRA
(Fontan et al., 2020b), the current study exclusively focused
on the optimization of speech intelligibility in quiet. It should
however later be determined if the same method can be applied
to speech in noise, and, in case of positive results, how it can
interact with the signal-processing schemes currently developed
to reduce the effects of background noise on speech intelligibility
(for example, see the current Clarity challenge; Graetzer et al.,
2021). More precisely, the current study aimed at addressing the
following questions:

(i) As already observed for OPRA, does OPRA-RS yield higher
ASR scores than CAM2?

(ii) Are there differences between the three RS algorithms in
terms of ASR scores and speed (i.e., the number of iterations
needed to reach a target ASR score)?

(iii) How reproducible are the outcomes of OPRA-RS, in terms
of ASR scores, IG functions, and CTs?
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2. MATERIALS AND METHODS

2.1. Description of the OPRA-RS
Processing Chain
Figure 1 details the different components of the processing chain
used to generate the OPRA-RS-based HA settings for a given
input audiogram.

First, the RS algorithm (implemented in Python; for a further
description, see section 2.2) randomly defines CTs for each of
the five frequency channels of the HA simulator used later in
the processing chain. The audiometric thresholds and CTs are
then inputted to the CAM2B-v2 software (Cambridge Enterprise,
2014) for the calculation of CAM2 IGs. This software also
requires information about the frequency ranges of the HA
channels (here, 0.1–0.7 kHz, 0.7–1.4 kHz, 1.4–2.8 kHz, 2.8–5.6
kHz, and 5.6—8 kHz) and the maximum CR allowed in the
HA simulator (here, 10). In the present study, CAM2B-v2 was
configured for an experienced HA user wearing a completely-in-
the-canal HA, and assuming that the reference microphone for
real-ear measurements was positioned near the tragus.

Second, IGs are defined by CAM2 for the two input levels for
speech of 65 and 85 dB SPL (referred to as IGSP65 and IGSP85,
respectively) at 11 center frequencies (0.125, 0.25, 0.5, 0.75, 1, 1.5,
2, 3, 4, 6, and 8 kHz), and fed back to the RS algorithm.

Third, the RS algorithm defines, for each of the parameters
to be tuned, the range of values to be explored. Default search
ranges were defined at the initialization of the algorithm (for
more details, see section 2.3.2). At each iteration, the algorithm
centers the ranges around the values that yield the best ASR
performance, reduces the search ranges (by a constant factor),
and assigns random values to each parameter within these ranges.
For each channel, the algorithm then calculates the CR based
on the IGSP65 and IGSP85 at the channel center frequency,
following the equation:

CR =
1input

1output
=

85− 65

85+ IGSP85− (65+ IGSP65)
(1)

Next, the algorithm checks that the CR falls within the range 1–
10 (for more details, see section 2.3.2.3). If that is not the case, the
following adjustments are applied until the CR falls within the
desired range:

• If CR < 0, IGSP85s are increased by 0.5 dB;
• If 0 ≤ CR < 1, IGSP65s are increased by 0.5 dB;
• If CR > 10, IGSP65s are decreased by 0.5 dB.

Then, the Speech Intelligibility Index (SII; American National
Standards Institute, 1997) is calculated for the input audiogram
and speech amplified according to (i) IGSP65s recommended by
CAM2 and (ii) IGSP65s modified by OPRA-RS. The difference
between the two SII values, (SIICAM2 − SIIOPRA-RS), is calculated.
Depending on the sign of the difference, the current OPRA-RS
IGs are either increased or decreased by 0.1 dB, and the difference
in SII values is re-calculated. This process is repeated until
the difference cannot be further reduced. This adjustment was
implemented as the ASR system used by OPRA-RS normalizes
the input signal, which means that its performance is not affected

by changes in overall level. Only non-linear amplification (i.e.,
amplification that modifies the shape of the speech spectrum)
impacts the ASR system’s ability to recognize spoken words. As
a consequence, using only ASR performance to guide the search
for the best HA configuration might lead to a setting that would
be inappropriate for actual patients in terms of audibility or
loudness. The systematic SII-based adjustments of OPRA-RS IGs
ensure that the audibility of the amplified speech is close to that of
speech amplified according to CAM2, which aims at maximizing
speech audibility while taking into account the overall loudness
of processed speech (Moore et al., 2010b).

Fourth, an HA simulator (described in Moore et al., 2010a)
is used to amplify 50 speech recordings of an adult male
native-French speaker according to the HA settings received
from the RS algorithm, for an input level of 65 dB SPL. Each
recording consisted of the French definite article “le" followed
by a disyllabic noun (e.g., “le parfum”—“the perfume.”) The
speechmaterial corresponded to five ten-word lists of the speech-
intelligibility test developed by Fournier (1951), and which is
commonly used in France for speech audiometry (Rembaud
et al., 2017). The HA simulator, which is implemented in
MATLAB R© (Mathworks, Natick, MA, USA), uses two dynamic
range compressors implemented in series (the second one acting
as a limiter; for more details, see Fontan et al., 2020b) in each of
the five following frequency channels: 0.1–0.7 kHz, 0.7–1.4 kHz,
1.4–2.8 kHz, 2.8–5.6 kHz, and 5.6–8 kHz.

Fifth, the HL simulator, developed by Nejime and Moore
(1997) and implemented in MATLAB R©, is used to degrade
the amplified speech material. The speech level at the output
of the HA was used as the input level for the HL simulator.
The simulator mimicks two of the perceptual consequences of
ARHL: elevation of hearing thresholds (achieved by using linear
filtering) and loudness recruitment (achieved by raising the
signal envelope to a power; Moore and Glasberg, 1993). Loss of
frequency selectivity was not simulated as it has been shown to
decrease the strength of the correlation between ASR and human
identification scores for speech in quiet (Fontan et al., 2020a).

Sixth, an ASR system is used to assess the intelligibility of the
(amplified and degraded) speechmaterial. The system is based on
the ASR engine Julius 4.4.2 (Lee and Kawahara, 2009), and uses
Gaussian Mixture Models (GMMs) and Hidden Markov Models
(HMMs). Its acoustic models were trained using the Hidden
Markov Model toolkit (HTK, version 3.4.1; Young, 1994) on the
corpora ESTER (Galliano et al., 2006) and ESTER 2 (Galliano
et al., 2009), consisting of approximately 100 h of recordings
of radio broadcast news. The language model used by the ASR
system is a finite state grammar designed to recognize the 50
noun phrases (i.e., article and noun) used in the study. Since the
same article “le" is used in all noun phrases, ASR performance
is calculated based on the recognition of final words (i.e., nouns).
For each recording, the five words with the highest log-likelihood
(a measure of the goodness-of-fit of the acoustic and language
models to the speech signal) are returned by the ASR system.
If the target word is included in the list, it is considered as
recognized by the ASR system. Based on the processing of all
recordings, two performance measures are computed: (i) the
ASR score, which corresponds to the percentage of recognized
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FIGURE 1 | Overview of the components of the OPRA-RS processing chain and associated output data. HA parameters randomized by the RS algorithm appear in

red.

words, and (ii) the average log-likelihood of all words that were
recognized by the ASR system.

In summary, the input/output function of the whole OPRA-
RS processing chain takes as its only input the audiogram. Three
outcome HA settings are eventually provided by the system: the
IGSP65s, IGSP85s, and CTs associated with the highest ASR
performance.

2.2. Description of the Random-Search
Algorithms
The present study used three genetic RS algorithms which
are based on biologically-inspired operators, such as mutations
(i.e., random variations) and selection (Goldberg, 1989). One
algorithm simultaneously tuned CTs and IGs in all HA channels.
For this algorithm, the number of possible HA configurations
is very large, and this might compromise the convergence on
optimal settings. Hence, two other algorithms were designed to
reduce the number of possible HA configurations. The second
algorithm simultaneously tuned the CT and IGs for one HA
channel at a time, from channel 1 to channel 5. The final
algorithm tuned, in all HA channels, first CTs and then IGs. Each
of the three algorithms used a total of 750 iterations to optimize
HA settings. Preliminary tests with the first algorithm showed
that this number of iterations was sufficient to achieve near-
ceiling ASR performance. The three algorithms, referred to as
GEN1, GEN2, and GEN3, are further described in the following
sections.

2.2.1. Description of GEN1
The optimization process implemented in GEN1 is shown in
Figure 2. In order to test a larger number of configurations,
GEN1 is composed of four independent search threads, run
in parallel. At initialization, each thread selects one HA
configuration by assigning random values (picked from a
uniform distribution) to all CTs and IGs. The IGs of this
random configuration are then adjusted according to the
constraints in terms of CR and SII. The configuration is sent

to the other components of the processing chain (HA and HL
simulators and ASR system in Figure 1). The ASR performance
is returned to the RS thread and used together with the associated
configuration as the baseline for the iterative search of the
optimal configuration.

At each iteration i and for each parameter P to be tuned, a
variation in the range from −1P to 1P is randomly selected and
applied to P. The value of 1P is initialized to half of the search
range and decreased after each iteration following the equation:

1Pi+1 = 1Pi −
initial 1P − stepsizeP

750
(2)

where stepsizeP corresponds to the step used to vary P (for details,
see section 2.3.2). Following this equation, the final search range
(i.e., the range explored during the 750th iteration) will equal
stepsizeP. The new configuration is then assessed. In the case
where it yields a higher ASR score than the best configuration
found so far, it becomes the new baseline for the application
of random variations. Otherwise, a rollback is applied to return
to the best configuration. In case that both configurations yield
identical ASR scores, the log-likelihoods associated with the ASR
scores are used to decide which configuration is retained. This
process is repeated for 750 iterations in each of the four threads,
and the best final configuration across threads is retained.

2.2.2. Description of GEN2
In contrast to GEN1, GEN2 tunes the CT and IGs for each HA
channel one after the other (Figure 3). For the optimization of
CT and IGs in a given channel, four threads are run in parallel.
At initialization, random values are assigned by each thread to all
parameters and, following CR and SII adjustments, the resulting
HA configuration is evaluated. Contrary to GEN1, GEN2 uses the
best configuration found across all threads as the baseline for the
next iteration.

At each iteration, the search range for each parameter is
decreased around the best value (i.e., the value yielding highest
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FIGURE 2 | Schematic representation of GEN1, which simultaneously optimizes CTs and IGs in all HA channels.

FIGURE 3 | Schematic representation of GEN2, which simultaneously optimizes the CT and IGs for one HA channel at the time, one after the other.

ASR performance) found so far. This new search range is then
[best value− 1Pi; best value+ 1Pi ] with:

1Pi = (750− i− 1)×
half-rangeP

750
(3)

with half-rangeP corresponding to the initial search range used
for the parameter P, divided by two.

Once again, random variations are applied to all parameters
within the target search ranges, and the resulting configurations
are evaluated. In the case that the configuration yielding the

highest ASR performance across all threads is better than the
best configuration found up to the current iteration, it is used
as a baseline for the next iteration. This process is repeated
sequentially for 150 iterations in each of the five channels and
the best final configuration across threads is selected.

2.2.3. Description of GEN3
Similar to GEN1, GEN3 tunes parameters in all channels
at the same time. However, GEN3 tunes CTs and IGs
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FIGURE 4 | Schematic representation of GEN3, which optimizes first CTs and then IGs in all HA channels.

sequentially (first CTs in all channels, then IGs in all channels;
see Figure 4).

Four threads are used for the search. As for the initialization of
GEN1 and GEN2, at start each thread of GEN3 assigns random
values to all parameters. After adjusting the IGs of this random
configuration according to the constraints in terms of CR and SII,
the configuration is evaluated. If it yields better ASR performance
than the best configuration found so far, then it is retained and
used by all threads as the new baseline for the search. Otherwise,
a rollback is applied. After each iteration, the search range is
reduced using the same equation than in GEN2 (see Equation
(3)). This process is repeated 250 times for the tuning of CTs, and
then 500 times for the tuning of IGs.

2.3. Experiment Protocol
2.3.1. Input Audiograms
Figure 5 shows the four mean and eight individual audiograms
that were used in the study. The mean audiograms correspond to
the audiometric data reported by Humes (2021) for levels 4 to 7
of theWisconsin Age-Related Hearing Impairment Classification
Scale (WARHICS; Cruickshanks et al., 2020). As Humes (2021)
did not report all hearing thresholds required for the HA and
HL simulations, the missing values at frequencies of 0.125, 0.25,
0.75, and 1.5 kHz were intra- or extrapolated using 3rd-order
least-squares polynomial fits.

The eight individual audiograms were selected based on
them complying with the maximum frequency-specific threshold
values defined by the WARHICS scale for levels 4 to 7. Two

audiograms were selected for each of the four WARHICS levels.
The individual audiograms came from eight older patients
diagnosed with sensorineural HL (mean age: 70 years; age
range: 63–78 years). Audiograms corresponding to different
levels of HL severity were used in order to verify that OPRA-
RS works for a wide range of HLs. Indeed, Fontan et al., 2020a
observed that ASR performance is reduced for simulated severe-
to-profound HLs. This might impact the search for the optimal
HA configuration.

As can be observed in Figure 5, the mean audiograms
show monotonic decline with increasing frequency, as is
typical of ARHL. The individual audiograms follow the same
general tendency, but are more erratic, which could impact the
performance and outcome of the RS. The pure-tone average
(PTA) of all individual audiograms bar one is identical to, or
higher than the mean audiogram corresponding to the same
WARHICS level.

2.3.2. Random-Search Ranges and Variation

Stepsizes

2.3.2.1. Compression Thresholds
For the variation of CTs, 1-dB steps were used, and the lower
and upper limits of the search range were 20 and 50 dB SPL,
respectively. These choices were based on values used in previous
studies implementing HA settings recommended by CAM2 in
the same HA simulator as used here (Moore et al., 2010a, 2011;
Moore and Sek, 2016).
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FIGURE 5 | Individual and mean audiograms for different WARHICS levels used as input to the OPRA-RS processing chain (left panel). Pure-tone average (PTA) for

frequencies between 0.5 to 4 kHz are shown for each audiogram in the right panel.

2.3.2.2. Insertion Gains
A step size of 0.1 dB was used to vary IGs. The lower and
upper limits for OPRA-RS IGs were set to ±10 dB relative to
the IGs prescribed by CAM2. This choice was based on previous
studies that compared initial prescriptions to final HA settings
(i.e., after fine-tuning based on self-adjusted user preferences).
Søgaard Jensen et al. (2019) reported that IGs after fine-tuning
differed from initially applied IGs by±9.6 dB. Similar differences
(of±10 dB) were observed by Boothroyd and Mackersie (2017).

2.3.2.3. Compression Speed and Maximum Compression

Ratio
For people with severe HLs, it may be theoretically useful to
use high CRs (> 3) to restore audibility at a comfortable
level (Moore, 2008; Moore and Sek, 2016). In the case of fast
compression, such high CRs can lead to a loss of intelligibility
due to distortions of the signal envelope (Verschuure et al., 1996;
Souza, 2002). As this study included audiograms corresponding
tomild-to-moderately-severe HLs, only slow compression speeds
were used, with CRs allowed to vary from 1 to 10, as done by
Moore and Sek (2016). More precisely, for the tuning of CTs and
IGs, attack times (ATs) were set to 200, 100, 100, 100, and 100 ms,
and release times (RTs) to 2000, 1500, 1200, 1000, and 1000 ms,
for HA channels 1 to 5, respectively.

2.3.3. Procedure
TheOPRA-RS processing chain was run on the OSIRIM platform
(http://osirim.irit.fr/site/en), a cluster of 928 central processing
units and 28 graphical processing units. Six Intel R© Xeon R© Gold
6136 processors were used for the computation of OPRA-RS
settings. Each RS algorithm was run twice to optimize CTs and
IGs for each of the 12 input audiograms. A single run of any of
the algorithms required an average processing time of 38 h.

2.3.4. Statistical Analyses
The significance of overall differences in data distribution were
investigated through linear mixed models, followed by paired
comparisons. T-tests were used, except when the assumptions
for parametric tests were not met, in which case Wilcoxon
tests were used. In case of multiple comparisons, the Holm-
Bonferroni correction was applied. To investigate the association
between PTA and ASR scores or convergence speed, Spearman
correlations were used since data were not normally distributed.
Data from the two repetitions of the RS algorithms were used
to assess the reproducibility of OPRA-RS outcomes; for all
other analyses, only data from the first repetition were used.
Only IGs specified for a 65-dB-SPL speech input level were
used, as this was the level set in the HA simulator. For these
analyses R (R Core Team, 2021), with lmerTest and emmeans
packages, and SPSS Statistics version 23 (IBM, Chicago, IL),
were used.

3. RESULTS

3.1. Comparison of OPRA-RS and CAM2
To compare the ASR scores associated with OPRA-RS and
CAM2, the optimal CTs selected by OPRA-RS algorithms were
inputted to CAM2Bv2, as this software does not provide CTs.
Figure 6 shows the distribution of ASR scores for the 12
audiograms with the IGs selected by OPRA-RS or recommended
by CAM2. In all conditions, OPRA-RS prescriptions yielded ASR
scores in excess of 90%, with median values of 98% for GEN1 and
96% for GEN2 and GEN3. By comparison, ASR scores associated
with CAM2 prescriptions are more broadly distributed, and their
median values are lower (88% for GEN1, 86% for GEN2, and 94%
for GEN3). Wilcoxon signed-rank tests show that the differences
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FIGURE 6 | Distribution of ASR scores based on IGs selected by OPRA-RS or recommended by CAM2, for each of the three RS algorithms. The horizontal lines

inside the boxes represent median ASR scores. Whiskers and horizontal limits of the boxes represent, from bottom to top, the 0, 25th, 75th, and 100th percentiles. In

the case of OPRA-RS, the medians and 75th percentiles overlap.

between ASR scores obtained with the two prescription rules
(10 percentage points for GEN1 and GEN2, and 2 percentage
points for GEN3) are statistically significant (for GEN1: Z =

3.07; p = 0.002; for GEN2: Z = 3.06; p = 0.002; for GEN3:
Z = 2.54; p = 0.011).

As the same CTs were used by OPRA-RS and CAM2, the
observed differences in ASR scores are due to the IGs prescribed
by the two rules. Figure 7 shows the IG functions averaged across
audiograms, for OPRA-RS and CAM2, as a function of the type
of RS algorithm. The IG functions for the two prescription rules
are very similar (mean absolute difference of 1.7 dB), except for
GEN1 for which, consistent with Fontan et al. (2020b), OPRA-RS
tended to prescribe higher IGs (average absolute difference of 6.8
dB) for the low frequencies (0.125–0.5 kHz).

3.2. Influence of RS Algorithm Type, HL
Severity, and Audiogram Type on CAM2
Differences between ASR scores associated with CAM2 can be
observed across the three RS algorithms, with ASR scores higher
for GEN3 than for GEN1 and GEN2. The statistical significance
of these differences was assessed by a linear mixedmodel with the
type of RS algorithm as a fixed effect and the input audiogram as
a random effect. The results show that the type of RS algorithm
is highly significant (F(2, 22) = 16.7; p < 0.001). Corrected post-
hoc comparisons indicate highly significant differences between
GEN1 and GEN3 (t(22) = −5.0; p < 0.001), as well as between
GEN2 and GEN3 (t(22) = −5.1; p < 0.001). The difference
between GEN1 and GEN2 is not significant (t(22) = 0.1; p =

0.915).

The lowest ASR scores are obtained for audiograms
corresponding to level 7 of the WARHICS scale (i.e., the most
severe HLs), whereas the highest ASR scores are obtained
for audiograms corresponding to WARHICS levels 4 and 5.
This suggests a negative association between HL severity and
ASR scores obtained with CAM2. To assess the statistical
significance of this relationship, Spearman’s correlation was
computed between ASR scores and the pure-tone average (PTA)
for frequencies 0.5, 0.75, 1, 1.5, 2, 3, and 4 kHz. For all three RS
algorithms, significant strong negative correlations are found (for
GEN1: ρ = −0.88; p < 0.001; for GEN2: ρ = −0.85; p < 0.001;
for GEN3: ρ = −0.82; p = 0.001).

Finally, ASR scores do not seem to be affected by the more
erratic nature of individual audiograms. The distribution of ASR
scores for mean and individual audiograms is rather similar, with
lowest and highest scores observed in both cases.

3.3. Influence of RS Algorithm Type, HL
Severity, and Audiogram Type on OPRA-RS
Only small differences are observed between ASR scores
associated with OPRA-RS across the RS algorithms. Highest
scores are found for GEN1 and only slightly lower scores were
found for GEN2 and GEN3. The statistical significance of these
differences was assessed using a linear mixed model with the
type of RS algorithm as a fixed effect and the audiogram as a
random effect. The results show that the type of RS algorithm has
a significant effect on the ASR scores (F(2, 22) = 5.6; p = 0.011).
Corrected post-hoc comparisons indicate significant differences
between GEN1 and GEN2 (t(22) = 2.8; p = 0.023) and between
GEN1 and GEN3 (t(22) = 3.0; p = 0.020). The difference
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FIGURE 7 | IG functions prescribed by OPRA-RS and CAM2, averaged across audiograms.

FIGURE 8 | Insertion gains prescribed by GEN1, GEN2, GEN3, and CAM2 using Humes (2021)’s average audiograms corresponding to WARHICS levels 4 to 7.

between GEN2 and GEN3 is not significant (t(22) = 0.3; p =

0.81).
Figure 8 shows the IGs prescribed by the three RS algorithms

for Humes (2021)’s average audiograms corresponding to
WARHICS levels 4 to 7. The largest difference observed between
the IGs selected by the three RS algorithms is 9.3 dB. IG
differences are often larger at low frequencies than at higher
frequencies (see for example the IGs selected by GEN1 and
GEN2 for the mean audiogram corresponding to WARHICS
level 4). The results show that highest gains are not systematically
prescribed by the same RS algorithm.

Spearman correlations do not indicate any association
between ASR scores and PTA: for all three RS algorithms,
correlation coefficients are weak (all ρ ≤ 0.35) and non-
significant (all p ≥ 0.28).

As for CAM2, the distribution of ASR scores suggests that
the more erratic nature of individual audiograms did not have
a negative impact on the outcomes of the RS algorithms, with
four out of the six highest ASR scores being associated with
individual audiograms. This effect cannot be explained by better
PTAs in individual audiograms, which are generally worse than
the mean audiograms reported by Humes (2021, see right panel
of Figure 5).

As ASR scores varied as a function of the input audiogram and
the RS algorithm, the highest ASR score achieved by all three
algorithms (ASRCommon) for the same audiogram was used to
compare their speed of convergence. Figure 9 shows the median
and individual number of iterations needed by each algorithm
to reach ASRCommon for each of the 12 audiograms. ASRCommon

is sometimes achieved very early during the RS: for GEN1,
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FIGURE 9 | Distribution of the number of iterations needed to reach the highest ASR score that was reached by the three RS algorithms. Otherwise as in Figure 6.

GEN2, and GEN3, the minimum number of iterations that were
needed to achieve ASRCommon are 9, 2, and 13, respectively.
GEN1 is generally faster and reaches, for ten out of the 12
audiograms, ASRCommon in less than 100 iterations. An outlier
is however observed for the mean audiogram corresponding to
WARHICS level 4, for which 504 iterations are used by GEN1.
The convergence speed for GEN2 and GEN3 is more broadly
distributed than for GEN1. A linear mixed model, with the type
of RS algorithm as a fixed effect and the audiogram as a random
effect, was used to assess the significance of these differences. The
results indicate that the type of RS algorithm has a significant
effect on convergence speed [F(2, 22) = 3.6; p = 0.043], and
corrected post-hoc tests confirm that significant differences exist
between GEN1 and GEN2 [t(22) = −2.5; p = 0.039] and
between GEN1 and GEN3 [t(22) = −2.1; p = 0.049].

To assess the existence of an association between convergence
speed and severity of HL (as measured by the PTA), Spearman
correlations were computed. For GEN1 and GEN2, this
relationship is not statistically significant (both ρ ≥ −0.16,
both p ≥ 0.63). In contrast, a significant positive correlation is
observed for GEN3 (ρ = 0.65; p = 0.022). The convergence
speed does not seem to depend on the type of audiogram, as fast
and slow convergence speeds are observed for both mean and
individual audiograms.

3.4. Reproducibility of OPRA-RS Outcomes
The reproducibility of OPRA-RS outcomes was assessed in terms
of ASR scores, as well as IGs and CTs, by comparing the outcomes
of the two repetitions for each RS algorithm. ASR scores obtained
after the second repetition of the RS algorithms (data not shown)
are again very high, with median scores equal to those obtained
during the first repetition: 98% for GEN1, and 96% for GEN2
and GEN3. Wilcoxon tests showed that there was no significant
difference between ASR scores across repetitions for any of the

TABLE 1 | Pearson correlations for IG functions yielded by the two repetitions of

each RS algorithm.

GEN1 GEN2 GEN3

rmin 0.89 0.84 0.90

rmax 0.99 0.99 0.99

rmean 0.97 0.95 0.97

For each algorithm, 12 correlations were computed (one correlation per audiogram).

Minimum (rmin), maximum (rmax ), and average (rmean) correlation coefficients are reported.

RS algorithms (for GEN1: Z = −1.3; p = 0.18; for GEN2:
Z = 0.00; p = 1; for GEN3: Z = −0.22; p = 0.83).

Table 1 shows the Pearson correlation coefficients computed
for IG functions outputted by the three RS algorithms after each
repetition. For a given RS algorithm, each repetition yielded 12
IG functions (one for each audiogram), each composed of 11
frequency-specific IGs. Twelve correlations were thus computed
for each RS algorithm, for a total of 36 correlations. Across RS
algorithms, correlation coefficients range from 0.84 to 0.99 and
are all highly significant (all p ≤ 0.002). Average correlation
coefficients are near perfect, ranging from 0.95 (GEN2) to 0.97
(GEN1 and GEN3), indicating that, for each RS algorithm, very
similar IG functions were found from one repetition to the
next. This consistency builds up gradually, with the correlation
coefficient between the best IG function selected at the same point
of the RS process for the two repetitions increasing as a function
of iteration number (see Supplementary Figure),

Figure 10 shows the IGs prescribed by the three RS algorithms
for Humes (2021)’s average audiograms corresponding to
WARHICS levels 4 and 6. Results are reported for these
audiograms as they correspond to the audiograms that,
respectively, yielded the weakest and strongest correlation
between IG functions found in each of the two repetitions.
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FIGURE 10 | IGs prescribed by OPRA-RS implementing each of the three RS algorithms (see rows) for Humes (2021)’s average audiograms corresponding to

WARHICS levels 4 and 6 (see columns).

To assess to which extent the optimal IG functions found
by each RS algorithm differ from the ones found by the other
two RS algorithms, Pearson correlations were computed between
the IG functions yielded by the different RS algorithms for each
audiogram. Twelve correlations were computed for each pair
of algorithms (i.e., one correlation per audiogram). Minimum,
maximum, and mean correlation coefficients are shown in
Table 2. All correlation coefficients are highly significant (all p ≤

0.002), and range from 0.82 to 0.99.
Figure 11 shows, for each RS algorithm, the absolute

differences in CTs between the two repetitions as a function of
HA channel. Across channels, median differences range from 2
to 12 dB, with a maximum individual difference of 27 dB.

4. DISCUSSION AND CONCLUSION

This study extends the previous work of Fontan et al. (2020b),
in which only the IGSP65s recommended by CAM2 were varied

TABLE 2 | Pearson correlation coefficients for IG functions obtained by the three

RS algorithms for the 12 audiograms.

GEN2 GEN3

GEN1 rmin = 0.82 rmin = 0.84

rmax = 0.99 rmax = 0.99

rmean = 0.95 rmean = 0.95

GEN2 rmin = 0.89

rmax = 0.99

rmean = 0.96

For each pair of algorithms, minimum (rmin), maximum (rmax ), and average (rmean)

correlation coefficients are reported.

in a very limited range of possible values and in four frequency
bands to maximize ASR scores for different audiometric profiles.
Here, the use of RS algorithms allowed to vary more parameters
(namely, IGSP65s, IGSP85s, and CTs) in more (i.e., five)
frequency bands and to use a broader range of possible IGs.
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FIGURE 11 | Absolute differences in CTs between repetitions for the three RS algorithms as a function of HA channel. Otherwise as in Figure 6.

For the three RS algorithms that were used, the ASR scores
yielded by optimized IGs were significantly higher than those
obtained with the IGs recommended by CAM2. However,
the observed differences were small, corresponding to the
recognition of one (GEN3) to five (GEN1 and GEN2) out of the
50 words used in the study. It is possible that this small effect size
is partly due to a ceiling effect. The observed benefits were indeed
larger for the most severe HLs, for which CAM2 yielded lower
ASR scores, therefore leaving more room for improvement. In
future studies, the use of a larger set of speech stimuli, as well as
of an ASR system with a larger lexicon (making the ASR system
more prone to confusions), should be explored in order to avoid
such ceiling effects.

The IGSP65s prescribed by CAM2 and OPRA-RS were very
similar, most likely due to the SII-based equalization. The fact
that, despite this similarity, OPRA-RS yielded higher ASR scores
than CAM2 might indicate that the other parameters tuned by
the RS algorithms (i.e., CTs and IGSP85s) were also determinant
for the maximization of ASR scores.

The analysis of the association between PTA and ASR
performances revealed that the ASR scores yielded by CAM2
were negatively impacted byHL severity. This might be explained
by CAM2 prescriptions not being designed to restore fully
audibility for severe cases of HL (Moore et al., 2010b). The
fact that, when using OPRA-RS IGs, very high ASR scores were
obtained even for the most severe HLs might be related to the
fact that OPRA-RS used lower CRs than those recommended
by CAM2 in such cases. An additional analysis conducted on
OPRA-RS and CAM2 IGs confirms that OPRA-RS CRs were
lower (by 1.7 points on average) than those defined by CAM2
for the audiograms corresponding to the most severe HLs used
in the study (i.e., audiograms corresponding to the WARHICS
level 7). Future research would therefore be warranted to check
if OPRA-RS IGs do improve speech intelligibility for actual
listeners with severe HLs (in which case the CRs recommended

by CAM2 might be regarded as too high) or not (in which
case one could put into question the representativeness, for
the most severe audiograms, of the ARHL simulation used
by OPRA-RS).

As, when simulating severe HLs, the ASR performance can
be very low (Fontan et al., 2020a), it was hypothesized that the
RS algorithms would need more iterations, and therefore maybe
yield lower ASR scores in such cases. The results showed that
only the convergence speed of GEN3 was affected by the severity
of the simulated HL. As GEN3 only used the IGs prescribed by
CAM2 during the first 250 iterations, it is possible that the ASR
scores yielded by GEN3 remained very low at this stage, which
would explain a slower convergence rate that with GEN1 and
GEN2. Contrary to CAM2, the ASR scores yielded by all three
RS algorithms were not affected by the HL severity.

Another hypothesis was that the convergence speed would be
slower for individual audiograms, whose shape is more erratic
than that of the mean audiograms, and that the ASR scores would
maybe be lower too for this type of audiograms. This was not the
case for any of the three RS algorithms.

GEN1 outperformed the two other RS algorithms in terms
of ASR scores and convergence speed, and thus might be the
best candidate for future investigations. It is possible that its
performances could be further improved if after each iteration the
best HA configuration identified across threads would be used as
a baseline for the next iteration by all threads, instead of using
independent threads.

Finally, the comparison of the outcomes of the RS algorithms
across repetitions showed that ASR performance and optimized
IGSP65s were reproducible. Some variability was however
observed across the IGSP65s selected by the different algorithms,
especially at lower frequencies (≤ 0.5 kHz). The fact that,
as already observed by Fontan et al. (2020b), ASR scores
were impacted by variations in low-frequency IGs, should be
interpreted with caution. Indeed, the ability of real HAs to apply
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IGs in frequencies below 0.2 kHz is very limited, even when
wearing ear molds, due to several reasons related to transducer
coupling, background noise intrusion, and resulting upward
spread of masking (Moore, 2008). It is thus possible that benefits
in ASR scores induced by higher gains in lower frequencies
would not translate into “real-life” situations. Contrary to the
IGSP65s, the CTs showed a high variability across repetitions of
the RS algorithms. This may indicate that in the present study
the ASR scores were more impacted by IGs and CRs than by
CTs, probably because a single presentation level of 65 dB SPL
was used.

Taken together, the results obtained in the present study are
encouraging and open the way to the use of ASR, combined with
RS, to assess very large numbers of possible HA configurations,
and to identify the settings yielding maximal speech intelligibility
for specific individual audiometric profiles. In the previous study
of Fontan et al. (2020b), a similar but simpler optimization
chain was used and the optimized settings (which yielded
improvements in ASR scores comparable to those yielded by
GEN1 and GEN2) led to significant improvements of speech
intelligibility and perceived quality in actual older HI persons.
The improvements due to this new optimization chain, varying
more parameters using smaller setpsizes, might thus be even
higher. Moreover, as RS algorithms allow to test very large
numbers of conditions, the present study could be extended in
several regards. First, only one speech presentation level was
used here. Future research should investigate the possibility to
use OPRA-RS with speech presented at different levels (e.g.,
from 50 to 85 dB SPL); this would allow the use of OPRA-RS
in real-life scenarios. The speech material should be diversified
in order to be more representative of realistic situations (e.g.,
including speakers of different genders and ages, and different
background noises). Finally, other HA parameters such as
compression speed, that also impact speech intelligibility, could
be investigated using OPRA-RS (see for example Fontan et al.,
submitted).
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Automatic speech recognition (ASR), when combined with hearing-aid (HA) and
hearing-loss (HL) simulations, can predict aided speech-identification performances of
persons with age-related hearing loss. ASR can thus be used to evaluate different
HA configurations, such as combinations of insertion-gain functions and compression
thresholds, in order to optimize HA fitting for a given person. The present study
investigated whether, after fixing compression thresholds and insertion gains, a random-
search algorithm could be used to optimize time constants (i.e., attack and release
times) for 12 audiometric profiles. The insertion gains were either those recommended
by the CAM2 prescription rule or those optimized using ASR, while compression
thresholds were always optimized using ASR. For each audiometric profile, the random-
search algorithm was used to vary time constants with the aim to maximize ASR
performance. A HA simulator and a HL simulator simulator were used, respectively, to
amplify and to degrade speech stimuli according to the input audiogram. The resulting
speech signals were fed to an ASR system for recognition. For each audiogram,
1,000 iterations of the random-search algorithm were used to find the time-constant
configuration yielding the highest ASR score. To assess the reproducibility of the results,
the random search algorithm was run twice. Optimizing the time constants significantly
improved the ASR scores when CAM2 insertion gains were used, but not when
using ASR-based gains. Repeating the random search yielded similar ASR scores, but
different time-constant configurations.

Keywords: random search, automatic speech recognition, hearing aids, age-related hearing loss, compression
speed, attack time, release time

INTRODUCTION

Recent studies have shown that automatic speech recognition (ASR) can be used, in combination
with signal-processing algorithms mimicking the effects of hearing loss (HL), to predict the
speech-identification performances of older hearing-impaired (OHI) listeners [see Schädler et al.
(2015) and Fontan et al. (2020a) for a discussion of the advantages of ASR-based metrics by
comparison to other objective measures of speech intelligibility]. This was demonstrated for
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unaided (Kollmeier et al., 2016; Schädler et al., 2018; Fontan et al.,
2020a) and aided (using simulated or real hearing aids; Fontan
et al., 2020b; Schädler et al., 2020) speech perception.

Based on these findings, it has been speculated that
ASR-based prediction systems could also be used to assess
speech-intelligibility benefits resulting from various hearing-aid
(HA) configurations. Recently, Fontan et al. (2020c) used an
ASR system to evaluate and to improve the insertion gains
recommended by the CAM2 HA fitting rule (Moore et al.,
2010b). For each of their hearing-impaired (HI) participants,
625 gain functions (corresponding to systematic variations of
CAM2 gains by 0, ± 3, or ± 6 dB) were assessed. Each gain
function was applied to speech stimuli using an HA simulator.
The amplified speech material was then degraded using the HL
simulator developed by Nejime and Moore (1997). Based on each
participant’s audiogram, both the elevation of hearing thresholds
and loudness recruitment were mimicked. Spectral smearing,
which is also implemented in the original HL simulator to mimic
the loss of frequency selectivity, was not used used by Fontan
et al. (2020c), since its simulation resulted in weaker correlations
between ASR scores and human speech intelligibility (Fontan
et al., 2020a). Finally, the amplified and degraded stimuli were
fed to the ASR system for computing recognition scores. Fontan
et al. (2020c) compared the benefits associated with the insertion-
gain function yielding the highest ASR scores (the “optimized”
gains yielding a mean improvement of 13 percentage points) to
those obtained with CAM2 gains in a group of OHI participants.
Significantly higher human speech-identification scores were
observed for speech amplified with optimized gains than for
speech amplified according to the gains recommended by CAM2.
These significant improvements were observed both for word and
sentence materials.

Gonçalves Braz et al. (2022) extended this work and combined
ASR with several random-search (RS) algorithms to optimize
not only insertion gains but also compression thresholds. This
approach is referred to as OPRA-RS, which stands for “Objective
Prescription Rule based on ASR and Random Search.” Using
slow time constants for the compressor of the simulated HA,
optimized insertion gains and compression thresholds were
determined for 12 audiometric profiles corresponding to different
levels of HL severity. ASR scores yielded by the optimized
parameters were significantly higher than those obtained with
CAM2 (mean improvements ranged from 2 to 10 percentage
points for the different RS algorithms). Significant differences
were observed between RS algorithms in terms of ASR score and
convergence speed.

A limitation of Gonçalves Braz et al.’s (2022) study is that
only one set of time constants was used. However, aided speech
intelligibility depends on the attack and release times of the HA
compressor (Moore et al., 2011; Hopkins et al., 2012). Small
time constants (i.e., “fast” compression) help perceiving rapid
changes in loudness, such as those occurring when a weak speech
sound (e.g., a consonant) precedes or follows a speech sound
with higher energy (e.g., a vowel; Souza, 2002; Hopkins et al.,
2012). At the same time, when fast compression is implemented
in a multi-channel HA that processes each frequency channel
independently, it tends to reduce spectral contrasts (i.e., by

flattening the speech spectrum) and may thus have a deleterious
effect on the perception of speech formants, which are crucial
for the identification of vowels (Bor et al., 2008). By causing
rapid variations of the signal amplitude at the onset and offset of
speech sounds, fast compression speeds can also distort the signal
envelope and therefore negatively impact speech intelligibility
(Stone and Moore, 1992, 2008; Stone et al., 2009). These
distortions are more likely to happen when high compression
ratios are used (Verschuure et al., 1996). Despite their impact on
speech intelligibility, there is currently no consensus as to the best
time constants that should be used: time constants used clinically
and commercially in hearing aids vary broadly, with attack and
release times ranging from 0.5 to 2,000 ms and 10 to 5,000 ms,
respectively (Moore and Sȩk, 2016).

The present study extends the work of Gonçalves Braz et al.
(2022) by investigating whether OPRA-RS can also be used to
optimize time constants. Attack and release times were optimized
for HA configurations that corresponded to the compression
thresholds and/or the insertion gains recommended either by
OPRA-RS or by CAM2 for the same 12 audiometric profiles as
used in Gonçalves Braz et al. (2022). As these HA configurations
sometimes involved high compression ratios (>3), and that in
such cases, fast compression can distort the signal envelope
and thus affect speech intelligibility (Souza, 2002), only “slow”
compression speeds were used. To assess ASR performance,
speech stimuli were first amplified using an HA simulator and
then degraded to mimic the perceptual consequences of the
elevation of hearing thresholds and loudness recruitment. The
resulting speech signals were eventually fed to an ASR system for
recognition. The optimization of compression speed was carried
out twice in order to assess the reproducibility of the outcomes in
terms of ASR scores and optimized time constants.

METHODS

Overview of the Optimization Chain
Figure 1 describes the processing chain used to optimize time
constants for a given input audiogram. At initialization, the
RS algorithm randomly selects attack and release times within
two ranges of possible values. These time constants, as well as
the compression thresholds and the insertion gains prescribed
by OPRA-RS or CAM2 for a 65- and 85-dB-SPL speech input
level (IGSP65s and IGSP85s, respectively; see Supplementary
Datasheet for more details), are transmitted to an HA simulator.
The HA simulator amplifies 50 speech stimuli corresponding to
five 10-word lists of the speech intelligibility test of Fournier
(1951), which is the test most often used by French audiologists
for speech audiometry (Rembaud et al., 2017). The amplified
speech signals are then degraded by the HL simulator, according
to the input audiogram. The resulting speech signals are finally
processed by an ASR system developed for the French language.

A total of N iterations are used to assess N time-constant
configurations. After each iteration, the ASR score and average
log-likelihood of recognized words yielded by the current time
constants are compared to those obtained with the best time-
constant configuration found up to the current iteration. If the
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FIGURE 1 | Components of the OPRA-RS optimization chain, with associated input data (in italics) and output data (right panel). The parameters randomized by the
RS algorithm are highlighted in red.

current configuration yields a higher ASR score (or the same
ASR score but with a higher log-likelihood) than the previous
best configuration, the current configuration is used as a baseline
for the next iteration. Otherwise, the best previous configuration
serves as a baseline for the next iteration.

Based on the current number of iterations i, the search ranges
are reduced around the baseline time constants for the next
iteration, following the equation:

search range (i+1) = search range (i)−
initial search range− (2× stepsize)

N
(1)

where stepsize corresponds to the step (in ms) used to define
possible values within the search range.

Simulation of Hearing-Aid Processing
A 5-channel HA simulator implemented in MATLABTM (Moore
et al., 2010a) was used to amplify the speech signals. The
frequency ranges of the five HA channels were 0.1–0.7, 0.7–1.4,
1.4–2.8, 2.8–5.6, and 5.6–8 kHz. In each channel, the simulator
used two dynamic range compressors placed in series: the wide
dynamic range compression function was applied in the first
compressor, while the second compressor was used as a limiter.
For further details about the implementation of the HA simulator,
see Fontan et al. (2020c).

Simulation of Hearing Loss
The functioning of the HL simulator, also implemented in
MATLABTM, is detailed in Nejime and Moore (1997). As done in
Gonçalves Braz et al. (2022), the simulator was used to mimic two
of the perceptual consequences of age-related HL: Based on the
input audiogram, a linear filter simulated the elevation of hearing
thresholds, while loudness recruitment was simulated by raising
the signal envelope (Moore and Glasberg, 1993).

Automatic Speech Recognition System
The ASR system used in the study consisted of Hidden Markov
Models and Gaussian Mixture Models. It was implemented using
the Julius ASR engine (Lee and Kawahara, 2009). The acoustic
models were trained on approximately 100 h of French radio
broadcast news. These speech recordings were not processed
to mimic HA amplification or HL and did not include the 50
word recordings used in the study to evaluate time constants.
The lexicon used by the ASR system only comprised the 50
target words. A more detailed description of the ASR system is
given in Gonçalves Braz et al. (2022).

Test Procedure
The processing chain was used to optimize time constants for
12 audiograms, using the compression thresholds selected by
OPRA-RS and the insertion gains prescribed either by OPRA-RS
or by CAM2. The audiograms, shown in Figure 2, represented
mean or individual audiometric thresholds falling into levels
4–7 of the Wisconsin Age-Related Hearing Impairment
Classification Scale (WARHICS; Cruickshanks et al., 2020).
The audiograms corresponded to mild-to-moderately severe
losses, with thresholds generally increasing as a function of
frequency, as is typical of age-related HL. The mean audiograms
were based on the data collected by Humes (2021). Some of the
hearing thresholds required by the HL simulator (corresponding
to the frequencies 0.125, 0.25, 0.75, and 1.5 kHz) were not
included in the mean audiograms reported by Humes (2021).
Those missing thresholds were intra- or extrapolated using
third-least-squares polynomial regressions. The individual
audiograms corresponded to older patients (mean age: 70 years;
age range: 63–78 years) with sensorineural HL. For each of the
four WARHICS levels, one mean audiogram and two individual
audiograms were used.
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FIGURE 2 | Audiograms used as an input for the simulation of hearing loss. Corresponding pure-tone averages (PTAs) for frequencies between 0.5 and 4 kHz are
shown in the right panel. Figure reproduced from Gonçalves Braz et al. (2022).

The RS algorithm that yielded the highest ASR performance
in Gonçalves Braz et al. (2022) was used in the present study.
This algorithm tunes all parameters (here, time constants) in all
HA channels simultaneously. As in Gonçalves Braz et al. (2022),
four independent RS threads were run in parallel. Each thread
consisted of 1,000 iterations, during which time constants were
randomly varied within predefined search ranges, using 10-ms
steps. At the start of the RS, the search ranges were 10–500 ms
for attack times, and 300–2,000 ms for release times. These ranges
correspond to those generally associated with a slow compression
system (Moore, 2008a,b; Moore et al., 2010a; Moore and Sȩk,
2013). For each audiogram, the final time-constant configuration
yielding the highest ASR performance across the four search
threads was selected. In what follows, unless explicitly mentioned,
only data from the first repetition of the RS algorithm are used.

RESULTS

Figure 3 compares the ASR scores achieved with default and
optimized time constants, using either the insertion gains
recommended by CAM2 (left panel) or those calculated by
OPRA-RS (right panel). The default time constants correspond
to the fixed compression speeds used by Fontan et al. (2020c)
and Gonçalves Braz et al. (2022). Those were 200, 100, 100, 100,
and 100 ms for attack times, and 2,000, 1,500, 1,200, 1,000, and
1,000 ms for release times for HA channels 1–5, respectively.

With the insertion gains recommended by CAM2, it can
be noticed that ASR scores tended to be higher after the
optimization of time constants (median ASR score: 92%) than
with default time constants (median ASR score: 88%). As
Kolmogorov-Smirnov tests indicated that the ASR scores were
not normally distributed (p ≤ 0.044 in both conditions), a
Wilcoxon signed-rank test was used to assess the significance
of the observed difference. The results show that ASR scores

are significantly higher after the optimization of time constants
(Z = 2.8; p = 0.005). In contrast with this general trend, for
two out of the 12 audiograms, all time-constant configurations
tested during the RS yielded lower ASR scores than those
obtained with the default constants. The improvements due
to the optimization of time constants seem to be larger for
the most severe HLs than for milder HLs. For example,
for audiograms corresponding to level 7 of the WARHICS
scale, the ASR score improved by 10 percentage points on
average, whereas an average improvement of 1.3 percentage
point is observed for audiograms corresponding to level 4 of
the WARHICS scale. A Spearman correlation was computed
to assess the existence of a significant association between
HL severity, represented by the pure-tone average (PTA) for
frequencies of 0.5, 0.75, 1, 1.5, 2, 3, and 4 kHz, and the
improvement in terms of ASR score due to the optimization
of time constants. The results indicate a significant positive
relationship between the two variables (ρ = 0.62; p = 0.03), that is,
the higher the PTA, the larger the benefit due to the optimization
of time constants.

Contrary to the ASR scores obtained with CAM2 gains,
no improvement was observed after the optimization of time
constants when using the gains recommended by OPRA-RS. For
six out of the 12 audiograms, all time-constant configurations
tested during the RS yielded lower ASR scores than those
obtained with default time constants.

The reproducibility of the ASR scores was assessed by
comparing the outcomes of the two repetitions of the RS
algorithm. For CAM2, the median ASR score achieved during the
second repetition of the algorithm (91%) was very close to the
score achieved during the first repetition (92%); a Wilcoxon test
revealed that no significant difference existed between the ASR
scores yielded by each of the repetitions (Z = −1.7; p = 0.10).
For OPRA-RS, all ASR scores remained equal across repetitions
of the RS algorithm.
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FIGURE 3 | ASR scores with or without optimization of time constants, using the insertion gains recommended by CAM2 (left panel) or OPRA-RS (right panel) for
the 12 audiograms. Horizontal, thick dark lines inside the boxes represent median values. The 0 and 100th percentiles are represented by the bottom and top
whiskers, while the bottom and top limits of the boxes represent the 25th and 75th percentiles.

FIGURE 4 | Distribution of the attack times (ATs) and release times (RTs) yielding the highest ASR performances when using the insertion gains recommended by
CAM2 (left panel) or OPRA-RS (right panel) for the 12 audiograms. Otherwise as Figure 3.

Figure 4 shows the distribution of attack and release
times yielding the highest ASR performances for the
12 audiograms with the insertion gains recommended
by CAM2 (left panel) or by OPRA-RS (right panel). In
the cases for which better ASR scores were achieved
with the default time constants used by Gonçalves
Braz et al. (2022), these default values were retained as
best configurations.

Median attack and release times across channels are 135
and 1,190 ms, respectively, for CAM2 gains, and 100 and
1,200 ms, respectively, for OPRA-RS gains. Contrary to attack

times, optimized release times span the entire possible range of
values. Optimized time constants seem less variable for OPRA-
RS than for CAM2. This is at least partially due to the fact that,
for OPRA-RS, a larger proportion of the optimized time constants
correspond to the default constants used by Gonçalves Braz et al.
(2022).

Finally, the time constants obtained during the two repetitions
of the RS algorithm were compared. As default time constants
corresponded to fixed values, the HA configurations for which
the best ASR scores were achieved with default time constants
were excluded from this analysis. For the remaining HA
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configurations (N = 16), the median absolute differences across
repetitions were 85 and 355 ms for attack and release times,
respectively. The minimum and maximum absolute differences
were 0 and 420 ms for attack times, and 20 and 1,640 ms
for release times.

DISCUSSION

This study provides proof of concept that RS can be used for
the optimization of HA time constants for a given audiometric
profile. This approach might prove particularly useful since there
is currently no consensus as to the time constants that should be
used to maximize speech intelligibility for a HI individual (Moore
and Sȩk, 2016). It has been shown that knowledge of the HA user’s
cognitive abilities might help to choose slow or fast compression
(Gatehouse et al., 2003; Souza and Sirow, 2014), but the results of
studies addressing the relationship between hearing abilities and
optimal time constants are heterogeneous (Hopkins et al., 2012;
Moore and Sȩk, 2016). Within this context, OPRA-RS represents
a novel approach that, given the audiometric profile of the HA
user, can be used to systematically explore a large number of time-
constant configurations and assess their impact in terms of speech
intelligibility.

ASR scores for the optimized time constants were
reproducible across repetitions of the RS algorithm, but were
associated with different combinations of time constants. This
is possibly due to an interaction between attack and release
times, as the two parameters were optimized simultaneously.
Future studies should optimize each parameter independently to
assess their reproducibility. It might also be interesting to extend
in future studies the search ranges used for attack and release
times, which were limited in the present study to values generally
associated with slow compression.

For the mild-to-moderately-severe HLs used in the this
study, the optimization of time constants yielded significant
improvements in ASR scores for CAM2, but not for OPRA-
RS. In addition, the improvements observed for CAM2 were
small (4 percentage points, corresponding to 2 out of the
50 words used in the study). These observations are likely
due to ceiling effects in the two test conditions, even before
the optimization of time constants. Indeed, it was observed
that more severe HLs, yielding the lowest ASR scores with
CAM2 and default time constants, were associated with higher
improvements after the optimization of time constants. To limit
such ceiling effects and thus to assess if clinically significant
benefits can be obtained, future studies should use more
challenging experimental conditions (e.g., speech materials that
are shorter and/or presented in noise).

Finally, it should be determined if, as shown by Fontan
et al. (2020c) for the fine-tuning of insertion gains, the benefits
observed in ASR performance due to the fine-tuning of time
constants translate into speech-intelligibility benefits for actual
listeners with age-related HL, and if these benefits are clinically
relevant. Also, in the present study, CAM2 as a baseline
prescription since it was used in the previous experiments on
ASR-based optimization of HA parameters (Fontan et al., 2020c;
Gonçalves Braz et al., 2022). It should be determined if significant
improvements are also observed for those prescription rules that
are more widely used in clinical practice, such as NAL-NL2
(Keidser et al., 2011).
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