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Editorial on the Research Topic

Facial Expression Recognition and Computing: An Interdisciplinary Perspective

Through the configuration of facial muscles, facial expressions are assumed to reflect a person’s
internal feelings, emotions, motives, and needs (Ekman et al., 1972). Facial expression recognition
plays a crucial role in social interaction. It has been extensively studied in the fields of psychology
and artificial intelligence (Russell, 1994; Corneanu et al., 2016; Wood et al., 2016; Liu et al., 2021).
The overall goal of this Research Topic was trying to build bridges between human and machine
recognition. On the one hand, we provided the latest developments in facial expression recognition,
aiming to further understand the cognitive mechanism of how human processes expressions. On
the other hand, we collected some studies that use artificial intelligence technology to recognize
these expressions.

The first denominator of the collected papers is the attempt to report the latest development
in recognizing facial expressions. Balconi and Fronda provided a new perspective to induce
and recognize facial expression of emotions based on autobiographic memories rather than
emotional movies or pictures. They proposed three steps for creating a database through recalling
past autobiographical events of emotional memory. The first step requires collecting individual
experiences through mnemonic recall using semi-structured interviews of autobiographical events.
The second step requires creating specific algorithms for encoding autobiographical memories. The
third step requires the encoding emotional experiences in a personalized linguistic way. Besides,
another research conducted by Zhang et al. systematically explored a recognition process for
emotional cartoon expressions (happy, sad, and neutral) and the influence of key facial features
(mouth, eyes, and eyebrows) on emotion recognition. Qu et al. explored the relationship between
facial expressions and time perception.

In addition, a good way to understand the cognitive mechanism of facial expressions processing
is through comparison between mental disease and healthy adults. Ma, Guo, et al. investigated
the relationship between facial expression recognition and cognitive ability in patients with
depression. The results demonstrated that the performance of facial expression recognition is
related to the decline of cognitive function, especially for negative emotion. Another study also
conducted by Ma, Zhao, et al. found that patients with unipolar depression (UD) had lower

5
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performance in recognizing negative expressions, whilst bipolar
disorder (BD) had lower accuracy in recognizing positive
expressions. Mo et al. explored the confusion effects between
depressive patients and healthy controls. Participants were asked
to classify each facial expression in a two-alternative forced choice
paradigm. Results showed that depressive patients were more
inclined to confuse a negative emotion (i.e., anger and disgust)
with other expression. Hyniewska et al. found the difference
in recognizing facial expression between borderline personality
disorder (BPD) and healthy adults. Their results manifested that
the ability of emotion recognition in BPD patients was as good as
that in healthy individuals, except for the contempt, which were
recognized more accurately by BPD patients.

The second denominator is the attempt to report the latest
development of artificial intelligence in this domain. Pereira et al.
investigated whether existing emotion recognition technology
could detect social signals in media interview. Non-verbal signals
including facial expression, hand gestures, vocal behavior, and
honest signals were captured. The interviews were divided
into effective and poor communication exemplars according
to the trainers and neutral observers. The correlation-based
feature selection method was employed to locate the best feature
combination. Naive Bayes analysis produced the best recognition
results. Rodríguez-Fuertes et al. analyzed the facial expression of

Spanish political candidates in the elections by the algorithms
provided in the AFFDEX platform. The basic emotions of
each politician were identified and compared through the facial
expression analysis. The speech topics associated to the emotions
were also identified. Whether there were differences shown by
each candidate in every emotion was investigated as well. Namba
examined how the feedback of facial expressions affected learning
tasks. Learning rate for facial expression feedback was lower
than that for symbolic feedback, while no difference between two
conditions was found in deck selection or computational model
parameters, and no correlation between task indicators and the
results of depressive questionnaires was reported.
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INTRODUCTION: FACIAL EXPRESSION PRODUCTION AND
RECOGNITION AS A ICT CHALLENGE

Emotion expression production and recognition play a decisive and central role in individuals’ life.
The consideration and the investigation of emotions result to be especially important allowing to
comprehend individuals’ emotional experiences and empathic mechanisms, representing driving
knowledge for brain-computer interfaces (BCI), through the implementation of emotional patterns
into artificial intelligence tools and computers, and for in-deep comprehension of psychopathology
(Balconi et al., 2015a).

This article aims to allow the investigation of the neurophysiological correlates and
characteristics associated with individuals’ facial expressions production and recognition,
considering emotional responses provoked by internal cues based on autobiographic memories,
called “self-induced by memories.”

Indeed, as reported by Adolphs (2002), the human brain represents most effectively emotional
data through the connection of information between different cerebral areas that allow to state and
recognize emotional expressions from different stimuli, as visual or auditory ones. The human brain
represents emotional data connecting facial, voice, and movement expressions with individuals’
past experiences. Moreover, the use of different neuroscientific techniques, as positron emission
tomography (PET), functional magnetic resonance imaging (fMRI), and magnetoencephalography
(MEG), allow observing the involvement of specific cerebral regions in different emotional
expressions, providing a map of the emotional brain activation (Balconi and Lucchiari, 2007;
Balconi and Pozzoli, 2007; Deak, 2011; Kassam et al., 2013). Specifically, neuroimaging measures
are used as input to Affective Computing technologies (Frantzidis et al., 2010).

Different studies postulate the existence of discrete emotions, such as happiness, fear, anger,
sadness, from which the other emotional states would derive (Ekman, 1999). The theory of discrete
emotions has been criticized by the Circumplex Model of Affect (Russell, 1980), that describe and
label emotions on the base of two dimensions: valence and arousal. Multimodal information are
integrated by the human brain generating an integrated representation of different auditory and
visual stimuli (Balconi and Carrera, 2011; Barros and Wermter, 2016).
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An important role is also played by facial motion in emotion
perception and recognition. By providing unique information
about the direction, quality, and speed of motion, dynamic
stimuli enhance coherence in the identification of affect, lead
to stronger emotion judgments, and facilitate the differentiation
between posed and spontaneous expressions (Krumhuber et al.,
2017; Oh et al., 2018; Goh et al., 2020). In this regard, also
new technologies have introduced important innovations in
face detection and recognition (Canedo and Neves, 2019). For
example, sensors that may provide extra information and help the
facial recognition systems to detect emotion in both static images
and video sequences (Samadiani et al., 2019).

However, despite the vast theoretical differences emerged in
previous studies, it is commonly shared that emotional states
and consequent responses to external stimuli are influences by
arousal and valence (Balconi and Carrera, 2011; Balconi and
Molteni, 2016), conceptualized in different ways as tension and
energy, positive or negative affect, approach and withdrawal,
and valence and arousal (Russell, 1980; Eysenck, 1990; Lang
et al., 1997; Watson et al., 1999). In particular, valence refers
to the pleasantness or unpleasantness of individuals’ emotional
states; while, arousal refers to individuals’ perception of activation
or not. Considering these two dimensions, therefore, each
emotional state experienced by individuals can be defined
according to a two-dimensional model, including respectively,
the valence and arousal axis.

The emotions of individuals, therefore, represent overlapping
experiences that are cognitively interpreted in order to identify
the responses and neurophysiological changes in the valence and
arousal dimensions organized based on different eliciting factors,
as different contexts and stimuli, autobiographical memories, and
semantic representation or behavioral responses (Russell, 2003;
Balconi and Vanutelli, 2016; Balconi et al., 2017).

In this perspective, we may represent emotions as
communication signals, as they allow individuals to implement
sensorimotor responses congruent with external stimuli by
attributing meaning to internal and external information. This
process addresses both the individual’s body and the external
environment, allowing the attribution of emotional meaning to
the states experienced. Therefore, from a functional perspective,
emotions are used to recognize and categorize some individual
states in different social contexts.

Actually, facial expression recognition is well considered
in the fields of computer vision, pattern recognition, artificial
intelligence, and has drawn extensive attentions owing to its
potential applications to natural human-computer interaction
(HCI), human emotion analysis, interactive video, image
indexing and retrieval.

Indeed, the emotional states’ recognition from face patterns
and expression allows us to comprehend and satisfy the
user’s needs facilitating human-machine interaction, especially
when only emotional states are used to communicate with
others (Kanchanadevi et al., 2019; Volynets et al., 2020). This
shows how the fundamental role of emotions in individuals’
cognition (LeDoux, 1998) symbolizes a defying topic in
Information Communication Technology (ICT) useful to
respond to the high request, implementing machines able to assist

individuals with several psychological and physical disorders
or difficulties at a cognitive, social, or communicative level
(Esposito and Jain, 2016).

Also, integration between emotional memories (EM) and
emotional expression by faces is an interesting topic. In
particular, the role of EM in emotional facial production
and recognition has been observed by some studies that
have focused mainly on patterns of emotional recognition
in specific contexts. Indeed, EM allow the use of internal
emotional models developed through the individuals’ past life
experiences to decode others’ emotions expressed through
mimic facial patterns. This mechanism is permitted simulating
the emotional states expressed in oneself (Dimberg et al.,
2000; Heberlein and Atkinson, 2009; Niedenthal et al., 2010;
Wearne et al., 2019).

THE TECHNOLOGY-BASED
RECOGNITION OF FACIAL PATTERNS

In the last years, the interest regarding the investigation of
emotion through electroencephalography (EEG) is increased,
thanks to the possibility provided by this tool to label
and recognize facial expressions. Furthermore, compared to
neuroimaging techniques, as fMRI, MEG, and PET, the EEG
is configured as a low cost and easy to use technique thanks
to the development of current wireless EEG systems. Recent
studies have observed the advantages of using EEG to investigate
emotions, providing the measurement of cerebral changes in
high- and low-frequency band activity and early and late
latencies with an excellent temporal resolution and offering a
full overview of the emotional processes. Indeed, brain activity
changes depict in a sequential way the dynamicity of individuals’
emotional responses variations, that are not fully accessible
using neuroimaging techniques (Balconi and Canavesio, 2014;
Balconi et al., 2014, 2015b).

However, considering the quick temporal evolution of
emotional responses and the interconnection of different cerebral
areas and neural networks involved in emotional processing,
neuroimaging techniques, that provide a good temporal and
spatial resolution, could be useful for the investigation of
emotional facial expression and recognition. In particular, the
fNIRS, consisting of a non-invasive and easy-to-use technique,
provides a sufficient temporal resolution to investigate event-
related hemodynamic changes (Elwell et al., 1993). Indeed, in the
last years, fNIRS has been used to investigate emotional responses
in various contexts (Koseki et al., 2013; Balconi and Molteni,
2016). Furthermore, the portability, the lack of restrictions,
and fNIRS replicability allow, compared to other neuroimaging
techniques, to impose lower physical and psychological burdens
on participants.

Moreover, the combined use of fNIRS and EEG allows
obtaining information about the neural and hemodynamic
correlates of brain activity. In addition to electrophysiological
and neuroimaging techniques, autonomic ones provide an
integration of the central measures, contributing to the
integration of the previous order of measures. Finally, EMG
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allows measuring the zygomaticus major and the corrugator
supercilii muscle activity, which characterize the facial autonomic
response to emotional stimuli, representing predictive markers of
emotional behavior (Fridlund and Cacioppo, 1986).

WAYS TO ELICIT AND RECOGNIZE
FACIAL EXPRESSION

As reported by different studies, several techniques are used
for the elicitation of emotional responses and expressions.
Among these, primary methods of emotional elicitation consist
of movies and pictures with highly emotional content. In
particular, as demonstrated by Westermann et al. (1996),
watching movies result to be the best procedure to elicit positive
or negative emotions. Therefore, researchers have proposed
different databases containing affective video-clips (Balconi et al.,
2009; Chambel et al., 2011) or pictures and sounds with high
emotional content to cause emotional responses and expression
(Balconi and Pozzoli, 2005). Among these, two of the most used
databases of audio and visual emotional elicitation stimuli are
the International Affective Digitized Sounds (IADS) (Bradley
and Lang, 2007) and the International Affective Picture System
(IAPS) (Lang et al., 2008).

However, emotions’ elicitation and recognition can also be
produced by recalling in mind past experiences. Indeed, also
integration between EM and emotion expression by faces is
an interesting topic. In particular, for the elicitation of self-
generated emotions, individuals were asked to re-experience
personal life episodes, positive or negative connoted, and marked
by different emotions (Damasio et al., 2000; Kassam et al., 2013).
The elicitation of self-generated emotions through memories
could be a way to drive BCI independently.

Recently, databases included stimuli media belonging to
different modalities of emotional elicitation and expression have
been suggested (Gunes and Piccardi, 2006; Grimm et al., 2008;
Fanelli et al., 2010; Koelstra et al., 2012; Soleymani et al.,
2012; Abadi et al., 2015; Katsigiannis and Ramzan, 2018) and
implemented through the use of the recognition of patterns
of signals derived from different modalities. The databases
previously described have the limit of not being generalizable
regarding the modalities of measurement and elicitation of
emotions, since they have considered certain strategies of signal
classification and their results. Due to this structure, these
databases result to be very useful to conduct comparisons
between different elaboration strategies or classification on
the same data, but they make impossible the conduction of
transversal studies and the comparison between data of the
same subjects collected from different imaging or activation
modalities. This allows us to observe how the existing and
used databases have limitations to a complete and generalizable
investigation of emotional elicitation responses and mechanisms.
In fact, in the first place, these databases use partial methods
for emotional investigation. Furthermore, different reference
models and methods used in previous research are not directly
comparable. Besides, these methods do not allow to distinguish
the different cognitive components that are involved and that

are fundamental in emotional processing, such as memory and
its contribution.

Despite the existence of different emotional elicitation
techniques, the creation of algorithmic related to emotions’
induction and recognition appears to be difficult because
individuals’ emotional elicitation includes different components,
as behavioral, psychological, and cognitive ones. This leads to
the consideration of data regarding individuals with different
features collected by different methods and techniques, thus
including a large number of evidence belonging to different
subjects in structured databases.

NEW PERSPECTIVE TO INDUCE AND
RECOGNIZE FACIAL EXPRESSION OF
EMOTIONS

In light of what is reported in the previous paragraph, the
use of existing methods and databases for the induction and
the recognition of emotion should be integrated with new
databases that consider the collection of different parameters
using self-induced stimuli. For example, the steps for creating
a database for the induction and recognition of emotion based
on self-induced stimuli will be presented below, consisting
of recalling past autobiographical events of EM. Specifically,
the first step requires collecting autobiographical experiences
of individuals through mnemonic recall using semi-structured
interviews of autobiographical events with a positive, negative
and neutral valence. We clearly explained the subjects the scope,
the experimental phases and content and the detailed procedure
of the present experiment. An explicit consent to participate (and
to withdraw from the experiment in any time) was required for
each participant.

The second step requires creating specific algorithms for
the formulation of linguistic codes (short utterances memory
induction) for the encoding of the participants’ autobiographical
memories. The utterances were vocally reproduced and then
submitted to a specific vocal analysis. Indeed specific parameters
(such as F0, speech profile, intensity, temporal parameter –
i.e., locutory duration and pause etc.) were checked before the
experimental phase. It was made to avoid any vocal effect and to
make more neutral the linguistic stimuli.

Finally, the third step requires the evocation of emotional
experiences through previously created emotional cues, coded
in a personalized linguistic way, after a specific time interval.
The time interval we adopted was considered based on previous
studies on the memory effect related to long-lasting effect.
Indeed we intend to work with long-term memories and avoid
potential transient effect due only to working memory. For this
reason, this time interval was adopted. The advantage of using
a database of this type allows the use of an automated and
recognized procedure for the induction and the recognition of
emotion and it allows explicit reference to fundamental processes,
such as memory, in emotional recognition. Furthermore, this
database could also be used in the clinical setting, especially in
the case of deficits or syndromes related to emotional memory,
in order to investigate behavioral and neurophysiological
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TABLE 1 | Procedural steps for the creation of the EM database.

Step Procedure Characteristics Example

First step Free recall based on positive,
negative, and neutral past
autobiographical events

This step consists of the free recall of
autobiographical events based on positive,
negative, and neutral individuals’ past events.
These autobiographical events of individuals are
collected through semi-structured interviews
conducted by experienced researchers.
Specifically, this step required participants to freely
recall specific past life events by recalling certain
information such as the duration of the event
throughout the day, the location of the event and
the specific time of day when it took place

Second step Codification of participants’
autobiographical memories

This step consists of the collection of
autobiographical memories previously produced by
each individual. These memories are subsequently
coded by expert judges who transpose them into
linguistic codes through specific algorithms (short
statements induction of the memory recorded by
the experimenter). The grammatical and structural
homogeneity of these linguistic codes has been
verified (linguistic code consisting of
subject + verb + direct object) to create 25
positive, 25 negative, and 25 neutral sentences
ad hoc for each individual

Third step Guided recall by listening to
emotional cues

This step consists of the guided recall based on
listening to statements, reproduced in auditory
format, after 5 days compared to the first step. In
particular, the statements have been divided into
three categories concerning valence and arousal.
These dimensions were assessed using a 9-point
Likert scale.

Positive high arousal utterances: “Lo spettacolo
riceve davvero molti complimenti,” “The show really
receives a lot of compliments,” “L’esame ottiene un
ottimo risultato,” “The exam gets an excellent
result”; Positive low arousal utterances: “La nonna
cucina i biscotti preferiti,” “Grandmather cooks the
favorite cookies,” “Il papà racconta le storie
d’infanzia,” “Dad tells childhood stories”; Negative
high arousal utterances “L’esame non superato
genera grande sconforto,” “The failed exam
generates discouragement,” “Il colloquio di lavoro
ha esito davvero negativo,” “The job interview
greatly fails”; Negative low arousal utterances “La
sessione di laurea viene rimandata,” “The
graduation session is postponed,” “Gli altri
compagni passano l’esame,” “The other
companions pass the exam”; Neutral: “Un’amica
arriva la mattina sotto casa,” “An acquaintance
arrives in the house in the morning,” “Il bus arriva
alla fermata,” “The bus arrives at the stop.”

responses with eliciting stimuli, through the support of different
neuroscience tools.

DISCUSSION: A NEW PROCEDURE TO
INDUCE AND RECOGNIZE FACIAL
EXPRESSION: THE ROLE OF
AUTOBIOGRAPHICAL MEMORIES

Therefore, given emotions’ importance and their various
pathways, it is necessary to design a structured multimodal
database, based on memories of past experiences able to induce
facial expression modulated by specific valence/arousal. As
anticipated in the previous paragraph, we suggest some pathways
to create specific procedure and dataset to induce emotional
response and to active a better recognition of facial expression.

In the first place, the collection of EM must be produced
and chosen from a positive, negative, and neutral valence
typology. For the creation of the EM database, three
specific steps are requested. In particular, the first step
includes the free recall based on positive, negative, and
neutral past autobiographical events collected through semi-
structured interview administered to participants by an expert
researcher. Specifically, the recalling of autobiographical
memories occurred freely, but participants were asked to
provide certain information regarding each event, describing
the specific moment, the duration and the place of this
event in their life.

Moreover, the second step includes the codification of
participants’ autobiographical memories by expert judges, that
reports them in sentences using a specific algorithm to encode
participants’ memories into linguistic code (brief utterances -
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- bu – memory inducing) able to elicit past autobiographical
events positive, negative and neutral connoted. The homogeneity
of these linguistic codes has been verified at a grammatical and
structural level. In this way, 25 sentences were created for valence
(positive, negative, and neutral). Finally, the third step requires
the guided recall by listening to emotional cues, previously
created, after a specific time interval, consisting of 5 days, from
the first step. These guided recalls are based on the initial
memory and are coded in a personalized way and transposed in
a communicable and objective way using a linguistic code (see
Table 1).

The significant effect induced by subjective memories is the
crucial point of this dataset: it was created to be able to induce
specific emotional responses directly evoked by the subjective
recall. Since we verified each cue’s exact significance (personal
memory and then utterance), we are sure that this dataset can
induce specific psychological answers in a subject. This procedure
may bypass the limitation of the previous dataset, in which
“impersonal” cues are used to elicit an emotional experience
or an emotional recognition process. In this last case, we are
not sure that the “impersonal” dataset is really able to provoke
exactly that emotion. Only by using personal cues, related to the
subjective experience (their memories), we can be sure that the
real emotional meaning is intrinsic to the cues. This emotional
meaning has a high psychological power in terms of emotion
induction, since EM were previously demonstrated to be the most
significant event able to induce emotions in a subject.

The neurophysiological correlates of facial expression
associated with individuals’ emotional response elicited by EM
could be collected with the simultaneous use of EEG, fNIRS,
and autonomic measures. When we associate the EM to facial
expressions this link is potentially of high impact to facilitate the
facial recognition.

These measures as suggested to better support a multimodal
acquisition in order to have a picture of central and
peripheral components.

In addition this procedure allows possible future clinical
applications in case of subjects with specific consciousness
impairment (such as DOC or locked-in syndrome patients)
where the use of memories could be a valid alternative to the
impossibility to communicate their emotional states by language:
this is a possible future development for BCI (brain-computer
interface) based on EM and thoughts which are supposed to be
able to activate specific physiological activation in the absence of
an explicit communication (when impaired), and, for this reason,
this tool could become a valid way to improve the quality of life
of specific categories of patients.
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Time Perception: Effect of Age and 
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Time perception is a fundamental aspect of young children’s daily lives and is affected by 
a number of factors. The present study aimed to investigate the precise developmental 
course of young children’s time perception from 3 to 5 years old and the effects of emotion 
localization on their time perception ability. A total of 120 children were tested using an 
adapted time perception task with black squares (Experiment 1) and emotional facial 
expressions (Experiment 2). Results suggested that children’s time perception was 
influenced by stimulus duration and improved gradually with increasing age. Both accuracy 
and reaction time were affected by the presentation sequence of emotional faces, indicating 
an effect of emotion localization. To summarize, young children’s time perception showed 
effects of age, stimulus duration, and emotion localization.

Keywords: time perception, young children, emotional localization, facial expression, developmental course

INTRODUCTION

Time is a fundamental aspect of people’s daily lives, and the accurate perception of time 
may greatly aid decision-making such as judging the time left before an important meeting. 
Time perception is a complex process that may involve several different cognitive systems 
or processes such as the internal clock system, attention, and memory processes. Numerous 
research studies have attempted to explain the underlying mechanism of time perception. 
Some researchers contended that time perception depends on an internal clock inside the 
brain and measured this by counting the pulses emitted by a pacemaker during the presentation 
of a stimulus (Mauk and Buonomano, 2004; Ivry and Schlerf, 2008; Grommet et  al., 2019). 
Other researchers argued that time perception is the outcome of an interaction between an 
internal clock and cognitive factors such as attention, memory, and decisional processes 
(Zélanti and Droit-Volet, 2011).

Despite the incompatible theories, there is a consensus in most studies on time perception 
that time perception ability increases with increasing age. Previous studies explained that the 
basic mechanisms that enable children to discriminate time duration start to be  functional at 
an early age (Droit-Volet and Wearden, 2002; Brannon et al., 2008). Children begin to experience 
the change of time at a very early age and start to acquire time perception ability as early 
as 4  months of age (Zélanti and Droit-Volet, 2011). At the age of 3  years old, young children 
have similar time perception properties to human adults and animals. As they grow older, 
age-related effects on time perception become more significant, and children’s time sensitivity 
increases. Between 8 and 10 years old, children’s time sensitivity becomes close to that of adults. 
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However, there is a limitation in previous research; most studies 
sampled children older than 5 years old and only a few studies 
have focused on children as young as 3  years old (Droit-Volet 
and Wearden, 2002). Gil et al. (2007) investigated age variation 
in temporal estimation through comparing children aged 3, 
5, and 8  years old. The precise developmental course of young 
children’s time perception from 3 to 6  years old requires 
further investigation.

Recently, several researchers suggested that instead of time 
being interpreted independently by an internal clock system, 
time may be  an emergent property of the neural dynamics 
of the brain and might not be  dependent on a dedicated 
timing mechanism (Mauk and Buonomano, 2004; Ivry and 
Schlerf, 2008). Time perception may result from a complex 
interaction with several different cognitive factors, such as 
short-term memory, working memory, and selective attention 
(Zélanti and Droit-Volet, 2011; Droit-Volet and Zélanti, 2013). 
Consistent with the most influential timing model, the scalar 
timing model stated that time perception results from interaction 
between the internal clock, memory abilities, and decisional 
processes (Gibbon et  al., 1984). According to this theory, 
changes in any of these processes may result in differences in 
time perception performance. In addition to the above factors, 
researchers have also found an effect of emotion modulation 
on time perception. Different emotional stimuli, such as facial 
expressions, emotion-arousing pictures, affective digitalized 
sounds, and emotional films, result in temporal distortions 
(Gil et  al., 2007; Gil and Droit-Volet, 2011; Lake et  al., 2016; 
Benau and Atchley, 2020). Different emotion valences/types 
have also been investigated, showing different effects on time 
perception. Noulhiane et  al. (2007) suggested that compared 
with neutral sound, both positive and negative emotional sound 
resulted in an overestimation of time duration while the negative 
effect was larger. Lake et  al. (2016) interpreted this negative 
effect on time perception as follows; negative stimuli, especially 
those that are threatening, have a strong relationship with 
human adaption, and thus easily activate one’s protecting 
mechanisms. Compared with neutral and happy faces, angry 
faces were always estimated as lasting for a longer duration 
in previous research. Angry faces were even judged to last 
for a longer duration than fearful faces (Cui, 2018). These 
emotional effects were explained by the fact that the perception 
of angry faces is arousing. This prepares the body for action 
and therefore accelerates the biological clock mechanism. When 
angry faces are perceived, the internal clock is therefore thought 
to generate more biological units (pulses and oscillators); with 
the result that time is judged to last for a longer duration.

In addition to the effect of different emotional stimuli, the 
localization of emotional facial expression also seems to affect 
time perception. According to the adopted internal clock model, 
the timing process includes three successive stages: clock, 
memory, and decision-making. Previous studies showed that 
the presence of emotional faces at the beginning of a stimulus 
presentation sequence may increase the arousal level and further 
accelerate the internal clock, which in turn affects the perceived 
time interval (Cui, 2018). However, whether this effect happens 
at the same stage under different types of emotional localization 

remains uninvestigated. Previous studies tried to test this 
question by setting unpredictable fear-relevant stimuli at the 
beginning or the end of test trials. Cui (2018) used well-
designed experiments to investigate the effect of temporal 
localization of fearful faces on time perception. Results suggested 
that, compared with fearful faces presented at the beginning 
of a stimulus presentation sequence, there was a significant 
overestimation of the time duration of fearful faces presented 
at the end of a sequence. The fearful faces at the beginning 
of a sequence required more memory resources and may 
be  more vulnerable to the effect of recency. Other studies also 
suggested that emotional stimuli may influence time perception 
by interrupting working memory processes (Fortin et al., 1993; 
Kensinger and Corkin, 2003).

To further investigate the influence of emotion localization 
on time perception, in Experiment 2  in the present study, 
participants were presented with neutral and angry faces in 
two different localization conditions (neutral-angry condition 
vs. angry-neutral condition) and were asked to judge which 
the face lasted for a longer duration. We  hypothesized that 
the localization of angry faces may influence time perception 
by disrupting the process of transmission of pulses from the 
working memory to the reference memory.

The temporal bisection paradigm is the most frequently 
used in previous studies, whereby children are initially presented 
with stimuli with short (S) or long (L) standard durations 
and then presented with comparison stimuli (t) that either 
are the same as or lie between the S and L durations. The 
children’s task was to categorize t as more similar to S or to 
L. The psychophysical functions that have been found in young 
children are orderly [i.e., p (long) increases with the stimulus 
duration value], thereby revealing their ability to discriminate 
time. The second classical paradigm usually used in time 
perception studies is the temporal generalization task, in which 
participants compare a presented duration (longer than, shorter 
than, or equal to) with a standard duration stored in working 
memory. The third classical paradigm of time perception is 
the temporal reproduction task, which consists of two phases: 
in the first, duration is estimated and memorized and, in the 
second, it is reproduced after a short delay. This task also 
involves storing the duration to be  reproduced in the first 
phase, followed by reproduction proper (second phase), and 
then comparing it with those durations previously stored in 
working memory (Baudouin et  al., 2006).

Previous research studies have stated; however, that the above 
three paradigms need participants to be  able to accumulate 
and maintain the standard/anchor durations in their working 
memory and then compare these with the comparison durations 
(Droit-Volet et  al., 2011). As the stimulus duration increases, 
a greater load is placed on working memory (Fraisse, 1984); 
other cognitive abilities may lead to greater inaccuracy (Smith 
et al., 2002). Although there is considerable evidence that working 
memory abilities increase between 5 and 11  years of age 
(Gathercole et al., 2006), the working memory abilities of young 
children would still be at a relatively low level. The requirement 
placed on young children’s working memory by the bisection 
task may be  beyond their actual abilities, especially for children 
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younger than 5 years old. In studies of young children, especially 
those younger than 5  years old, both the temporal bisection 
task and temporal generalization task may be  difficult for them 
to complete due to their limited comprehension and other 
cognitive abilities such as memory and judgment. Therefore, 
an easier experimental paradigm that can ease the burden on 
young children’s cognitive resources is needed.

Based on previous studies, an adapted bisection task was 
employed in the present study, in which the participants were 
sequentially presented with two stimuli with different durations 
(the standard duration and comparison duration) and asked 
to judge which of the two stimuli lasts longer. This setting 
eased the cognitive burden on working memory and attentional 
resources. In Experiment 1, an adapted bisection task was 
used. Children aged 3–5 years old were presented with a black 
square to assess the precise developmental course of time 
perception ability. Six different duration ranges were used: 400, 
600, 800, 1,200, 1,400, and 1,600  ms as comparison durations 
and 1,000  ms as the standard duration. We  hypothesized a 
steadily increasing pattern of time perception performance both 
in accuracy (ACC) and reaction time (RT) with increasing 
age. In Experiment 2, the black squares were replaced with 
emotional faces (angry-neutral faces or the opposite sequence, 
neutral-angry faces) to test whether the young children’s time 
perception performance was influenced by emotion localization. 
We  expect to find that children’s time perception performance 
would be  influenced by the sequence of angry-neutral faces, 
indicating an effect of emotion localization.

EXPERIMENT 1

Methods
Participants
The participants were 60 young children: 20 3-year olds (10 
boys; mean age  =  3.3  years, SD  =  0.43), 20 4-year olds (10 
boys; mean age  =  4.7  years, SD  =  0.46), and 20 5-year olds 
(10 boys; mean age  =  5.2  years, SD  =  0.40). The children 
were recruited from a kindergarten in Beijing, China. The 
Research Ethics Committee of Capital Normal University 
approved this study. Young children’s parents provide consent 
for their children’s participation in this study.

Materials
Young children were tested individually in a quiet room. E-Prime 
2.0 software was used to present the experimental stimuli and 
record their response. Responses were made using the “1” and 
“2” keys. A 2  cm  ×  2  cm black square with different durations 
was presented in the center of the computer screen as the stimulus.

Experimental Procedure
Each participant took part in two phases: a training phase 
and a testing phase. In the training phase, participants were 
first presented with fixation for 200  ms, followed by a black 
square for a standard duration (1,000 ms) and then a 300–500 ms 
interval. After the interval, a stimulus with comparison durations 

(400, 1,600 ms) was presented. The presentation of the standard 
and comparison duration was randomized. Participants were 
instructed to judge who of the two squares lasted for a longer 
duration. A correct response would be  followed by positive 
feedback (happy face), and an incorrect response followed by 
negative feedback (sad face). The training phase was terminated 
after a block of at least 75% correct responses. The procedure 
of the testing phase (see Figure 1) was the same as the training 
phase except that no feedback was given. The comparison 
duration included seven conditions: 400, 600, 800, 1,200, 1,400 
and 1,600  ms (each duration was presented twice: one trial 
of the comparison duration followed by the standard duration 
and then one trial in reverse order). Each pair of comparisons 
was presented 10 times. Each participant completed 120 trials 
in total. The presentation of the trials was randomized.

Results
A 6  ×  2  ×  2 repeated-measures ANOVA was employed, with 
stimulus duration (400, 600, 800, 1,200, 1,400 and 1,600  ms), 
age and sex as independent factors and ACC and RT as 
dependent variables. Post hoc simple t-tests were used to assess 
statistically significant interactions.

The ANOVA results on ACC showed significant main effects 
of the stimulus duration [F  (5, 270)  =  5.53, p  <  0.001], age 
[F  (2, 54)  =  3.29, p  <  0.05]. According to the post hoc tests 
(Bonferroni), the ACC under the 400, 600, and 1,600 conditions 
was significantly higher than that under the 800 and 1,200 
conditions. The ACC under the 1,400 ms condition was significantly 
higher than that of 1,200  ms. The ACC of the 5-year-old group 
was significantly higher than that of the 3‐ and 4-year-old group. 
The results revealed neither a significant main effect of sex, 
F  (1, 54)  =  0.91, p  =  0.35  >  0.0, nor any significant interaction 
among these three variables (all ps  >  0.05; Figure  2).

Analysis of RT revealed similar results. There were significant 
main effects of stimulus duration [F  (5, 270)  =  2.59, p  <  0.05] 
and age [F  (2, 54)  =  8.74, p  =  0.001]. Post hoc analysis 
(Bonferroni) suggested that RT under the 1,600  ms condition 
was significantly shorter than the 600 and 800  ms conditions; 
the RT of the 1,200 ms condition was also significantly shorter 
than the 800  ms condition. The RT of the 4‐ and 5-year-old 
group was significantly shorter than that of the 3-year-old 
group. No significant main effect of sex [F  (1, 54)  =  1.44, 
p  =  0.24] nor interaction among these factors (all ps > 0.05) 
was found.

Discussion
The above results supported our hypothesis. First, young children’s 
time perception was affected by stimulus duration, with higher 
accuracy when the stimulus was distant from the standard 
stimulus (1,000  ms) in duration, as shown in the results 
(accuracy in the 400, 600, and 1,600  ms conditions was 
significantly higher than under the 800 and 1,200 ms conditions). 
The nearer the comparison stimulus was to the standard stimulus, 
the worse the accuracy was, which suggests children’s difficulty 
in decision-making. This result is in accordance with previous 
studies showed that young children tend to underestimate the 
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duration of longer stimuli and showed higher accuracy with 
shorter stimuli. The reaction time results also showed the 
influence of duration on time perception. Judgment of stimuli 
with a shorter duration such as 600 and 800  ms was slower 
than longer durations such as 1,200 and 1,600  ms, which 
suggests that the subjects performed better with longer durations. 
This result is supported by a previous study showing that 
temporal discrimination was easier for short durations than 
for long durations (Zélanti and Droit-Volet, 2011).

Age was also a significant factor that influenced young children’s 
time perception. In the results, the reaction time of time perception 
showed a stable decreasing pattern with increasing age from 
3‐ to 5-year old. This is entirely consistent with earlier bisection 
results obtained with older children of 5‐ and 9-year old who 
completed different temporal judgment tasks; the results showed 
that children’s sensitivity to time increases throughout children 
(Zélanti and Droit-Volet, 2011). The new feature of our study 
is that we employed a sample of younger children with a continuous 
age range (3–5-year old). This allowed us to show a more precise 

developmental course of time perception performance as a function 
of duration that can be  discriminated from an earlier childhood 
perspective. The results showed that the comparison duration 
was more different to the standard duration; the age differences 
were larger with older children, who performed more accurately 
and faster than the younger groups. However, as the difference 
between the comparison and standard duration become smaller, 
the age differences in accuracy tended to be  non-existent while 
the RT results still showed a stable age effect.

In Experiment 1, we  tested the effect of duration and age 
on young children’s time perception with a non-emotional 
stimulus. To further investigate the impact of emotion localization 
on young children’s time perception, in Experiment 2, we replaced 
the non-emotional black square with emotional faces. 
We  hypothesized that different emotional types may have a 
specific effect. Therefore, angry emotional faces were paired 
with neutral faces under two different localization relationships 
to further test the effect of emotional localization on young 
children’s time perception.

FIGURE 1 | Example trial sequences used in Experiment 1.

FIGURE 2 | Children’s performance on time perception task (accuracy, ACC and reaction time, RT).
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EXPERIMENT 2

Methods
Participants
The participants were 60 children: 20 3-year olds (10 boys; 
mean age  =  3.2  years, SD  =  0.40), 20 4-year olds (10 boys; 
mean age  =  4.4  years, SD  =  0.49), and 20 5-year olds (10 
boys; mean age = 5.4 years, SD = 0.48). Children were recruited 
from a kindergarten in Beijing, China.

Materials
Young children were tested individually in a quiet room. E-Prime 
2.0 software was used to present the experimental stimuli and 
record their response. Responses were made using the “1” and 
“2” keys. Stimuli and feedback in the training phase were 
same as Experiment 1. In the testing phase, stimuli consisted 
of 24 photographs of 12 models’ faces expressing either anger 
or neutrality (six males). All facial expression images from 
the NimStim (Tottenham et  al., 2009) database were selected 
for the following stimuli evaluation. An additional 25 participants 
(18 females, Mage  =  21.83  years) were recruited and asked to 
choose the emotion label that best describes the facial expression 
presented by selecting from one of the following seven emotion 
labels (happy, angry, sad, disgust, surprise, fear, and neutral). 
They also rated the intensity of the facial expression on a 
scale of 1–7 (from very low to very high). Stimuli selection 
was based on previous results (Liang et  al., 2018), as well as 
our evaluation results. In total, 12 angry faces with high intensity 
and 12 neutral faces from the NimStim database were selected.

Experimental Procedure
Each participant took part in two phases: a training phase 
and a testing phase. The training phase was the same as 
Experiment 1. In the testing phase, the black square was 
replaced by emotional faces (see Figure  3). A neutral face 
was used as the standard stimulus and angry faces were used 
as comparison stimuli. Two emotion localization conditions 
were formed: a neutral-anger condition (N-A) and an angry-
neutral (A-N) condition. Each pair of comparisons was presented 
10 times. Each participant completed 120 trials in total. The 
presentation of the two conditions was randomized.

Results
ACC Results
A 6  ×  2  ×  2 repeated-measures ANOVA was employed, with 
stimulus duration (400, 600, 800, 1,200, 1,400 and 1,600), age, 
sex, and temporal localization of emotion as independent factors 
and ACC and RT as dependent variables. Post hoc simple 
t-tests were used to assess statistically significant interactions.

The ANOVA results on ACC showed significant main effects 
of the stimulus duration [F (5, 270) = 4.49, p < 0.001, η2

p = 0.04], 
age [F  (2, 54)  =  6.98, p  <  0.001, η2

p  =  0.11], and temporal 
localization of emotion [F (2, 54) = 18.1, p = 0.001, η2

p = 0.13]. 
According to the post hoc tests (Bonferroni), the ACC under 
the 400  ms condition was significantly higher than that under 
the 600, 800, 1,200, and 1,400  ms conditions, while it showed 

no difference under the 1,600  ms condition. The ACC less 
than 1,600  ms was significantly higher than that of 1,200  ms.

The ACC of the 5-year-old group was significantly better 
than the 3‐ and 4-year-old groups. The ACC under the N-A 
condition was significantly higher than that of the A-N 
condition. An interaction effect was found between age and 
temporal localization of emotion [F  (2, 54)  =  3.84, p  <  0.05, 
η2

p  =  0.07]. A simple effects analysis showed that the ACC 
of the 5‐ and 4-year group under the N-A condition was 
significantly higher than that of the A-N condition. The ACC 
of the 5-year-old group was significantly higher than that of 
the 3‐ and 4-year-old groups under the N-A condition. No 
main effect of sex, F  (1, 54)  =  0.91, p  =  0.35  >  0.05, nor 
any significant interaction among the other variables were 
found (all ps > 0.05; Figures  4, 5).

RT Results
Analysis of the RT results revealed similar findings. A main 
effect of age (F  =  4.08, p  =  0.02  <  0.05, η2

p  =  0.07) and an 
interaction between duration and temporal localization of 
emotion was found (F  =  2.67, p  =  0.02  <  0.05, η2

p  =  0.02). 
No significant main effect of sex (F = 0.14, p = 0.72, η2

p = 0.01) 
and temporal localization of emotion (F  =  1.19, p  =  0.28, 
η2

p  =  0.02) nor interaction among these factors (all ps  >  0.05) 
was found. Post hoc analysis (Bonferroni) suggested that the 
RT of the 5-year-old group was significantly shorter than that 
of the 3-year-old group. Simple effects analysis showed that 
the RT of 1,600  ms was significantly shorter than that of 
400  ms under the A-N condition.

Discussion
The results obtained in Experiment 2 provide convergent 
evidence to the effect of duration and age on time perception 
found in Experiment 1. The closer the stimulus duration to 
the standard duration the lower the accuracy. Analysis of 
the age effect of ACC and RT showed a similar pattern to 
Experiment 1: with increasing age from 3 to 5  years old, 
the ACC increased and RT decreased. Emotion has been 
shown to influence the perception of time (Gil et  al., 2007; 
Gil and Droit-Volet, 2011; Lake et  al., 2016). However, no 
experiment has studied whether the presentation sequence 
of emotional faces would affect one’s time perception. 
Furthermore, Experiment 2 showed an effect of emotion 
localization on young children’s time perception, in which 
the neutral-angry condition achieved significantly better 
accuracy with no significant difference in reaction time. In 
one recent study, researchers investigated the effect of expectancy 
on time perception by manipulating the sequence of fearful 
faces, and results suggested in predictable condition, the 
emotion effect was disappeared (Cui, 2018). In present 
experiment, compared with the neutral-anger condition, the 
anger-neutral condition can be seen as a predictable condition 
and thus may have no effect on the time perception.  
While under the neutral-anger condition, the participants may 
exert more resources on the processing of relatively 
unpredictable angry faces and result in higher accuracy.
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FIGURE 5 | ACC and RT under different durations and emotional localization.

GENERAL DISCUSSION

Stimulus duration whether a non-emotional black square or 
emotional facial expression significantly influenced the young 

children’s time perception accuracy. The closer the duration between 
the comparison and standard stimulus, the lower the accuracy. 
In addition, older subjects showed better performance on the 
judgment of both non-emotional black squares and the emotional 

FIGURE 3 | Example trial sequences: neutral-angry (N-A) condition and angry-neutral (A-N) condition.

FIGURE 4 | ACC and RT under different durations and age.
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facial expression, which suggests the age effect on time perception 
was stable regardless of stimulus type. We  also observed an 
emotion localization effect on time perception. Compared with 
emotional faces presented before the neutral faces condition, the 
emotional faces presented after the neutral faces condition showed 
better accuracy, indicating that the time discrimination task was 
influenced by the localization of the emotional faces.

Age-Related Effect
The present study clearly showed that time perception ability 
increases throughout the early years of childhood both in terms 
of accuracy and reaction time of judgment. This is entirely 
consistent with earlier studies conducted with children. The 
originality of our study lies in the participants tested constituting 
a continuous age range (3–5-year old), while most previous 
studies employed young participants with a discontinuous age 
range. This allowed us to further investigate the precise 
developmental course of time perception ability as a function 
of duration. When the difference between comparison and 
standard duration was bigger, such as 400/600/1400/1600 vs. 
1,000  ms, all three age groups showed higher accuracy and 
faster reaction time. A clear age difference was also found 
with older children who performed better. The accuracy and 
reaction time were impacted when the difference was narrowed, 
as shown in the 800/1200 ms vs. 1,000 ms condition. However, 
the 5-year-old group still showed better performance compared 
with the 3‐ and 4-year-old groups. This result is supported 
by previous results, suggesting that the ability to discriminate 
time duration increases with improvement in several important 
cognitive abilities in children, such as working memory, and 
executive functions, such as selective attention and inhibitory 
capacity (Zélanti and Droit-Volet, 2011).

Emotional Localization Effect
Most previous studies focused on the effect of different emotion 
types on time perception, while neglecting the possible effect 
of emotion sequence. Our study showed that the temporal 
localization of emotional faces also had an effect on the performance 
of time perception, with the results suggesting that young children 
scored higher in the neutral-angry condition than in the angry-
neutral condition. As suggested in previous studies, we  may 
assume that the emotion localization effect found in Experiment 
2 was due to the automatic activation of the nervous system 
by the angry faces. Since the internal clock system depends on 
the dynamic functioning of the brain, when the angry faces are 
presented, its rate increases and produces more time units for 
the processing of the stimulus. Thus, the angry faces presented 
last in the stimulus presentation sequence were processed for a 
longer duration and judged better than when angry faces were 
presented first in the angry-neutral condition (Droit-Volet et  al., 
2011). This effect is also in accordance with the theory of attention 
bias. Previous studies have reported that the negative valence 
of target stimuli modulate one’s attention, such that angry faces 
are almost automatically detected in the visual search task (Hansen 
and Hansen, 1988; Williams et  al., 1996; Bradley et  al., 1998; 
Eastwood et  al., 2001; Miyazawa and Iwasaki, 2010).

Studies on the effect of angry faces on time perception also 
showed that angry faces induce an overestimation of time perception 
in both adults and children (Gil and Droit-Volet, 2011). 
Furthermore, previous studies showed that an expectation of 
negative stimuli modulates time perception, whereby the duration 
of the stimulus was judged to be longer as arousal level increased 
in response to an unexpected threatening stimulus (Droit-Volet 
et  al., 2010; Cui et  al., 2018). In the neutral-angry condition, 
the angry face was presented last, which may induce the subjects 
to form an expectation of unpredictable negative stimuli and so 
attract more attention and processing time, thus achieving better 
accuracy. Under the angry-neutral condition, the angry face was 
presented first and thus attracted less attention and shorter 
processing time, which was reflected in relatively lower accuracy.

Duration Effect
The results also showed that young children’s time perception 
was influenced by the duration of the stimulus. Young children 
performed better when the difference between the comparison 
and standard duration was larger, as shown under the 400, 
600, and 1,600 comparison conditions. The reaction time results 
also showed the same pattern with subjects performing faster 
under the larger difference condition. These results are in line 
with the mathematics of internal clock models, which suggested 
that a clock rate-based mechanism needs a multiplicative effect 
in which the duration value influences the temporal judgment 
(Droit-Volet et al., 2011). In accordance with the present results, 
previous studies have demonstrated that different duration 
intervals may have different demands on attention and cause 
an effect of duration on time perception. A duration boundary 
may exist that involves distinct cognitive processes, which lies 
at approximately 1  s (Lewis and Miall, 2006, 2009; Ivry and 
Schlerf, 2008). Short duration was seen to involve less attentional 
resources and to be  more automatic, while longer duration 
may recruit high-level cognitive capacities (Lewis and Miall, 2006; 
Ivry and Schlerf, 2008; Meck et  al., 2008).

This study had some limitations that should be  addressed. 
First, in this paper, a new adapted time perception paradigm 
was used to ease the cognitive demand on young children’s 
ability. However, previous studies have found that the temporal 
task used may influence the effect of emotion on time perception 
(Gil and Droit-Volet, 2011). Further comparison analysis should 
be  conducted to investigate the effect of the paradigm used 
that may confound young children’s time perception performance. 
Second, compared with using Weber Ratio (WR) and point 
of subject equality (PSE) as indicators of time perception ability 
in previous studies, we  used ACC and RT in the present 
study. In future studies, the effect of emotion localization could 
be  further studied with traditional indicators such as WR and 
PSE to see how the influence was achieved.

CONCLUSION

To summarize, our experiments, which used an adopted bisection 
task with different comparison durations and stimuli 
(non-emotional black square and emotional faces), revealed a 
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significant age-related increase in accuracy and a decrease in 
reaction time and indicated that young children’s time perception 
ability increases gradually and significantly from 3‐ to 5-year 
old. Analyses on the effect of emotion localization revealed 
that the effect of emotion on time perception was influenced 
by the temporal sequence of angry face before neutral face.
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Objective: Considerable evidence has shown that facial expression recognition ability 
and cognitive function are impaired in patients with depression. We aimed to investigate 
the relationship between facial expression recognition and cognitive function in patients 
with depression.

Methods: A total of 51 participants (i.e., 31 patients with depression and 20 healthy 
control subjects) underwent facial expression recognition tests, measuring anger, fear, 
disgust, sadness, happiness, and surprise. The Chinese version of the MATRICS 
Consensus Cognitive Battery (MCCB), which assesses seven cognitive domains, was used.

Results: When compared with a control group, there were differences in the recognition 
of the expressions of sadness (p = 0.036), happiness (p = 0.041), and disgust (p = 0.030) 
in a depression group. In terms of cognitive function, the scores of patients with depression 
in the Trail Making Test (TMT; p < 0.001), symbol coding (p < 0.001), spatial span 
(p < 0.001), mazes (p = 0.007), the Brief Visuospatial Memory Test (BVMT; p = 0.001), 
category fluency (p = 0.029), and continuous performance test (p = 0.001) were lower 
than those of the control group, and the difference was statistically significant. The 
accuracy of sadness and disgust expression recognition in patients with depression was 
significantly positively correlated with cognitive function scores. The deficits in sadness 
expression recognition were significantly correlated with the TMT (p = 0.001, r = 0.561), 
symbol coding (p = 0.001, r = 0.596), maze (p = 0.015, r = 0.439), and the BVMT 
(p = 0.044, r = 0.370). The deficits in disgust expression recognition were significantly 
correlated with impairments in the TMT (p = 0.005, r = 0.501) and symbol coding 
(p = 0.001, r = 0.560).

Conclusion: Since cognitive function is impaired in patients with depression, the ability 
to recognize negative facial expressions declines, which is mainly reflected in processing 
speed, reasoning, problem-solving, and memory.

Keywords: depression, cognitive function, facial expression recognition, processing speed, problem-solving
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INTRODUCTION

Facial expression recognition isx considered an essential skill 
for successful social interactions, and it represents how others 
think of an individual and can potentially provide vague 
self-referential cues for making inferences and decisions. 
Accurate recognition of facial expressions is critical for the 
composition of interpersonal and cognitive functions (Wang 
et  al., 2011; Hiser and Koenigs, 2018). In the 1970s, Ekman 
and Friesen proposed that human facial expressions contain 
six basic emotions, namely, happiness, sadness, anger, fear, 
disgust, and surprise. These basic emotions are stable across 
cultures and races (Goghari and Sponheim, 2013). The facial 
emotion recognition deficit is a disorder, in which individuals 
experience difficulty in recognizing the emotional states of 
other people through facial expressions. Such a deficit may 
lead to a misunderstanding of the social behavior of others 
and interfere with the social function of an individual  
(Behere, 2015; Lee et al., 2020). The deficits in facial expression 
recognition have been found to be  associated with  
depression and other mental illnesses (Cotter et  al., 2018; 
Hayashi et  al., 2021).

Cognitive theories suggest that people with depression interpret 
self-referential social information negatively, including facial 
expression recognition (Bone et al., 2019). Beck (1967) proposed 
that negative self-patterns may affect the interpretation of facial 
expressions, for example, by making ambiguous expressions 
more susceptible to negative interpretations. Since then, some 
studies have found that depressed people have a reduced ability 
to recognize facial expressions, in which neutral or ambiguous 
faces may be  interpreted as sad (Gur et  al., 1992; Gollan et  al., 
2010; Lee et al., 2016). In recent studies of depression, negative 
processing bias is considered to play a causal role in the 
development of depressive symptoms (Roiser et al., 2012). Studies 
have found that when compared with healthy controls, patients 
with depression are less accurate in recognizing happy expressions 
or are less likely to interpret neutral faces as happiness (Zwick 
and Wolkenstein, 2016; Vidal-Ribas et  al., 2018). However, the 
results of the studies on facial expression recognition in patients 
with depression remain mixed.

Facial expression recognition is a special field of cognitive 
function. Impaired facial affect recognition and cognitive deficits 
are prevalent in people with depression (Vechetova et al., 2019). 
Being a core symptom of depression, cognitive dysfunction may 
be  the underlying phenotype of affective disorders (Miskowiak 
et al., 2016). The degree of cognitive impairment and the severity 
of disease were found to be  associated with deficits in facial 
expression recognition (Wiechetek Ostos et al., 2011; Sheardova 
et  al., 2014). The deficits in facial expression recognition are 
related to cognitive functions such as working memory, attention, 
and even language ability (Barrett et  al., 2011; Heck et  al., 
2017; Leib, 2019). Some studies have found that executive 
functions are related to deficits in facial expression recognition 
among adults with mental illnesses, such as schizophrenia (Yang 
et al., 2015). Similarly, Phillips et al. (2010) found that executive 
function could predict the performance of facial expression 
recognition in patients with depression. Research on cognitive 

bias suggests that depression is characterized by negative automatic 
thinking and biases in attention, interpretation, and memory 
(Mathews and MacLeod, 2005). The extant literature indicates 
that cognitive deficits in memory, processing speed, and executive 
functioning are particularly common in depression (Woo et  al., 
2016; Rao et al., 2019). However, the relationship between facial 
expression recognition and various aspects of cognitive impairment 
resulting from depression is yet to be  fully determined. 
Accordingly, research on potential mechanisms, such as deficits 
in the recognition of emotions of other people, which might 
link the impaired cognitive function to interpersonal problems 
and behavioral disturbances, would increase our understanding 
of life with cognitive impairment in depression. The tests of 
emotion recognition may represent a potential tool for detecting 
early-stage cognitive impairment. Therefore, this study aimed 
to explore the relationship between facial expression recognition 
and cognitive function in patients with depression.

MATERIALS AND METHODS

Ethics Statement
This study was reviewed and approved by the Ethics Committee 
of Beijing Huilongguan Hospital and the Ethics Committee 
of Zhumadian Psychiatric Hospital (ethics approval number: 
2016-72). All subjects were informed of the content before 
the trial, freely volunteered to participate, and signed an informed 
consent form.

Participants
A total of 51 participants took part in this study, including 
31 patients with depression and 20 healthy individuals, with 
similar age, gender, and education.

In the patient group, we  recruited patients with depression 
who were outpatients or inpatients at Zhumadian Psychiatric 
Hospital from July 2018 to August 2019. The inclusion criteria 
were as follows: (1) met the United  States Diagnostic and 
Statistical Manual, Fourth Edition (DSM-IV) criteria for 
depression diagnosis, (2) the Hamilton Depression Rating Scale 
(HAMD-17) score of ≥17 points, with more than two depressive 
episodes, (3) Han nationality, and (4) aged 18–50  years. The 
exclusion criteria were as follows: (1) presence of other mental 
disorder (comorbid anxiety disorders were not excluded), (2) 
history of cerebral organic diseases, cerebral injury, electrical 
shock treatment, or other serious physical diseases, (3) history 
of alcohol and substance abuse, (4) mental retardation, (5) 
pregnant and lactating women, and (6) claustrophobia.

In the control group, healthy subjects in the community 
surrounding the Zhumadian Second People’s Hospital during 
the same period were enrolled. The inclusion criteria were as 
follows: (1) no past history of mental disorders, (2) matched 
the race, age, sex, and years of education of the patient groups, 
(3) HAMD-17 score of <7 points, and (4) no family history 
of mental disorders. The exclusion criteria were as follows: 
(1) first-degree relatives diagnosed with a mental illness, (2) 
history of cerebral organic diseases, cerebral injury, electrical 
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shock treatment, or other serious physical illnesses, (3) history 
of alcohol and substance abuse, (4) mental retardation, and 
(5) pregnant and lactating women.

Facial Expression Recognition
The participants performed the facial expression recognition 
tests. Ten models (i.e., six females and four males) were selected 
from the Ekman gallery. Each model had six unique facial 
expressions (i.e., happiness, sadness, fear, disgust, surprise, and 
anger), with a total of 60 pictures. The experimental program 
was compiled and run with E-prime 2.0 (experimental program 
software). Before the test, the participants were informed about 
the rules of the test and practiced. In each trial, the participants 
were asked to distinguish between the two facial expressions 
of 10 models (i.e., a total of 15 sets of faces, each set of 20 
pictures). As shown in Figure  1, after the subjects pressed 
the “space” key, the participants were presented with a fixation 
point “+” for 200 ms in the center of the screen. Subsequently, 
the fixation point disappeared, and then a picture of the 
emotional expression of the model was randomly presented. 
The presentation time was randomly set for the picture to 
appear for either 100 or 300  ms. The task was to choose one 
or two of the two expression options to judge the expression 
presented. To prevent the subjects from stopping the task or 
being distracted during the task, they were asked to make a 
judgment within 3,000  ms; otherwise, the task automatically 
jumped to the next picture. An expression without a judgment 
was marked as incorrect. The advantage of this paradigm is 
that it is a comprehensive test of basic facial recognition.

Cognitive Function Test
All participants were instructed to complete the MATRICS 
Consensus Cognitive Battery (MCCB) using a computer under 
the guidance of an experienced physician. The 10 subtests of 
the MCCB were organized into the following seven domains:

 1. Speed of processing (SOP): Trail Making Test (TMT), Brief 
Assessment of Cognition in Schizophrenia (BACS) symbol 
coding (SC), and category fluency (CF)

 2. Attention/vigilance (AV): continuous performance test-
identical pairs (CPT-IP)

 3. Working memory (WM): spatial span (SS) and digital 
sequence (DS)

 4. Verbal learning (VBL): Hopkins Verbal Learning Test-Revised 
(HVLT-R)

 5. Visual learning (VSL): Brief Visuospatial Memory Rest-
Revised (BVMT-R)

 6. Reasoning and problem-solving (RPS): Neuropsychological 
Assessment Battery (NAB) mazes

 7. Social cognition (SC): Mayer-Salovey-Caruso Emotional 
Intelligence Test (MSCEIT) managing emotions (ME).

Statistical Analysis
The statistical analysis was performed using IBM SPSS Statistics 
(SPSS Inc., Chicago, Illinois, USA, Version 23.0). The experimental 
data of each group were expressed as x  ±  s. The chi-square 
test was used for sex between groups, and an independent 
sample t-test was used to compare age and education level. For 
the bilateral test, p < 0.05 was considered statistically significant.

We used to represent the accuracy of facial expression 
recognition – the measurement value of discriminate ability 
– which follows the signal detection theory and uses the 
hit rate and false positive rate to estimate recognition ability 
(Macmillan and Creelman, 2005). Raw scores for each of 
the 10 MCCB tests were transformed into T-scores. First, 
we  calculated a series of t-tests to assess differences between 
patient groups and controls regarding emotion recognition 
performance and cognitive function variables. Second, 
we  assessed the bivariate two-tailed Pearson’s correlations 
between facial expression recognition and cognitive scores 
in patients with depression. Finally, we  used Pearson’s 
correlation to analyze the relationship between facial expressions 
that were significantly associated with cognitive function 
scores and various cognitive domains.

RESULTS

Descriptive information is presented in Table  1. There were 
no significant differences in age (F  =  5.71, p  =  0.87), gender 
(F = 1.07, p = 0.30), or years of education (F = 0.23, p = 0.09).

As shown in Table  2 and Figure  2, compared with the 
healthy control group, there were differences in the recognition 
of sadness (p  =  0.036), happiness (p  =  0.041), and disgust 
(p  =  0.030) expressions in the depression group.

FIGURE 1 | Flowchart of facial expression recognition.
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There are significant differences in TMT (p  <  0.001), SC 
(p  <  0.001), SS (p  <  0.001), MAZE (p  =  0.007), BVMT 
(p  =  0.001), CF (p  =  0.029), and CPT (p  =  0.001) between 
the depression group and the control group (Figure  3).

The correlation analysis of the relationship between six facial 
expressions and total cognitive scores was performed. Except 
for the weak correlation between disgust expression and cognitive 
score (p  =  0.049, r  =  0.445), other facial expressions were not 
correlated with cognitive scores in the control group. It also 
shows that the recognition of sadness (p  =  0.005, r  =  0.502) 

and disgust (p  =  0.006, r  =  0.486) facial expressions was 
positively correlated with cognitive function in patients with 
depression (Figure  4). The correlation analysis was performed 
between facial expression recognition and the cognitive domain 
in the depression group (Figure  5). Recognition of sadness 
facial expressions was related to TMT (p  =  0.001, r  =  0.561), 
SC (p  =  0.001, r  =  0.596), MAZE (p  =  0.015, r  =  0.439), and 
BVMT (p  =  0.044, r  =  0.370). Recognition of disgust facial 
expressions was related to TMT (p  =  0.005, r  =  0.501) and 
SC (p  =  0.001, r  =  0.560).

DISCUSSION

In this study, we examined the association between cognitive 
function and recognition of emotions in facial expressions 
for patients with depression. The main finding was that 
people with depression were less able to recognize facial 

FIGURE 2 | Accuracy of facial expression recognition (mean ± SD). 
*Represent for p < 0.05.

FIGURE 3 | MATRICS Consensus Cognitive Battery (MCCB) scores for the depression group and control group. *Represent for p < 0.05.

TABLE 1 | Descriptive information.

Depression 
(n = 31)

Health control 
(n = 20)

t/F/χ2 p

Age (year, x ± s)* 26.71 ± 9.30 27.10 ± 6.32 5.71 0.87
Gender (case, male/
female)&

14/17 12/8 1.07 0.30

Years of education 
(year, x ± s)*

10.77 ± 2.90 12.15 ± 2.48 0.23 0.09

HAMD-17 
(score,−x ± s)

21.71 ± 4.42 - 1.75 0.72

HAMA (score) 22.74 ± 9.54 - 1.07 0.72

*Represents independent sample t-test.
&Represents chi-square test.

TABLE 2 | Facial expression recognition between depression group and health 
control group.

Depression 
group

Health control p

Sadness* 2.50 ± 1.09 3.37 ± 1.89 0.036
Anger 1.70 ± 3.90 1.46 ± 0.70 0.794
Happiness* 3.53 ± 2.03 4.95 ± 2.51 0.041
Surprise 2.69 ± 1.87 2.97 ± 1.55 0.585
Fear 1.70 ± 0.84 2.11 ± 0.70 0.080
Disgust* 1.84 ± 1.10 2.38 ± 0.63 0.030

*Represent for p < 0.05.
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expressions, especially in differentiating negative expressions. 
Earlier studies found a negative bias in facial expression 
recognition for depression, which leads to a tendency to 
identify neutral faces as sad ones (Gur et al., 1992; Leppänen 
et  al., 2004; Lee et  al., 2016). Our study further found that 
people with depression have trouble distinguishing between 
negative and neutral expressions. This difference may be due 

to differences in the paradigm experiment. Our experiment 
was less accurate at identifying pairs of negative and neutral 
expressions, such as fear and surprise, in a limited set of 
two expressions. Facial expression recognition is mediated 
by a distributed neural system in humans that involves 
multiple bilateral regions (Haxby et  al., 2000). The 
discrimination of facial expressions may be reflected in brain 

FIGURE 4 | Correlation relationship between facial expression recognition and cognitive score.
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FIGURE 5 | Relationship between the expressions of disgust and sadness 
and cognitive domain.

activity patterns. For example, Vrticka et al. (2014) considered 
fear as a negatively valenced surprise. We  hypothesized that 
the brain regions that govern the expression of these two 
facial expressions may come from the same region, which 
also increases the difficulty of expression recognition and 
leads to a decrease in accuracy. In addition, many earlier 
studies have used small samples (Chiu et  al., 2018; Yılmaz 
et al., 2019), or selected several facial expressions for research 
(Milders et  al., 2010; Lawlor-Savage et  al., 2014), as well 
as experiments to study the perception of different expression 
tensions (Branco et  al., 2017). Conversely, although our 
sample size was small, each subject was selected from two 
limited facial expressions and a total of 300 times were 
recognized for six facial expressions of 10 models, which 
significantly increased the stability and accuracy of the 
experiment. Moreover, as in several earlier studies, we  did 
not consider the length of stimulus presentation as a variable 
in itself and only varied the duration to avoid habituation 
(Jerram et  al., 2013; Gohier et al., 2014).

The second finding is that the decline in the facial expression 
recognition ability of patients with depression is related to the 
decline of cognitive function, especially for negative facial 
expressions. The recognition of negative facial expressions is 
mainly related to processing speed, reasoning, and problem-
solving ability, which is consistent with earlier studies. Major 
depressive disorder is frequently associated with cognitive 
impairment. Earlier research has shown that depression is related 
to executive function, memory, and processing speed (Nebes 
et  al., 2000; Butters et  al., 2004; Chen et  al., 2015). The results 
of a meta-analysis showed that patients with depression have 

various forms of cognitive decline, including attention, processing 
speed, executive function, and memory (Lim et  al., 2013). In 
clinical practice, further research is needed to improve the 
cognitive function of patients by improving their processing 
speed, reasoning ability, and problem-solving ability. In addition, 
distinguishing depressed patients from the normal control group 
by recognizing facial expressions is the next step in our research.

Emotional dysregulation is a key clinical feature of depression. 
An increasing number of studies have shown that emotional 
processing and emotional regulation in patients with affective 
disorders are impaired, and some of them have potential 
neurocognitive dysfunction (Assion et  al., 2010). Frank et  al. 
(2014) believed that successful emotion regulation often implies 
prefrontal control over emotional reactivity associated with amygdala 
responses. The present functional magnetic resonance imaging 
shows that, when compared with healthy people, those suffering 
from depression have greater subcortical limbic activity when 
recognizing positive and negative facial expressions (Almeida et 
al., 2009). Studies have also found that the amygdala is involved 
in the recognition of not only fear but also other expressions 
such as happiness and sadness (Juruena et  al., 2010). The 
ventromedial prefrontal cortex (vmPFC) is related to various social, 
cognitive, and affective functions that are commonly disrupted 
in mental illness (Hiser and Koenigs, 2018). The current research 
suggests that the vmPFC regulates the fear response by inhibiting 
the amygdala (Quirk et al., 2003; Rosenkranz et al., 2003). Therefore, 
we speculated that patients with depression may differ from healthy 
people in brain areas such as the amygdala, the hippocampus, 
and the vmPFC.

The study on the structure and function of the brain in patients 
with depression has suggested some possible explanations for the 
link between cognitive decline and depression. The frontoparietal 
network is involved in the top–down regulation of attention and 
emotion, while the default network and the dorsal attention 
network are involved in internal and external attention, respectively 
(Nani et al., 2019). The dysregulation of the dorsolateral prefrontal 
cortex, which is associated with executive function, has been 
reported in the functional neuroimaging studies of depression 
during executive function. By using the meta-analysis, Kaiser et al. 
(2015) found that in the frontal network of depressed patients, 
there was low connectivity between the brain regions related to 
the cognitive control of attention and emotion regulation and 
between the frontoparietal and the parietal regions. Earlier research 
has suggested that WM, processing speed, and nonverbal memory 
capabilities are the indispensable components of emotional 
perception (Phillips et al., 2008; Mathersul et al., 2009). When 
attention, problem-solving ability, and speed of patients with 
depression decrease, the error rate of facial expression recognition 
increases. This implies that the decline in cognition in patients 
with depression may be  caused by an imbalance between the 
brain networks. Thus, it is significant for the clinical diagnosis 
and treatment of depression to explore the abnormal brain structure 
and the mechanism of depression through the recognition of 
facial expressions in patients with depression.

This study has several limitations. First, whether the decline 
in facial expression recognition is caused by depression or 
cognitive decline remains an open question. Second, although 
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the credibility of the experiment was high, the sample size 
was small. The neural mechanisms of facial expression 
recognition in patients with depression will be  the next step 
in our study.

CONCLUSION

Since the cognitive function is impaired in patients with 
depression, the ability to recognize negative facial expressions 
declines, which is mainly reflected in processing speed, reasoning, 
problem-solving, and memory and is caused by the imbalance 
between the brain networks.
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It is widely accepted that physical exercises (PEs) not only are good for fitness but also

contribute to mental health and well-being. The positive influence of PEs on emotion

has become a topic of much excitement. However, a quantitative study is required

to discuss the effect of short-term moderate-intensity PE on the emotional response

by using electroencephalogram (EEG) asymmetry. The experiments, including 20-min

moderate-intensity cycling and EEG data acquisition with picture-induced emotion

assessment protocol, were designed in this paper. The experiment procedure consists

of two emotion assessment sessions, each of which contains 24 pictures. About 80

participants were randomly allocated into the exercise group and the control group.

Participants in the exercise group were instructed to have a 20-min moderate-intensity

cycling after the first assessment session, then rested until their heart rates recovered

to baselines and their emotional states were assessed again in the second session.

The control group only had a 20-min break without the cycling exercise between the

two sessions. It was observed that, in the control group, the EEG asymmetry had no

significant difference in these two assessment sessions for both positive and negative

stimulations. However, in the exercise group, the difference of the EEG asymmetry

before and after PE was significant only in response to negative stimulations. Further,

the in-depth analysis of EEG asymmetry index changes of individual participants shows

that the short-term moderate-intensity PE has a positive impact in response to negative

stimulations. The proposed experiments show that the negative emotional experience

can be reduced by the moderate-intensity PE and support the hypothesis that the

moderate-intensity PE is good at improving emotional response to negative stimulations.

This study provides the evidence of positive effects of PE in the domain of emotion

regulation with experimental data.

Keywords: physical exercise, EEG asymmetry, moderate intensity, emotion regulation, negative emotion

INTRODUCTION

Emotion experience is a complex procedure of neurobiological activity related to sensation,
consciousness, and behavior that reflects the personal significance of a thing, event, or state of
affairs. One of the key areas of emotion study is the interaction between the behavior of a person
and the emotional states of a person. Emotional experience is ubiquitous in nature, and how the
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negative and positive emotion states change plays an essential
role in promoting career success of a person or facilitating
creative problem solving (Isen et al., 1987; Lyubomirsky et al.,
2005; Boehm and Lyubomirsky, 2008). Understanding emotion
change processes is a primary objective for supporting emotional
well-being, which helps improve mental healthcare. With the
rapid development of computer and information technology,
the affective computing can be used to understand the emotion
and behavior of a person and analyze how the emotion of the
person changes. This has gained intense attention in biomedical
engineering, computer science, and psychophysiology in the
last few decades. Change of emotion, also known as mood
change, refers to how the emotion or the intensity level of mood
changes in response to internal or external affairs. For example,
sometimes, the mood of an individual will swing from feeling
confident and joy to feeling worried and depressed in a short
period of time, and vice versa. Another example is that the
depressing or happy feeling can last longer at a higher intensity
level to a great extent. More specifically, the study of emotion
change is about which emotions we have, when, how, and to what
degree we have them, also known as emotion regulation (Gross,
1998, 1999).

There have been many psychology studies on various emotion
regulation strategies to affect the changes of emotion (Gross,
2002, 2015; John and Gross, 2004; Quoidbach et al., 2015).
In particular, emotion regulation is essential in the changes
of negative emotion, which is useful in human mental well-
being. It is well-known that physical exercise (PE) is not only
good for fitness but also improves mental health (Penedo and
Dahn, 2005; Belcher et al., 2021; Smith and Merwin, 2021).
It is also claimed that PE affects the emotion of a person,
in both clinical and non-clinical populations. For example,
for negative emotion, acute aerobic exercise helps overcome
emotion regulation deficits and hastens emotional recovery from
a subsequent stressor (Bernstein and McNally, 2017a,b). The
effects of different intensities and rest period during resistance
exercise on anxiety and negative affect were examined (Bibeau
et al., 2010). The benefits of aerobic exercise on the neural
efficiency in responding to sad emotion-eliciting cues were
found (Hwang et al., 2019). Frequent PE may improve the
efficiency of controlling negative emotions in women (Ligeza
et al., 2019). After acute aerobic exercise, participants showed
a decline in state anxiety (Petruzzello and Landers, 1994; Cox
et al., 2004). Exercise can improve depressive symptoms in
people with a diagnosis of depression (Strohle, 2009; Rimer
et al., 2012; Schuch et al., 2016a,b). On the other hand, for
the positive emotion, subjects showed increased positive affect
during exercise (Boutcher et al., 1997). Research consistently
showed that PE is associated with pleasant changes and positive
affective valence for most individuals (Ekkekakis et al., 2000,
2011). Increases in dispositional mindfulness were moderately
correlated with improvements inmental health, and dispositional
mindfulness can be increased through regular aerobic exercise
(Mothes et al., 2014). Most studies suggest that PE helps to
reduce state anxiety, depression, and tension. PE also increases
the feelings of vigor and happiness, and it improves various
emotional states. The research studies on PE-induced emotion

changes mainly focus on how to regulate the existing negative
emotions for those people with mental or emotional problems,
for example, anxiety and depression. PE is an effectivemethod for
mental disorder treatment and also a kind of posterior measure
of negative emotion. There are few reports regarding the effects
of PE on the emotional response to the subsequent stimulations.

However, due to the complexity of the change of emotion, it
is still not clear if PE has similar effects on both positive and
negative emotions. There is a lack of quantitative study and
neurobiology data to investigate the different impacts of PE on
positive and negative emotions, as people experience a wide range
of emotions after PE. Research in this field should concern not
only the regulation of existing emotional states but also the in-
depth awareness of how PE can be used to improve negative
emotions and/or the emotional responses to negative events.
There are still some open questions to be addressed. It is still
a lack of in-depth understanding with evidence of whether PE
can help to prompt positive emotions or reduce the changes
toward negative emotions. In other words, the hypothesis to
be investigated in this paper is whether the positive emotional
experience will be enhanced, while the negative emotion is
reduced after some PE.

Furthermore, some studies have found that PE can work
as an emotion-induction event that generates emotions. In
particular, when the intensity of the exercise is at an appropriate
level, positive emotion can be induced. The following question
to be addressed is how the negative emotion is affected by
PE. Is the reduced level of negative emotion caused by the
neutralization of the positive emotion induced in the PE? This
is particularly interesting for short-term moderate-intensity PEs,
as the recovery period after a short-term moderate-intensity
PE is relatively short. Will the positive emotion last longer
and lead to the reduction of negative emotion? After the
physiological indicators are restored, will the role of emotion
regulation still exist? The human emotion research community
has not reached a consensus regarding the psychological and
physiological mechanisms behind the emotion changes, which
inspire this study about the effects of moderate-intensity PEs on
the emotional response to negative stimulation.

Although significant progress has been made in
understanding emotion and the emotion regulation process
in the psychological community, neurobiology evidence of
emotion changes is not enough, due to the complex mechanisms
underlying human emotions. Therefore, there is a need to
provide qualitative neurobiology data to better recognize the
emotion change after PE. One typical neurobiology data widely
used for emotion analysis is the electroencephalogram (EEG).
Since Davidson found that the asymmetry of activation in the
anterior part of the brain is closely related to emotion (Davidson
et al., 1990), and the asymmetry of frontal EEG signal has been
widely used as a key index of human emotional states in many
studies. It has been shown that the greater activity of the left
frontal is related to the approach system and positive (pleasant)
emotion. On the other hand, the greater activity in the relative
right frontal is involved avoidance/withdrawal system, thus
related to negative (unpleasant) emotion (Davidson, 1998, 2000,
2004). The asymmetry of the EEG activity in the prefrontal
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FIGURE 1 | The procedure of the proposed experiment.

TABLE 1 | Pictures for emotion induction.

Picture type Dimension Session 1 Session 2 p

Mean SD Mean SD

Negative Valence 2.88 0.97 2.87 0.96 0.9962

Arousal 5.8 1.51 5.76 0.91 0.9546

Neutral Valence 4.99 0.04 4.99 0.04 0.6814

Arousal 3.68 1.11 3.26 1.17 0.5113

Positive Valence 6.96 1.02 6.95 1.01 0.991

Arousal 4.3 0.83 4.28 0.85 0.9496

region has been discussed as a predictor, outcome, moderator,
and mediator of emotion in a large number of studies (Hall et al.,
2000, 2010; Coan and Allen, 2004; Reznik and Allen, 2018). In
summary, the results show that individuals with greater frontal
activity on the left are relatively in a positive emotional state and
can better regulate negative emotions.

In the study, the advanced EEG signal processing technology
is used to investigate the hypothesis that moderate-intensity PE
can improve emotion experience for both negative and positive
stimulations. The moderate-intensity PE is selected owing to its
population in the daily exercise. The study may provide further
evidence on the positive effects of PE in emotion regulation
and suggestions for maintaining mental health and emotional
well-being. This paper is organized as follows: section Materials
and Methods presents the proposed experiment procedure, the
materials used in the experiments, and the signal processing
methods. Section Data Analysis and Results presents the data
analysis and the experimental results, followed by the discussion
and conclusions in section Discussion and Conclusion.

MATERIALS AND METHODS

Experiment Method
Total 48 emotional pictures are carefully selected as stimulation
for evoking emotion. Both negative and positive emotional
pictures are included in this experiment, as shown in Figure 1.

The experiment consists of two assessment sessions, and between
the two assessment sessions, either a 20-min cycling PE session
for the exercise group or a 20-min rest session for the control
group is included. In each assessment session, a sequence of
emotional pictures with similar valance is presented to the
participants. The EEG signals are collected to determine the
emotional state of the participants. After the first session, the
participants in the exercise group take 20min of moderate-
intensity exercise followed by a recovery period to allow the
participants to take a rest until their heart rates recovery to
normal status. The control group does not take the exercise and
provides a benchmark to evaluate the difference caused by the
moderate PE. Rather than taking a 20-min exercise and recovery
period between the two sessions, the participants in the control
group just take a 20-min rest. All other procedures are precisely
the same as those in the exercise group. The detailed procedures
of the experiment will be presented later.

Participants
The participants (N = 80) were healthy college students aged 18–
25 years who were recruited at Southwest University in China. All
potential participants were initially assessed by the results of the
international physical activity questionnaire (IPAQ) (Hagstromer
et al., 2006). The selected participants consisted of 40 male
students (age 20.18 ± 1.43, height 174.08 ± 5.58 cm, and weight
63.78 ± 8.70 kg) and 40 female students (age 19.9 ± 1.43, height
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161.28 ± 5.42 cm, and weight 52.33 ± 5.87 kg). All participants
were right-handed, with normal vision and color perception,
body mass index (BMI) < 25, and no mental, neurological,
cardiovascular disease, or physical disability. All participants
must have no exercise habits. The criteria of “exercise habits”
are defined as that the frequency of taking moderate exercise
at least three times a week for a period of more than 1 year,
and each exercise lasts more than 30min. They were divided
randomly but equally in gender into the exercise group and
control group. There were 20 male and 20 female subjects in
each group. The basic demographic information is the same
in the two groups. The participants were asked not to exercise
24 h before the experiment and to wear comfortable clothes and
shoes. This study was conducted based on the ethical principles
of the Declaration of Helsinki regarding human experimentation
(WMA., 2013) and was approved by the local Review Board for
Human Participant Research. Each participant signed informed
consent before the experiment.

Pictures
Sixteen positive, negative, and neutral pictures, respectively, were
selected from the International Affective Picture System (IAPS)
(Lang et al., 2008) according to valance and arousal. Each session
contains 24 pictures consisting of eight pictures for positive,
neutral, and negative emotional states. These pictures are used
to arouse emotions. Table 1 shows the statistics of the selected
pictures and the p-value of the significance test for the valence
and arousal of each kind of picture in the two sessions. The
valance and arousal have no significant difference for negative,
neutral, and positive pictures in the two sessions, respectively.

Mode and Duration of Exercise
The exercise used in the experiment is 20-min cycling on a
stationary bicycle shown in Figure 2 (Snode S2, http://www.
sinuode.cn/). To ensure that the exercise is at the level of
moderate intensity, the heart rate of the participant is monitored
and kept at 50–75% of the maximum heart rate (HRmax) by
adjusting the resistance of the flywheel. The HRmax is estimated
by the following formula (Tanaka et al., 2001).

HRmax = 208− 0.7× age (1)

The duration of the exercise is started counting when the heart
rate of the participant reaches 50% HRmax.

Electroencephalogram Recording
Continuous EEG was recorded from 32 scalp electrodes placed
according to the international 10–20 system using the wireless
EEG recording equipment provided by Neuracle (NEUSEN W,
32 channels, http://www.neuracle.cn/productinfo/148706.html).
The selected positions for the scalp electrode placement are
shown in Figure 3, and the sampling rate is 250 Hz.

Procedures
During the experiments, the participants wore comfortable
clothes and shoes and were informed of the experimental process
and precautions before starting the experiments. After signing

FIGURE 2 | Stationary bicycle used in the experiment.

FIGURE 3 | Electrode placement for Neuracle system.

the informed consent form, the participants wore EEG caps.
Then EEG data were collected for every participant in these two
parallel groups. The detailed procedure is presented as follows:

Step 1 (First Assessment Session)

The experiments started with the first assessment session, where
24 pictures, including eight positive, eight negative, and eight
neutral, were presented to the subjects in a random sequence.
Figure 4 shows a typical example of the picture sequence in one
trial. Before presenting each picture to the participant, a fixation
point picture was first displayed for 0.5 s to remind the subjects
to pay attention to the screen. Then a picture was presented for
6 s, followed by a 24 s gap to fill in the 9-level valance scale. The
reason for setting a longer time after the picture presentation is to
avoid the impacts of emotional reaction induced by the previous
picture on the successive one. The presentation procedure based
on 0.5–6–24 s picture was repeated 24 times until all the pictures
are presented.

Step 2 (Exercise/Rest)

The 20-min cycling was conducted. Before the experiment, the
subjects in the exercise group wore a sports watch (HUAWEI
WATCH GT) and were measured the resting heart rate, then
started to cycle with a stationary bicycle (Figure 2). When
the real-time heart rate of the subjects reached 50% of their
maximum heart rate, the timing began, and then the heart
rate was maintained within the medium intensity range (50–
75% HRmax) for 20min. The subjects would be asked about
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FIGURE 4 | The procedure of the assessment session. Same for both the first assessment session and second assessment session.

the subjective exercise intensity feeling, and the heart rate was
recorded every 2min. After completing the 20-min cycling, all
participants in the exercise group had a rest of about 20min until
their heart rates settled down to no more than 10% of the resting
heart rates before the experiment. Then, the second session of the
experiment started. On the other hand, the subjects in the control
group only rest for 20min without exercise in this step.

Step 3 (Second Assessment Session)

In the second assessment session, other 24 pictures are
conducted. The procedures of presenting the picture in the
second assessment session are the same as those of the first
assessment session except the used different pictures. The same
procedure at this step is used for both the exercise group and the
control group.

Electroencephalogram Asymmetry Index
It is well-known that the asymmetric frontal alpha of hemispheres
is related to emotional states. The relatively greater activities
on the right frontal portion of the brain are associated with
negative emotions, for example, sadness, fear, and disgust. In
contrast, the relatively greater activities on the left frontal lobe
are related to positive emotions, for example, joy and happiness.
Furthermore, there is a significantly negative correlation between
brain activities and the power spectral density (PSD) of the alpha
band signal. Similar to related work in literature (Hall et al., 2010;
Papousek et al., 2012; Koller-Schlaud et al., 2020; Zhang et al.,
2020), electrodes F3 (left hemisphere) and F4 (right hemisphere)
were selected as themain data source for analysis. The asymmetry
index of frontal lobes is defined as:

Asy[k, i, j] =
PSDr

[

k, i, j
]

−PSDl

[

k, i, j
]

PSDr

[

k, i, j
]

+ PSDl

[

k, i, j
] (2)

where PSDl and PSDr are the PSD of the alpha band signal.
PSDl and PSDr were recorded from electrode F3 in the left
hemisphere and from electrode F4 in the right hemisphere,
respectively. Indices [k, i, j] represent the k-th subject, i-th picture
in the picture stimulations, and j-th segment of the EEG data.
It can be seen from the definition of asymmetry index that a
positive asymmetry index (Asy > 0) corresponds to the relatively
greater left frontal activity (PSDr > PSDl), whereas a negative
asymmetry index (Asy < 0) represents relatively more significant
right frontal activity.

Data collected from subjects in two different groups were
analyzed. Data preprocessing showed that the EEG data of 37
subjects in the exercise group are valid. So are the 33 subjects
in the control group, as some subjects did not complete the
experiment or the marker information of the data was not
complete. A 0.5-Hz high-pass filter is used to process all the
valid data for removing direct current drift (Liu et al., 2018).
Since the duration of emotion induced by pictures may be
short, the filtered data were segmented into a sequence of a
1-s moving window to meet the requirement of data length
for the power spectrum estimation (Jatupaiboon et al., 2013).
Each window contains 250 data because the sampling rate
is 250Hz. The overlap ratio of successive data windows is
50% (i.e., 125 data for a half-second) (as shown in Figure 5).
Although every picture was displayed for 6 s, only the first 5-
s data were adopted for the frontal activity analysis. This is
because the data in the last second contain more noise, and
the emotional duration aroused by the picture stimulation is
generally short. As a result, nine segments of the EEG data
were obtained for each frontal lobe in every trial. The power
spectrum of each EEG channel (F3 and F4) was estimated
by the Welch method (Jwo et al., 2021). Here, Hamming
window with the length of 50 and overlap of 50% was adopted.
The EEG signals observed in the scalp were divided into
specific ranges, namely the alpha (8–13Hz), beta (13–30Hz),
gamma (>30Hz), delta (1–4Hz), and theta (4–7Hz) bands.
The beginning and the end of the bands can be set with a
slight difference (Alarcao and Fonseca, 2019). PSD of the alpha
frequency band (8–13Hz) was retrieved for each segment of the
left frontal lobe (F3) and right frontal lobe (F4) data, followed
by the calculation of the asymmetry index Asy in Equation
(2). All the aforementioned procedures were performed in the
EEGLAB toolbox (Delorme and Makeig, 2004) and MATLAB
(MathWorks, Natick, MA, USA).

DATA ANALYSIS AND RESULTS

With all the asymmetry indices collected, statistical comparisons
of all segments were made to evaluate the effect of short-
term moderate-intensity PE on emotion regulation. For negative
stimulation in the exercise group, the number of EEG segments
with Asy < 0 in the post-exercise session was less than that in
the pre-exercise session. We also define the mean value of the
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FIGURE 5 | Data segmentation of each picture stimulation trial.

maximum asymmetry index from all the trials and its minimum

Mean
(

Amin
sy

)

as follows.

Mean
(

Amax
sy

)

=

∑

k,i(maxj
(

Asy
[

k, i, j
])

)

8n
(3)

Mean
(

Amin
sy

)

=

∑

k,i(minj
(

Asy
[

k, i, j
])

)

8n
(4)

where n is the number of subjects, 37 in the exercise group, and
33 in the control group, respectively. Indices [k, i, j] are the same
as those defined in Equation (2).

Statistical results of segments are shown in Table 2. For the
exercise group, session 1 and session 2 correspond to pre-exercise
and post-exercise, respectively. In Table 2A, compared with the

pre-exercise session (session 1), Mean
(

Amax
sy

)

increased and the

number of segments with Asy < 0 in the post-exercise session
(session 2) decreased. These were highlighted in bold faces. The
decreased number of EEG segments with Asy < 0 indicates that
the negative emotion duration in post-exercise sessions is less
than that in pre-exercise sessions. Meanwhile, the mean value
of the maximum index increases, which implies that relatively
greater activities in the left frontal are enhanced as expected.
On the other hand, in the control group, the number of EEG
segments with Asy < 0 in session 2 was slightly more than

that in session 1, and there was less change in Mean
(

Amax
sy

)

andMean
(

Amin
sy

)

.

In Table 2B, for positive stimulation in the exercise group,
the number of segments with Asy > 0 in the post-exercise
session increased slightly, and there were no significant changes

in Mean
(

Amax
sy

)

and Mean
(

Amin
sy

)

. In the control group, the

number of segments with Asy > 0 in session 2 decreased slightly,
and the range of Asy changed to negative direction slightly.

In the data analysis, the ANOVA is adopted to identify any
statistically significant differences between the values of Asy in
pre-exercise and post-exercise sessions. In the exercise group, the
results of ANOVA showed that, for negative stimulations, there
was a significant difference in Asy between the pre-exercise and
post-exercise sessions with p = 0.0254, as shown in Figure 6A.

However, it is interesting to note that there was no significant
difference in Asy for positive stimulations, where the value of p
is just 0.3361, as shown in Figure 6B.

Furthermore, analysis of EEG data of an individual shows that
the significant difference in the exercise group was due to the
positive increase of Asy. For each subject in the exercise group,
under the condition of negative stimulations, 72 asymmetry
indices in the pre-exercise session are combined into one group,
and 72 asymmetry indices in post-exercise session are combined
into another group. The median values of Asy before and after
exercise were compared. The trend can be seen clearly from
Figure 7 that 23 out of the 37 subjects in the exercise group
changed positively in the asymmetry index before and after the
exercise. Among them, the asymmetry index moved significantly
toward the right, either changed from negative to positive or from
a lower positive value to a higher positive value. In Figure 8,
the details of the two subjects are presented, which can be seen
more clearly.

The same test was also carried out for Asy of the control group.
The results showed no significant difference in Asy between the
two sessions under both positive and negative stimulations, as
shown in Figures 9A,B. The values of p were 0.627 and 0.4666,
respectively, which shows that PE has no significant impact on
positive emotional experience in both two groups.

DISCUSSION AND CONCLUSION

As shown in the EEG signal analysis, the EEG asymmetries
in the exercise group are of significant difference before and
after the 20-min cycling exercise, and the mean of median
changes from 0.0212 in the pre-exercise session to 0.0318 in
the post-exercise session. This is true in response to emotion
induced by negative pictures (as shown in Figure 6A, p =

0.0254). However, a significant difference in EEG asymmetry
in the control group is not observed (as shown in Figure 9A,
p = 0.627). This clearly demonstrates that the short-term
moderate-intensity PE positively impacts emotional experience
in response to the subsequent negative stimulation. This study
provides evidence for preventing negative emotions by using
PE. Individual EEG asymmetry result (as shown in Figure 7)
shows that 23 of the 37 participants in the exercise group have
a positive difference in response to the negative emotions. It
was observed that the asymmetry index Asy moved toward
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TABLE 2 | Statistical results of segments.

(A) Negative stimulations

Group Total segments Session 1 Session 2

Segments Asy <0 Mean
(

Amin
sy

)

Mean
(

Amax
sy

)

Segments Asy <0 Mean
(

Amin
sy

)

Mean
(

Amax
sy

)

Exercise 2,664 1,213 −0.223 0.255 1122 −0.217 0.270

Control 2,376 1215 −0.245 0.237 1226 −0.254 0.234

(B) Positive stimulations

Group Total segments Session 1 Session 2

Segments Asy > 0 Mean
(

Amin
sy

)

Mean
(

Amax
sy

)

Segments Asy > 0 Mean
(

Amin
sy

)

Mean
(

Amax
sy

)

Exercise 2,664 1,451 −0.227 0.263 1,492 −0.221 0.263

Control 2,376 1,152 −0.249 0.234 1,121 −0.240 0.225

FIGURE 6 | (A) Difference in Asy for negative stimulations (p = 0.0254) in the exercise group; (B) Difference in Asy for positive stimulations (p = 0.3361) in the

exercise group. Here, session ID = 1 is the pre-exercise session and session ID = 2 is the post-exercise session.

FIGURE 7 | Comparison of Asy. median in the exercise group.
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FIGURE 8 | Asymmetry index of subjects increases positively.

FIGURE 9 | (A) Difference in asymmetry index for negative stimulations (p = 0.627) in the control group. (B) Difference in asymmetry index for positive stimulations

(p = 0.4666) in the control group.

the right, either changed from negative to positive or from
a lower positive value to a higher one. This is manifested
explicitly as the reduction of asymmetrical right lateralization in
the process of negative emotional experience and the positive
change of Asy. However, we only observed this positive change
among some participants in the exercises group. We infer that
this may be related to the mode, intensity, and duration of
exercise, and some studies have also shown that these may
have impacts on the emotion after exercise (Woo et al., 2009,
2010). The effects of different exercise modes, intensity, and
duration on the positive change will be discussed in our
future work.

It can be found that the reduced level of negative emotion
is not caused by the neutralization of the positive emotion
induced in the PE. As suggested by some studies in the literature
(Petruzzello and Tate, 1997; Hall et al., 2007, 2010; Bibeau et al.,
2010; Fumoto et al., 2010), the positive emotional state after PE is
produced in the recovery period after exercise. In this study, the
exercise load is of moderate intensity and lasts for 20min. After
the recovery period of 20min, the heart rate had returned to a
normal state in the second session. We believe that the positive

emotions generated by exercise no longer exist, which is also
supported by the later analysis of positive stimulation. However,
since the positive effect to negative stimulation still exists after
the recovery period, the neutralization of the positive emotion
from PE is not the reason for the reduction of negative emotion.
The duration of this positive effect and its relationship with the
cumulative effect of regular PE will be our further work.

However, compared to the significant impacts of PE on
emotion regulation in response to the negative stimulations, it is
interesting to observe that there was no significant difference in
the positive stimulations, in both the exercise group (as shown
in Figure 6B, p = 0.3361) and the control group (as shown
in Figure 9B, p = 0.4666). In the aspect of enhancing positive
emotional experience, no relevant evidence was found in the
experiment, which is consistent with another study (Crabbe et al.,
2007). As a result, the significant impacts of PE on the positive
emotions were not observed in our experiment.

In this study, there are some limitations. In the experiment,
the intensity of the exercise is controlled by limiting the heart
rate to 50–75% of the maximum heart rate and the duration
to 20min. The subjective feelings of the participants are not
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fully considered. According to the feedback information of the
subjects during the experiment, although the subjective self-
reports of the pictures are consistent with the IAPS score
(positive or negative), there is no significant difference between
the two sessions, which is inconsistent with the results of data
analysis. Besides, we do not consider the subjective evaluation
of arousal.

In summary, our experimental results clearly show
that moderate-intensity PE can reduce the negative
emotional experiences of individuals. The asymmetry
index in post-exercise changed from negative to positive
or increased to a higher value in response to the negative
stimulation compared with pre-exercise. It indicates that
the short-term moderate-intensity PE has a positive
impact on the emotional response of people, in particular,
to the negative stimulations. It provides quantified
evidence for the hypothesis that emotion experience
can be affected by PE, in particular, in the regulation of
negative-picture-induced emotions.
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Purpose: To explore the differences in facial emotion recognition among patients with
unipolar depression (UD), bipolar depression (BD), and normal controls.

Methods: Thirty patients with UD and 30 patients with BD, respectively, were recruited
in Zhumadian Second People’s Hospital from July 2018 to August 2019. Fifteen groups
of facial expressions including happiness, sadness, anger, surprise, fear, and disgust
were identified.

Results: A single-factor ANOVA was used to analyze the facial expression recognition
results of the three groups, and the differences were found in the happy-sad
(P = 0.009), happy-angry (P = 0.001), happy-surprised (P = 0.034), and disgust-
surprised (P = 0.038) facial expression groups. The independent sample T-test analysis
showed that compared with the normal control group, there were differences in the
happy-sad (P = 0.009) and happy-angry (P = 0.009) groups in patients with BD,
and the accuracy of facial expression recognition was lower than the normal control
group. Compared with patients with UD, there were differences between the happy-
sad (P = 0.005) and happy-angry (P = 0.002) groups, and the identification accuracy of
patients with UD was higher than that of patients with BD. The time of facial expression
recognition in the normal control group was shorter than that in the patient group. Using
happiness-sadness to distinguish unipolar and BDs, the area under the ROC curve
(AUC) is 0.933, the specificity is 0.889, and the sensitivity is 0.667. Using happiness-
anger to distinguish unipolar and BD, the AUC was 0.733, the specificity was 0.778,
and the sensitivity was 0.600.

Conclusion: Patients with UD had lower performance in recognizing negative
expressions and had longer recognition times. Those with BD had lower accuracy in
recognizing positive expressions and longer recognition times. Rapid facial expression
recognition performance may be as a potential endophenotype for early identification of
unipolar and BD.

Keywords: unipolar depression, bipolar depression, rapid facial expression recognition, react time, cognitive
function
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INTRODUCTION

Mood disorder is also called affective mental disorder, which
refers to a group of diseases that are caused by various reasons and
are characterized by significant and lasting changes in emotion or
mood. Mood disorders include depression and bipolar disorder.
In 2017, the World Health Organization (WHO) reported that
depression, which affects 322 million people globally, is the
second leading cause of the World’s medical burden. It is expected
that by 2030, depression will become the most common disabling
condition (Duric et al., 2018). Depression is a common disease
with low mood, lack of interest, fatigue, and other core symptoms.
It is a complex mental disorder caused by multiple factors, which
seriously affects people’s health. It is generally believed to be
related to social, environmental, and personal factors, but the
specific pathogenesis is still unclear (Kang and Cai, 2017). Bipolar
disorder, formerly known as manic depression, is characterized
by alternating episodes or interweaving of mania, hypomania,
and depression, and is called bipolar depression (BD) when
in the depressed phase (Grande et al., 2016). However, BD is
misdiagnosed as unipolar depression (UD) in up to 40% of
patients due to its similarities, and those patients are negatively
affected because they are not treated with mood stabilizers
(Kessing et al., 2017). It is particularly important for determining
biomarkers that distinguish UD and BD. Endophenotype is
a highly heritable disease-associated risk symptom specific to
the disease, independent of the clinical state of the disease.
Discovery of unique endophenotypes for BD and UD may thus
provide a new approach for the etiologies of each disorder
and aid earlier detection and appropriate treatment. Cognitive
abnormalities might be the most promising endophenotype of
affective disorders (Miskowiak et al., 2016).

Facial emotion recognition is a special field of cognition
which involves interpreting the emotions of others based on
their facial expressions. Further, correctly recognizing facial
expression is very important for normal communication and
social functioning, but emotional signal recognition is disturbed
in many mental diseases (Altamura et al., 2016; Jack et al.,
2018). In the 19th century, Darwin stated that happiness, anger,
sadness, and joy are the basic facial expressions of human beings
through a long-term study on the facial expressions of humans
and animals (Darwin et al., 1998). Since then, Ekman and
Friesen proposed that human facial expressions include six basic
emotions: happiness, sadness, anger, fear, aversion, and surprise.
The six basic emotions have cross-cultural and inter-racial
stability (Ekman et al., 1987). In 1978, with the development of
the Facial Action Coding System, facial expression recognition
became a hot topic in the field of psychology and psychiatry.
Recent studies have shown that the deficit in facial expression
recognition is related to depression disorders (Dalili et al., 2015).
Moreover, it was found that there are emotional and cognitive
dysfunctions in both UD and BD (Neves et al., 2015; Wu et al.,
2017). Several studies have noted that the accuracy of emotional
recognition in depressed patients generally tends to decrease.
Previously, Beck (Copeland, 1970) proposed that negative self-
evaluations, beliefs, and memories play a key role in depression.
Since then, some studies have found that people with depression

have a negative bias in facial expression recognition, and tend
to interpret neutral faces as sad (Gur et al., 1992; Leppänen
et al., 2004; Lee et al., 2016). In addition, other studies have
found that people with depression identify happy faces less
accurately, and were less likely than normal people to interpret
neutral expressions as happy expressions or more sensitive to
angry expressions (Murray, 2000; Zwick and Wolkenstein, 2017).
At the same time, some studies have found that people with
bipolar disorder have significantly reduced ability to recognize
emotions in faces, especially in sad and fearful faces (Vederman
et al., 2012; Samamé et al., 2015). Conversely, other studies have
found that patients with bipolar disorder have a reduced ability
to recognize happy expressions (Lawlor-Savage et al., 2014).
Vederman et al. (2012) found that BD patients have a lower
ability to recognize sad and fearful facial expressions than UD
patients, which may be one of the characteristics of identifying
bipolar disorder, though there are few studies on the difference
between UD and BD patients in facial expression recognition.
Based on research reports that cognitive dysfunction between UD
and BD is different, the facial expression recognition ability of
patients with UD and BD may also be different (Miskowiak et al.,
2012). The purpose of this study is to provide a theoretical basis
for clinical differentiation UD and BD by comparing their facial
expression recognition differences.

MATERIALS AND METHODS

Participants
Patient Group
There were 30 patients diagnosed with UD and 30 patients
diagnosed with BD, all of which were outpatients or inpatients
at Zhumadian Second People’s Hospital from July 2018 to
August 2019. Enrolment criteria: (1) met the U.S. Diagnostic
and Statistical Manual (Fourth Edition, DSM-IV, Fourth Edition)
criteria for either a depression diagnosis, whether UD or
BD; (2) HAMD17 ≥ 17 points, the number of depression
episodes in patients with UD was more than two times,
and follow-up was not performed after 8 weeks; (3) right-
handed; (4) Han nationality; (5) aged 18–50 years; and (6)
after a detailed explanation, the participant signed the informed
consent form. Exclusion criteria: (1) combined with other mental
disorders; (2) history of cerebral organic diseases, or history of
craniocerebral injury, electrical shock treatment, or other serious
physical diseases; (3) history of alcohol and substance abuse; (4)
intellectual disability; (5) pregnant and lactating women; and
(6) he or she has been taking antipsychotic drugs regularly for
the past 2 months.

Control Group
Thirty healthy subjects in the community surrounding
Zhumadian Second People’s Hospital during the same period
were enrolled. Enrolment criteria: (1) never suffered from any
mental disorder in the past; (2) matched the patient groups’
race, hands, age, gender, and education years; (3) HAMD17 < 7
points; (4) family history of mental disorders was negative;
and (5) after understanding the entire experimental process,
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volunteered to participate in the test and signed an informed
consent form, understood, and cooperated with the inspection.
Exclusion criteria: (1) first-degree relatives have been diagnosed
with mental illness; (2) history of cerebral organic diseases, or
history of craniocerebral injury, electrical shock treatment, or
other serious physical illnesses; (3) alcohol and substance abuse;
(4) intellectual disability; and (5) pregnant and lactating women.

This study was reviewed and approved by the Ethics
Committee of Beijing Huilongguan Hospital and the Ethics
Committee of Zhumadian Psychiatric Hospital. All participants
were informed of the content of the trials and the risks or
benefits that may arise from participating in the study. Further,
all participants signed informed consent forms.

Emotion Recognition Task
The emotion recognition task was compiled and run with
E-prime2.0 (Experimental Program Software). The experimental
instrument was a Dell laptop computer. The display is a 16-inch
(31 cm × 17.5 cm) built-in monitor with a refresh rate of 60 Hz
and a resolution of 1,280 pixels × 800 pixels. The eyes of the
subjects were placed about 60 cm from the center of the screen.

Participants performed facial expression recognition tests.
Ten models (six women and four men) were selected from the
Ekman database. Each model had six unique facial expressions
(happiness, sadness, fear, disgust, surprise, and anger), with
a total of 60 pictures. In each block, there were 20 pictures
displaying of two facial expressions. After the subjects pressed the
“space” key, participants were presented with a fixation point “+”
for 200 ms in the center of the screen. After the fixation point
disappeared, they were randomly presented with a picture of a
model’s emotional expression. The presentation time is 100 ms
or 300 ms, which appears randomly. The task was to choose 1 or
2 of the two expression options to judge the expression presented.
The participants were required to make judgments within the
limited time of the image, or they would automatically skip to
the next image. An expression without judgment was marked
as wrong. The subjects were asked to identify 15 sets of facial
expressions made up of six different facial expressions. As shown
in Figure 1, in each set of the tests, for example, to identify happy
and sad faces, 10 models had two random faces at 20 times in all.

1 corresponds to happiness, 2 to sadness, and the subjects judge
and choose. After completion of one trial of the task, participants
press the “space” key to start the next trial.

Statistics
SPSS19.0 was used for statistical analysis, and the experimental
data of each group were expressed by x ± s. Chi-square test was
used for sex between groups; ANOVA and post-hoc LSD pairwise
test were used to compare age and education level. Independent
sample t test was used to compare the HAMD score, HAMA
score, and YMRS score of the two patient groups. Bilateral test,
P < 0.05 was considered statistically significant.

We use d’ to represent the accuracy of facial expression
recognition, that is, the measurement value of discriminative
ability, which follows the signal detection theory, and uses the
hit rate and false positive rate to estimate the recognition ability
(Macmillan and Creelman, 2005). The single-factor ANOVA
was used to analyze the d’ values of the three groups of
facial expressions. In order to evaluate the difference in facial
expression recognition speed between the three groups, single-
factor ANOVA was used to analyze the response time (RT) of the
three groups of facial expression recognition.

RESULTS

Clinical Data Analysis
Bipolar depression, UD, and normal control groups did not differ
from each other in age (F = 1.88, p = 0.16), gender (X2 = 2.69,
p = 0.26), and education (F = 3.00, p = 0.06). There was no
significant difference in HAMD (t = 2.08, p = 0.95), HAMA (6.99,
p = 0.40), and YMRS scores (t = 2.25, 0.32) between UD and
BD (Table 1).

Facial Expression Recognition Data
Analysis
Figure 2 shows that there are statistically significant differences in
the recognition of happiness-sadness (p = 0.009) and happiness-
anger (p = 0.009) between the control group and group of patients
with BD, and the recognition accuracy of the control group was

FIGURE 1 | Graph of emotion recognition task.
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TABLE 1 | Comparison of general demographic data and clinical symptom scores ( x ± s).

Unipolar (n = 30) Bipolar (n = 30) Control (n = 30) t/F/X2 p

Age (year, x ± s)* 28.30 ± 9.73 24.25 ± 9.03 28.45 ± 7.49 1.88 0.16

Gender (Case, man/women)& 11/19 13/17 12/8 2.69 0.26

Years of education (year, x ± s)* 10.57 ± 2.43 10.59 ± 2.91 12.32 ± 3.20 3.00 0.06

HAMD-17 (score, x ± s) 21.50 ± 6.63 21.59 ± 3.24 — 2.08 0.95

HAMA (score) 18.87 ± 5.54 20.67 ± 9.67 — 6.99 0.40

YMRS (score) 1.87 ± 1.70 2.96 ± 2.07 — 2.25 0.32

*represents analysis of variance, &represents chi-square test, and the rest is t test.
HAMD-17, Hamilton Depression Scale; HAMA, Hamilton Anxiety Scale; YMRS, Young’s Mania Scale.

FIGURE 2 | Accuracy of facial expression recognition.

higher. Comparing UD group to BD group, there is difference in
happiness-sadness (p = 0.005) and anger-happiness (p = 0.002),
and the recognition accuracy of UD group was better than that of
BD group (see Table 2 for details).

The RTs of the facial expression among the three groups were
different, and the RT in the normal control group was shorter
than that of the patient groups (Figure 3). Compared to the two
patient groups, BD group took a longer time to recognize happy
expressions, while UD group took a longer time to recognize
negative and neutral expressions (see Table 3 for details).

The ROC analysis is shown in Figure 4, using happiness-
sadness to distinguish unipolar and BDs, the area under the ROC
curve (AUC) is 0.933, the maximum Youden index is 0.822, the
specificity is 0.889, and the sensitivity is 0.667. Using happiness-
anger to distinguish unipolar and BD, the AUC was 0.733, the
maximum Youden index was 0.378, the specificity was 0.778, and
the sensitivity was 0.600.

DISCUSSION

Bipolar disorder is common with depressive episodes, resulting
in a very similar appearance to UD, but they differ greatly in
etiology, course of disease, and course of treatment (Mustafa
et al., 2019). Therefore, it is particularly important to find a way to
identify the two diseases. This experiment found that in the UD
group and BD group compared with the normal control group,
the recognition ability of facial expression is generally reduced.

This is consistent with the results of many previous studies. As
the cognitive function of UD and BD patients declines, facial
expression recognition ability declines (Kadlecova et al., 2013;
Neves et al., 2015). Second, this study found that compared with
the normal control group and UD group, patients with BD had
a lower ability and longer recognition time to recognize happy

TABLE 2 | Facial expressions recognize d’ values ( x ± s).

Unipolar Bipolar Control group P

Sa-An 1.36 ± 0.95 1.79 ± 1.57 1.97 ± 0.86 0.163

Sa-Ha 6.75 ± 2.67a 4.52 ± 3.95b 6.53 ± 2.82 0.009

Sa-Su 4.36 ± 3.11 3.78 ± 3.02 5.76 ± 2.93 0.074

Sa-Fe 2.94 ± 2.42 2.16 ± 1.63 2.99 ± 1.94 0.261

Sa-Di 2.25 ± 1.61 2.09 ± 2.05 2.83 ± 1.49 0.321

An-Ha 6.37 ± 2.79a 4.03 ± 2.55b 6.60 ± 2.71 0.001

An-Su 6.37 ± 2.21 4.03 ± 2.27 6.60 ± 2.61 0.435

An-Fe 1.31 ± 1.10 1.80 ± 2.13 2.32 ± 1.61 0.097

An-Di 0.25 ± 0.61 0.26 ± 0.69 0.48 ± 0.86 0.469

Ha-Su 5.28 ± 2.77 3.98 ± 2.88 6.10 ± 2.82 0.034

Ha-Fe 6.01 ± 2.83 4.52 ± 3.01 6.37 ± 2.75 0.056

Ha-Di 6.23 ± 2.76 5.18 ± 3.18 6.12 ± 2.79 0.347

Su-Fe 1.05 ± 0.87 1.00 ± 0.97 1.31 ± 0.70 0.454

Su-Di 4.36 ± 3.17 3.80 ± 3.04 6.02 ± 2.90 0.038

Fe-Di 2.73 ± 2.50 2.76 ± 2.68 4.00 ± 2.99 0.183

P represents the value of statistical analysis among the three groups.
arepresents a statistical difference between patients with UD and BD.
brepresents a statistical difference between patients with BD and the control group.
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FIGURE 3 | React time of facial expression recognition. Note: “*” represents p < 0.05. “__” represents differences between two groups or among three groups.

expressions. This is similar to the findings of Lawlor-Savage et al.
(2014), under time constraints, the ability of patients with bipolar
disorder to recognize happiness expression decreases. However,
unlike the results of Kjærstad et al. (2015), it is found that in social
settings, patients with BD have a reduced ability to recognize
negative expressions. This may be caused by the small number
of participants.

In addition, this study found that compared with the two
patient groups, the UD patient group had a longer time to
recognize the negative expression, and the BD patient group
had a longer time to recognize the happy expression. Although
there is no statistical significance, it reflects from the side
that UD patients may have a decreased ability to recognize
negative expressions, and BD patients have a decreased ability
to recognize positive expressions. Mendlewicz et al. (2005) have
found that depressed people have a lower response to positive
emotions and an impaired ability to experience them. Our
experiments found that both groups of patients had impaired
ability to respond quickly to recognize facial expressions, and
BD patients had a lower react ability to experience positive
emotions than UD patients. Vederman et al. (2012) found that
patients with BD had a lower ability to recognize sad and fearful
facial expressions than patients with UD, and inferred that this
might be one of the characteristics of bipolar disorder. This
experiment found that the ability of BD patients to recognize
happy expressions decreased significantly, which may be caused

TABLE 3 | Response time among the three groups (ms).

Unipolar Bipolar Control p

Sad 993.61 ± 203.61 939.28 ± 197.80 787.46 ± 176.83 0.001

Anger 1085.13 ± 205.35 1024.34 ± 199.12 916.72 ± 150.04 0.009

Happiness 641.57 ± 165.74 683.29 ± 200.52 519.51 ± 90.14 0.002

Surprise 982.64 ± 204.99 905.99 ± 197.96 775.99 ± 165.86 0.001

Fear 1090.99 ± 186.53 1000.80 ± 245.67 889.76 ± 174.86 0.004

Disgust 990.93 ± 183.91 959.86 ± 213.00 834.35 ± 174.97 0.014

by different cognitive paradigms, or it may be caused by less
errors of enrolled subjects. In addition, this study also found
that the difference of happy-sadness and happy-anger recognition
in distinguishing UD and BD has high specificity, which also
provides us with a new idea for further research.

During facial expression recognition, the ability to distinguish
between two negative expressions or between negative and
neutral expressions was decreased in both patients and controls.
Some research suggests that fear and surprise should be
considered part of the same emotional category at an adaptive
level (Jack et al., 2014; Gordillo et al., 2017). Other studies
also believe that surprise is a reaction to unexpected events
and uncertain events. Accordingly, its effectiveness as a primary
means of identifying fear is expected to diminish when it is
associated with an emotional visual environment (Vrticka et al.,
2014). This means that the distinction between expressions may
be reflected in the basic brain activity patterns of facial expression
recognition, or the brain regions that govern their expression
come from the same region.

Psychotic patients have defects in recognizing facial emotions.
However, the nature and extent of these changes are not
fully understood. Therefore, it may also be useful to explore
corresponding anatomical correlation studies to understand
the evidence of existing neurological functions based on
psychopathological features of neurodevelopmental roots.
Morphological changes in brain regions play an important role
in emotions and social cognition. Allegedly, the frontal and
temporal lobes of the brain, insula, and amygdala are associated
with neurodevelopment in psychotic patients (Leppänen and
Nelson, 2006; Sethi et al., 2015; Pera-Guardiola et al., 2016). With
the rapid development of neuroimaging technology, functional
magnetic resonance imaging technology has been used as an
important method for brain functional imaging research. This
technique uses non-invasive imaging methods to combine high-
resolution structural imaging technology with hemodynamics.
The combination of neuroscience and brain activity can detect
changes in the brain’s physiological structure (O’Connor et al.,
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FIGURE 4 | ROC curve of distinguish unipolar and bipolar depression.

2019). Early research believed that the amygdala played a very
important role in the recognition of fear expressions. Later, it was
found that the amygdala is involved not only in the recognition
of fear but also in the recognition of other expressions such as
happiness and sadness. Studies have also found that putamen can
affect the recognition of feared faces, and work in conjunction
with the amygdala to play an important role in the network
model of emotion processing (Phan et al., 2002; Uono et al.,
2017; Horne and Norbury, 2018). Previously, studies have found
that insular damage is associated with a decline in the ability
to recognize disgust, and it is believed that the insular-striatum
system may be involved in all channels of disgust (Calder et al.,
2000). Recent studies have also found that the insular plays an
important role in the experience, expression, and recognition
of disgust expressions, and the metabolic level of the insular is
positively correlated with the feeling of disgust (Ory et al., 2017;
Holtmann et al., 2020). Combined with this study, it is speculated
that patients with UD and BD may have differences in the brain
functional areas corresponding to positive and negative facial
expressions, such as amygdala, putaminara, and insula.

Through comparing facial expression recognition of patients
with UD and BD disorders and the control group, along with
neuropsychology and neuroimaging, our experiment proposed a
conjecture and hypothesis on the differences in the functional
brain regions of patients with UD and BD. Unlike many
paradigms, choosing from a limited set of two expressions
greatly improves the accuracy of patient recognition. Each patient
identified six facial expressions 300 times, which greatly increases
the credibility of the experiment. However, this study is not
without shortcomings. First, the sample size of the study is
small; thus, it is necessary to further increase the sample size

to increase the reliability of the results. The accuracy of facial
expression recognition is influenced by many factors, such as
the time the stimulus is presented and the intensity of the
expression. These objective factors are still a research area that
requires continual exploration. Second, although we require UD
patients enrolled to have at least two depressive symptoms, we
cannot rule out the possibility that patients with BD are in
the depressive phase. In future experiments, we should follow
up patients regularly to see if they become mania and try to
minimize the test error. In the future, we hope to provide stronger
evidence for the difference between UD and BD by combining
behavioral and brain functional imaging. At the same time,
we expect to find biomarkers to distinguish UD from BD as
soon as possible, so as to provide effective criteria for clinical
differentiation of UD and BD.

Our data were collected from July 2018 to August 2019, when
DSM-5 diagnostic criteria were not yet widely available in China,
so DSM-IV diagnostic criteria were selected. In the DSM-IV and
DSM-5, most of the major depressive disorder (MDD) criteria
are the same. There are three variations to the MDD standard.
First, the statement that inconsistent emotional delusions or
hallucinations should not count toward an episode of major
depression (MDE)/MDD diagnosis was removed. Second, the
word “hopeless” was added to the subjective description of
depressed mood. A subject who reported feeling hopeless but
not sad met the DSM-5 emotional criteria, but not the DSM-
IV emotional criteria. Third, the DSM-5 removes the “exclusion
of bereavement” in the diagnosis of MDE and replaces it with a
statement requiring clinical judgment when diagnosing MDD in
the context of significant loss (Uher et al., 2014). Although there
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are some changes in the DSM-5 diagnosis of depression, the effect
on this study was not significant. In the future, patients will be
admitted according to the latest diagnosis of depression.

CONCLUSION

Patients with UD had lower performance in recognizing negative
expressions and had longer recognition times. Those with
BD had lower accuracy in recognizing positive expressions
and longer recognition times. This study provides preliminary
behavioral evidence for the differentiation of UD and BD,
and suggests that rapid facial expression recognition may be a
potential endophenotype.
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Feedback From Facial Expressions
Contribute to Slow Learning Rate in
an Iowa Gambling Task
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Facial expressions of emotion can convey information about the world and disambiguate
elements of the environment, thus providing direction to other people’s behavior.
However, the functions of facial expressions from the perspective of learning patterns
over time remain elusive. This study investigated how the feedback of facial expressions
influences learning tasks in a context of ambiguity using the Iowa Gambling Task.
The results revealed that the learning rate for facial expression feedback was slower
in the middle of the learning period than it was for symbolic feedback. No difference
was observed in deck selection or computational model parameters between the
conditions, and no correlation was observed between task indicators and the results
of depressive questionnaires.

Keywords: facial expression, Iowa Gambling Task, social cognition, learning, decision making

INTRODUCTION

Our daily interactions are often ambiguous, and facial expressions of emotion can help
disambiguate social situations by providing social information (Van Kleef, 2009, 2017). According
to the theory of affective pragmatics, an emotional expression can incorporate communicative
moves, namely, the things we do as we express emotions, and communicative effects, namely,
the things we do by expressing emotions in nonverbal modules (Scarantino, 2019). For example,
we can consider that a facial expression of fear can lead others to believe in a warning of danger
and lead them to engage in safer behavior (Reed and DeScioli, 2017a). Likewise, facial expressions
of sadness elevate the credibility of a loss message, which can lead observers to seek to aid an
expresser if the loss remains uncertain (Reed and DeScioli, 2017b). Duchenne smiling, which
includes eye constriction, also increases the credibility of a speaker’s words for directing auditors’
actions (Reed et al., 2018). In other words, facial expressions related to emotional meaning can
establish the credibility of certain facts and convey information that is capable of directing other
people’s behavior.

Work investigating the functions of emotional expressions has focused on two expressions in
particular: happiness and anger. Previous studies have indicated that facial expressions of happiness
signal greater acceptance and induce affiliation in observers, while expressions of anger signal
greater rejection and induce avoidance in observers (Kraut and Johnston, 1979; Gottman and
Levenson, 2002; Fischer and Roseman, 2007; Stins et al., 2011; Heerdink et al., 2015; Namba et al.,
2020; Perusquía-Hernández, 2020). However, little work has investigated the functions of facial
expressions in relation to learning patterns over time. Lin et al. (2012) used reward-learning tasks
using facial expression and monetary feedback and found that the anatomical substrates of the two
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overlapped, while learning performance was slightly slower
in the context of feedback from facial expression. Thompson
and Westwater (2017) found no difference between facial
expression and monetary feedback in the performance of the
Go/No-Go learning task that aimed at determining the ability
of an individual to inhibit a response that is considered as
an inappropriate and orthogonalized action and an outcome
valence. Moreover, Case and Olino (2020) developed and
used learning tasks that use reward/punishment feedback to
investigate the difference between monetary and facial expression
feedbacks; however, they were unable to ascertain the main effect
of this difference.

There may be little or no difference in learning performance
between social and monetary feedback; however, it remains
elusive whether facial expression can contribute to the credibility
of feedback for learning over time. In our daily lives, there are at
least two types of feedback that use facial expressions: one type is
the case where a facial expression itself is a reward/punishment
and the other one is the case where a facial expression facilitates
the function of a reward/punishment. Previous studies have
dealt with the former case (e.g., Lin et al., 2012; Thompson
and Westwater, 2017; Case and Olino, 2020), but none of
the studies have investigated the latter case. For examples of
facial expressions facilitating the reward/punishment feedback,
children might receive rewards in the form of candy from their
parents, and that reward might come with a smile. When the
director of a department scolds a member of the department, he
may also frown at the same time, resulting in an emphasis on
the normative message being delivered. Children could perceive
candy with a smile as a stronger reward, while a member of the
department could perceive a rebuke with a frown as a stronger
punishment. Facial expressions can affect the interpretation of
verbal statements (Krumhuber and Manstead, 2009). Therefore,
a facial expression can influence the function of feedback, such
as a reward/punishment, and it is important to provide evidence
regarding the function of facial expressions in feedback.

In relation to learning in decision-making situations, several
laboratory studies have used the Iowa Gambling Task (IGT) to
proxy real-life decision-making under conditions of ambiguity
(Bechara et al., 1994). With IGT, participants are required to
choose four decks that will receive feedback in the form of either
a reward or punishment and aim to get the reward as much as
possible. Some decks will tend to reward the player more often
than other decks (advantageous decks and disadvantageous ones)
and therefore the performance of a player can be computed based
on the number of advantageous decks that participants select.
The prevailing interpretation of IGT data has been that healthy
participants first explore different decks and then exploit the most
profitable deck. It has been assumed that the lack of somatic
responses when selecting disadvantageous decks leads to various
clinical and neurological problems (Bechara et al., 1994; Must
et al., 2006; Agay et al., 2010).

However, Steingroever et al. (2013) analyzed eight IGT
data sets (N = 479), and their findings revealed that healthy
participants do not demonstrate a systematic decrease in the
number of switches across trials. These findings led to another
issue, which is whether components can work well in an

IGT that approximates real-life reward learning under the
conditions of ambiguity. The type of feedback appears to be
one of the components that induce different IGT performances.
Although previous studies that used several reward-learning
tasks found little difference between facial expressions and
monetary feedback, none investigated whether facial expressions
can facilitate the function of reward/punishment in learning
tasks. It is expected that learning can be promoted by adding
feedback in the form of facial expressions in addition to the
normal monetary feedback that is always provided.

The depressive symptom can also be related to IGT
performances. Must et al. (2013) found that the performance of
depressed persons on various decision-making tasks, including
IGT, was impaired. More interestingly, Case and Olino
(2020) found that in social IGT, which uses facial expression
feedback instead of monetary feedback, participants in depressive
symptoms played less from advantageous decks over time.
Therefore, when exploring the feedback-facilitation effect of
facial expressions, it is important to add a variable of
depressive symptoms.

To gain further insight that is beyond the constraints of
the rough interpretation of behavior, a computational approach
would also work well. It is well known that computational
models provide a means of decomposing performance and
determining the parameters associated with fine-grained sources
for behavioral patterns (Worthy et al., 2013). For instance, in
the IGT, if a participant selects a disadvantageous deck, there
may be several reasons for this: they may be insensitive to
loss, they may have failed to learn the contingencies; they may
be more inconsistent with their choices (Ahn et al., 2016).
Chan et al. (2014) used computational modeling and found that
the anorexia group in their study showed challenges to their
learning or memory regarding their behavioral history. Ahn et al.
(2014) also showed that heroin users displayed insensitivity to
losses. Therefore, the computational model can be an informative
approach to produce a finer-grained understanding of the
performance of learning tasks.

In sum, this study aimed to investigate whether learning can
be promoted by adding feedback in the form of facial expressions
in addition to the normal monetary feedback given in IGT. To
ascertain the effect of facial expression feedback, the researchers
added a control condition that included feedback in the form of
symbols (◦ and ×). In Japan, ◦ has been conventionally used as
a feedback for positive or correct evaluation, while × has been
used as a feedback for negative or incorrect evaluation. These two
conditions have a common similarity—they provide information
and monetary feedback. The difference between the two is the
type of signal, that is, facial expressions or symbols. Additionally,
this study also aims to confirm the differences in the effect of
depressive symptoms regarding learning rate between the two
feedback conditions. It also examines the behavioral indices using
a computational approach and attempts to provide more detailed
insight from the aforementioned results.

This study investigated the first hypothesis that facial
expression feedback facilitates learning more than symbolic
feedback. If many emotional expressions were selected as
component parts of fully fledged adaptive action (Darwin, 1872),
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it can be predicted that social feedback (by means of facial
expressions) contributes to the credibility of monetary feedback
and promotes learning. The second hypothesis was that there is
an interaction effect between feedback condition and depression
on the learning rate of IGT. Therefore, a decrease in performance
with increasing depression can be observed when feedback is
in the facial expression condition. This hypothesis is consistent
with Case and Olino (2020) findings. The final hypothesis is
that the computational parameters of the behavioral data can
provide fine-grained understanding of the results. To ascertain
this, this study exploratively investigates the statistical model that
fits and explains the data. However, the Outcome-Representation
Learning model (ORL) model, which assumes that the expected
value and win frequency for each deck are tracked separately,
has been proposed as the best model at present (Haines et al.,
2018). Therefore, the ORL model would fit the data better than
other reinforcement learning models. There will be differences
in the learning rate derived from the computational model
between feedback conditions because facial expression feedback
is expected to facilitate reward/punishment learning.

MATERIALS AND METHODS

Participants
Data were collected from 57 undergraduate students (33 female,
24 male; Mage = 19.60, SD = 0.49, and range = 19–20). They
participated on a voluntary basis. All participants were native
Japanese speakers with normal or corrected-to-normal vision.
Written informed consent was obtained from each participant
before the study, in line with a protocol approved by the Ethical
Committee of the Graduate School of Education, Hiroshima
University. The sample size was chosen based on previous review
of IGT using healthy participants (Steingroever et al., 2013).
The average number of participants used in the 39 studies was
approximately 37 (range = 10–141; see Table 2 in Steingroever
et al., 2013), and the number of participants in this study was 1.5
times this average, which can be considered as sufficient.

Iowa Gambling Task
This study used the standard computerized version of the IGT
developed by PsychoPy2 (Peirce et al., 2019). Table 1 indicates
the payoff of the IGT. In this task, participants were instructed
to pick up one card from an array of four decks (A, B, C, and
D), and were informed that their task was to maximize gain
over 100 trials. As Table 1 indicates, the first two decks (A and
B) could be considered disadvantageous, while the latter two
decks (C and D) could be considered advantageous. The most
appropriate choice for the participants was to avoid selecting
from the disadvantageous deck and increase selection from the
advantageous deck as far as possible through 100 trials. Using the
standard IGT, this study added the feedbacks. When presenting
feedback, one group obtained feedback in the form of facial
expressions, and the other obtained feedback in the form of
symbols. If the total amount of money that participants received
was positive, a smile or a ◦ was presented, and if it was negative,
an angry face or a × was presented. The avatar expressions were

TABLE 1 | Payoff distribution of the Iowa Gambling Task.

Deck A B C D

Gain from each trial ($) 1.00 1.00 0.50 0.50

Loss amount(s) in each set of 10 trials −1.50 −12.50 −0.25 −2.50

−2.00 −0.50

−2.50 −0.50

−3.00 −0.50

−3.50 −0.75

generated using FaceGen Software. These avatars were used with
all parameters (e.g., gender and racial group) set to the average.
Figure 1 shows an example of the experimental situations in the
two conditions of IGT. For the purposes of transparency of the
study and open science, all experimental codes were uploaded to
OSF1.

Self-Report Questionnaire
This study applied two questionnaires, the Center for
Epidemiological Studies Depression Scale (CES-D; Radloff,
1977) and the Short Intolerance of Uncertainty Scale (SIUS). The
CES-D was developed to measure the degree of the depressive
tendency, and the Japanese version was validated by Shima
et al. (1985). This scale includes 20 items on a 4-point scale,
ranging from 0 (rarely or not at all) to 3 (most or all of the
time) over the time period of the previous week. The SIUS
was developed to measure the tendency to perceive uncertainty
as threatening, regardless of the true probability of the threat
(Carleton et al., 2007). This scale consisted of 12 items presented
on a 5-point scale, from 1 (not at all characteristic of me) to
5 (entirely characteristic of me). Takebayashi et al. (2012) also
created the Japanese version and validated it. In this study, the
average score of the items for the CES-D was 1.26 (SD = 0.54),
and the average score of items for SIUS was 3.32 (SD = 0.65).
The SIUS metrics were measured for another relevant research
project on IGT and, the results were therefore not reported using
this questionnaire.

Procedures
After they had provided written informed consent, all
participants performed the IGT. Participants were randomly
assigned to one of two groups: feedback with facial expressions
(N = 29, 16 female, 13 male; Mage = 19.52, and SD = 0.51)
and feedback with symbols conditions (N = 28, 17 female,
11 male; Mage = 19.68, and SD = 0.48). The latter condition
was regarded as the control condition. This assignment was
performed in a random manner. The participants received the
standard instruction for IGT, and not for the feedback conditions
(facial expressions and symbols). Before performing the main
IGT, the participants were asked to imagine or assume that
the money they were set to receive was real money. Next, we
assessed participants’ self-reported depressive tendency, using
the Japanese version of CES-D (Cronbach’s α = 0.88) and the

1https://osf.io/utgeh/?view_only=3b4ebfc226514e438fa843deb6b004b9
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FIGURE 1 | Example feedback condition in the Iowa Gambling Task. The upper panel shows social feedback, whereas the lower panel shows symbolic feedback.

Japanese version of the SIUS (Cronbach’s α = 0.80) to assess the
tendency to perceive uncertainty.

Computational Model
This study tried to fit three models: the Prospect Valence Learning
model with the delta rule (PVL-delta; Ahn et al., 2008), the
Value-Plus-Perseverance model (VPP; Worthy et al., 2013), and
the ORL (Haines et al., 2018). The PVL-delta model used
a Rescorla–Wagner updating equation (Rescorla and Wagner,
1972) and provided four parameters. The learning-rate parameter
(0 < A < 1) was used to weight recent outcomes for updating
the expected value. The shape parameter (0 < α < 2) determined
the shape of the utility function, and the loss aversion parameter
(0 < λ < 10) represented the control of the effect of losses
relative to gains. The high and low consistency parameters
(0 < c < 5) represented more deterministic or more random
choices. In addition to all of the parameters of PVL-delta,
the VPP model included an additional four parameters. The
perseverance decay parameter (0 < k < 1) indicates how much
the perseverance strength of all decks is discounted on each trial.
The perseverance gain (−∞< εp <∞) and loss (−∞< εn <∞)
impact parameters show how the perseverance value changes
after wins and losses, respectively. The reinforcement-learning
weight parameter (0 < ω < 1) was weighted to the reinforcement
learning versus the perseverance term. For the ORL model, two

learning-rate parameters were used for reward (0 < Arew < 1)
and punishment (0 < Apun < 1) outcomes. Both parameters
were used to update expectations after reward and punishment
outcomes. The ORL model was also used to describe win
frequency for each deck, and the decay parameter (0 < K < 5)
indicated how far players forgot their own deck selection. The
frequency weight parameters (−∞ < βF < ∞) showed the
frequency of preference for a given deck, and the perseverance
weight parameters (−∞< βP <∞) controlled whether to switch
or stay with recently chosen decks.

Prospect Valence Learning-delta is the simplest reinforcement
learning model, and VPP is a PVL-delta model that includes a
top-down strategy that is a win–stay lose–shift. ORL is presumed
to be a model that includes an index of win frequency in addition
to the reinforcement learning model. The order of complexity
based on the number of parameters is PVL-delta (4), ORL (5),
and VPP (8). The more complex the model, the better it fits and
the more likely it is to over-fit the data. Because of its complexity,
the parameters reflected in each model do not necessarily explain
the same variance, even with the same name. Based on previous
studies (e.g., Haines et al., 2018), ORL has been considered
as the best model using comprehensive results, such as fitting,
simulation, and parameter recovery.

The analyses were performed in R (3.6.1, R Core Team,
2019) using the hbayesDM package (Ahn et al., 2017). The
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details of the used models have been described online2. The
model computation given above was set as the default in the
hbayesDM package. The value of Rhat for all parameters equaled
1.0, indicating convergence across the four chains.

Statistical Analysis
To compare the feedback conditions, we used the regression
model dropping intercept covariance, where the number of
advantageous deck selections every 20 trials were predicted
variables, and the feedback condition and standardized CES-
D score and their interactions were predictors. It had been
expected that there would be an interaction effect between the
number of trials and the feedback condition. More precisely, the
number of advantageous deck selections would be facilitated in
a facial expression feedback condition. Additionally, the current
study evaluated the interaction between feedback, number
of trials, and CES-D. According to Case and Olino (2020),
depressive symptoms reduce the learning rate in the facial
expression feedback.

Next, we checked the results of the computational model
and confirmed model fit for each social and symbolic feedback
condition by comparing widely applicable information criterion
(WAIC; Watanabe, 2010). Following this, the parameters
were compared according to the differences in the posterior
distribution between conditions. Finally, we created a correlation
matrix between the simple IGT indicators “frequencies of
each deck,” measured depressive symptoms with questionnaires,
and derived each parameter from computational models. All
analyses were performed using R statistical software, version
3.6.1 (R Core Team, 2019), alongside the “brms,” “corrr,” and
“tidyverse” packages (Bürkner, 2017; Wickham et al., 2019;
Kuhn et al., 2020).

RESULTS

To check the effect of other variables, such as gender and age,
we used the regression model dropping intercept covariance,
where the number of advantageous deck selections for every 20
trials were predicted variables and the participants’ gender and
standardized age were predictors. We controlled all p-values by
a false discovery rate using the Benjamini–Hochberg procedure
(Benjamini and Hochberg, 1995). Table 2 shows the results of this
regression. Because the male participants showed more selection
of advantageous decks than their female counterparts (β = 1.45,
t = 2.05, and p = 0.06), the main analysis included gender
predictors for the control variable. Additionally, the number
of advantageous decks selected in the last 20 trials increased
compared to the first 20 trials (β = 1.79, t = 3.30, and p = 0.003).
Therefore, IGT learning can be interpreted as successful to some
extent. As for this significant effect, the post-hoc sensitivity power
analysis using the simr package (Green and MacLeod, 2016)
indicated that this sample size was sufficient to detect a regression
coefficient for the last 20 trials, with a significance level of
α = 0.05 and 90% power.

2https://github.com/CCS-Lab/hBayesDM/tree/develop/commons/stan_files

Table 3 shows the main results using the regression model
that included gender as a control variable. All the p-values
were adjusted by the false discovery rate using the Benjamini–
Hochberg procedure. We checked the differences in the feedback
conditions. Compared to the first 0–20 trials, the learning rate
under the face feedback condition was slower in the central 41–60
trials (Figure 2; β = −2.68, t = 2.46, and p = 0.05). For this effect,
the post-hoc sensitivity power analysis indicated that this sample
size was sufficient to detect a regression coefficient for the last 20
trials, with a significance level of α = 0.05 and 70% power. There
were no effects for depression, condition, or their interactions.

A comparison of WAIC between computational models
indicated that the ORL model is the best fit to the data (WAICs
for social feedback: PVL-delta = 7,222, VPP = 6,613, and

TABLE 2 | Estimated parameters using the regression model.

Parameter Mean t value p value

0–20 (Intercept) 7.76 13.52 > 0.001

21–40 1.04 1.91 0.07

41–60 1.83 3.36 > 0.003

61–80 1.56 2.88 > 0.008

81–100 1.79 3.30 > 0.003

Age −0.02 0.05 0.96

Gender 1.45 2.04 0.06

Random effect Variance

Participants 5.31

Residual 8.39

Conditional R2 0.43

TABLE 3 | Estimated parameters using the regression model.

Parameter Mean t value p value

0–20 (Intercept) 7.22 9.50 > 0.001

21–40 1.69 2.22 0.08

41–60 3.14 4.12 > 0.001

61–80 2.35 3.08 > 0.001

81–100 2.41 3.17 > 0.001

Feedback (FB) 1.12 1.14 0.31

CES-D −0.28 0.62 0.54

Gender 1.44 2.00 0.12

21–40*FB −1.34 1.23 0.31

41–60*FB −2.68 2.46 0.05

61–80*FB −1.60 1.47 0.27

81–100*FB −1.27 1.17 0.31

0–20*FB*CES-D 1.36 1.47 0.27

21–40*FB*CES-D 0.69 0.75 0.51

41–60*FB*CES-D 0.65 0.71 0.51

61–80*FB*CES-D 1.19 1.28 0.31

81–100*FB*CES-D 1.31 1.42 0.27

Random effect Variance

Participants 5.27

Residual 8.41

Conditional R2 0.45
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FIGURE 2 | Learning curves for social and monetary feedback. Line plots
represent means, and error bars represent standard errors. The y-axis
indicates the number of advantageous decks that the participants selected.

ORL = 6,475; WAICs for symbol feedback: PVL-delta = 7,435,
VPP = 6,362, and ORL = 6,310). In the subsequent analysis,
the parameters calculated by the ORL model were used. As for
the facial expression feedback condition, the parameters were as
follows: Arew Mean [95% CI] = 0.15 [0.11, 0.20]; Apun = 0.04
[0.03, 0.06]; K = 0.28 [0.13, 0.39]; βF = 2.03 [1.40, 2.61];
and βP = −2.35 [−3.37, −1.36]. For the symbolic feedback
condition, the parameters were as follows: Arew Mean [95%
CI] = 0.19 [0.13, 0.26]; Apun = 0.06 [0.04, 0.08]; K = 0.40 [0.26,
0.58]; βF = 1.30 [0.57, 2.01]; and βP = −1.24 [−2.54, 0.12].
When focusing on the results for all parameters, in the facial
expression feedback condition, the participants made decisions
regarding IGT based on the win frequency more than in the
symbolic condition.

To compare the feedback conditions more quantitatively,
we checked the group difference by examining the posterior
distribution of the conditional mean differences. Generally,
in classical statistical hypothesis testing, if the 95% credible
interval of the parameters does not include zero, it can be
inferred that the effect is significant. Accordingly, there were
no differences in conditions for all parameters (Arew [95%
CI] = [−0.12, 0.05]; Apun [95% CI] = [−0.04, 0.01]; K [95%
CI] = [−0.34, 0.07]; βF [95% CI] = [−0.22, 1.63]; and βP [95%
CI] = [−2.85, 0.47]).

Figure 3 shows the correlation matrix for each feedback
condition. IGT performance, including the computational
parameters, was not significantly correlated with depressive
tendency in both conditions (facial expression feedback: rs < |
0.28|, ps > 0.15 and symbolic feedback: rs < | 0.23|, ps > 0.25).

DISCUSSION

This study investigated the communicative effects of facial
expressions in learning patterns over time, namely whether facial
expressions affect performance in the IGT. As Figure 2 indicates,
the learning rate for the case of facial expression feedback was
slow. This result was not consistent with the hypothesis that

feedback of facial expressions contributes to the credibility of
monetary feedback in the IGT and promotes learning. We also
found no significant correlations between IGT performance and
feedback condition.

According to the theory of affective pragmatics (Scarantino,
2019), facial expressions carry natural information about an
emotion, and smiles or frowns and happiness or anger
are statistically and probabilistically correlated. Thus, facial
expressions do not necessarily indicate a unified meaning. For
instance, a smile can be considered as a rewarding smile as well as
a dominant smile (Martin et al., 2021), a smile of pain (Kunz et al.,
2013), or a distress smile (Singh and Manjaly, 2021). Conversely,
◦ as a positive or correct feedback can be expected to be relatively
definitive than a smile, and the relationship it shows between the
meaning and the form can be interpreted as being more certain
than that in the case of facial expression. Therefore, the effect of
feedback on learning was stronger in the symbolic feedback than
in the facial expression condition, which caused the difference
observed in this study. This result also corresponds with that of
Lin et al. (2012). The facial expression may be ambiguous and
thus less able to enhance monetary feedback in the learning task.

Moreover, we found that our data could be fitted into the
ORL model as normal IGT data (Haines et al., 2018); however,
there was no difference between the two conditions in terms
of deck frequency or the computational parameters derived
from the ORL model. One of the reasons for the current
result is that IGT generally uses monetary feedback. Wang
et al. (2018) found that emotional expressions influence the
behavior of the observer when candy is used as feedback in
an economic game, but when money is targeted, those effects
disappear. Monetary feedback and a similar framework may
make participants more self-centered and less sensitive to social
information, such as facial expressions. Thus, future study
is necessary to deepen the understanding of communication
effects through facial expressions using an alternative reward to
money, such as candy.

As is indicated in Figure 2, there is difference in advantageous
deck selection between the first 20 and the last 20 trials, but
the learning rate was not as good as that found in previous
studies (e.g., Drost et al., 2014). It should be noted, however,
that Steingroever et al. (2013) used data from many experiments
and found that healthy participants might not prefer decks
with infrequent losses, which is inconsistent with previous
findings using the IGT (Bechara et al., 1994), there might be
several reasons why the learning rate is not high in this study.
For example, participants in this study may not have been
incentivized to learn because they had no actual compensation
or rewards. Although there were instructions to assume that the
money in the task was real money, it should be acknowledged that
the participants’ learning performance would be associated with
their real reward.

Further, it can be assumed that depressive symptoms are
involved in IGT performance. Must et al. (2013) indicated that
depressed persons tended to behave in a more self-focused
way, resulting in impaired social decision-making. Case and
Olino (2020) found that participants who had high depressive
symptoms showed selection of the advantageous decks. However,
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FIGURE 3 | Correlation matrix for Iowa Gambling Task performances, feedback condition, and individual differences. Note: A = the frequency of Deck A choice,
B = the frequency of Deck B choice, C = the frequency of Deck C choice, and D = the frequency of Deck D choice. CES = the average scores of all items for the
Center for Epidemiological Studies Depression Scale.

this study did not support that result, as shown in Figure 3. It
is necessary to continue to investigate the IGT by examining the
other individual differences. Furthermore, it is possible that the
scale responses given after the IGT task might have an effect of the
task performance on the subsequent scale response. Therefore, it
is recommended that future studies apply counterbalancing for
the order of tasks and scales.

This study has provided new evidence for the communicative
effect of facial expressions in learning patterns over time, but
it had several limitations. The first limitation was the number
and nature of the participants. Although the post-hoc sensitivity
analysis showed adequate power, observed power calculations
are not good strategy as Green and MacLeod (2016) suggest.
Future studies should employ a large sample size using the
strict power simulation. Additionally, because the participants
in the study were only undergraduate students and their socio-
economic parameters were not measured, it is unclear how far
generalization to other groups is appropriate.

The second limitation is that no instruction, on both facial
expression and symbolic feedbacks, was provided in this study.
Therefore, it is possible that these additional feedbacks may have
simply divided the participants’ attention. In fact, a comparison
of the differences in the number of advantageous deck choices
between the last 20 and first 20 trials for the open data (N = 504;
Steingroever et al., 2015) and current data shows that open
data are more successful in learning (open data: Mean = 3.55,
SD = 6.05; this paper: Mean = 1.79, SD = 4.59). Consequently,

future studies should make instruction about facial expression
feedbacks more explicit. For example, they should present the
sequence of both monetary feedbacks and facilitation feedbacks,
such as facial expressions, in a sequential manner to not distract
attention by the simultaneous presentation of both money and
facial expression. For the improvement of future research and
open science, the program code has been made public online (see
text footnote 1).

Finally, this study used avatar facial expressions, but a previous
study showed that processes underlying the perception of virtual
versus real emotional faces might differ (Philip et al., 2018).
Therefore, evidence using realistic facial expressions should also
be obtained. Moreover, there was no quantitative evaluation
of how the facial expressions applied in the current study
were perceived by the participants. The authenticity of facial
expressions has been found to vary depending on the morphology
of facial movements (Ambadar et al., 2009; Perusquía-Hernández
et al., 2019). The current study created expressions depending on
FaceGen. Therefore, future studies should investigate how facial
expressions unfold as feedback of learning over the time.

In the use of additional feedback of facial expressions on the
IGT, the learning rate was slow around the middle of learning,
relative to symbolic feedback. However, no other significant
differences were seen in this study in relation to the parameters of
computational models or to depressive symptoms as measured by
the questionnaires. Taking a close look at an experimental design,
such as attention control in which facial movements compose
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facial stimuli, can enrich future knowledge for communicative
effects of facial expressions.
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Cartoon faces are widely used in social media, animation production, and social robots
because of their attractive ability to convey different emotional information. Despite their
popular applications, the mechanisms of recognizing emotional expressions in cartoon
faces are still unclear. Therefore, three experiments were conducted in this study to
systematically explore a recognition process for emotional cartoon expressions (happy,
sad, and neutral) and to examine the influence of key facial features (mouth, eyes,
and eyebrows) on emotion recognition. Across the experiments, three presentation
conditions were employed: (1) a full face; (2) individual feature only (with two other
features concealed); and (3) one feature concealed with two other features presented.
The cartoon face images used in this study were converted from a set of real faces
acted by Chinese posers, and the observers were Chinese. The results show that
happy cartoon expressions were recognized more accurately than neutral and sad
expressions, which was consistent with the happiness recognition advantage revealed
in real face studies. Compared with real facial expressions, sad cartoon expressions
were perceived as sadder, and happy cartoon expressions were perceived as less
happy, regardless of whether full-face or single facial features were viewed. For cartoon
faces, the mouth was demonstrated to be a feature that is sufficient and necessary for
the recognition of happiness, and the eyebrows were sufficient and necessary for the
recognition of sadness. This study helps to clarify the perception mechanism underlying
emotion recognition in cartoon faces and sheds some light on directions for future
research on intelligent human-computer interactions.

Keywords: cartoon faces, emotion recognition, facial features, expression intensity, happy, sad

INTRODUCTION

As an attractive art form, cartoon faces are widely used in daily life. Cartoon animation is an
important carrier that not only helps children acquire emotional knowledge (Baron-Cohen et al.,
2009; Schlosser et al., 2019) but enables adults to express feelings and attitudes (Jonassaint et al.,
2018). In the field of artificial intelligence and human-robot interaction research, there has also been
an urgent demand to incorporate emotional and sociable cartoon characters into the development
of intelligent robots and virtual agents (Azevedo et al., 2019; Jaiswal et al., 2020). These non-
realistic agents with emotionally expressive, human-like cartoon faces will be treated as partners
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instead of tools (Breazeal, 2003) and are widely used in a variety
of applications, namely, education, entertainment, and healthcare
(Breazeal, 2003). Although sophisticated computing models
have been developed to animate emotional facial expressions
with different types of artistic cartoon avatars in 2D and 3D
(Zaharia et al., 2008; Obaid et al., 2010; Liu et al., 2013; Yu
et al., 2015), some critical issues remain unclear, such as how
people recognize emotional facial expressions in cartoon faces
and underlying perception mechanisms. A better understanding
of emotional facial expression recognition in cartoon faces
would provide not only a theoretical reference for human-
intelligence interaction but also emotional information for the
development of emotionally expressive cartoon characters for
artificial intelligence and sociable robot applications.

Cartoons are a kind of illustration with different styles from
ridiculous exaggerating characteristics in caricature (Benson and
Perrett, 1991). Cartoons typically have a non-realistic or semi-
realistic style and draw from a common canon of iconic facial
expression illustrations to denote particular moods and thoughts
(Wikipedia, 2021). In recent years, Japanese and American
cartoons have been dominant in popular culture. Generally,
cartoon faces have non-realistic facial features. For example,
some researchers systematically examined the size difference in
facial features between real human faces and faces in different
animation genres and found that the eyes, nose, ears, forehead,
and chin tended to be exaggerated in both American and Japanese
cartoon characters (Liu et al., 2019). In addition, cartoon faces
maintain low-level metric parameters and face proportions but
lack high-level information on human faces, such as skin texture,
skeletal structure, and anatomic structures. Compared with other
kinds of non-realistic images of faces, cartoon faces are not as
highly simplified as schematic and iconic faces, which represent
facial expressions with a minimal number of pencil strokes
(Fujiwara et al., 2002; Breazeal, 2003), or as highly realistic as
caricatures and portraits. Many computational models have been
developed to automatically transform real faces into artistically
stylized cartoon faces; however, these algorithms are challenged
by the use of parametric techniques and physical models that
generate facial expressions by exaggerating the size of facial
features (eyes, eyebrows, lips, and mouth) and deforming their
shapes (Zaharia et al., 2008).

Emotional expression is a kind of facial information. Although
research has found that emotional facial expression recognition
can become more accurate and effective as facial stimuli become
more abstract (Kendall et al., 2016), little is known about the
influence of exaggerated and stylized facial features in cartoon
faces on emotional expression recognition. Studies using high-
level simplified non-real faces, such as emoticons and stick
figures, supported the view that emotions are recognized more
quickly with these cartoon faces than with real faces (Ikeda,
2020; Wessler and Hansen, 2021). Furthermore, the difference
in the holistic processing of emotional expression when real and
non-real faces are used may imply that faces with exaggerated
and stylized facial features are less holistically processed when
perceiving expression. For example, Prazak and Burgund (2014)
used a composite facial expression recognition task in which half
of the happy faces and half of the sad faces were combined into

a composite face, and the participants were asked to identify the
facial expression based on the emotional expression of the upper
half of the face; they found greater holistic processing for real
faces than for schematic faces. Considering that facial images in
Japanese cartoons have more exaggerated features than those in
American cartoons (Liu et al., 2019), we used Japanese cartoon
faces as facial stimuli and aimed to explore the contribution
of facial features to the recognition of emotional expression
in cartoon faces.

Despite the increasing popularity of cartoon faces,
investigations of the mechanisms underlying emotion
recognition remain limited. However, there is a large number
of studies on the recognition of emotional expressions in real
faces that could inspire studies with cartoon faces. Regarding
emotion recognition, previous results have shown that emotional
expressions are not equally processed accurately. Happiness
holds a recognition advantage over other emotional expressions;
that is, happy expressions are identified more accurately with less
cognitive effort (Kirita and Endo, 1995; Leppänen and Hietanen,
2004; Du and Martinez, 2013; Nummenmaa and Calvo, 2015).
Regarding the perception mechanism, two models have been
proposed such as the feature model and the holistic model
(Calvo and Nummenmaa, 2016).

The feature model refers to a part-based process of expression
recognition and suggests that the success of emotional expression
recognition could be dependent on specific single facial features
(Beaudry et al., 2014; Tobin et al., 2016). Unlike the holistic
model, each component of facial stimulus can express emotion
out of context (for a review see Bimler and Paramei, 2006).
On the other hand, the holistic model argues that a single
facial feature is not sufficient to identify the target emotional
expression and posits that successful expression recognition is
based on the whole facial configuration (Piepers and Robbins,
2012). Evidence from the last two decades has revealed a
complex picture of recognition of emotional expression on real
human faces (Calder and Jansen, 2005; Calvo and Nummenmaa,
2008; Nusseck et al., 2008; Tanaka et al., 2012; Beaudry et al.,
2014). First, facial emotional expression recognition varies as
a function of emotion. For example, Calvo and Nummenmaa
(2008) found that happy, surprised, and disgusted expressions
rely more on featural information, while fearful, angry, and
sad expressions rely more on holistic processing. Second, single
facial features have been identified as sufficient or necessary
to discriminate some facial expressions. Specifically, the mouth
has been consistently found to be both sufficient and necessary
to discriminate happiness (Calder and Jansen, 2005; Nusseck
et al., 2008; Bombari et al., 2013; Beaudry et al., 2014; Maher
et al., 2014). A smiling mouth has been widely considered as a
salient and distinctive facial feature in previous studies (Calvo
and Nummenmaa, 2016; Guarnera et al., 2017; Wegrzyn et al.,
2017; Calvo et al., 2018), a finding that supports the feature-based
process of happiness recognition (Beaudry et al., 2014). The eye
region, which includes the eyes and eyebrows, has been identified
as important, sufficient, and necessary for discriminating sad
expressions (Calvo et al., 2006; Calvo and Nummenmaa, 2008;
Wegrzyn et al., 2017; Ikeda, 2020), but the eyes and eyebrows
are seldom explored separately. It remains unclear whether the
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eyes and eyebrows play unique roles in this cognitive process
(Beaudry et al., 2014).

Few studies have investigated the process of recognizing
facial expressions in cartoon faces, and the results have been
inconsistent. Some results support a happiness advantage similar
to that for real faces (Kirita and Endo, 1995; Leppänen and
Hietanen, 2004), whereas others reveal an anger or threat
advantage (Lundqvist and Öhman, 2005; Calvo et al., 2006;
Lipp et al., 2009) conducted a facial inverse (upside down face)
task with both schematic and real faces and found that the
response time was not significantly different between upright
and inverted faces, suggesting a similar feature-based process
for non-real and real faces. In contrast, Rosset et al. (2008)
found that a facial inversion effect with cartoon faces existed
for both typically developing children and children with autism,
e.g., inverting cartoon faces decreased the ability of children with
autism to identify their expression, suggesting that cartoon faces
are holistically processed.

Regarding the contribution of single facial features, some
preliminary results have revealed that the recognition of different
expressions of emotions relies on different types of information
(Bimler and Paramei, 2006; Smith and Schyns, 2009; Koda et al.,
2011; Bombari et al., 2013; Du and Martinez, 2013; Maher et al.,
2014; Rossion, 2014; Calvo and Nummenmaa, 2016; Calvo et al.,
2018) found that the mouth is a key feature in the detection
of happiness and fear and that the region of the eyes is more
important in the detection of anger, fear, and sadness. However,
it remains unknown whether the exaggerated and stylized single
features in cartoon faces are sufficient or necessary to effectively
convey the same degree of emotional information that they do
in real faces. In cartoon faces, some facial features, such as
eyes, are exaggerated in size, and some features are artistically
stylized, such as the exaggerated and distinct smile of a clown;
therefore, they may attract attention more easily and facilitate the
perception process. These exaggerated features are typical and
might be sufficient for effective expression recognition, which
suggests the occurrence of feature-based processing. To this
end, based on inconsistent findings and a paucity of research,
further exploration of the mechanism underlying the perception
of emotional facial expressions in cartoon faces is required.

Although previous studies have used abstract non-real faces
with facial configurations similar to those of real faces (Lundqvist
and Öhman, 2005; Calvo et al., 2006; Rosset et al., 2008;
Kendall et al., 2016), some critical questions remain, such as
whether cartoon facial expressions convey a higher degree of
emotional intensity than real ones and what the mechanism is
for perceiving cartoon facial expression. Therefore, in this study,
three experiments were conducted to explore the recognition of
emotional facial expressions in cartoon faces and the contribution
of single features. Experiment 1 aimed to explore whether
the accuracy and intensity perception of emotional expressions
differ for cartoon faces and real human faces when whole
faces are presented. Experiments 2 and 3 were conducted to
examine the sufficiency and necessity of single facial features for
emotional expression recognition. To verify the potential feature-
based model, the widely used hidden-or-presented expression
recognition paradigm (Beaudry et al., 2014) was applied to

assess the sufficiency and necessity of single facial features for
the detection of emotional expressions. Three representative
emotions (happy, neutral, and sad) and three facial features (eyes,
eyebrows, and mouth) were included in this study. A careful
examination of whether and how recognition of facial emotional
expressions in cartoon faces resemble and differ from recognition
of the emotional expressions of real human faces not only would
help clarify the mechanism of expression recognition but would
also provide a theoretical foundation for artificial intelligence
research, such as the development of computational models and
human-robot interactions.

EXPERIMENT 1: RECOGNITION OF
EMOTIONAL INFORMATION ON
CARTOON FACES AND REAL FACES

The main objective of Experiment 1 was to investigate the
characteristics of emotional expression recognition for cartoon
faces. Since the features of cartoon faces are exaggerated
or simplified, making it easier to discriminate their facial
expressions (Kendall et al., 2016; Ikeda, 2020; Wessler and
Hansen, 2021), we hypothesized that (1) emotion recognition
accuracy would be higher for cartoon faces than for real faces
and (2) the two types of faces would convey different levels of
emotional intensity. Because of the lack of research investigating
the difference in emotional intensity perception of cartoon facial
expressions, specific hypotheses were not proposed regarding
perceived intensity.

Participants
The sample sizes for the experiments in this study were
based on exploratory parameter estimation using the power
analysis calculator at https://jakewestfall.shinyapps.io/pangea/
(Judd et al., 2017) with a moderate effect size of d = 0.45
(Lachenbruch, 1989), α = 0.05, and power > 0.8. All the
experiments were approved by the Institutional Review Board
of the Department of Psychology at Tsinghua University and
were conducted according to the ethical standards stipulated
in the 1964 Declaration of Helsinki. The participants were
recruited from Tsinghua University, and they all agreed and
signed informed consent before participating in the experiment;
they earned an appropriate reward for completing it.

Exclusion criteria for participation included but were not
limited to (1) any mental disorders, brain trauma, or trauma;
(2) cold symptoms and neurologic drug intake within a week
immediately before the experiment; and (3) a Self-Rating
Depression Scale (SDS) score > 24 (Zung, 1965). Self-reported
adequate sleep with no consumption of drinks or medicine
containing alcohol, caffeine, or other excitatory substances for at
least 24 h before the experiment was required for this study.

The estimated sample size of Experiment 1 was 30 with a
statistical power of 0.82. We recruited 30 Chinese participants
(female/male: 16/14; mean age ± SD = 22.57 ± 2.56 years old).
All of them were right-handed with normal or corrected-to-
normal vision.
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Stimuli
Previous studies have demonstrated that facial recognition is
sensitive to differences in the race (Ekman and Friesen, 1971;
Ekman et al., 1987; Ng and Lindsay, 1994); therefore, to
exclude cross-race influences on facial expression recognition,
facial emotional expression images were selected from the
Tsinghua facial expression database, which is a database of facial
expressions posed by young and older Chinese women and men
(Yang et al., 2020). In this study, we selected happy, neutral, and
sad expressions with correct categorization rates of 97.77, 84.97,
and 76.41%, respectively (Yang et al., 2020). Since the algorithm
(Kim et al., 2019) used for real-to-cartoon face conversion in
this study was established using female images, all the facial
expression images selected from the database were images of
young female actors (20 in total). First, the human facial images
were converted into a Japanese cartoon style using the U-GAT-
IT computational model, and the effect size was computed by the
following formula (Kim et al., 2019):

KID (kernel inception distance) × 100 ± std. × 100

= 11.61 ± 0.57.

As facial emotional expression learning was absent when
the U-GAT-IT computational model was trained (Kim et al.,
2019), the quality of the emotional expressions of the cartoon
images was reviewed and revised by an artist using Adobe
Photoshop CS6 to ensure that their emotional facial expressions
were consistent with the corresponding real expressions (as
shown in Figure 1 for an illustration). After that, to verify
whether the cartoon stimuli conveyed the target emotional
expressions correctly, an additional 30 Tsinghua undergraduates
were invited to label and evaluate these facial expressions
(happy, neutral, or sad). The mean categorization accuracy was
over 90% (cartoon: 95.5%, real: 94.61%; details of the pre-
experimental procedure and statistical results are provided in
Supplementary Part 1). Finally, 20 cartoon characters based on
20 real images of people with happy, sad, and neutral facial
expressions were selected for this study. All the stimuli used in
this study were converted to grayscale images and resized to
300× 300 pixels.

Design and Procedure
We used a 2 (type: cartoon vs. real) × 3 (expression: happy
vs. neutral vs. sad) within-participants design and conducted
all the experiments in the standard behavioral laboratory of
the Psychology Department of Tsinghua University. The stimuli
were presented against a gray background using the E-prime 2.0
software (RGB values: 128, 128, and 128) on a 23.8-inch monitor
with a resolution of 1,920 × 1,080 pixels and a 60-Hz refresh
rate. The participants sat in a room and were 60 ± 10 cm away
from the screen.

Each trial began with the presentation of a central fixation
cross for 500 ms, and then a facial image appeared and remained
until the participant responded. For the consideration of the
six widely accepted basic emotions proposed by Ekman and
Friesen (1978) and to prevent an accuracy ceiling effect for
emotional recognition, the participants were asked to identify

the presented emotional expression from seven emotional
categories (happy, sad, angry, disgust, fear, surprise, and neutral)
presented underneath the facial image. Subsequently, a 9-point
scale of intensity (1 = “not intense at all,” 9 = “extremely
intense”) was presented at the bottom center of the screen,
and the participants were asked to rate the perceived emotional
intensity of the same image. The order of the options was
counterbalanced across the participants, who were required to
identify the emotion of the facial images and rate their intensity
by pressing the corresponding key as accurately and quickly
as possible. The target facial expression image was presented
until two responses were input. To become familiar with the
tasks, the participants practiced a trial for each condition for
a total of six trials. The facial images used in the practice
session were not used in the main experiments. In the formal
phase, cartoon and real faces were presented in different blocks
in a counterbalanced order across the participants as with
previous studies (Kendall et al., 2016; Zhao et al., 2019). The
expressions of facial images were presented randomly within
blocks. The participants completed 120 experimental trials with
20 facial images for each emotional expression. Examples of the
sequence of a single trial used in the experiment are shown in
Figure 2A.

Analysis
The expression recognition accuracy (hereinafter called accuracy)
was the number of correct responses divided by the total
number of trials for each target emotion. The percentage of
false responses was the ratio of the number of choosing each
non-target emotional category to the total number of trials
for the particular target emotion. To test whether neutral
expressions are perceived with a “residual” affective meaning,
one-sample t-tests were conducted to compare the percentages
of false responses with the chance level accuracy (Russell and
Fehr, 1987; Kesler et al., 2001; Lee et al., 2008; Azevedo
et al., 2019). Refer to Supplementary Part 2 for detailed
results of the false responses of Experiments 1, 2, and 3.
Perceived expression intensity (hereinafter called intensity) was
the average intensity rating of each target emotional expression.
The original data of this study are available at https://github.com/
Nicki-Liu/Emotion/tree/main/data. All statistical analyses were
performed using SPSS 25.0 (IBM SPSS Statistics, New York). All
contrasts were Bonferroni-corrected for multiple comparisons,
and a p-value < 0.05 was considered statistically significant.
A greenhouse-Geisser correction was applied when the sphericity
hypothesis was violated.

Results
Repeated measures ANOVAs (type: cartoon vs. real; expression:
happy vs. neutral vs. sad) for accuracy (Figure 3, left) revealed
significant main effects of type [F(1,29) = 0.26, p < 0.001,
ηp

2 = 0.42] and expression [F(2,58) = 90.1, p < 0.001,
ηp

2 = 0.75] and a significant interaction effect between them
[F(1.52,43.95) = 47.84, p < 0.001, ηp

2 = 0.62]. The simple effects
analysis showed that the accuracy of happiness recognition
[M = 0.97, SE = 0.01, 95% CI = (0.95, 0.99)] was higher than
that of neutral [M = 0.76, SE = 0.03, 95% CI = (0.7, 0.81)] and
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FIGURE 1 | Examples of stimuli.

sad [M = 0.77, SE = 0.04, 95% CI = (0.69, 0.85)] recognition for
cartoon faces, ps < 0.001. For real faces, the accuracy decreased
from happy [M = 0.98, SE = 0.01, 95% CI = (0.96, 0.99)] to
neutral [M = 0.79, SE = 0.02, 95% CI = (0.74, 0.84)] and then
to sad expressions [M = 0.47, SE = 0.03, 95% CI = (0.41, 0.52)],
ps < 0.001. Furthermore, only the sad expression showed higher
accuracy for the cartoon faces than for the real faces (p < 0.001).
No difference was observed for the happy and neutral expressions
between the cartoon and real faces (ps > 0.19).

The results for intensity (Figure 3, right) showed a main
effect of expression [F(1.44,41.7) = 33.77, p < 0.001, ηp

2 = 0.54].
The main effect of type was not significant [F(1,29) = 0.27,
p = 0.605, ηp

2 = 0.009]. The interaction effect was significant
[F(2,58) = 32.42, p < 0.001, ηp

2 = 0.53]. A simple main effect
analysis showed that for the cartoon faces, the perceived intensity

of sadness [M = 5.96, SE = 0.22, 95% CI = (5.51, 6.42)] was higher
than that of happiness [M = 5.39, SE = 0.24, 95% CI = (4.89,
5.89)], and that the neutral expression [M = 4.21, SE = 0.29, 95%
CI = (3.61, 4.81)] had the lowest perceived intensity, ps < 0.025.
For the real faces, the intensity of happiness [M = 6.47, SE = 0.2,
95% CI = (6.07, 6.87)] was significantly higher than that of
sadness [M = 5.18, SE = 0.22, 95% CI = (4.73, 5.63)], and the
neutral expression [M = 4.09, SE = 0.33, 95% CI = (3.41, 4.77)]
had the lowest perceived intensity, ps < 0.003. The interaction
was decomposed in another direction to reveal the effect of types
on the expressions. The results of a simple effects analysis showed
that the perceived intensity of the happy expression was higher
for the real faces than for the cartoon faces (p < 0.001), while
the perceived intensity of the sad expression was higher for the
cartoon faces than for the real faces (p < 0.001). No difference
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FIGURE 2 | The sequence of a single trial in (A) Experiment 1 and (B) Experiments 2 and 3.

was found for the intensity of neutral expressions between the
two face types (p = 0.523).

Discussion
The main objective of Experiment 1 was to explore the
recognition of emotional expressions in cartoon faces by
comparing it with the recognition of emotional expressions in
real faces. Two measures, recognition and perceived emotional
intensity of the target facial expressions, were examined. The
results reveal a happiness recognition advantage for the cartoon
expressions that are similar to that for the real expressions.
More importantly, significant differences were found between
the responses to the cartoon and real faces. The accuracy of

recognition and perceived emotional intensity of the target
facial expressions varied as a function of face type and emotion
category. The results show that the processing of emotion in
cartoon faces share a similarity with the emotion processing
mechanism in real faces, as the happy expression is identified
more accurately than the neutral and sad expressions. This is
in line with previous studies on real faces that found that the
happy face advantage was a genuine psychological effect and
that the recognition of happy faces has clear superiority over
the recognition of other emotional expressions across all types
of stimulus (Kirita and Endo, 1995; Leppänen and Hietanen,
2004; Nummenmaa and Calvo, 2015). It seems that the stylized
and simplified cartoon facial expressions did not impair this
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FIGURE 3 | Boxplots for recognition accuracy (left) and perceived expression intensity (right) for judging cartoon and real-face expressions in Experiment 1. Here
and henceforth stars indicate the following levels of significance: *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001, in multiple contrasts, after Bonferroni
corrections.

happy advantage. However, it was inconsistent with the results
of previous research using schematic faces (i.e., another type of
non-real but more simplified faces), which failed to find a happy
face advantage and even revealed a disadvantage (Lundqvist and
Öhman, 2005; Calvo et al., 2006). The results reveal that the
emotional information conveyed by cartoon facial expressions
was not equivalent across emotion categories. Sad cartoon faces
were recognized more precisely than sad real faces. A possible
explanation for this difference may be affective uniqueness. In
Experiment 1, in terms of the cartoon faces with sad expressions,
the probability of a false response of other emotions was not
greater than chance, suggesting that the sadness in cartoon facial
expressions is recognized distinctly. In contrast, in terms of sad
expressions in the real faces in this current study, the tendency
to identify sad expressions as disgust [M = 0.28, SE = 0.04, 95%
CI = (0.21, 0.36)], p < 0.001, refer Supplementary Part 2.1)
was greater than chance, which may have impaired recognition
accuracy. This explanation is consistent with previous studies that
showed emotional expressions with a negative valence could be
confused with one another in real faces (Palermo and Coltheart,
2004; Tottenham et al., 2009). Specifically, sadness could be
confused with disgust (Tottenham et al., 2009), fear (Recio
et al., 2013), and a neutral expression in real faces (Palermo and
Coltheart, 2004; Tottenham et al., 2009). Bimler and Paramei

(2006) found that configural information plays a crucial role
in the decoding of emotions conveyed by facial expressions.
Some curvatures were exaggerated in cartoon images, such as the
elevated inward eyebrow parts (AU1) and the downward mouth
curvature (AU24), which are less distinct in real images (Cohn
et al., 2007). Further, due to the absence of nasolabial furrow, the
landmark of the expression of disgust in cartoon faces, there was
a great chance for cartoon sadness to be misidentified as disgust.

Regarding the perceived intensity of the target emotional
expressions, differentiated results were found for different
emotions and face types. The sad expressions in cartoon faces
were perceived as sadder than those of real faces, and the happy
expressions were perceived as less happy. According to previous
studies, different facial features contribute differently to the
identification of emotional expressions (Calvo and Nummenmaa,
2008; Nusseck et al., 2008; Beaudry et al., 2014).

Considering that some of the features of the cartoon faces
were artificially exaggerated or simplified compared with those
of the real faces, the different contributions of single facial
features may have led to the differences across emotions between
cartoon and real faces. For example, previous studies have
shown that eyebrows, presented with clear and exaggerated pencil
stroke lines, played a crucial role in the recognition of sadness
(Hasegawa and Unuma, 2010).
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EXPERIMENT 2: SUFFICIENCY OF
SPECIFIC FACIAL FEATURES

The main objective of Experiment 2 was to investigate
the sufficiency of specific facial features for the recognition
of emotional expressions in cartoon faces. We referred to
the approach used to manipulate facial feature stimuli in
previous studies (Calvo and Nummenmaa, 2008; Beaudry et al.,
2014). Specifically, a facial feature was considered sufficient if
recognition accuracy, when only the feature was presented (e.g.,
mouth only), was not significantly different from recognition
accuracy in the full-face condition. Because the features in
cartoon faces are simplified but similar to those in real faces,
we hypothesized that the sufficiency of facial features for the
recognition of cartoon facial expressions should be similar to
that for real faces, namely, the mouth region, which would be
sufficient to identify happiness, and the eyes and eyebrows, which
would be sufficient to identify sadness (Calder and Jansen, 2005;
Calvo and Nummenmaa, 2008; Nusseck et al., 2008; Beaudry
et al., 2014).

Participants
Based on the exploratory parameter estimation described in
Experiment 1, the estimated sample size for Experiment 2 was
21, with a statistical power of 0.81. We recruited 30 eligible
Chinese students from Tsinghua University (female/male: 16/14;
mean age ± SD = 21.93 ± 2.82 years old) to participate in this
experiment. The exclusion and inclusion criteria were the same
as those for Experiment 1.

Stimuli
When presenting only a single feature, we concealed other facial
features (present eyebrows, eyes, or mouth only) by Gaussian blur
at an intensity of 60 (which guaranteed that concealed positions
would not be recognized) coupled with a size of 60 × 256 pixels
(height×width) without blur, which ensured that the target facial
parts were completely presented. Aside from the Gaussian blur
used to display the specific facial feature, all the stimuli and the
apparatus were identical to those used in Experiment 1. Finally,
480 images (four cartoon and real features, three emotions, and
20 characters) were included in Experiment 2.

Design and Procedure
Experiment 2 used a 2 (type: cartoon vs. real) × 3 (expression:
happy vs. sad vs. neutral) × 4 (feature: mouth vs. eyes vs.
eyebrows vs. full face) within-participant design. The procedure
was identical to that of Experiment 1 except that in Experiment
2, the image was presented for 150 ms (Calvo and Beltrán,
2014), and that the presentation was not self-paced by the
participants. The participants were required to identify the
emotional expression and rate the intensity of the image
presented. The order of presentation of mouths, eyes, and
eyebrows was counterbalanced across blocks and participants.
Finally, the full-face condition was presented to prevent the
participants from becoming familiar with the facial stimuli.
The order of presentation of cartoons and real faces was

counterbalanced across participants. After six practice trials, 480
trials were presented in total (20 characters × 2 types × 3
expressions× 4 features).

Results
We conducted 2 (type) × 3 (expression) × 4 (feature) repeated
measures ANOVAs for accuracy and intensity separately. The
three-way interaction (if it reached significance) was decomposed
by splitting the type to specify the effect of features on cartoon
emotional facial expression and by splitting the expression to
specify the effect of types on feature expression recognition. For
the sake of brevity, we focused on the results of the cartoon
faces; other results of multiple comparisons are shown in the
Supplementary Material.

Accuracy of Emotional Facial Expression Recognition
The results for accuracy revealed significant main effects of
feature [F(3,87) = 170.02, p < 0.001, ηp

2 = 0.85] and expression
[F(1.64,47.43) = 22.01, p < 0.001, ηp

2 = 0.43] and all interaction
effects (Fs > 28.53, ps < 0.001, ηp

2s > 0.5). The main effect of
face type did not reach significance [F(1,29) = 0.84, p = 0.368,
ηp

2 = 0.03].
To investigate the sufficiency of facial features in emotion

recognition of cartoon faces, we decomposed a three-way
interaction by conducting 3 (expression) × 4 (feature) repeated
measures ANOVAs for different types. The results of the cartoon
faces (Figure 4, top) revealed a main effect of feature and a
significant interaction effect (Fs > 22.6, ps < 0.001, ηp

2s > 0.43).
For happiness recognition, the pairwise comparisons showed that
the accuracy did not differ between the mouth-only [M = 0.96,
SE = 0.01, 95% CI = (0.94, 0.99)] and full-face conditions
[M = 0.97, SE = 0.01, 95% CI = (0.95, 0.98), p = 1], and both
yielded greater accuracy than when only the eyebrows [M = 0.47,
SE = 0.05, 95% CI = (0.37, 0.58)] or eyes [M = 0.2, SE = 0.04,
95% CI = (0.13, 0.28), ps < 0.001] were presented (ps < 0.001).
For sadness recognition, the accuracy was higher for the full-
face condition [M = 0.76, SE = 0.04, 95% CI = (0.68, 0.84)] than
when any single facial feature was presented alone (Ms < 0.56,
ps < 0.013), and no differences were observed among the
single features that were presented separately (ps > 0.243). Refer
the Supplementary Part 3 for detailed results of the accuracy
of the real faces.

We also decomposed three-way interactions by conducting 2
(type) × 4 (feature) repeated measures ANOVAs for different
expressions (Supplementary Figure 2, top). The results of
happiness recognition showed significant main effects of type,
feature, and interaction effect (Fs > 29.38, ps < 0.001, ηp

2s > 0.5),
and pairwise comparisons revealed that the accuracy for the
cartoon faces [M = 0.2, SE = 0.04, 95% CI = (0.13, 0.28)]
was significantly lower than that for the real faces [M = 0.84,
SE = 0.02, 95% CI = (0.8, 0.88)] when only the eyes were
presented (p < 0.001) but was significantly higher for the
cartoon faces [M = 0.47, SE = 0.05, 95% CI = (0.37, 0.58)]
than for the real faces [M = 0.2, SE = 0.04, 95% CI = (0.13,
0.28)], when only the eyebrows were presented (p < 0.001). No
significant difference between the two face types was observed
when only the mouth (mean difference = 0.002) or the full
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FIGURE 4 | Boxplots for recognition accuracy (top) and perceived expression intensity (bottom) for the assessment of the expressions on cartoon faces as a
function of facial features in Experiment 2. For happiness, presenting the mouth only had a little impact on the accuracy and intensity rating, while presenting the
eyes and eyebrows only decreased the performance. For sadness, any feature that was presented only decreased the accuracy but presenting only the eyebrows
did not affect the perception of sadness intensity. Here and henceforth stars indicate the following levels of significance: *p < 0.05, **p < 0.01, ***p < 0.001, and
****p < 0.0001, in multiple contrasts, after Bonferroni corrections.

face (mean difference = 0.008) was presented (ps > 0.475). For
sadness recognition, two main effects and interaction reached
significance, Fs > 3.91, ps < 0.011, ηp

2s > 0.11). The accuracy
of sadness recognition was higher for the cartoon faces than

for the real faces across all conditions (ps < 0.029) with
the differences between the two types increasing from the
eyebrows (mean difference = 0.11, SE = 0.05) to eyes (mean
difference = 0.17, SE = 0.04), the full face (mean difference = 0.17,
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SE = 0.4), and then the mouth (mean difference = 0.3,
SE = 0.05).

Perceived Intensity of Emotional Facial Expressions
The results for intensity revealed main effects of feature
[F(3,87) = 23.11, p < 0.001, ηp

2 = 0.44] and expression
[F(1.42,42.21) = 68.44, p < 0.001, ηp

2 = 0.7] and effects of all
the two-way and three-way interactions (Fs > 9.36, ps < 0.001,
ηp

2s > 0.24). The three-way interaction was decomposed in the
same manner used in the analysis of recognition accuracy.

The results of the 3 × 4 repeated-measures ANOVAs for
the cartoon faces (Figure 4, bottom) revealed significant main
effects of feature and expression and an interaction effect of
feature × expression (Fs > 12.1, ps < 0.001, ηp

2s > 0.29).
Furthermore, the pairwise comparisons revealed that the
perceived intensity of happiness was significantly higher for
the full-face [M = 6.21, SE = 0.28, 95% CI = (5.63, 6.78)]
and mouth-only [M = 6.01, SE = 0.29, 95% CI = (5.41, 6.61)]
conditions than for the eyes- [M = 4.7, SE = 0.27, 95% CI = (4.15,
5.26)] and eyebrows-only [M = 4.41, SE = 0.3, 95% CI = (3.79,
5.03)] conditions, ps < 0.001; no differences were observed
between the full-face and mouth conditions or between the eyes
and eyebrows conditions (ps > 0.931). For sad expressions,
perceived intensity when the full-face [M = 6.44, SE = 0.23,
95% CI = (5.97, 6.92)] and eyebrows-only [M = 6.07, SE = 0.23,
95% CI = (5.59, 6.55)] conditions were presented was higher
than perceived intensity when the eyes- [M = 5.31, SE = 0.23,
95% CI = (4.83, 5.79)] or mouth-only [M = 5.42, SE = 0.23,
95% CI = (4.95, 5.89)] conditions were presented, ps < 0.018,
and no differences were observed between the full-face and
eyebrows conditions or between the eyes and mouth conditions
(ps > 0.446). Refer Supplementary Part 3 for detailed results of
perceived intensity of real faces.

The results of the 2 × 4 (type × feature) repeated measures
ANOVAs for different expressions showed significant main
effects of type, feature, and interaction between them (Fs > 5.79,
ps < 0.007, ηp

2s > 0.16; Supplementary Figure 2, bottom) in
all the expressions. Simple effects tests of happiness revealed that
the perceived intensity for the cartoon faces was lower than that
for the real faces when the eyes-only (mean difference = −0.88,
SE = 0.18), mouth-only (mean difference = −0.46, SE = 0.19),
and full-face (mean difference = −0.48, SE = 0.14) conditions
were presented, ps < 0.019. For sadness, the perceived intensity
for the cartoon faces was higher than that for the real faces for
all single features (mean difference > 0.31, ps < 0.024). No other
differences were observed for happiness and sadness (ps > 0.057).

Discussion
Experiment 2 was conducted to examine the contribution
and sufficiency of single facial features for the recognition of
emotional expressions in cartoon faces. The sufficiency criterion
was examined by presenting only the mouths, eyes, and eyebrows
in cartoon faces. We found that the presentation of the mouth
alone was sufficient for the identification of happy expressions
and that the same level of emotional intensity was perceived
when only the mouth was presented as when the full face was
presented, which is in line with previous studies on real faces

that found the mouth with corners curved upward, characterized
by the distinct smiling shape, was a sufficient feature for the
recognition of a happy expression (Calvo and Marrero, 2009;
Beaudry et al., 2014; Guarnera et al., 2018). A stylized cartoon
mouth is also a distinct and key feature for the recognition
of happiness. Bimler et al. (2013) found that mouth curvature
could express happiness dominantly and could be processed
at an early stage and showed signs of implicit categorization.
Notably, the superiority of the mouth for conveying happiness
was also confirmed by ERP studies (Schyns et al., 2009), and
evidence suggests that this may be an effect of low-level feature
processing rather than affective processing. For example, Neath-
Tavares and Itier (2016) found that when faces with open mouths
were presented, better discrimination of a happy expression was
displayed, with an early happiness effect starting at P1 but a
maximal effect after the peak (115–120 ms); this means that this
early effect seems unlikely to reflect a general emotion effect and
may be due to the rapid discrimination of a smiling mouth.

Studies that investigated the sufficiency criterion of a single
facial feature also revealed the special contribution of eye
regions to the recognition of sadness (Nusseck et al., 2008;
Calvo and Marrero, 2009; Beaudry et al., 2014; Guarnera et al.,
2018). Regarding perceived emotional intensity in cartoon faces,
we found that sad eyebrows provided sufficient emotional
information to convey the same level of emotional intensity
as the full faces. These results reveal the general sufficiency of
the eyebrows for cartoon facial expressions. These results are
in line with studies that revealed the significance of eyebrows
(Lundqvist and Öhman, 2005; Chen et al., 2015). The movement
of eyebrows, defined as FACS action units AU1 (inner brow
raiser with frontalis, pars medialis), AU2 (outer brow raiser with
frontalis, pars lateralis), and AU4 (brow lowerer with corrugator
supercilii, depressor supercilii), has been associated with the
processing of basic emotional expressions (Cohn et al., 2007).
The physical movements of the inner brow raising or outer brow
lowering are related to sadness recognition and are conspicuous
and readily discerned; thus, they can provide crucial information
for emotional expression processing and are sufficient to convey
the same level of emotional intensity as the full face.

Additionally, when only single facial features (mouth, eyes, or
eyebrows) were presented, (1) sad expressions in cartoon faces
were identified more accurately and perceived as sadder than sad
expressions in real faces; (2) happy expressions in cartoon faces
were identified less accurately for the eyes-only condition and
more accurately for the eyebrows-only condition than that in real
faces; (3) happy expressions in cartoon faces were perceived as
less happy than that in real faces when full face, eyes-, and mouth-
only conditions were presented. The results were consistent with
previous studies using highly simplified non-real faces, such as
schematic and smiley faces, which found that non-real faces could
be more effective at conveying negative emotional information,
such as threats (Lundqvist and Öhman, 2005; Calvo et al., 2006).
However, it should also be noted that happy expressions were
identified more accurately in cartoon faces than in real faces
when only the eyebrows were presented, which was the opposite
of the results of Experiment 1. What is more, the accuracy
of the identification of happy expressions in real faces when
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only the eyebrows were presented was 0.202 and did not differ
significantly from chance level (p > 0.05), which means that the
participants failed to identify the target expression as happiness
based only on the information from the eyebrows; thus, the
results were inconsistent.

EXPERIMENT 3: NECESSITY OF
SPECIFIC FACIAL FEATURES

Experiment 3 was designed to investigate the necessity of specific
facial features for the recognition of emotional expressions
in cartoon faces. If one feature played a critical role in
the recognition of a corresponding emotional expression, the
removal of that feature would impair the process of emotion
recognition. Thus, a single feature would be considered necessary
if a significant difference was found between when it was
hidden and when the full face was presented. Previous studies
have revealed that the mouth was necessary for happiness
recognition and that the eye regions were necessary for sadness
recognition (Calder and Jansen, 2005; Calvo and Nummenmaa,
2008; Nusseck et al., 2008; Beaudry et al., 2014). Therefore, in
Experiment 3, we hypothesized that the necessity criterion could
also be applied to cartoon faces; that is, the mouth is necessary for
happiness, and the eyes and eyebrows are necessary for sadness.

Participants
The estimated sample size for Experiment 3 was 21, with a
statistical power of 0.81. We recruited 34 Chinese students
from Tsinghua University (female/male: 19/15; mean
age ± SD = 21.68 ± 2.96 years old) to take part in the
experiment. The exclusion and inclusion criteria were the same
as those for Experiment 1.

Stimuli
In Experiment 3, we concealed facial features (eyebrows vs. eyes
vs. mouth) by Gaussian blur at an intensity of 60 (guaranteeing
that concealed positions would not be recognizable) and used
a size of 60 × 256 pixels (height × width) to ensure that
the target facial parts were completely covered. Except for the
Gaussian blur of specific features, all stimuli parameters (color,
size, brightness, contrast, and resolution) and apparatus were
identical to those used in Experiment 1. Finally, 480 images
(four concealed cartoons and real features for three emotional
expressions in 20 characters) were included in Experiment 3.

Design and Procedure
Experiment 3 used a 2 (type: cartoon vs. real faces) × 3
(expression: happy vs. neutral vs. sad) × 4 (face without feature:
mouth vs. eyes vs. eyebrows vs. full face) within-participants
design. The procedure and tasks were the same as those used
in Experiment 2.

Results
Following the same analytical procedure used in Experiment 2,
we conducted 2 (type) × 3 (expression) × 4 (face without the

feature) repeated measures ANOVAs for expression recognition
accuracy and intensity and then decomposed the three-way
interaction to further analyze the necessity of facial features for
cartoon expression perception.

Accuracy of Emotional Facial Expression Recognition
The accuracy results revealed main effects of faces without
features [F(2.45,80.67) = 42.34, p < 0.001, ηp

2 = 0.56] and
expression [F(2,66) = 37.71, p < 0.001, ηp

2 = 0.53] as well
as all two-way and three-way interaction effects (Fs > 32.39,
ps < 0.001, ηp

2s > 0.49). To specify the necessity of facial
features for the accuracy of emotion recognition in cartoon faces
(Figure 5, top), we performed a 3 (expression) × 4 (face without
the feature) repeated measures ANOVA for cartoon faces and
found a main effect of feature concealing and an interaction effect
(Fs < 73.77, ps < 0.001, ηp

2s > 0.69). Pairwise comparisons
revealed that the accuracy of happiness identification was lowest
for faces without mouths [M = 0.28, SE = 0.03, 95% CI = (0.21,
0.35)], ps < 0.001, while no difference was observed among
the other conditions (Ms > 0.95, ps = 1). For sad expressions,
no differences between faces without features and full faces
were observed (ps > 0.065). Refer to Supplementary Part 3 for
detailed results of the accuracy of real faces.

To further compare the necessity of features in cartoon faces
with that of real faces, three separate 2 (type) × 3 (face without
the feature) repeated measures ANOVAs were performed for the
accuracy of different expressions. For happiness, two main effects
along with an interaction effect were significant (Fs > 216.47,
ps < 0.001, ηp

2s > 0.86; Supplementary Figure 4, top);
pairwise comparisons showed that the accuracy of recognizing
the emotion of happiness in faces without mouths was lower
for the cartoon faces [M = 0.28, SE = 0.03, 95% CI = (0.21,
0.35)] than for the real faces [M = 0.94, SE = 0.01, 95%
CI = (0.91, 0.97), p < 0.001], while no significant differences
between the cartoon and real faces were observed for the other
conditions (ps > 0.084). For sadness, two main effects and their
interaction effect reached significance (Fs > 7.64, ps < 0.001,
ηp

2s > 0.18); higher accuracy was observed for the cartoon
faces (Ms > 0.7) than for the real faces (Ms < 0.5) in all
the conditions (ps < 0.001), with the differences decreasing
from faces without eyes (mean difference = 0.39, SE = 0.04)
to full faces (mean difference = 0.29, SE = 0.04), faces without
eyebrows, and faces without mouths (mean difference = 0.22,
SE = 0.05).

Perceived Intensity of Emotional Facial Expressions
The results for intensity (Figure 5, bottom) revealed significant
main effects of faces without features [F(3,99) = 13.77, p < 0.001,
ηp

2 = 0.29] and expression [F(2,66) = 64.26, p< 0.001, ηp
2 = 0.66]

and all interaction effects (Fs > 4.6, ps < 0.004, ηp
2s > 0.12).

A 3 (expression) × 4 (faces without features) repeated
measures ANOVA for cartoon faces revealed two main effects
and an interaction effect (Fs > 13.31, ps < 0.001, ηp

2s > 0.28).
Furthermore, pairwise comparisons showed that the perceived
happiness intensity of faces without mouths [M = 4.1, SE = 0.28,
95% CI = (3.53, 4.66)] was lower than that for full faces and
faces without other features (Ms > 5.72, ps < 0.001). Moreover,
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FIGURE 5 | Boxplots for recognition accuracy (top) and perceived expression intensity (bottom) for the assessment of the expressions in cartoon faces as a function
of faces without features in Experiment 3. The presentation of faces without mouths damaged the accuracy and intensity rating for happiness, and the presentation
of faces without eyebrows decreased the perception of sadness intensity. Here and henceforth stars indicate the following levels of significance: *p < 0.05,
**p < 0.01, ***p < 0.001, and ****p < 0.0001, in multiple contrasts, after Bonferroni corrections.

perceived sadness intensity of faces without eyebrows [M = 5.2,
SE = 0.22, 95% CI = (4.76, 5.65)] was lower than that of other
face conditions (Ms > 5.73, ps < 0.015). No other differences
were observed in the perceived intensity of the happy and sad
expressions (ps > 0.313). Refer to Supplementary Part 3 for
detailed results of the perceived intensity of real faces.

The three-factor interaction was decomposed by conducting
a 2 (type) × 3 (face without the feature) repeated-measures
ANOVAs on the expressions. For happy expressions, two main
effects of type and interaction were significant (Fs > 10.19,
ps < 0.001, ηp

2s > 0.23; Supplementary Figure 4, bottom); i.e.,
the intensity of the cartoon faces was significantly lower than

Frontiers in Psychology | www.frontiersin.org 12 August 2021 | Volume 12 | Article 68797468

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-687974 August 4, 2021 Time: 13:46 # 13

Zhang et al. Facial Features in Cartoon Faces

that of the real faces for all the conditions (ps < 0.001), and the
highest difference was found for faces without mouths (mean
difference = −1.87, SE = 0.26). For sadness, the effect of type
reached significance, with higher perceived intensity reported for
the cartoon faces [M = 5.65, SE = 0.22, 95% CI = (5.2, 6.1)] than
for the real faces [M = 5.2, SE = 0.22, 95% CI = (4.76, 5.65)] in
all the conditions, F(1,33) = 29.19, p < 0.001, ηp

2 = 0.47, and
the effect of faces without features [F(3,99) = 20.22, p < 0.001,
ηp

2 = 0.38] indicated a lower intensity for faces without eyebrows
[M = 4.81, SE = 0.21, 95% CI = (4.39, 5.23)] than for the other
conditions (Ms > 5.44), ps < 0.001. The interaction between
type and faces without features did not reach significance,
F(3,99) = 1.69, p = 0.173, ηp

2 = 0.05.

Discussion
In Experiment 3, the necessity criterion was examined by hiding
the mouth, eyes, and eyebrows of the images, and we found
that the mouth was a necessary feature for the recognition of
happiness. When the mouth of an image was hidden, the accuracy
of expression recognition was significantly impaired for the
cartoon faces and perceived emotional intensity was decreased.
This is in line with previous studies revealing the necessity of the
mouth for the recognition of happy expressions (Nusseck et al.,
2008; Calvo and Marrero, 2009; Beaudry et al., 2014; Guarnera
et al., 2018).

Another main finding of Experiment 3 was that eyebrows
were the only feature that could be considered necessary for the
perceived emotional intensity of sad expressions. Many previous
studies have focused on the eye region, which includes both
the eyes and the eyebrows. When the combined region of the
eyes and eyebrows was considered, significant results were found
for its necessity for the recognition of sadness in real faces
(Nusseck et al., 2008; Calvo and Marrero, 2009; Beaudry et al.,
2014; Guarnera et al., 2018). However, in this study, distinct
effects were observed for the eyes and eyebrows: whereas the
perceived emotional intensity was significantly decreased when
the eyebrows were hidden for the identification of sadness,
and the cartoon style transform on the eyes did not lead
to significant influences. The results of Experiment 3 showed
that perceived emotional intensity was significantly decreased
when the eyebrows were hidden, which revealed that they
were necessary for the perceived emotional intensity of sad
expressions in cartoon faces. This was in line with previous
studies on schematic faces, which showed that eyebrows, not
eyes, were important for conveying general negative emotional
information, such as threats (Lundqvist and Öhman, 2005).
Previous studies have found that the raising and drawing together
of the inner parts of the eyebrows was associated with the
recognition of sadness (Ekman and Friesen, 1975; Kohler et al.,
2004). Combined with previous fitting models for facial features
and expression intensity that highlight the continuous effect of
manipulations of the eyebrows on the perceived intensity of
sad expressions (Hasegawa and Unuma, 2010), eyebrows may
be one of the primary and necessary features for the emotional
perception and processing of sad facial expressions.

We also found that sad expressions were recognized more
accurately and perceived as sadder in cartoon faces than in
real ones. These results are consistent with the findings from
Experiments 1 and 2, which revealed the superiority of sad
expression recognition in cartoon faces compared with real ones,
and these results did not change based on whether the single facial
feature was presented or hidden.

GENERAL DISCUSSION

In this study, we investigated the recognition of facial emotional
expressions in cartoon faces. The results revealed the presence of
a happiness advantage in cartoon faces. Moreover, the sufficiency
and necessity of a single facial feature for the recognition of
emotional expressions were clarified. The results of the three
experiments also revealed a clear difference in perceived intensity
across emotions, with sad expressions being perceived as sadder
in cartoon faces. However, the results could not lead to a
conclusion regarding whether the processing of facial expressions
is more feature-based or configuration-based.

Happiness Recognition Advantage Over
Other Emotions
The results of this study revealed a happy expression advantage
in cartoon faces, as happiness was identified more accurately
than neutral and sad expressions. This is in line with previous
studies showing that happiness has superiority over other
emotional expressions in real faces (Kirita and Endo, 1995;
Leppänen and Hietanen, 2004; Nummenmaa and Calvo, 2015).
The results are also consistent with previous studies that used
schematic faces and showed that low-level physical differences,
characterized by the simplification of real faces to cartoon faces,
would not influence this recognition advantage, with happiness
being identified faster than disgust or sadness (Leppänen and
Hietanen, 2004). However, it should be noted that the emotional
expressions that were considered in this study only comprised
limited emotion categories, i.e., happiness, sadness, and neutral
expressions. Further research is needed to examine whether this
effect accounts for different levels of simplification of non-real
faces or whether complex asymmetry of emotion recognition
exists between real and non-real faces.

Sadness Perception Superiority of
Cartoon Faces
In this study, we found that sad expressions in cartoon faces
tended to be perceived as sadder than sad expressions in real
faces. In Experiment 1, we proposed the feature processing
hypothesis as a possible explanation. The exaggeration and
simplification of some facial features in cartoon faces could
account for this emotional perception characteristic. When we
examined the intensity perception of emotional expressions
when a single facial feature was presented or hidden, the
results were consistent, and emotion superiority was still shown
in Experiments 2 and 3, which suggested that the superior
perception of sadness in cartoon faces may be a robust
phenomenon independent of specific facial features.
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Another explanation presented in Experiment 1 is that the
intensity of cartoon sadness expressions might account for the
stimulus type itself, as the participants rated the cartoon faces as
sadder, regardless of whether they were shown the whole face or
some of the facial features. It seems that cartoon faces are more
effective in conveying sad information. As indicated by previous
studies, the emotional expressions of cartoon and real faces
might contain different featural and/or configural information.
Mäkäräinen et al. (2014) compared faces with different levels
of realism, and they exaggerated the facial expressions with a
variety of exaggeration degrees in each level. They found that less
realistic faces required more exaggeration to reach the emotional
intensity of real faces. Thus, it is possible that the relationship
between perceived emotional intensity and physical changes in
facial features, which is affected by featural and/or configural
information, may be non-linear, e.g., the same degree of lip or
eyebrows raising in the cartoon faces may convey a different
degree of emotional perception. However, further studies are
needed to examine this explanation.

Sufficiency and Necessity of Single
Features
This study provided clear support for the sufficiency and
necessity of the mouth for the recognition of happy expressions in
cartoon faces. Taken together with the results from Experiments
2 and 3, this shows that information from the mouth itself was
sufficient for the participants to identify happy expressions, and
the removal of the mouth significantly decreased the accuracy
of happiness identification in cartoon faces. This finding is
in line with previous studies that investigated the sufficiency
and necessity criterion, showing that the mouth should be
considered a distinct and salient feature for the recognition
of happiness (Nusseck et al., 2008; Calvo and Marrero, 2009;
Beaudry et al., 2014; Guarnera et al., 2018). The significance
of the mouth is diminished when this feature is artistically
stylized, as in cartoon faces. Moreover, to extend the previous
findings, the results show that the participants could perceive
the same level of emotional intensity when viewing the mouth
alone as they could when viewing the full face and hiding
the mouth decreased the perceived emotional intensity of
happiness. The unique role of the mouth applied not only to
recognition accuracy, identification time, and fixation time, as
found in previous studies (Nusseck et al., 2008; Calvo and
Marrero, 2009; Beaudry et al., 2014; Guarnera et al., 2018),
but also to the emotional information it conveys, suggesting
that the perception of happiness could be based specifically
on the shape of the mouth when smiling and the muscle
movement around it.

Another main finding in this study was that in examining the
sufficiency and necessity criteria of eyes and eyebrows separately,
we showed that only the eyebrows had an important role in
the perceived emotional intensity of sad expressions. When only
the eyebrows were presented, the perceived intensity of sadness
was not different from that when the full face was presented,
but the perceived intensity was significantly affected when the
eyebrows were hidden. This is in line with previous results

showing that eyebrows have increased significance for conveying
negative emotional information, such as threats (Lundqvist and
Öhman, 2005). Previous fitting models for facial features and
expression intensity have also highlighted the continuous effect
of manipulations of the eyebrows on the perceived intensity
of sad expressions (Hasegawa and Unuma, 2010). The results
may particularly be relevant to the shape of eyebrows in the
sad cartoon style, and in this study, the inward eyebrow ends
were raised in an exaggerated way, which might have an
impact on the obtained results. Another critical factor that
should be taken into consideration is that the findings of this
study might not be generalized to the detection of cartoon
expressions in non-Eastern cultures where observers are less
likely to judge facial emotions with the upper part of the
face (Yuki et al., 2007; Jack et al., 2009; Wingenbach et al.,
2020).

LIMITATION AND FUTURE DIRECTIONS

Although this study provides an insight into the emotional
facial expression recognition of cartoon faces, it has several
limitations. First, as a preliminary study, we only take into
account three emotional expressions (happy, sad, and neutral),
because the sufficiency and necessity criteria of these emotions
have been well replicated in previous studies on real faces.
However, other basic emotions, such as anger, fear, surprise,
and disgust (Ekman and Friesen, 1978), for which the existing
research shows inconsistent results (Nusseck et al., 2008; Calvo
and Marrero, 2009; Beaudry et al., 2014; Guarnera et al., 2018),
were not included in this study. Thus, future investigations
are needed to examine the contributions of single features in
cartoon faces to these emotion categories. Second, we found
that cartoon faces with sad expressions were perceived as sadder
and were recognized more readily than real faces with sad
expressions, and this could not be explained by the exaggeration
of single features. However, it remains unclear what caused this
superiority and whether cartoon faces are superior only for the
presentation of sadness or for negative emotional information
in general. Third, the results of this study were derived entirely
from behavioral experiments; therefore, we cannot draw any
conclusions regarding the processing mechanism because of
the lack of psychophysiological data (e.g., eye tracking, EEG).
Further research can incorporate these data to explore the
holistic and feature accounts of the recognition of emotional
facial expressions in cartoon faces. Fourth, although the cartoon
faces used in this study were generated with a computational
model (Kim et al., 2019) and an artist manually modulated the
cartoon emotional expressions to match their real counterparts,
the similar degrees of physical deformation of single features
(e.g., the similarity of the curvature of the eyebrows) still
could not ensure that the emotional information conveyed by
the two types of faces was equivalent. A wealth of evidence
has shown that genuineness could play an important role in
emotion perception. Fifth, although the cartoon facial features
were masked by Gaussian blur following the classical paradigm
(Beaudry et al., 2014), the results could be generalized to

Frontiers in Psychology | www.frontiersin.org 14 August 2021 | Volume 12 | Article 68797470

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-687974 August 4, 2021 Time: 13:46 # 15

Zhang et al. Facial Features in Cartoon Faces

similar situations in which certain cartoon facial features are
covered with clothing such as scarves, masks, or sunglasses,
especially during the current pandemic (Kret and De Gelder,
2012; Calbi et al., 2021). Further studies are necessary to explore
the validity of the findings in real-world scenarios that contain
rich and dynamic social information. Finally, although the
results of this study showed the key role of the mouth and
eyebrows for the successful recognition of happiness and sadness,
respectively, the influence of the interplay among the different
facial features on the recognition of various facial expressions
cannot be ignored. Therefore, the role of the individual features
in the recognition of emotions in both cartoon faces and real
(or morphed) images should be further studied in the future
(Bimler and Paramei, 2006).

CONCLUSION

To investigate facial emotional expression recognition in
cartoon faces, three experiments were performed in this
study. We found that the processing of emotion in cartoon
faces showed a happiness advantage and that the highest
recognition accuracy was obtained for happy expressions in
cartoon faces. In terms of perceived intensity, cartoon faces
with sad expressions were perceived as sadder than real faces
with sad expressions. Furthermore, facial features showed
a dissimilar impact on the recognition of emotional facial
expressions, and we highlighted the role of the mouth in
happiness recognition and the role of the eyebrows in sadness
recognition. This study provides an important reference for
extending existing facial emotion recognition studies, from
real faces to cartoon faces, and the importance of features
that was revealed in this study may shed light on the
development of cartoon characters for emotional and social
artificial intelligence.
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Objective: To explore the characteristics of expression recognition and spontaneous
activity of the resting state brain in major depressive disorder (MDD) patients to find the
neural basis of expression recognition and emotional processing.

Methods: In this study, two of the six facial expressions (happiness, sadness,
anger, fear, aversion, and surprise) were presented in quick succession using a
short expression recognition test. The differences in facial expression recognition
between MDD patients and healthy people were compared. Further, the differences
in ReHo values between the two groups were compared using a resting-state
functional magnetic resonance imaging (fMRI) scan to investigate the characteristics of
spontaneous brain activity in the resting state and its relationship with clinical symptoms
and the accuracy of facial expression recognition in patients with MDD.

Results: (1) The accuracy of facial expression recognition in patients with MDD
was lower than that of the HC group. There were differences in facial expression
recognition between the two groups in sadness-anger (p = 0.026), surprise-aversion
(p = 0.038), surprise-happiness (p = 0.014), surprise-sadness (p = 0.019), fear-
happiness (p = 0.027), and fear-anger (p = 0.009). The reaction time for facial expression
recognition in the patient group was significantly longer than that of the HC group. (2)
Compared with the HC group, the ReHo values decreased in the left parahippocampal
gyrus, left thalamus, right putamen, left putamen, and right angular gyrus, and increased
in the left superior frontal gyrus, left middle temporal gyrus, left medial superior frontal
gyrus, and right medial superior frontal gyrus in the patient group. (3) Spearman
correlation analysis showed no statistical correlation between ReHo and HAMD-17
scores in MDD patients (p > 0.05). The ReHo value of the left putamen was negatively
correlated with the recognition of fear-surprise (r = −0.429, p = 0.016), the ReHo value
of the right angular gyrus was positively correlated with the recognition of sadness-anger
(r = 0.367, p = 0.042), and the ReHo value of the right medial superior frontal gyrus was
negatively correlated with the recognition of fear-anger (r = −0.377, p = 0.037).

Conclusion: In view of the different performance of patients with MDD in facial
expression tasks, facial expression recognition may have some suggestive effect on
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the diagnosis of depression and has clinical guiding significance. Many brain regions,
including the frontal lobe, temporal lobe, striatum, hippocampus, and thalamus, in
patients with MDD show extensive ReHo abnormalities in the resting state. These brain
regions with abnormal spontaneous neural activity are important components of LCSPT
and LTC circuits, and their dysfunctional functions cause disorder of emotion regulation.
The changes in spontaneous activity in the left putamen, right angular gyrus, and right
medial superior frontal gyrus may represent the abnormal pattern of spontaneous brain
activity in the neural circuits related to emotion perception and may be the neural basis
of facial expression recognition.

Keywords: MDD, facial expression recognition, fMRI, ReHo, cognitive

INTRODUCTION

Major depressive disorder (MDD) is a mood disorder
characterized by significant and persistent mood depression
accompanied by significant difficulty in emotional regulation.
The latest research results of the China Mental Health Survey
(Huang et al., 2019) showed that the weighted lifetime and 12-
month prevalence of depression were 3.4 and 2.1%, respectively.
In addition to emotional symptoms, MDD patients also suffer
from cognitive decline to varying degrees, resulting in varying
degrees of impairment of social function. In this situation, not
only do the patients themselves struggle, but considerable burden
is placed on their families and society as well.

Patients with MDD often have pessimistic thoughts, tend
to interpret negative information, and have negative cognitive
patterns (Joormann and Gotlib, 2007). Studies have suggested
that patients with MDD exhibit excessive processing of
negative emotional stimuli and increased self-attention, both of
which promote negative self-related information and prolonged
negative emotions (Goeleven et al., 2006; Fossati, 2018).
Facial expressions, as one of the most obvious ways to
identify a person’s emotional state, is an important information
source in social communication and plays an essential role
in daily communication. As part of social cognition, facial
expression recognition is an important social skill that facilitates
understanding in social interactions while also reflecting an
individual’s social ability. Compared with healthy people, patients
with MDD tend to evaluate positive and neutral facial expressions
as sad or unhappy (Leppänen et al., 2004; Bourke et al., 2010).
Further, the patient’s ability to recognize facial expressions is
impaired, as is evident from the lower accuracy and longer
response times when recognizing facial expressions (Delle-Vigne
et al., 2014). The patients’ impaired facial expression recognition
ability and negative cognitive processing bias may explain the
impaired social function.

With the development of neuroimaging technology,
functional magnetic resonance imaging (fMRI) technology
has been increasingly applied to the study of the neural
mechanisms of various brain functions and neuropsychiatric
diseases. The processing of emotional information in patients
with MDD has also become a research hotspot. Studies on
the neuroanatomical structure of depression have found that

there are brain changes related to early onset depression in
the hippocampus, amygdala, caudate nucleus, putamen, and
frontal cortex (Sheline, 2000). These structures are anatomically
and functionally related to each other, thus constituting the
limbic-cortical-striatal-pallidal-thalamic (LCSPT) circuit and
the limbic-thalamic-cortical (LTC) circuit (Sheline, 2003). These
are considered to be the two main neural circuits leading to the
onset of depression; any brain damage involving key structures
in these circuits will cause disorders of mood regulation (Price
and Drevets, 2012). Current fMRI studies have shown that
negative cognitive patterns in patients with MDD can manifest
as abnormal connections between cognitive networks and
limbic networks involved in cognitive control and self-reference
processing (Fossati, 2018).

Researchers are yet to reach a unified conclusion regarding
the neural mechanisms of face recognition. Some studies have
found that the brain regions for facial expression recognition
are widely distributed in the frontal, parietal, and anterior
parts of the occipitotemporal cortex (Clark et al., 1997, 1998).
Neurobiological studies on emotional perception show that
the process of emotional perception may depend on the
functioning of two neural systems: the ventral and dorsal.
The ventral system is composed of the amygdala, insula,
ventral striatum, anterior cingulate gyrus, and prefrontal cortex,
which mainly recognize emotional stimuli and produce and
automatically regulate emotional responses. The dorsal system,
which includes the hippocampus and dorsal areas of the
anterior cingulate gyrus and prefrontal cortex, is responsible
for the adjustment of emotional states (Phillips et al., 2003).
One hypothesis is that there are two pathways for facial
expression recognition, that is, behavior-related features in
the visual environment can be unconsciously detected and
processed through the colliculo-pulvinar-amygdala pathway or
the extrageniculostriate (collicular-thalamic-amygdala) neural
pathway can process fear-related stimuli independently of the
striatal cortex and normal phenomenal visual awareness (Morris
et al., 2001). The conscious visual perception of the same stimulus
appears to involve specific cortical regions, such as fusiform
gyrus and temporal poles (Morris et al., 1999). It is suggested
that the functional activation of the visual processing region
may be related to the processing requirements of different
expressions (Frühholz et al., 2009). The content-related activation
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of the visual striatum in the extracorporeal cortex may be
mediated by a “top-down” mechanism in the parietal and frontal
cortex that mediates long-term memory retrieval of face and
object representations and maintenance through visual imagery
(Ishai et al., 2000).

In order to explore the characteristics of facial expression
recognition and the neural basis of emotion processing in
MDD, we performed a short-term facial expression recognition
test and an fMRI scan on 45 patients with depression
and 24 healthy controls (HC), using regional homogeneity
(ReHo) to (1) compare the differences in facial expression
recognition between patients with MDD and healthy people
and (2) to explore the characteristics of spontaneous brain
activity in the resting state of patients with MDD and their
relationship with clinical symptoms and facial expression
recognition accuracy.

MATERIALS AND METHODS

Participants
A total of 45 patients with MDD and 24 HC participants were
recruited for this study. Patients with MDD were recruited from
the Zhumadian Psychiatric Hospital, and healthy subjects were
recruited from surrounding communities.

Inclusion criteria for patients with MDD:
(1) The DSM-IV (Diagnostic and Statistical Manual, Fourth

Edition) criteria for depression and does not incorporate other
Axis I or II diagnoses; (2) have not used antidepressants for at
least 2 months before the scan; (3) HAMD17 ≥ 17 points; (4)
right-handed; (5) Han nationality; (6) 15–50 years old.

Exclusion criteria for patients with MDD:
(1) Complicated with other mental disorders; (2) history of

organic brain disease, craniocerebral injury, electroconvulsive
therapy, or other serious physical diseases; (3) history of alcohol
and substance abuse; (4) intellectual disability; (5) pregnant and
lactating women; (6) claustrophobia; (7) any contraindication to
magnetic resonance.

Inclusion criteria for HC:
(1) Have not suffered from any previous mental disorders;

(2) HAMD17 < 7 points; and (3) negative family history of
mental disorders.

Exclusion criteria for HC:
(1) First-degree relatives have been diagnosed with mental

illness; (2) history of organic brain disease, craniocerebral injury,
electroconvulsive therapy, or other serious physical diseases; (3)
history of alcohol and substance abuse; (4) intellectual disability;
(5) pregnant and lactating women; (6) claustrophobia; and (7)
any contraindication to magnetic resonance.

This study was reviewed and approved by the Ethics
Committee of Beijing Huilongguan Hospital and the Ethics
Committee of Zhumadian Psychiatric Hospital (Ethical approval
number: 2016-72). Prior to the study, all the subjects and
their legal guardians were informed in detail about the content
and possible risks and benefits of participating in the study.
Participation was voluntary and all participants signed an
informed consent form.

Research Tools
1. Structured Clinical Interview for DSM-IV-TR Axis I

Disorders-Patient Edition (SCID-I/P): Used for diagnostic
evaluation of subjects; Structured Clinical Interview
for DSM-IV-TR Axis I Disorders—Non-Patient Edition
(SCID-I/NP): Used for the screening of healthy controls
(Lobbestael et al., 2011).

2. Edinburgh Handness Inventory (EHI): Used to evaluate
whether a subject is left- or right-handed (Oldfield, 1971).

3. Hamilton Depression Rating Scale for Depression-
17 (HAMD-17): Used to assess the severity of a
subject’s depressive disorder, it consists of 17 items
(Hamilton, 1960).

4. Hamilton Anxiety Scale (HAMA): Includes 14 items
and is used to assess the severity of subjects’ anxiety
(Thompson, 2015).

5. Young Mania Rating Scale (YMRS): Used to assess
the severity of the subjects’ manic symptoms
(Young et al., 1978).

6. Family History Research Diagnostic Criteria (FHRDC):
Used to exclude members of the HC group with a family
history of mental illness among the first-degree relatives
(Andreasen et al., 1977).

7. MRI Safety Questionnaire:Used to evaluate whether
subjects are suitable for MRI examination to ensure the
personal safety of the subject.

Facial Expression Recognition
Experimental Stimulus Paradigm
Ten models were selected from the Ekman gallery (Ekman
and Friesen, 1976), with each model comprising six types of
emotions indicated by facial expressions (happiness, sadness,
anger, fear, aversion, and surprise) for a total of 60 pictures. The
experimental paradigm was compiled and run with E-prime 2.0
(psychology software tools). The experimental instrument used
was a Dell laptop. The display is a 16-inch (31 cm × 17.5 cm)
built-in display with a refresh rate of 60 Hz and a resolution
of 1,280 pixels × 800 pixels. The subjects’ eyes were placed
approximately 60 cm away from the center of the computer
screen. In each block, there were 20 pictures of two types of
facial expressions. After the participant pressed the “space” key,
a fixation point “+” was presented to the subject at the center
of the screen for 200 ms. After the fixation point disappeared,
an emotional expression picture of a model was presented, and
the presentation time was randomly configured to be either
100 or 300 ms. Both the expression picture and presentation
time appeared randomly. Participants were asked to select either
one or both of the two given expression options to judge the
expression presented. Participants needed to make a judgment
within 3 s after the picture was presented; otherwise, it would
automatically skip to the next picture, and the judged face would
be counted as an error.

In each set of tests, for example, to identify happy and sad
expressions, two expressions of 10 models appear randomly 20
times in total. Among the options, 1 represents happy and 2
represents sad, and participants can make a judgment choice.
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After a set of tasks is completed, participants press the “space”
key to start the next set. As shown in Figure 1, the six expressions
are combined in pairs, there are a total of 15 groups, and each
group contains two expressions and a total of 20 pictures.

fMRI Data Collection and Processing
All subjects were examined using a GE HCGEHC 3.0T MRI
scanner (Signa HDXT, GE, United States) at Zhumadian
Psychiatry Hospital. During the scan, subjects were required to
lie on their backs, close their eyes, keep their head fixed, stay
awake without performing specific cognitive recognition, and use
foam pads and headsets provided by the manufacturer to limit
head movement and thus reduce noise. After completing the
brain anatomy and positioning, a resting state fMRI scan was
performed using the echoplanar imaging sequence. The scanning
scope was the whole brain, and the scanning content was a high-
resolution T1 structural image and resting state functional image.
The relevant scan parameters were as follows: TR = 2,000 ms,
TE = 30 ms, FA = 90◦, FOV = 22 cm, 64 × 64 matrix, 33 slices,
slice thickness = 4 mm, and 210 volumes.

The original images of the subjects were converted into NIFTI
format through the dcm2niigui function of the Micron software,
and the fMRI data processing assistant DPARSFA3.2 (data
processing assistant for resting state fMRI advanced edition)
in the DPABI1.3 software1 and SPM12 (statistical parametric
mapping, 2) were run on the Maltab R2017a platform R2017a3 to
preprocess the data after converting format. The specific process
includes the following steps:

(1) Discard the first ten volumes to exclude the influence
of machine signal instability and the subject’s adaptation
process on the results.

1http://rfmri.org/dpabi
2https://www.fil.ion.ucl.ac.uk/spm/software/spm12/
3https://www.mathworks.com/

(2) Slice timing: Correct the difference in time between the
acquired images of each slice.

(3) Realign: Exclude subjects with head movement >1.5 mm
and rotation >1.5◦ to reduce the influence of head movement
noise on the signal.

(4) Normalization: Normalize images to the standard
echoplanar imaging template, and resample each voxel to
3× 3× 3 mm3.

(5) Coregister: Coregister the functional image and anatomical
image (T1-weighted image) to accurately locate the functional
activation area.

(6) Detrend and filter (0.01–0.08 Hz): Reduce the influence of
low-frequency linear drift and high-frequency physiological noise
(e.g., breathing, heartbeat, etc.).

The ReHo brain map was constructed by calculating the
Kendall coefficient of the time series consistency between each
voxel and its neighboring voxels. The ReHo value of each voxel
was subtracted from the average ReHo value of the whole brain
and then divided by the standard deviation for subsequent
analysis. The KCC-ReHo value of all single voxel directions
was calculated and normalized to the KCC-ReHo z value (Zuo
et al., 2013). A Gaussian kernel with a full width and half height
of 4 mm was used for smoothing to reduce the influence of
deformation and noise in the process of standardization, improve
the signal-to-noise ratio and statistical efficiency, and enhance
the image effect.

Using DPABI1.3 software, a two-sample t-test was performed
on the ReHo graphs of the patient group and the HC group.
Gender, age, and head movement of the subjects were controlled
as covariates. Brain templates were selected to overlay, and
Alphasim correction was performed. The correction threshold
was P < 0.01, Monte Carlo simulation was performed 1,000
times, the brain regions with differences between the groups
were extracted as the template mask, the ReHo value of each
subject was extracted according to the template, and Spearman

FIGURE 1 | Graph of experiment stimulation program.
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correlation analysis was performed on the ReHo value and
HAMD-17 score of the patient group. P < 0.05 was considered
statistically significant.

Statistics
Demographic and Clinical Data
SPSS 20.0 was used for statistical analysis, counting data was
expressed by cases, and the chi-square test was used for
comparison between groups. Data with a normal distribution
were expressed by x̄ ± s deviation, data that did not
conform with normal distribution were expressed by the median
(lower quartile, upper quartile). P < 0.05 was regarded as
statistically significant.

Facial Expression Recognition Data Analysis
According to the signal detection theory, we used d′ to express the
accuracy of facial expression recognition, namely the measured
value of discrimination ability, and used the hit rate and
false alarm rate to estimate the recognition ability. The d′
values of the two groups of facial expressions were analyzed
using a non-parametric test. To assess the difference in facial
expression recognition speed between depressed patients and
healthy controls, non-parametric tests were used to analyze
the response time (RT) for facial expression recognition
between the two groups.

The formula for calculating the accuracy of facial expression
recognition is as follows: d′ = zH-zFA, where d′ represents
accuracy, z represents the standard deviation, zH is the hit rate,
and zFA is the false alarm rate.

RESULTS

Comparison of General Demographic
and Clinical Data
There were 45 and 24 subjects in the depression and healthy
control group, respectively. Among them, one patient with MDD
showed demyelination of white matter on MRI, two patients with
MDD did not adhere to the MRI examination, and one MDD
patient received MECT treatment. One HC was excluded due to
being an ethnic minority. Several subjects with head movement
(>1.5 mm and rotation > 1.5◦) were also excluded, including
seven patients in the MDD group and four subjects in the HC
group. Finally, the subjects of the statistical analysis were 35
patients in the depression group and 19 subjects in the control
group. There were no statistically significant differences in sex,
age, and years of education between the two groups (P > 0.05).
The general information and clinical evaluation scales of the two
groups are shown in Table 1.

Facial Expressions
Differences were found in facial expression recognition between
the two groups in sadness-anger (P = 0.026), surprise-aversion
(P = 0.038), surprise-happiness (P = 0.014), surprise-sadness
(P = 0.019), fear-happiness (P = 0.027), and fear-anger
(P < 0.009). The accuracy of facial expression recognition in

patients with MDD was lower than that of the HC group, as
shown in Table 2 and Figure 2.

There are significant differences in the reaction time of facial
expression recognition between the two groups (P < 0.05); the
reaction time of facial expression recognition in the patients
with MDD group is longer than that of the HC group, and
the reaction time of the two groups in identifying facial
expressions (sadness-happiness, happiness-anger, happiness-
aversion, surprise-happiness, fear-happiness) are shorter than
that of other expressions, as shown in Table 3 and Figure 3 below.

Brain Area With Abnormal ReHo Value in
Major Depressive Disorder Patients
Alphasim correction was used to analyze the ReHo values
(P < 0.01, cluster size > 123). Compared with the HC group,
the ReHo values decreased in the left parahippocampal gyrus,
left thalamus, right putamen, left putamen, and right angular
gyrus, and increased in the left superior frontal gyrus, left middle
temporal gyrus, left medial superior frontal gyrus, and right
medial superior frontal gyrus, as shown in Table 4 and Figure 4.

TABLE 1 | Comparison of general demographic data and clinical symptom
scores (x ± s).

MDD (n = 35) HC (n = 19) χ2/t/F p

Sex (male/female)* 22/13 7/12 3.35 0.07

Age (year) 26.17 ± 9.80 28.16 ± 8.05 2.26 0.45

Education (year) 11.83 ± 2.78 13.11 ± 3.03 1.17 0.13

Duration (month) 24(8, 48)

HAMD-17 (score) 20(18, 23)

HAMA (score) 21.88 ± 8.38

YMRS (score) 2.40 ± 1.70

* is the chi-square test, the rest is the independent sample t test.
HAMD-17, Hamilton Depression Scale; HAMA, Hamilton Anxiety Scale; YMRS,
Young’s Mania Scale.

TABLE 2 | Facial expression recognition d′ values of MDD and HC groups.

MDD(n = 35) HC(n = 19) P

Sa-An 1.68 (0.77, 2.07) 2.07 (1.05, 2.56) 0.026*

Sa-Ha 3.29 (2.56, 8.60) 8.60 (3.29, 8.60) 0.325

Sa-Av 2.07 (1.35, 3.29) 2.56 (2.07, 3.29) 0.144

Ha-An 3.29 (2.56, 8.60) 8.60 (3.29, 8.60) 0.080

Ha-Av 3.29 (2.56, 8.60) 8.60 (3.29, 8.60) 0.098

Su-Av 3.29 (2.07, 8.60) 8.60 (3.29, 8.60) 0.038*

Su-An 2.07 (1.35, 2.56) 2.56 (1.68, 3.29) 0.153

Su-Ha 3.29 (2.56, 8.60) 8.60 (3.29, 8.60) 0.014*

Su-Sa 2.56 (2.07, 3.29) 3.29 (2.56, 8.60) 0.019*

Fe-Av 1.68 (1.05, 3.29) 3.29 (1.68, 8.60) 0.066

Fe-Su 1.05 (0.51, 1.68) 1.05 (0.77, 1.68) 0.250

Fe-Ha 3.29 (2.56, 8.60) 8.60 (3.29, 8.60) 0.027*

Fe-Sa 2.07 (1.35, 3.29) 2.56 (1.68, 3.29) 0.226

Fe-An 1.05 (0.51, 2.56) 1.68 (1.35, 2.56) 0.009*

Av-An 0 (−0.51, 0.51) 0.51 (−0.25, 1.35) 0.186

*p < 0.05.
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FIGURE 2 | Facial expression recognition accuracy of MDD and HC groups.

Correlation Between ReHo Value and
Clinical Symptoms
Spearman correlation analysis between ReHo and HAMD-17
scores in brain areas with significant differences in MDD patients
showed that there was no statistical correlation between ReHo
and HAMD-17 scores in MDD patients (p > 0.05), as shown in
Table 5.

TABLE 3 | Facial expression recognition response time of MDD and HC groups.

MDD(n = 35) HC(n = 19) p

Sa-An 970.00 (637.50, 1,436.00) 772.50 (566.00, 1,097.50) 0.000

Sa-Ha 728.50 (514.00, 1,052.50) 537.50 (420.00, 682.00) 0.000

Sa-Av 962.00 (664.75, 1,383.50) 755.00 (555.25, 1,131.00) 0.000

Ha-An 696.50 (502.25, 983.50) 501.00 (381.75, 700.00) 0.000

Ha-Av 671.00 (485.25, 963.25) 503.00 (383.00, 662.50) 0.000

Su-Av 873.50 (641.25, 1,261.75) 645.00 (478.50, 919.50) 0.000

Su-An 940.00 (656.00, 1,365.00) 790.50 (549.50, 1,146.25) 0.000

Su-Ha 686.50 (486.25, 987.75) 557.00 (412.25, 719.50) 0.000

Su-Sa 867.00 (609.25, 1,305.50) 702.00 (504.75, 992.00) 0.000

Fe-Av 1,066.00 (758.50, 1,525.25) 864.00 (610.25, 1,236.00) 0.000

Fe-Su 1,139.00 (825.25, 1,707.75) 963.00 (656.50, 1,390.75) 0.000

Fe-Ha 682.50 (499.25, 969.00) 538.50 (419.00, 700.75) 0.000

Fe-Sa 1,022.50 (671.50, 1,453.50) 847.00 (564.25, 1,256.00) 0.000

Fe-An 1,205.00 (830.25, 1,692.00) 963.50 (681.50, 1,421.50) 0.000

Av-An 1,145.50 (785.75, 1,685.50) 891.00 (637.00, 1,347.25) 0.000

Correlation Between ReHo Value and
Facial Expression Recognition Accuracy
Spearman correlation analysis between the ReHo value of the
brain regions with significant differences and the recognition
accuracy of facial expressions in MDD patients showed that
the ReHo value of the left putamen was negatively correlated
with the recognition of fear-surprise (r = −0.429, p = 0.016),
while that of the right angular gyrus was positively correlated
with the recognition of sadness-anger (r = 0.367, p = 0.042),
and the ReHo value of the right medial superior frontal gyrus
was negatively correlated with the recognition of fear-anger
(r =−0.377, p = 0.037), as shown in Table 6.

DISCUSSION

In this study, six expressions (happiness, sadness, anger, fear,
aversion, and surprise) from the Ekman library were selected,
and the pairwise comparison paradigm was used to perform
facial expression recognition experiments on MDD patients and
healthy controls. The accuracy of facial expression recognition
and reaction time was used to explore the characteristics of
facial expression recognition in patients with depression. It was
found that the accuracy of facial expression recognition in MDD
patients was generally lower than that of the healthy control
group, and the reaction time of facial expression recognition
was longer than that of the healthy control group. There
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FIGURE 3 | Facial expression recognition response time of MDD and HC groups.

were significant differences in facial expression recognition
between the two groups in sadness and anger, surprise and
aversion, surprise and happiness, surprise and sadness, fear and
happiness, and fear and anger. Patients with MDD tend to
identify positive expressions as neutral expressions and neutral
expressions as negative expressions, indicating that the impaired
facial recognition ability of patients with MDD is mainly
manifested in the recognition of negative expressions. The MDD
patients’ recognition of surprise-aversion, surprise-happiness and
surprise-sadness was significantly reduced, and the patients were
more likely to mistake surprise for other expressions, suggesting

TABLE 4 | Brain area with abnormal ReHo value in MDD patients.

Brain area BA Cluster size MNI t

X Y Z

ParaHippocampal_L 34 150 −15 −15 −24 −3.862

Temporal_Mid_L 20 136 −60 −12 −30 3.4777

Thalamus_L 23 267 −6 −27 18 −3.5041

Putamen_R – 125 24 −6 0 −3.846

Putamen_L 13 214 −33 −9 9 −4.2369

Frontal_Sup_Medial_L 9 130 −3 57 42 3.4201

Angular_R 39 132 36 −51 18 −3.5399

Frontal_Sup_L 6 184 −15 0 57 3.6504

Frontal_Sup_Medial_R 6 277 9 −21 51 3.3734

that surprise may be a more complex expression that is more
difficult for them to recognize.

This study found that the reaction time of facial expression
recognition in patients with MDD was longer than that of the
healthy control group. Among them, the reaction times of the
two groups in identifying facial expressions (sadness-happiness,
happiness-anger, happiness-aversion, surprise-happiness, fear-
happiness) was shorter than that of other expressions. Previous
studies on the development of emotional expression recognition
have shown that the ability to recognize emotional expressions
improves with age; children first recognize positive expressions
with the highest accuracy followed by negative expressions,
and finally neutral expressions, which are more difficult to
perceive (Herba and Phillips, 2004). Adults recognize facial
expressions more accurately and faster than children, and
the speed of information processing varies with emotion
(fastest for happiness, slowest for fear), particularly for negative
facial expressions (De Sonneville et al., 2002). In general,
slower emotion recognition may seriously impede the social
communication and development of patients. The general
prolongation of the reaction time of facial expression recognition
indicates that there is a widespread reaction delay in patients
with MDD, which is also consistent with the clinical symptoms
of retardation of thinking and affective flattening.

Similar to our research results, Gollan et al. (2008) explored
the differences in emotional information processing between
patients with MDD and healthy controls. Patients with MDD
mainly showed defects in facial expression recognition, intensity
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FIGURE 4 | fMRI shows brain regions with abnormal ReHo values in the MDD group compared with the HC group. The chromatographic value in the figure is the t
value, indicating the level of ReHo. The red is the area where the ReHo value is significantly increased, and the blue is the area where the ReHo value is significantly
decreased.

classification, recognition of emotional significance information,
and reaction time for neutral information. Depression has
significant effects on the perceived intensity of negative emotional
stimuli, delayed speed in processing sad emotional information,
and the interpretation of neutral faces as sadness. Tong et al.
(2020) discussed the bias in the classification and processing
of happy faces in patients with MDD and found that the total
response time of classified faces in the depression group was
longer than that of the control group and the accuracy rate was
lower than that of the control group. When classifying happy
faces, the amplitude of N170 in the depression group decreased
and the latency of some brain regions was prolonged, suggesting
that the cognitive bias of MDD patients may be related to long-
term positive facial information processing and the difficulty in
generating positive emotional responses. The results of a meta-
analysis on the degree of attentional bias to negative stimuli in
patients with MDD supported the existence of attentional bias
to negative information, and the conclusions are independent of
age, sex, type of depression sample, year of publication, time of
stimulus presentation, or influence of stimulus type (Peckham
et al., 2010). These studies suggest that patients with MDD
have a higher sensitivity to negative emotions and experience
difficulty in processing positive emotions, leading to significant
and persistent depression and difficulty in regulating emotions,
which may be the pathophysiological basis of the disease.

At the neurological level, the excessive attention of depressed
individuals to negative information is believed to stem from

excitement and inhibitory dysfunction (Zhang et al., 2019). Some
scholars have used the return inhibition paradigm to confirm that
patients with MDD show an obvious lack of attention inhibition
to negative emotional faces, and insufficient inhibition of negative
stimuli cannot eliminate the interference of negative stimuli,
leading to the maintenance and development of depression (Dai
and Feng, 2009). The hypersensitivity of patients with depression
to negative events may disappear in the remission period or be
further enhanced when depression recurs (Nandrino et al., 2004).
Inadequate suppression of negative emotional information has
also been observed in individuals with depressive tendencies who

TABLE 5 | Correlation between ReHo value and clinical symptoms.

Brain area r p

ParaHippocampal_L −0.081 0.665

Temporal_Mid_L −0.170 0.360

Thalamus_L 0.006 0.976

Putamen_R 0.161 0.386

Putamen_L 0.264 0.151

Frontal_Sup_Medial_L −0.344 0.058

Angular_R 0.238 0.197

Frontal_Sup_L −0.150 0.422

Frontal_Sup_Medial_R −0.055 0.770

p < 0.05.
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TABLE 6 | Correlation between ReHo value and facial expression recognition accuracy.

ROI1 ROI2 ROI3 ROI4 ROI5

r p r p r p r p r p

Sa-An 0.346 0.056 −0.293 0.109 0.067 0.721 0.150 0.422 0.100 0.592

Sa-Ha 0.004 0.985 −0.091 0.627 0.143 0.443 0.025 0.893 0.108 0.565

Sa-Av 0.144 0.439 −0.129 0.488 0.174 0.350 0.354 0.050 −0.037 0.842

Ha-An 0.071 0.705 0.112 0.549 0.148 0.428 0.261 0.156 −0.056 0.763

Ha-Av 0.003 0.988 −0.019 0.921 0.056 0.764 0.155 0.406 0.150 0.421

Su-Av 0.181 0.329 −0.034 0.856 0.191 0.304 0.171 0.359 −0.036 0.846

Su-An 0.125 0.502 −0.171 0.359 0.295 0.107 0.279 0.129 0.071 0.705

Su-Ha −0.066 0.723 −0.018 0.925 0.232 0.209 0.234 0.205 −0.124 0.505

Su-Sa 0.321 0.078 −0.251 0.173 −0.023 0.903 0.248 0.179 −0.137 0.463

Fe-Av 0.133 0.476 −0.067 0.722 0.052 0.781 0.277 0.131 −0.171 0.357

Fe-Su −0.028 0.882 0.166 0.371 −0.175 0.345 −0.091 0.627 −0.429∗ 0.016

Fe-Ha 0.017 0.927 −0.100 0.592 −0.168 0.367 0.009 0.960 −0.032 0.865

Fe-Sa 0.100 0.594 −0.216 0.243 0.271 0.141 0.260 0.157 0.043 0.820

Fe-An 0.279 0.129 −0.161 0.386 0.117 0.530 0.172 0.354 −0.017 0.929

Av-An −0.025 0.892 −0.274 0.136 0.032 0.865 0.043 0.818 −0.038 0.839

ROI6 ROI7 ROI8 ROI9

r p r p r p r p

Sa-An −0.198 0.287 0.367∗ 0.042 0.133 0.476 −0.062 0.741

Sa-Ha 0.087 0.643 −0.035 0.853 0.056 0.764 0.054 0.774

Sa-Av −0.179 0.336 −0.098 0.600 −0.103 0.582 −0.167 0.369

Ha-An 0.075 0.688 0.027 0.885 −0.006 0.972 0.130 0.487

Ha-Av 0.209 0.260 0.097 0.603 0.056 0.764 0.081 0.667

Su-Av −0.002 0.989 0.000 0.999 −0.043 0.818 −0.171 0.359

Su-An −0.020 0.917 −0.245 0.185 −0.102 0.587 0.185 0.320

Su-Ha 0.215 0.246 −0.060 0.750 0.317 0.082 0.150 0.422

Su-Sa −0.258 0.161 0.009 0.962 −0.117 0.530 −0.106 0.570

Fe-Av −0.128 0.494 −0.018 0.924 −0.055 0.770 −0.084 0.655

Fe-Su −0.209 0.259 0.073 0.696 0.127 0.496 −0.084 0.654

Fe-Ha −0.113 0.544 0.220 0.235 0.013 0.943 0.033 0.861

Fe-Sa −0.106 0.569 −0.030 0.871 −0.133 0.474 −0.163 0.380

Fe-An −0.136 0.465 −0.116 0.533 −0.258 0.161 −0.377∗ 0.037

Av-An −0.154 0.408 −0.181 0.330 0.041 0.828 0.162 0.383

*P < 0.05.
ROI1, ParaHippocampal_L; ROI2, Temporal_Mid_L; ROI3, Thalamus_L; ROI4, Putamen_R; ROI5, Putamen_L; ROI6, Frontal_Sup_Medial_L; ROI7, Angular_R; ROI8,
Frontal_Sup_L; ROI9, Frontal_Sup_Medial_R.

have not been diagnosed with depression (Zhang et al., 2019).
The above studies suggest that facial expression recognition
can be used as an effective tool to distinguish patients with
depression and people with depressive tendencies from the
general population. An awareness of the characteristics of facial
expression recognition in patients with depression could provide
a basis for early intervention in cases of depression.

ReHo is the consistency and synchronization between a voxel
and its surrounding voxels in a time series, which is an indicator
of the activity of local brain regions. The higher the ReHo value,
the more consistent the time series of local neuron activity, while
a decrease in ReHo indicates that the local neuron activity tends
to be disordered over time. Abnormal ReHo values can reflect
abnormal generation and regulation mechanisms of neuronal
synchronous activity in this brain region. We find that compared

with healthy controls, the abnormal ReHo values of the whole
brain in MDD patients are widely distributed in multiple brain
regions in the resting state. There are dual phenomena of
increased and decreased ReHo values in the left parahippocampal
gyrus, left thalamus, putamen, and right angular gyrus, while
the ReHo values of the left superior frontal gyrus, left middle
temporal gyrus, and medial superior frontal gyrus all increased.
These brain regions with abnormal ReHo values are an important
part of the LCSPT and LTC circuits, which is consistent with
previous studies.

The putamen is part of the striatum, and abnormalities in the
striatum play a role in mood and cognitive changes associated
with depression (Furuyashiki and Deguchi, 2012). In this study,
there was decreased consistency of spontaneous neural activity
in the left putamen in the basal state in patients with MDD, and
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the ReHo value of the left putamen was negatively correlated
with the recognition of fear-surprise (r = −0.429, P = 0.016),
suggesting that the decline in the ability to process negative
expression information in patients with MDD is closely related
to the abnormal function of the left putamen. Further studies are
needed to confirm these findings.

The angular gyrus is the visual language center located in
the posterior part of the inferior parietal lobule; it emerges as
a cross-modal hub that combines multiple sensory information.
Lesions in the angular gyrus lead to further declines in cognitive
function (Seghier, 2013). We found that the ReHo value of
the right angular gyrus decreased in patients with MDD. In
addition, in the analysis of the correlation between the ReHo
value of patients with MDD and the accuracy of facial expression
recognition, we found that the ReHo value of the right angular
gyrus was positively correlated with the recognition of sadness-
anger (r = 0.367, P = 0.042), suggesting that dysfunction of
the angular gyrus may be the abnormal manifestations of the
LCSTC and LCSPT neural circuits in patients with MDD. The
decrease in spontaneous activity of the right angular gyrus may
lead to a weakened ability of negative expression information
processing in patients.

The frontal lobe, which is involved in emotion recognition,
emotion processing, and emotion behavior generation, is an
important hub of LCSPT and LTC circuits and the brain region
that has received the most attention. The prefrontal lobe is an
important brain region for emotion processing, being divided
into the medial superior frontal gyrus, orbital superior frontal
gyrus, dorsolateral superior frontal gyrus, and orbital superior
frontal gyrus. The medial superior frontal gyrus is part of
the default mode network and is involved in a variety of
emotional processes. Structural damage and dysfunction of the
medial superior frontal gyrus are related to emotional regulation
disorders. In this study, it was found that the ReHo values of
the left superior frontal gyrus, left medial superior frontal gyrus,
and right medial superior frontal gyrus increased, suggesting that
the superior frontal gyrus may have a compensatory effect on
other brain regions in the emotional regulation circuit. The ReHo
value of the right medial superior frontal gyrus was negatively
correlated with the recognition of fear-anger (r = −0.377,
P = 0.037), suggesting that dysfunction of the medial prefrontal
cortex may be related to bias in the cognitive processing of
negative emotions in patients with MDD.

Multiple brain regions may be involved in the recognition
of abnormal facial expressions in patients with MDD. When
performing facial expression recognition tasks, these brain
regions are activated to varying degrees, depending on the
emotion type presented and the process being evaluated (i.e.,
emotion recognition vs. experiencing emotion vs. regulating
emotion experience) and the cognitive requirements of the
task (Phillips et al., 2003). The changes in spontaneous activity
in the left putamen, right angular gyrus, and right medial
superior frontal gyrus were correlated with the accuracy of
facial expression recognition, suggesting that these brain regions
may have an impact on the potential neural connection of
emotion perception.

The results of this study show that no statistical correlation
between the ReHo value of patients with MDD and the severity

of depressive symptoms, suggesting that this difference may be
related to the disease itself, has nothing to do with its clinical
symptoms, and may be an indicator of its diathology.

CONCLUSION

This study combined behavioral studies of facial expression
recognition cognition with brain function imaging studies and
found a decreased accuracy of facial expression recognition in
patients with MDD, prolonged reaction time for facial expression
recognition, and impaired facial recognition ability, mainly in
the recognition of negative expressions. In view of the different
performance of patients with MDD in facial expression tasks,
facial expression recognition may have some suggestive effect on
the diagnosis of depression and has clinical guiding significance.
Many brain regions, including the frontal lobe, temporal lobe,
striatum, hippocampus, and thalamus, in patients with MDD
show extensive ReHo abnormalities in the resting state. These
brain regions with abnormal spontaneous neural activity are
important components of LCSPT and LTC circuits, and their
dysfunctional functions lead to disorders in emotion regulation.
The reduction of spontaneous activity in the left putamen, right
angular gyrus, and right medial superior frontal gyrus may
represent an abnormal pattern of spontaneous brain activity in
the neural circuits related to emotion regulation, which may be
the neural basis of facial expression recognition.

Given the relatively small sample size and the exploratory
nature of these analyses, there were no corrections for multiple
comparisons. Although the significance of the reported p-values
is potentially inflated, the data presented in the current study can
be considered as being a reasonably robust representation of the
relationships between the variables of interest. It is necessary for
future research to further expand the sample size to verify the
repeatability of the results. In addition, the relationship between
neuroimaging results and clinical symptoms requires further
study. Future studies should consider selecting first-episode
untreated patients or high-risk groups for follow-up studies,
using task-state magnetic resonance technology to scan the
participants during the implicit processing of different emotional
faces, and utilizing structural images, DTI, and other modal data,
or electroencephalogram, event-related potential, and magneto
encephalography to examine neural activities associated with
facial expressions.
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It is well recognised that social signals play an important role in communication
effectiveness. Observation of videos to understand non-verbal behaviour is time-
consuming and limits the potential to incorporate detailed and accurate feedback
of this behaviour in practical applications such as communication skills training or
performance evaluation. The aim of the current research is twofold: (1) to investigate
whether off-the-shelf emotion recognition technology can detect social signals in media
interviews and (2) to identify which combinations of social signals are most promising
for evaluating trainees’ performance in a media interview. To investigate this, non-
verbal signals were automatically recognised from practice on-camera media interviews
conducted within a media training setting with a sample size of 34. Automated non-
verbal signal detection consists of multimodal features including facial expression,
hand gestures, vocal behaviour and ‘honest’ signals. The on-camera interviews were
categorised into effective and poor communication exemplars based on communication
skills ratings provided by trainers and neutral observers which served as a ground truth.
A correlation-based feature selection method was used to select signals associated with
performance. To assess the accuracy of the selected features, a number of machine
learning classification techniques were used. Naive Bayes analysis produced the best
results with an F-measure of 0.76 and prediction accuracy of 78%. Results revealed
that a combination of body movements, hand movements and facial expression are
relevant for establishing communication effectiveness in the context of media interviews.
The results of the current study have implications for the automatic evaluation of
media interviews with a number of potential application areas including enhancing
communication training including current media skills training.

Keywords: social signals detection, commercial technologies, communication skills, training, non-verbal signals,
media interviews, multimodal fusion
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INTRODUCTION

Skilful communication in media interviews is important in
a range of organisations and job roles. Significant training
investments are made to improve communication skills so that
that relevant employees come across positively to the media.
Communication is a complex phenomenon that is defined as
the transmission of information from one person to another
(Fiske, 2010; Knapp et al., 2013; Deveugele, 2015). Early research
in psychology has suggested that verbal communication only
accounts for 7% of social perception (Vinciarelli et al., 2009).
However, the weight of messages depends on the context and the
type of social interaction. It is therefore important that accurate
and objective observations of non-verbal cues are incorporated
into assessment of media performance and training interventions
to improve performance. However, current tools to support
this are limited.

Earlier research in the field of non-verbal analysis relied solely
on meticulous observation and analysis of video data, such as
viewing hours of recorded videos in order to interpret social
situations (Vrij et al., 2000; Hart et al., 2016). This method of
behaviour analysis is prone to subjectivity, is time consuming
and does not scale with large amounts of data. In this paper,
we propose a scalable alternative that gives rise to the possibility
of faster, easily accessible to researchers for evaluating emotions
and more objective measurement of non-verbal signals for
professionals. Specifically, we explore the potential of a range
of off-the-shelf-commercial-technologies, recognising a range of
non-verbal signals, to identify skilful performance in the context
of media interviews. Off-the-shelf-commercial-technologies have
been proposed to be an effective means of detecting non-verbal
signals in the wild (Dupré et al., 2018; Pereira and Hone, 2021).

Researchers chose to use off-the-shelf-commercial-
technologies rather than develop bespoke solutions in order to
provide relatively rapid proof of concept for the relevance of a
range of channels in the evaluation of media skills performance.
This approach was also taken to allow rapid transferability
to end users, since the potential technologies can already be
obtained commercially. The rationale is to help narrow the
design space for future bespoke solutions. In addition, the focus
is on functional applicability of solutions developed using affect
technology. This could be beneficial as this technology enables
the user/researcher to process recordings/images locally where
classification of emotions and expressions are extracted and
produced by the software’s classifier (Dupré et al., 2018).

In the current study, participants that took part in interviews
during media skills training which were recorded. Data was
collected using several technologies to allow the detection of
emotion and non-verbal behaviours. The interviews were also
assessed for communication skills quality by trainers and neutral
observers using a standardised survey instrument. Analysis
focussed on exploring which of the detected signals were
associated with good vs. poor performance as rated by human
observers and conclusions are drawn regarding the potential
future use of such technologies.

To the researcher’s knowledge there have been no studies
investigating whether commercial technology can detect relevant

multimodal social signals for effective communication and no
studies investigating communication in the context of media
interviews. Therefore, the aim of this twofold: (1) to investigate
whether commercial automated affect recognition technology
can detect non-verbal signals in a dyadic interaction and (2)
to investigate which combination of multimodal signals are
necessary for effective communication in a media interview.

Therefore, the research question (RQ) is to be investigated:
Which combination of non-verbal signals are necessary for

evaluating communication skill performance during a media
interview?

The RQ is explored using the data from a range of practice
media interviews during media training workshops. The current
research provides four main contributions:

(1) It provides a deeper understanding of communication
skills,

(2) It provides evidence that the use of this type of automated
technology can be used to detect social and non-verbal
signals in a person–person context,

(3) Identifies the relevant signals for media interviews,
(4) Assists trainers in choosing the best type of technology to

use in training to improve performance outputs.

BACKGROUND

In this section we briefly review previous work on non-verbal
signals before considering the role of non-verbal signals in the
specific case of media interviews which forms the focus of
this paper. We then briefly introduce research using automated
detection of non-verbal signals and limitations in previous
research; finally, we introduce the reader to the aims and
objectives of the current research.

Non-verbal Communication
The complexities of communication lie in the functions of
the context and relationship. To understand communication it
needs to be acknowledged that communication is multimodal
(Hunyadi, 2019). There is a large body of evidence that non-
verbal signals are important across many types of human
interaction (see Knapp et al., 2013). Studies of non-verbal
signals show that communication is typically characterised by
the complex interplay of reciprocal signals between interlocutors
(Knapp et al., 2013). A number of non-verbal signals are
thought to correspond to emotions felt internally which
are expressed consciously or unconsciously. In evolutionary
terms, displaying emotions benefits both senders and receivers
in social interactions. These signals are communicated via
multiple channels; such as facial expressions, vocal behaviour
(i.e., tone of voice and vocal bursts), gestures and posture
(Adams and Kveraga, 2015).

The human face contains a multitude of different functions.
One of these functions is to express emotions. From the early
work of Darwin (2015) to later empirical work by Ekman et al.
(1969) and Ekman and Friesen (1971) there have been numerous
suggestions for the existence of universal (recognised across
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all cultures) basic emotions that are displayed in recognisable
facial expressions.

Ekman identified six basic emotions; anger, fear, disgust,
happiness, sadness, and surprise and seven universally recognised
facial expressions encompassing contempt as well as the six
basic emotions (Ekman and Friesen, 1986). Other theories have
proposed various other basic emotions; examples include anxiety
shame and pleasure (Ortony and Turner, 1990). However, this
theory has been argued to be reductionist and simplistic (Gross
and Feldman-Barrett, 2011). However, research in emotion
continues to apply this theory (see Ekman, 2016).

Ekman (1997) developed a manual system for labelling facial
actions. This system is called the Facial Action Coding System
(FACS). This system is based on the mapping of muscles on the
face to different facial expressions and defines a total of 18 Action
Units (AUs) in the lower face, 9 in the upper face, 9 for eye
position, 11 for head position, and 14 miscellaneous movements.
Human coders use this system to manually code all facial
expressions. As these AUs are independent of interpretations they
can be used in the recognition of basic emotions (EMFACS). For
example, the AUs involved in an emotional display of happiness
are Action Units 6 (Cheek raiser) and 12 (Lip corner puller).

Vocal non-verbal behaviour contains all the cues surrounding
verbal messages which influence the meaning of spoken
content. There are five major components to vocal non-verbal
behaviour which include linguistic vocalisations, non-linguistic
vocalisations, voice quality, silence and turn-taking. Each of these
contribute to the social perception of a message (Hall et al.,
2019). For example, the vocal intonation can change the tone of a
message to be ironic or sarcastic.

Voice quality relates to prosodic features such as pitch, energy
and tempo. This accounts for how something is said. It conveys
emotions such as anger or fear. These two emotions are displayed
by shouting (Lieberman, 1976). Pitch influences perception of
dominance and extraversion, fluency relates to persuasiveness
(Vinciarelli et al., 2009). Linguistic vocalisations are non-words
that are used in place of words such as uhm or ah ha. These are
called segregates which are often used in social situations when
embarrassed or have difficulty with a social interaction (Glass
et al., 1982). Non-linguistic vocalisations include outbusts such
as crying, groaning, laughing, or sobbing. Crying, for instance, is
often coupled with mirroring (Chartrand and Bargh, 1999) which
enhances social bonds.

Gestures are often used to regulate interactions by changing
arm movement, postures and kinematics to display emotions
(Pollick et al., 2001; Gross et al., 2012). For example, thumbs
up to indicate acknowledgement (Altman, 1978). Gestures can
also be used to display unconscious information such as the use
of adaptors such as folding arms or rhythmically moving legs
to indicate boredom (Pentland and Heibeck, 2010). Postures are
also assumed consciously or unconsciously as they tend to reveal
the attitudes of people toward a social situation (Scheflen, 1964).

It is known that communication between two interlocutors
depends on the goal and the context. For instance, non-verbal
signals that have been detected and identified as potentially
important in a job interview are to smile more (Naim et al.,
2016), whereas in a healthcare setting turn-taking, speaking ratio,

volume, pitch, smiling, frowning, head tilting, nodding, shaking
and overall body movements were extracted (Liu et al., 2016).
In the classroom, non-verbal cues that were extracted during
presentations were prosody, voice quality and gesturing activity
(Cheng et al., 2014). These studies suggest that appropriate
displays of non-verbal signals differ depending on the context.

Overall there is very rich literature on the role of non-
verbal signals in effective communication. This section
has briefly described some of the main channels of non-
verbal communication and highlights the importance of
looking at signals within the context of reciprocal exchanges.
Communication context is also important, so we now consider
the specific communication context of media interviews which
forms the basis of this study.

Non-verbal Communication in Media
Interviews
Media training manuals typically suggest some specific
behaviours which should be avoided in media interviews.
Behaviours such as lack of vocal conviction, lack of eye contact,
fast speaking rate, monotone voice and hesitation are an
indication of nervousness, uncertainty and boredom and
influence how the interviewee is perceived by the audience
(Taylor, 2015). An additional behaviour that can be interpreted
as boredom is excessive movements such as swaying and
rocking, particularly when the other person in speaking
(Tao and Tan, 2009).

Combinatorial signals are likely to be important for a good
media interview; such as mirroring the interviewer’s movements,
maintaining eye-contact and smiling. Together, these signals
suggest that the interviewee is listening, signposts turn-taking in
conversation (Ho et al., 2015; Taylor, 2015), illustrates confidence,
honesty, and dominance (Knutson, 1996; Lapidot-Lefler and
Barak, 2012).

There are a limited number of studies which have empirically
explored the relationships between observable non-verbal
behaviours and observer subjective judgments within the context
of media interviews. Such studies typically focus on small
samples of interviews with high profile interviewees such as
politicians. For example, Babad (1999) correlated observer
judgement of global impression (positive/negative) created in a
media interview with a set of observer judgements in relation
to observable behaviour. This paper contained three studies
which focussed on the behaviours of six interviewees taking
part in televised political interviews and found several common
patterns across these individuals. The behaviours which appeared
to create a positive impression included smiling, a relaxed
face, nodding and round hand movements. Conversely the
behaviours associated with negative judgements included beating
hand movements, leaning forward and blinking. Studies such
as this have typically been small scale given the challenge
of hand coding the non-verbal communicative behaviours
under study. However, the development of technologies to
automatically detect non-verbal signals presents increased
opportunity to develop an understanding of the cues that
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are associated with creating a positive impression in a
media interview.

While non-verbal cues are generally accepted to be an
important element within media interviews and are typically
included within training, the accuracy of trainers in detecting
these signals is uncertain as inference of emotions is subjective
by nature (Vrij et al., 2000).

Automated Detection of Non-verbal
Signals
Technology developments within the fields of affective
computing and social signals processing (SSP) in recent
years have allowed the automatic detection of a range of non-
verbal signals. Vinciarelli et al. (2012) provide an in-depth
survey of SSP and a review of affect detection systems can
be found in D’mello and Kory (2015). SSP is a research area
that models human–human interaction to develop emotionally
intelligent machines.

From the SSP perspective, Pentland has proposed that
this interplay of vocal behaviour, turn-taking, movement
and posture in social interactions represents a second
channel of communication which he coined the term
honest signals (Pentland and Heibeck, 2010). These signals,
which he identifies as mimicry (mirroring – Chameleon
Effect), influence, activity and consistency, are proposed to be
evolutionarily important predictors of communication partner
characteristics and intentions (Bilakhia et al., 2015). Sung and
Pentland (2005) and Curhan and Pentland (2007) provide a
number of empirical examples where honest signals predict
communication task outcomes.

Several studies have used such technology to investigate
non-verbal communication in a range of interactions. These
include medical settings (Hart et al., 2016), job interviews
(Frauendorfer et al., 2014; Naim et al., 2016), teaching (Chen
et al., 2011, 2015; Bahreini et al., 2016), and improving social
communication in individuals with autism (Bernardini et al.,
2014; Chen et al., 2016). However, we are not aware of previous
research with automated technology specifically considering the
social signals that are required for effective communication in a
media interview.

Typically, research in SSP domain focuses on single channels
or signals of a single individual rather than reciprocal signals
(Kim and Suzuki, 2014). The reciprocal exchange of signals
between a sender and a receiver is important to observe as this
interchange influences behaviour. In addition to this, research
often relies on general indications from the literature of what
signals represent a good performance in the communication task
rather than defining ‘good’ in relation to the specific set of signals
detected by the technology.

Rasipuram and Jayagopi (2018) predict communication
performance by capturing multimodal channels during a face–
face interview and an interface interview. Signals captured
included movements, facial expression, hand gestures, posture,
eye contact, verbal features and attention. Researchers found that
participants had an optimal rate of speech and communicated
better in face-face interview than the interface interview.

This finding suggests that communication is better when
multiple signals can be seen in an interaction by both
interlocutors. This is consistent with Adams and Kveragas’
theory that visual integration of combinations of social cues is
necessary for behaviourally adapting in responding to others
(Adams and Kveraga, 2015).

More recently, off-the-shelf-commercial technology has been
developed and is made available to all users and enables users to
produce data locally using the classifier made available (Dupré
et al., 2018). This enables users to easily access their data. Some
examples of these technologies are Emotients FACET or Affectiva
that capture facial expressions (Stöckli et al., 2018), Microsoft
Kinect to capture body movements (Barmaki, 2016), Sociometric
Badges to measure interactions between two or more people
(Zhang et al., 2018a) and obtaining movement of hands using
accelerometers (Koskimäki et al., 2017).

The successful detection of social signals associated with a
good performance in a media interview using this technology
could have many potential applications. Firstly, it has potential
to improve the quality of performance feedback in training
to support a human trainer, since trainers may not be
able to observe and consider all the cues that may impact
effective communication and individual performance is currently
highly dependent on the trainer’s experience (Aspegren, 1999).
Secondly, it can objectively select the social signals that are
required for effective communication in a number of social
interactions (Naim et al., 2016).

The Current Research
In sum, contexts in which social signals have been investigated
are job interviews, public speaking and in the classroom (Bahreini
et al., 2017). Previous research is limited to unimodal analysis of
social interactions, but more recent research provides evidence
that a multimodal approach is more effective at synthesizing
and interpreting social interactions. There is little to no
research investigating the appropriate social signals for effective
communication in media skills training which is important due
to the nature of communication in this setting.

The aim of this paper are twofold:

(1) Investigate which combinations of signals are relevant in a
media interview.

(2) Present a possible more objective method of capturing
social signals during media interviews as opposed to
traditional methods of watching a video.

We conducted a study to investigate the signals associated
with good media skills interview performance by automatically
detecting a variety of social signals (including reciprocal
behaviour in relation to the interviewer) during the context of
media training exercises and looked at how these predicted good
and bad performance as judged by human raters.

MATERIALS AND METHODS

The current research applied automatic detection of social
signals in an on-camera, face-to-face interview. This section
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details the study design (see section “Study Design”), participant
characteristics (see section “Participants”), the technology used
to capture social signals during interviews (see section “Off-
the-Shelf Non-verbal Signal Detection Technology”), how
performance was rated by human raters (see section “Subjective
Measures of Communication Skills”) and how the data was
collected describing the procedure together with the study layout
(see section “Procedure and Media Skills Workshop Details”).

Study Design
The current research explored a dyadic interaction during a
media interview setting where participants were interviewed by a
journalist in face-face on-camera media interviews. Signals which
were automatically detected were facial expression, vocal signals,
‘honest signals’ and hand gestures. Communication performance
during interviews were judged by human raters. Subsequently,
using these ratings, interviews were categorised into effective and
poor communicators. The data was then explored to identify
relationships between signals captured and human judgements
of performance. The data was further explored to identify
relationships between detected signals and human judgements.
Details of these can be seen in the following sections.

Participants
A total of 39 participants were recruited to take part in media
interview training at a London University (17 males and 22
females; age ranged from 18 to 56). All participants were research
students or research staff and none had a social impairment.

A total of two workshops were conducted, the first contained
17 participants (11 males and 6 females; age ranged from 18 to
65 years old) which included nine participants who were native
English speakers (participants who declared that English was
their first language) and 10 participants who were non-native
English speakers (participants who declared that English was
not their first language). Experience in public speaking ranged
from ‘none’ to ‘extensive and experience in media interviews
ranged from ‘none’ to ‘some.’ The roles that participants had
within the university in the first workshop included research
staff (5), research student (10), professional staff (1), and
taught student (1).

The second workshop included 22 participants (6 males and
16 females; age ranged from 18 to 55 years old) which included
6 native English speakers and 16 non-native English speakers.
Experience in public speaking ranged from no experience to
extensive and experience in media interviews ranged from none
to some experiences. The roles that participants had within the
university in the second workshop included taught students (3),
research staff (1), and research students (18).

Off-the-Shelf Non-verbal Signal
Detection Technology
Non-verbal signals that were detected throughout the duration
of the interviews included vocal signals, honest signals, facial
expressions, and hand movements. This section introduces
the commercial technology used to capture these signals. The
accuracies will be reported using measures of Receiver Operating

Characteristics (ROC). The ROC measure demonstrates the
diagnostic ability of a system based on a curve created by the
true positive rate against the false positive rate. The closer the
ROC score is to 1 the more accurate the classifier suggesting
that the technology measures what is suggests that it measures
(Macmillan and Creelman, 2004).

Vocal Behaviour Detection
Nemesysco Ltd’s QA5 technology was used to detect vocal signals
of participants during interviews. This software uses proprietary
signal processing algorithms to extract parameters from the voice
and classify according to a range of vocal signals1. Table 1
summarises the emotions that the technology claims to classify
with a brief description of each one.

The area under the ROC curve score for Nemesysco rages
from 0.53 to 0.71 (Lacerda, 2009). However, this study did not
clarify which version of Nemesysco was measured. However,
some signals captured by QA5 have been validated such as
‘embarassment’ (Han and Nunes, 2010), stressed and arousal
(Konopka et al., 2010 as cited in Mayew and Venkatachalam,
2010). Research has been conducted that have used the QA5 in
the development of a conversational robot (Usui et al., 2008;
Hashimoto et al., 2009). The guide to using QA5 states that noise
and environment may influence results. In this study, this was
controlled by ensuring a quiet background during interviewing.

To validate the signals used in this study, an open source
software was used to correlate the vocal signals captured by
QA5 with prosodic features extracted from Praat. Praat with
is a voice extraction software which can be used to analyse,

1Nemesysco.com

TABLE 1 | Definitions of emotion labels produced by
Nemesysco/Layered voice analysis.

Emotion Description

Energy Indicates if speaker is sad, tired, boredom, comfortable
or highly energetic.

Content Indicates how pleased or happy a person is

Upset Indicates how unpleased or sad a person is

Angry Indicates how angry a person is

Stressed Indicates how nervous a person is

Embarrassment Indicates how uncomfortable a person is

Intensive thinking Indicates thinking intensity while speaking

Imagination Activity Indicates whether the person is recalling information or
visualising something

Hesitation Indicates how comfortable a person is when making
the statement

Uncertainty Indicates how certain or uncertain a person is

Excitement Indicates how positively or negatively excited a person
is

Concentration Indicates how concentrated the person is

Arousal Indicates deep and profound interest in the
conversation

Extreme emotion Indicates overall emotional activity

Cognitive activity Overall cognitive activity

EmoCog ratio Indicates rationality
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synthesize and manipulate speech (Boersma and Van Heuven,
2001). A correlation analysis was conducted to validate the
features collected by Nemesysco Ltd. Vocal features extracted
from Praat were pitch (mean and maximum), intensity (mean,
energy, minimum, and maximum). Pitch is defined as the rate
of the opening and closing of vocal folds, it is also known
as fundamental frequency (Giles et al., 1979). Fundamental
frequency and intensity are known to be important variables in
communicating emotions in speech (Ramdinmawii et al., 2017).
The average pitch value for male speakers are typically found to
be 100–180 Hz and for females it is found to be 160–300 Hz.
A high mean pitch has been associated with stress and arousal
(Sondhi et al., 2015). Intensity is associated with the loudness of
the voice and is associated with a variety of emotions including
psychological stress (Van Lierde et al., 2009).

Table 2 shows that ‘stressed,’ ‘upset,’ ‘intensive thinking,’
‘imagination,’ ‘energy,’ ‘excited,’ ‘emo cog ratio,’ ‘concentration,’
and ‘extreme emotion’ is consistent with prosodic features
extracted in Praat which are consistent with the literature as
described. Table 2 shows the correlation results.

To record voice analysis during interviews a Zoom H4N Pro
Handy Recorder was used to record the voice signals. The voice
of the interviewer was edited out using Audacity software version
2.1.1 prior to post-processing of the participant’s voice using
Nemesysco Ltd’s QA5.

Honest Signal Detection
Pentland and Heibeck (2010) propose that there are four honest
signals which are present in all social interactions and reveal a
persons unconscious attitudes; (1) mimicry, (2) consistency, (3)

TABLE 2 | Correlation results between Nemesysco Ltd and a commonly used
open source software.

Correlation results

Feature Sub-feature LVA correlation

Intensity Mean Stress (r = 0.506, p = 0.002) Upset
(r = 0.602, p ≤ 0.001)

Energy Stressed (r = 0.502, p = 0.002)
Upset (r = 0.520, p = 0.002)

Minimum Stressed (r = 0.411, p = 0.016)
Intensive Thinking (r = 0.352,
p = 0.041) Imagination (r = 0.501,
p = 0.003) Energy (r = –0.348,
p = 0.044) Excited (r = –0.514,
p = 0.002) EmoCogRatio
(r = –0.388, p = 0.023)

Maximum Stressed (r = 0.435, p = 0.010)
Upset (r = 0.499, p = 0.003)
Imagination (r = 0.379, p = 0.028)

Fundamental
frequency

Mean Stressed (r = 0.534,p = 0.001)
Energy (r = 0.742, p ≤ 0.001)
Arousal (r = 0.471, p = 0.005)
Concentration (r = 0.519,
p = 0.002) EmoCogRatio
(r = 0.641, p ≤ 0.001) Intensive
thinking (r = –0.622, p ≤ 0.001)
Imagination (r = –0.591, p ≤ 0.001)

Maximum Intensive thinking (r = –0.369,
p = 0.032)

activity, and (4) influence. Sociometric badges were developed by
Pentland to detect a range of signals hypothesised by Pentland
to relate to ‘honest signals.’ (see Pentland and Heibeck, 2010 for
more in depth discussion). Sociometric badges have been used to
detect signals in dyadic interactions (Paxton et al., 2015; Zhang
et al., 2018b; Holding et al., 2019). The ROC score for these
badges have been reported at 0.8 (Zhang et al., 2018b).

Honest signals are detected by four sensors: a microphone,
an infrared sensor, a Bluetooth detector and a motion detector
(Olguin and Pentland, 2007). The microphone detects vocal tones
and not content (Table 3, Features L – U). The infrared sensor
captures movement relative to other interlocutors (Table 3,
Features E, F, J, K). The Bluetooth sensor detects other badge
wearers. Each badge is around the size of an identity badge and
is worn around the neck. Table 3 lists the signals which can be
extracted from the sociometric badge data.

Sociometric badges were worn by both the participants and
interviewers during interviews. After the interview the data
stored locally on the badges were exported as structured meetings
(as participants were facing each other in a single meeting)

TABLE 3 | Definitions of signals produced by Sociometric Badges.

Feature Description

A) Body movement Normalised acceleration magnitude over 3
movement axis

B) Body movement activity Absolute value of the first derivative of the
accelerometers energy

C) Body movement rate Indicates the direction of change in activity
level (compared to first derivative)

D) Body movement consistency Movement consistency throughout interaction

E) Body movement mirroring Mimicking of other badge wearers body
movement

F) Body movement mirror lag Delay in mimicking of body movement

G) Posture front back Orientation of front back panel

H) Posture activity Absolute angular velocity

I) Posture rate Angular acceleration

J) Posture mirroring Mimicking of other badge wearers posture

K) Posture mirror lag Delay in mimicking of posture

L) Successful interruptions Number of successful interruptions made by
the badges wearer

M) Unsuccessful interruptions Number of unsuccessful interruptions made
by the badge wearer

N) Speed of turn-taking Indicates speed of turn-taking in a
conversation

O) Overlap Total amount of speaking whilst someone
else is also speaking

P) Total speaking Total amount of combined speaking
(speaking and overlap combined)

Q) Volume front Average absolute value of amplitude of the
front microphone

R) Volume consistency front Measurement of change in speech volume

S) Front pitch Pitch of the voice from the front mic
correlated with the fundamental frequency of
the voice signal

T) Volume mirroring Mimicking of other badge wearers volume

U) Volume mirroring lag Delay in mimicking of other badge wearers
volume
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with a resolution of 1 s intervals (Sociometric Solutions, 2015).
Badges worn by the trainer and the participant were synced using
Sociometric Solutions software (Sociometric DataLab Enterprise
Edition 3.1.2824).

Facial Expression Detection
Facial expressions were detected using iMotions Biometric
Research Platform 6.4 software and analysed using Affdex by
Affectiva. This commercial software uses an emotional facial
Analysis Coding System (EmFACS) that produces 7 facial
expressions (sad, joy, anger, fear, disgust, contempt, and surprise)
that humans use to communicate (Ekman and Friesen, 1971).
Brow furrow, smirking and smiling were also assessed as they
are considered important for a media interview (Taylor, 2015).
Affdex by Affectiva’s ROC score has been reported as 0.8 for joy,
disgust, contempt and surprise (Dupré et al., 2018). Interviews
were recorded using a Sony PJ220 handycam camera. Any edits
on the recordings were done using Adobe Photoshop. The
video recordings were then imported into iMotions and post-
processed using Affdex.

Hand Movements/Gestures Detection
The Shimmer 3 Unit+ was used to capture hand movements.
The Shimmer device contains a 3-point (x, y, z) direction
accelerometer which was used to obtain an estimate of hand
movements used during interviews which use of hand gestures
will be inferred.

Sequence of Events and Timestamps
All recordings of communication channels were synchronised to
1 s timestamp due to the capabilities of the different technologies.
Some technologies were not able to record shorter timestamps.
The data were analysed as if displays of social signals occurred
simultaneously within the 30 s time frame (Paxton et al., 2015;
Naim et al., 2016; Zhang et al., 2018a; Holding et al., 2019; Pereira
and Hone, 2021).

Subjective Measures of Communication
Skills
Evaluation of participants communication performance by
human raters was important as this would reduce bias when
identifying effective and poor communicators. An evaluation
was also done to identify relationships between patterns
of emotional/non-verbal signals and trainee performance
evaluations, as rated by humans. To obtain objective judgements
of trainees’ performance, participants interviews were rated
by the trainer and later, three neutral observers using
a communication evaluation questionnaire (see section
“Conversation Skill Rating Scale”).

There were several approaches taken to reduce the subjectivity
in the ratings of performance. Firstly, because trainers had
interacted with the trainees on the day of training which would
have likely influenced their scores as a result of an interaction
impression that could influence judgement ratings (Meissel et al.,
2017), additional ratings were obtained by three neutral observers
who were not present on the day of training (Naim et al., 2016).

Ratings obtained from three neutral observers were intended
to act as an audience by being able to review both interviews
multiple times for a more thorough rating as well as provide more
realistic ratings (Naim et al., 2016). Secondly, to further reduce
the potential to rating bias the neutral observers were blind to the
ratings provided by the trainer.

Trainers and Neutral Observers
The journalists in the first workshop were male and female who
had more than 20 years field experience and had conducted
the first media skills training workshop. The journalists in this
workshop had provided feedback to participants about their
performance following their interviews. Interviews were split
equally between the two journalists. Both the journalist and
the neural observers were able to playback and pause their
interviews. The journalist that conducted interviews in the
second workshop was a female with 4 years field experience and
had conducted all interviews.

The neutral observers recruited to rate communication
performance from camera recordings were not trained on what
is considered ‘effective communication’ and were treated as a
member of the general population. The three neutral observers
recruited for the first workshop were different to the neutral
observers for the second workshop. Neither the journalists or
the neutral observers knew who had been labelled as an effective
communicator or a poor communicator.

Conversation Skill Rating Scale
Subjective human ratings of communication skill was obtained
using the Conversation Skill Rating Scale (CSRS) (Spitzberg and
Adams, 2007). The CSRS has two rating sections; a 25-item
scale rating verbal and non-verbal communication features and
a 5-item scale measuring overall communication performance
(molar ratings). As this study included both a radio and a
face-face interview, the overall communication performance
scores (molar ratings) were used as this does not include any
items from the scale that include interpersonal measures of
communication which would not be visible to neutral observers
when listening to the radio interview and thus cannot be
rated. The raters were asked to focus on non-verbal cues while
watching the videos.

The CSRS is a measure of interpersonal skills and is
claimed to be applicable in ‘virtually all face-face conversational
interactions’ (Spitzberg and Adams, 2007). Evidence for its
reliability and validity has beene found in a number of
settings including educational settings, job interviews and
getting to know you conversations (Spitzberg and Adams,
2007). Although we have not found specific examples of
its use in media skills assessment, neither were we able
to identify any other validated tools claimed ot be relevant
to this context. The internal reliability for the CSRS has
consistently been above 0.85 and is often above 0.90. Inter-
rater reliability has been assessed have found acceptable
reliabilities above 0.75 (Spitzberg and Adams, 2007). The
molar ratings were filled in by the trainers and three neutral
observers to rate communication skills performance in the on-
camera interviews.
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Procedure and Media Skills Workshop
Details
The study took place on the campus of a London University
within the context of two a media training days for researchers.
The first three workshops were conducted by media training
professionals with over 20 years of professional experience of
journalism. A total of three training days took place within the
period April 2017 to June 2017 with the number of participants
attending each day ranging from 5 to 6. All data collection took
place in a standard university seminar room with tables, chairs,
and a projector. The remaining three workshops were conducted
by an early career journalist with 6 years experience in the field.
These workshops took place with the period of November 2017 –
December 2017. From this point forward, the journalists will be
referred to as the trainers.

Prior to attending the training, participants were asked to
provide a brief summary of their research that is comprehensible
to a non-specialist population, including importance and worst
anticipated question in a media interview. This was to help
the trainers prepare for conducting practice media interviews
tailored to the individual participants’ research profiles and work.

On arrival at the training day, participants were fully
briefed on the study and formal consent was collected, along
with demographic information (job role, gender, age and
ethnicity, presence of social/communication disability, and prior
experience of presentation). If participants did not wish to
give consent to the recording of social signals, they were
given the option to participate with the systems switched off
during interviews without penalty. All participants gave consent
to record signals.

After an introduction, participants took part in a 45 min
to 1-h lecture style introduction to effective media interview

communication skills. The lecture was presented in a group
setting. Participants were then given individual time slots during
the day to come back to do practice interviews with the trainers.
The practice interviews were conducted individually, and two
practice interviews were conducted for each participant. The first
was to simulate a radio interview, so the participants sat face-to-
face with a voice recorder on the table. No cameras were turned
on during interviews to avoid any influence this may have on
performance. The second practice interview was a simulation of
an on-camera interview, so the camera was located behind the
journalist and beside the participant. Participants were informed
that the camera was placed behind the journalist was recording
as if for a broadcast. The room set up is illustrated in Figure 1.
One of the trainers acted as the interviewer for the purpose of the
practice media interviews.

Prior to commencement of the interviews, participants were
connected to a Shimmer 3 GSR device and both the participant
and interviewer put on a sociometric badge. The room was
also set up with further recording equipment to allow social
signals/emotion detection as shown in Figure 1.

During the practice interviews, participants were asked
individually relevant questions about their research. The first
question asked participants to explain their research. These
questions were based on the material supplied by participants.
The question difficulty was pitched to increase as the interviews
progressed. Each interview lasted between 5 and 8 min.

Interview recordings were played back to participants after
each interview and they were then provided performance
feedback by trainers who were able to playback interviews
which enabled the trainer and trainee to pause and rewind the
video for effective performance feedback. Trainers were then
asked to fill in the CSRS which is a standardised measure of
communication skill.

FIGURE 1 | Study layout of both radio and on-camera training sessions. Cameras were only turned on for recording during the on-camera interview. (A) Journalist
position. Both cameras are facing the participant (B) for more accurate post hoc face recognition. The added voice recorder was for a better-quality recording of
interviews.
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Following completion of the study participants received
a short closing statement reminding them of the purpose
of the research. Participants were reimbursed £5/h for
recognition of their time.

The subjective nature of human judgement makes the ground
truth for interviews hard to establish. The trainer interacted
with the trainers during the lecture, during the interview and
provided feedback after each session. This amount of interaction
may have had an influence on the trainers’ ratings. Therefore,
in order to remove potential bias, the recorded interviews were
subsequently rated by three neutral observers also using the
CSRS. Further benefits of this is that the neutral observers could
review the material multiple times which enables them to rate
the interviews more thoroughly. The video recordings from
on-camera interviews were presented to neutral observers to
obtain judgements of communication performance. Ratings from
these observers were likely to be similar to audience ratings of
a media interview, as opposed to expert ratings (Naim et al.,
2016). Neutral observers were able to interact with the videos by
pausing, rewinding and forwarding the videos of each participant.
Each neutral observer worked individually and was blind to the
ratings provided by others.

This research was conducted in accordance with the
Declaration of Helsinki and ethical approval was obtained from
the Ministry of Defence Research Ethics Committee as well as the
Universities Research Ethics Committee.

RESULTS

Subjective Ratings of Communication
Skills
On-Camera Interview
Participants’ communication was rated using the CSRS by the
trainers and later, three neutral observers. Internal consistency
was calculated using Cronbach’s Alpha. Then, a composite mean
of the overall communication skills rating (based on the five
molar ratings) was obtained for trainer ratings and three neutral
observers. Inter-rater reliability was conducted to calculate
agreement between the raters using intraclass correlation with
a two-way mixed approach (Mandrekar, 2011). The internal
consistency was high for communication ratings for all raters of
communication (molar scores, n = 5) was α = 0.95. The intraclass
correlation was 0.78 with a 95% confidence interval from 0.603
to 0.870 [F(4.289), p < 0.001]. This moderate agreement warrants
a weighted average (Mandrekar, 2011). A median of the dataset
was 24.33 which established effective (M = 28.35; SD = 3.22) and
poor communicators (M = 19.60; SD = 3.10).

Social Signal Displays During
Communication
Missing Data
Cases with missing data from any channel were excluded from
the analysis. A total of six participants were excluded (three due
to low quality video recordings for facial expression, two due to
missing hand gesture data, and one due to missing sociometric

badge data). This resulting in a sample size of 33 participants
included in the analysis.

Data Preprocessing – Normalisation
The social signal data was normalized using the minimum and
maximum values of the datasets resulting in a dataset range from
0 to 1 (Gao et al., 2012). The formula can be seen below.

x
′

=
x−min(x)

max(x)−min(x)

Thin Slices of Behaviour
Research has found that the first 30 s of an interaction was most
effective in assessing judgements and perceptions about people
as raters of performance base their scores on the initial stages of
an interaction (Sullivan, 2018). Impressions are typically made
during this time scale even though a full interaction may take
place. This suggests that the interviewees’ response to the first
question in the interview could have swayed observers in forming
initial judgements about their communication abilities. It is for
these reasons that we decided to investigate the first 30 s of the
recorded interviews. In addition to this, in an interview context it
has been found that the first 30 s are pivotal for making a decision
about candidate as rapport is built in the first 30 s (Forbes and
Jackson, 1980; Duggan and Parrott, 2001).

The first 30 s of a media interview are beneficial for
establishing patterns in social signals that are associated with
media interview performance judgement. The first 30 s in the
interviews were enough to obtain the first question and response
in each interview. As noted previously, research has shown
that the first part of interview allows interviewers to make
a judgement/form an impression of the interviewee (Sullivan,
2018). The same can be said for media interviews (Taylor,
2015), public speaking (Chollet et al., 2015), how our speaking
behaviour predicts how we are perceived in online social
multimedia (Park et al., 2016) and in job interviews (Nguyen
and Gatica-Perez, 2015; Naim et al., 2016). Additionally, a meta-
analysis has found that prediction ratings do not differ between
30 s of the interview and 5 min (Ambady and Rosenthal, 1992).

Machine Learning Classification Techniques
Establishing a ground truth
An average of the neutral observers (judges) ratings were
obtained for each participant (Naim et al., 2016). The neutral
observers ratings were collected as they were treated as
an audience.

A median for the dataset was identified so that each interview
could be labelled as effective or poor communicators forming
a ground truth for machine learning techniques that will be
used. This was done to establish a mid-point in the dataset
to establish high and low ratings of communication. A high
value indicates effective communication and a low value indicates
poor communication. The cut-off between good and bad in the
on-camera interview was 24.33. Radio ratings were not included.

Feature selection
The relationships between patterns of non-verbal signals and
trainee performance evaluations were explored using Weka
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FIGURE 2 | Features selected for inclusion in machine learning classification. HS, honest signals; F, facial expression; V, vocal behaviour; G, gestures.

GUI Version 3.8. Features were selected using a correlation-
based features selection (CFS) anything below a cut-off point
of 0.2 was excluded. This method selects the features which
are highly correlated with the labelled data and uncorrelated
with each other (Witten and Frank, 2002). CSF was applied
to all the communication channels simultaneously. The CSF
method was used for features selected for inclusion in machine
learning analysis in which a binary classification of good and bad
communication ratings. The features selected based on the CSF
methods can be seen in Figure 2.

Machine Learning Classification
Using the collected and preprocessed data, performance was
evaluated using the following classifiers (used with default

parameters unless stated otherwise) Logistic Regression,
Naïve Bayes, Decision Tree, k-Nearest Neighbour with
a parameter where k = 3 and Support Vector Machine
(Poly Kernel). The number of participants who were
classified as effective communicators were (15) and
the number of participants that were classified as poor
communicators were (18).

Leave one out cross validation has been used for unbalanced
data as well as data with a small sample size (Witten and Frank,
2002). Leave-one-out cross-validation is where the algorithms
applied once for each instance, using all other instances as
a training set and using the selected as a single-item test
set (Witten and Frank, 2002). The F measure (also known
as F1 score or F score) was selected as the performance
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TABLE 4 | Machine learning classification results.

Machine learning classification algorithm Accuracy F-Measure
(weighted
average)

ROC (weighted
average)

Logistic regression 61% 0.60 0.59

Naïve Bayes 78% 0.76 0.79

Decision tree 55% 0.51 0.50

k-Nearest Neighbours (k = 3) 67% 0.64 0.66

Support vector machine (PolyKernel) 64% 0.63 0.62

Bold highlights the best result.

FIGURE 3 | Descriptive statistics for social signals. HS, honest signals; F, facial expression; V, vocal behaviour; G, gestures. The normalised data is the data from
social signals captured by the automated technology.

evaluation metric as it is well suited for imbalanced classification
data and it combines both precision and recall (Goutte and
Gaussier, 2005). Analysis was done using Weka 3.8.4. According
to Table 4, the best result for the current dataset is the
naïve Bayes which produced an accuracy score of 78%, a
F-measure of 0.76.

Social Signal Display – Differences
Between Groups
Descriptive statistics for effective and poor communicators for
each social signal can be seen in Figure 3. The error bars that
are displayed on the table are standard error.

A more formal statistical analysis was conducted to test if the
individual selected signals differed between effective and poor
interview ratings performance. A Mann–Whitney U test was used
to assess differences between group displays of features. Results
found that anger and movement consistency was significantly
different displayed between effective and poor communicators.
Where those who communicated more effectively displayed
more anger than those who performed poorly according to
neutral observers. Those who were rated as more effective
communicators displayed more consistent movements than
those who were poor communicators. The results can be seen in
Table 5.

TABLE 5 | Man–Whitney U test results.

Signal Mann–Whitney U Sig (p-value)

Hand movement (G) 110 0.366

Cognitive activity 100 0.206

Unsuccessful interruptions 100 0.196

Hesitation 101 0.219

Anger 71 0.021*

Movement activity 95 0.148

Arousal 118 0.539

Energy 89 0.100

Posture activity 99 0.193

Stressed 104 0.262

Movement consistency 59 0.006*

Rationality 111 0.386

Contempt 96 0.159

Disgust 115 0.470

Extreme emotions 90 0.104

Imagination 91 0.116

Speed of TurnTaking 87 0.084

IThink 90 0.104

Volume consistency 89 0.096

*Less than 0.05.
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DISCUSSION

Research in the field of video observation to understand social
interaction is subjective and does not scale with large data.
Automated technology may present as a possible solution by
objectively detecting non-verbal signals and doing so much
faster than manual coding of observational data. As a result
of this problem, the aim of our research was to explore
which combinations of social signals are most promising for
automatically evaluating trainee performance. The results suggest
that body positioning, facial expressions, vocal signals and hand
gestures are all relevant for the context of media interviews.
Combinations of these signals were produced a prediction of
good and bad performances with an accuracy of 78% and an
F-measure of 0.76. Two social signals suggested that there was a
difference between effective and poor communicators. Effective
communicators displayed more anger and more consistent
movements in the first 30 s of their interview than those who
were identified as poor communicators. The findings of the study
are presented in more detail in the sections which follow and
discussed in light of previous research.

Honest Signals
Honest signals included in the feature selection for the
formal multimodal analysis included unsuccessful interruptions,
movement activity, posture activity, movement consistency,
speed of turn taking, and volume consistency. Formal analysis of
the results revealed that movement consistency was significantly
different between groups where those who were rated as
effective communicators.

Previous literature has found that consistency in movement
suggests that the communicator is relaxed, calm and confident.
This is particularly important in media interviews as too much
fidgeting can suggest the interviewee is uncomfortable (Taylor,
2015). This is a level of consistency which could have been
identified by the judgers as an effective method of communicating
(Hill et al., 1981).

Vocal Behaviour
The vocal signal, as labelled by Nemesysco, included in the
analysis was cognitive activity. Descriptive statistics suggested
that effective communicators displayed more cognitive activity.
However, this difference was not significantly different. This
result does suggest that overall thoughtfulness in vocal behaviour
is important in the context of media interviews in the first 30 s.
During the first 30 s of the interview captured the first question
asked by the journalist which suggests that the interviewers were
thoughtful in their response to this initial question. Reasons why
this may not be significantly different could be a result of the
fusion analysis, i.e., vocal displays of thinking in combination of
another social signal.

Facial Expressions
The facial expressions identified in this study as a predictor
of effective or poor communication in the context of media
interviews are anger and disgust. Results suggest that those that
were classified as effective communicators by neutral observers

displayed more anger and more disgust than those who were
classified as poor communicators.

The AU involved in anger facial expression are AU4, AU5,
AU7, and AU23. The AUs involved in disgust are AU9, AU15,
and AU16. AU9 and AU4 are both associated with the lowering
of the brow. This lowering of the brow has been associated
with concentration. As the data were only analysed for the first
30 s of the interview, this could suggest that participants were
listening to the first question posed by the journalist or they were
concentrating (Ekman, 1997).

Hand Movements/Gestures
Hand gestures were included in the feature inclusion analysis.
This suggests what the literature has informed us, that gestures
assist in communication (Goldin-Meadow and Alibali, 2013).
These results suggest that wearables could be used to support
media presenters as it is a low cost intervention for capturing
hand gesture use. Interestingly, Damian et al. (2015) developed
a system for providing real time feedback during public speaking
based partly on gesture capture. This design choice was driven
by the practical consideration of what would work in a potential
noisy environment and did not include pre-testing for what
predicts ‘good’ performance. However, our findings provide some
empirical support for their chosen approach.

Combinations of Signals
The combination of social signals included hand movements
(G), rationality (V), unsuccessful interruptions (HS), hesitation
(V), anger (F), movement activity (HS), arousal (V), energy (V),
posture activity (HS), stressed (V), movement consistency (HS),
cognitive activity (V), contempt (F), disgust (F), extreme emotion
(V), imagination (V), speed of turn taking (HS), thinking (V),
and volume consistency (HS). The signals included in the analysis
as a result of the feature inclusion analysis included honest
signals, facial expressions, hand gestures, and vocal behaviour.
This suggests that communication during media interviews are
multimodal which has been suggested numerous time (Pantic
et al., 2011; Bekele et al., 2013; Potamianos, 2014; D’mello and
Kory, 2015; Esposito et al., 2015; Hunyadi, 2019).

Detection of contempt and anger facial expression could
suggest a false positive as people often frown when listening to
someone. Additionally, brow furrow is an AU that makes up
contempt. It does not mean that they are angry but it could
be a sign of concentration (Rozin and Cohen, 2003). This is
consistent with the inclusion of the ‘cognitive activity’ feature
in the feature selection process suggesting that participants
were listening (frowning and contempt) and responding in a
thoughtful manner.

Current Study Limitations and Future
Work Recommendations
This exploratory study had a relatively small sample size of 33
participants. An increase in sample size in future work would
be helpful to test the reliability of the findings described here.
In addition to this, a larger sample size would enable the
investigation of gender differences and to assess whether there are
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any cultural differences in performance. Results should therefore
be interpreted with caution.

The study looked only at one population composed of early
career researchers within a university setting. While to some
extent this population can be seen as representative of the kind
of professional role where employees may be called upon to
engage in media interviews, it would be interesting to confirm
the findings for trainees in other organisation types. None
of the trainees were expert at media skills which could have
restricted the range of performance. It would be interesting in
future work to include expert as well as novice participants.
However, the findings are relevant for a training context where
trainees are usually not already experts. Participants also received
different questions from one another given their own research
background. While this increased the ecological validity of the
study, it reduced the degree of experimenter control over stimuli
and may have led to differences in difficulty and/or emotional
impact across different participants. However, we included the
first 30 s of the interview in the analysis which would have
included the initial question which was for participants to
describe their research. Future work could potentially look to
explore the use of more standardised question sets.

A limitation related to hand gesture detection was that the
technology of gestures was strapped to the non-dominant hand
which may not be a true representation of hand gestures.
However, the results found in this study are consistent with
previous research suggesting that use of hand gestures are often
perceived by others as effective communicators. Future research
could explore the use of non-contact detection of gestures to
avoid this issue.

A potential limitation for this research is that the entire video
was shown to neutral observers while the first 30 s were included
in the analysis. However, research has shown that there were
no differences in predictions based on 30 s or 5 min (Ambady
and Rosenthal, 1992). However, future research could explore
and verify this.

A final limitation of this paper is that the verbal content
could have influenced the “effective communication” ratings
that neutral observers gave participants. However, since the
researchers have included vocal behaviour as a variable the
content could not have been made unintelligible (i.e., random
splicing or filtering) as this would not have been suitable for the
aims of this paper. Moreover, the raters were instructed to focus
on non-verbal features when rating communication effectiveness.

There is emerging evidence of the added value of combining
signals across multiple modalities to improved classification
accuracy (e.g., Pantic et al., 2005; Turk, 2014). The approach
described in this paper facilitates understanding of the value and
the insights that can be gained from each tool and as such is most
relevant to providing feedback to interviewees, since they would
need to know which signals from each tool to focus on to improve
performance. Future work could compare results from different
tools and assess appropriateness of each to the current setting.

The use of off-the-shelf-commercial-technology has
limitations in that the algorithms used to classify non-verbal
behaviour are not open to direct scrutiny by researchers.
Nevertheless, the results found were consistent with previous

literature which supports their practical applicability in this
domain which validates the current results.

Another possible limitation for this research is that the
first 30 s were evaluated only. Details surrounding trainees
communication performance could have improved or worsened
over the course of the interview which was not included in
this analysis. However, research has shown that judgements or
impressions of performance are decided in the first stages of the
observation and performance throughout the remainder of the
interview are treated as confirmation of initial judgements made
(DeCoster and Claypool, 2004; Sullivan, 2018). Additionally, the
first 30 s were also used to control the initial interview questions
to control constraints around questions and to remain consistent
for all the participants. Future research could investigate the
whole interaction instead of the first 30 s.

CONCLUSION AND CONTRIBUTIONS

In this paper we investigated whether social signals can
be detected in a dyadic interaction using commercial
automated technology and whether good interviews
could be distinguished from poorer interviews on the
basis of such signals. The findings from this research
illustrate that several commercial technologies are capable
of detecting performance-relevant social signals in a
media interview where there is a reciprocal exchange
of social signals.

The results from this research have potential application in
a range of contexts. They could be used to assist trainers in
conventional media skills training by giving them a mechanism
for providing trainees with more objective feedback about their
non-verbal performance to enhance their communication skills.
Our results can help trainers choose the most useful off-the-
shelf-technologies to use to support their role and highlight the
most relevant signals to provide feedback on. The results suggests
that for on-screen interviews, honest signals are most prevalent
signal necessary for media interview content, followed by facial
expression. The technology used to capture hand gestures
provides a good low cost alternative. The results could also be
used to develop automatic training feedback systems to help
learners self-reflect upon their performance. The results could
also have relevance to researchers in fields such as journalism or
social psychology conducting research requiring the assessment
of media interview quality, since this could potentially be done
automatically at a lower cost than using human coders. Finally,
the results have the potential to inform the design of automated
systems which could be developed to help in personnel selection
or in employee appraisal for roles that involve a need to engage in
regular media interviews.
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Facial expression recognition plays a crucial role in understanding the emotion of people,

as well as in social interaction. Patients with major depressive disorder (MDD) have

been repeatedly reported to be impaired in recognizing facial expressions. This study

aimed to investigate the confusion effects between two facial expressions that presented

different emotions and to compare the difference of confusion effect for each emotion pair

between patients with MDD and healthy controls. Participants were asked to judge the

emotion category of each facial expression in a two-alternative forced choice paradigm.

Six basic emotions (i.e., happiness, fear, sadness, anger, surprise, and disgust) were

examined in pairs, resulting in 15 emotion combinations. Results showed that patients

with MDD were impaired in the recognition of all basic facial expressions except for

the happy expression. Moreover, patients with MDD were more inclined to confuse a

negative emotion (i.e., anger and disgust) with another emotion as compared to healthy

controls. These findings highlight the importance that patients with MDD show a deficit

of sensitivity in distinguishing specific two facial expressions.

Keywords: facial expression recognition, major depressive disorder, confusion effect, negative emotions,

discrimination sensitivity

INTRODUCTION

As important social cues from others, facial expressions are crucial for human interaction
(Adolphs, 1999; Frank and Stennett, 2001). An accurate understanding of these non-
verbal cues affects the efficiency of social interaction and underlies the satisfaction of
interpersonal communication. Individuals with major depressive disorder (MDD), a
mental disorder characterized by abnormal emotion processing, have been repeatedly
reported to have difficulty in recognizing facial expressions (Bourke et al., 2010; Dalili
et al., 2015 for reviews). The deficit in facial expression recognition is considered to
be a critical factor for poor communication and alterations of adaptive behaviors in
depressive individuals.

A notable cognitive theory of depression was proposed by Beck (1976) who
theorized that depression was caused by negative cognitive schemata, such as themes
of loss, separation, failure, worthlessness, and rejection. Numerous studies have
demonstrated that depressed individuals tended to focus on the negative stimulus,
which was congruent with their negative schemata (e.g., Mogg et al., 2006). Therefore,
it might be the negative processing bias of depressed individuals that lead to
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the generation and persistence of depressive symptoms (Ramel
et al., 2007). Reviewing 31 studies, Weightman et al. (2014)
found that patients with MDD had difficulties in social
interaction, which were partly caused by a reduced ability
to correctly process emotional stimuli and interpret mental
states. Gotlib and Joormann (2010) concluded that the key
characteristics of depression include interpreting information
negatively, having difficulties in disengaging from negative
stimuli, and having deficits in cognitive control when depressed
individuals processed negative information.

Some researchers explored the processing of facial expressions
in depressed individuals, mainly focusing on the accuracy.
However, the results were mixed, with some studies supporting
the general deficit of patients with MDD (e.g., Asthana et al.,
1998) and others in favor of an emotion-specific deficit (e.g.,
Bourke et al., 2010). For instance, Asthana et al. (1998) adopted
simple pattern identification, facial pattern identification, and
facial component discrimination tasks to examine whether
perceptual impairment in depressed individuals is general, or
specific, to all or certain emotional categories, using happy,
sad, fear, and angry emotions. Using the mixed factorial design
with repeated measures, they found that patients with MDD
performed worse than general medical patients or healthy
controls in the emotional discrimination task, but the emotional
recognition impairment of depressed individuals was not specific
to certain types of emotions. Similarly, Persad and Polivy (1993)
used facial affective and questionnaire booklet to measure all
the emotional recognition responses of female participants and
found that both depressed psychiatric and depressed college
students made more overall errors, which were not emotion-
specific, in recognizing facial expressions (i.e., fear, anger, disgust
or contempt, sadness, indifference, surprise, and happiness), than
healthy controls.

On the contrary, some studies were in favor of a deficit
in emotion-specific recognition for patients with depression.
For example, depressed patients had an impaired ability to
distinguish emotional expressions, especially happiness and
sadness, compared with healthy controls (e.g., Mikhailova et al.,
1996). Mikhailova et al. (1996) aimed to explore the recognition
of emotional facial expressions in patients with both MDD
and schizotypal personality disorder (STP). In their study, sad,
happy, and neutral faces were followed by a masking stimulus.
These faces were displayed for 80ms randomly in the left or
right hemifield. They found that patients with MDD showed
a serious impairment in recognizing sadness and happiness in
comparison with healthy controls. Similarly, Surguladze et al.
(2004) also found the lower recognition accuracy in identifying
happy expressions in patients with MDD, compared with healthy
controls. They examined the recognition accuracy and response
bias toward positive and negative facial expressions in patients
with unipolar depression and healthy controls (Surguladze et al.,
2004). Participants with MDD were asked to label each facial
expression as happy, sad, or neutral. Calculating with the
discrimination accuracy and response bias scores (i.e., a higher
response bias score indicates a stronger tendency to misidentify
neutral faces as emotional), the results showed a lower accuracy
in identifying happy expressions and a conservative response

bias to happy facial expressions relative to the sad facial
expressions in patients with depression. The possible reason for
the emotion-specific bias may be the tendency that depressed
individuals judged social interactions or situations more negative
or less positive.

Unlike the deficit of sad facial expression recognition in
depressed individuals, some researchers found that depressed
participants were more accurate in identifying sad facial
expressions than healthy volunteers (Gollan et al., 2010). For
instance, Gollan et al. (2010) asked participants with MDD
and healthy control with no psychiatric illness to judge the
emotional types of facial expressions by pressing one of six
colored keyboard keys. Happy, surprised, angry, sad, fearful, and
disgusted emotions were morphed to produce an expression,
which displayed ranging from 10 (90% neutral) to 80% of the
emotion. Facial expressions were presented for 500ms and in
10% increments to generate a range of intensities. Participants
with depression outperformed healthy controls in recognizing
sad facial expressions. Moreover, the relationship between the
facial recognition accuracy and severity of depressive symptoms
indicates that as depressive symptoms became more serious,
the recognition accuracy for sad facial expressions increased
while the recognition accuracy for surprised facial expressions
decreased, in line with previous research showing that depressed
individuals had better performance in recognizing sad facial
expressions due to the congruency of the emotional information
with depressive disorder (Rusting, 1998). Furthermore, excluding
the studies using schematic faces, neuroimaging studies, and
drug treatment and synthesizing findings across a total of 22
studies on the facial emotion recognition in depressed individuals
and healthy controls, a meta-analysis study showed emotional
recognition impairment existed in all basic emotions except of
sadness (Dalili et al., 2015).

When required to label the emotion category of a facial
expression, participants misattributed and confused the emotion
with another one, and this phenomenon in recognizing facial
expression has been investigated in children (Gagnon et al., 2010;
Young, 2014) and healthy adults (Roy-Charland et al., 2014). A
possible explanation for the confusion between emotions might
be attributed to shared action units and visual similarities of
facial expressions (Camras, 1980; Wiggers, 1982). Ekman and
Friesen (1978) proposed a Facial Action Coding System (FACS)
that defined the muscle activation of facial expressions, which
was used to code the single facial muscles. For example, a happy
facial expression is characterized by the raise of angulus oris
(AU6) and cheek (AU12). Roy-Charland et al. (2014) found
that participants had difficulty in discriminating fearful and
surprised facial expressions, which they attributed to the similar
visual configurations of fearful and surprised facial expressions.
Besides confusion between surprise and fear, Young (2014)
also examined the confusion of distinguishing facial expressions
between disgust and anger in children. They found that children
easily confused these expressions not only due to their visual
similarities of these facial expressions but also because children
did not allocate their attention to facial regions equally. Facial
expressions involved different muscle movements; thus, some
emotion pairs that shared more action units and more similar
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facial muscle movements are easier to be confused with each
other than other emotion pairs. Although the confusion effect of
facial expressions was pervasive in recognizing facial expressions,
the confusion effect of facial expression recognition in patients
with MDD has not been systematically explored for all six
basic emotions.

The six-alternative forced choice (6AFC) task is a widely
used paradigm in the field of facial expression recognition.
Participants were asked to identify the emotional expression by
pressing one of six keys that listed each of six emotions (i.e.,
happiness, surprise, disgust, sadness, fear, and anger) (Schaefer
et al., 2010). However, the 6AFC task is not suitable to explore
confusion effects in distinguishing between two emotions, such as
sadness-anger or happiness-surprise, which makes it impossible
to measure the discrimination sensitivity to a specific emotion
pair. Unlike the 6AFC task, a 2AFC task could provide us direct
evidence about the confusion effects of specific emotion pairs
and could enable us to compare the confusion effects of specific
emotion pairs between different subject samples.

Utilizing the pairwise comparison method (i.e., a 2AFC task),
the goals of this study were twofold as follows: (1) to examine the
overall accuracy and reaction time of facial emotion recognition
for six basic emotions (i.e., happiness, anger, disgust, sadness,
surprise, and fear) in patients with MDD and healthy controls
and (2) to compare the confusion effects for each emotion pairs
between patients with MDD and healthy controls.

MATERIALS AND METHODS

Participants
The participants with MDD were recruited from the Zhumadian
Psychiatric Hospital in China. The inclusion criteria for the
depressed patients were as follows: (1) at the age of 16–33 years;
(2) native Chinese; (3) right-handed; (4) primarily diagnosed
as unipolar MDD, according to the Diagnostic and Statistical
Manual of Mental Disorders (Fourth Edition, DSM-IV); (5)
scores of Hamilton Depression Scale (HAMD) 17≥17; and (6)
not taking psychiatric medication for 2 months or not taking the
psychiatric medication regularly.

We excluded patients satisfying any of the following criteria:
(1) comorbid with other mental disorders; (2) comorbid with
other serious physical diseases; (3) having a history of the cerebral
organic disease; (4) having a history of cerebration injury; (5)
receiving electrical shock treatment; (6) pregnant or lactating
women; (7) having a history of alcohol and substance abuse; (8)
claustrophobia; and (9) intellectual disability.

Thirty patients with MDD (17 females; age: M = 24.23
years, SD = 5.82) and 30 healthy participants (15 females;
age: M = 21.90 years, SD = 2.14) were recruited in this
study. Two patients with MDD were excluded because one
was admitted to the hospital with alcohol dependence and
the other turned manic after a week. Finally, 28 patients with
MDD and 30 healthy participants were included for further
analysis. The demographic and clinical information of patients
with MDD and healthy controls after removing the two patients
with MDD are summarized in Table 1. The detailed clinical

TABLE 1 | Demographic and clinical information of major depressive disorder

(MDD) patients and healthy controls.

Patients

with MDD

Healthy

controls

Independent-

sample

t-test

N 28 individuals 30 individuals

Age (M ± SD) 24.29 ± 5.67 21.9 ± 2.14 t(56) = −2.15,

p = 0.036

Gender 12 males; 16

females

15 males; 15

females

—

Illness

duration

(years)

2.01 ± 1.94 — —

Education 11.61 ± 2.85 15.57 ± 1.85 t(56) = 6.32, p

< 0.001

HAMD score

(M ± SD)

23.11 ± 3.89 2.97 ± 2.53 t(56) =

−23.54, p <

0.001

HAMA score

(M ± SD)

18.64 ± 7.72 — —

HAMD, Hamilton Depression Scale; HAMA, Hamilton Anxiety Scale.

scores and demographics of patients with MDD are shown in
Supplementary Material (Table S1).

Stimuli
The stimuli included 60 images of six basic emotional facial
expressions from the Ekman database, posed by 10 human
models of whom four were males and six were females (Ekman
and Friesen, 1976). The study protocol, based on Ekman and
Friesen’s Brief Affect Recognition Test (Ekman and Friesen,
1974), was modified in our previous study (Zhao et al.,
2017). Six basic emotional facial expressions (i.e., fear, surprise,
anger, disgust, sadness, and happiness) were examined in pairs,
resulting in 15 emotion pairs in total.

Procedure
In each trial, a fixation was initially presented for 200ms,
followed by a facial expression image on the screen for 100 or
300ms. Participants were required to identify the emotion from
the presented image and to respond by performing a 2AFC task.
Specifically, they needed to choose “1” or “2” (e.g., 1 = anger
and 2 = fear) by pressing the corresponding key as quickly and
accurately as possible. The interstimulus interval (ISI) randomly
ranged from 1,800ms to 2,400ms (Figure 1). The whole study
consisted of 15 blocks, and each of which had 20 trials. The
trials of two different facial expressions were equally presented
in each block. Moreover, the sequence of blocks was random, and
the presentation of emotional stimuli was also in random order.
There were four practice trials before the formal experiment.

Data Analysis
First, we calculated the average recognition accuracy and
reaction time for each facial expression. The repeated measures
ANOVA (rmANOVA) was conducted on the reaction time
and recognition accuracy, respectively, with the expression
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FIGURE 1 | The illustration of a single trial in the facial expression recognition

task. The facial expression image was obtained from the Ekman database

(Ekman and Friesen, 1976).

category (i.e., anger, happiness, sadness, fear, surprise, and
disgust) and group (patients with MDD vs. healthy controls)
as the independent variables and the reaction time or the
recognition accuracy as the dependent variable. Then, we
calculated the discrimination sensitivity (d′) to evaluate the
ability to discriminate from every emotional facial expression
pair, with the hit and false alarm specific to each expression
within each pair according to the signal detection theory.
For example, for a block consists of angry and happy facial
expressions, the Hit refers to choosing “anger,” the Miss refers
to choosing “happiness” when presented an angry face, the False
Alarm refers to choosing “angry,” and the Correct Rejection refers
to choosing “happiness” when presented a happy face. The d′

score is calculated as the Z-score for a hit (ZH) minus the Z-score
for a false alarm (ZFA), i.e., d

′ = ZH − ZFA.
This calculation method of d′ was also used in previous

studies (e.g., Galvin et al., 2003; Sweeny et al., 2013; Zhao
et al., 2017; Koeritzer et al., 2018). For example, in the field of
memory research, Koeritzer et al. (2018) presented sentences to
participants and required them to report whether they had heard
the sentence before. In their study, the d′ was adopted to assess
the extent to which participants could discriminate between old
and new items. In the field of facial expression recognition, the
d′ has been adopted as the discrimination sensitivity index. Zhao
et al. (2017) explored the neural response to facial expressions
of fear and surprise in an emotional recognition task. They
calculated the sensitivity of discrimination between the two
categories of facial expressions.

Consistent with the previous studies as stated earlier, we
also adopted d′ as a sensitivity index to assess the extent to
which participants can discriminate between two emotional facial
expressions (e.g., happiness and sadness). The discrimination
sensitivity index was calculated for 15 emotion pairs. The
independent t-tests were then conducted to compare the

discrimination sensitivities between patients with MDD and
healthy controls for each emotion pair, with d′ as the dependent
variable. We also calculated the correlation coefficient of the
discrimination sensitivity between patients with MDD and
healthy controls, aiming to explore whether patients with MDD
and healthy controls had similar confusion patterns in 15
emotion pairs or not.

Besides the discrimination sensitivity index (d′), we also
calculated the confusion matrix based on the number of
accurately recognizing emotional facial expressions. If all the
participants recognized the facial expressions correctly, the total
numbers of recognizing each specific facial expression such as
happiness were 1,400 (28 participants × 10 trials × 5 pair
groups) for all patients with MDD and 1,500 (30 participants
× 10 trials × 5 pair groups) for all healthy controls, and the
total numbers of recognizing different facial expressions in each
emotion pair were 280 (28 participants× 10 trials) for all patients
with MDD and 300 (30 participants × 10 trials) for all healthy
controls. According to the Hit Rate, Miss Rate, False Alarm rate,
and Correct Rejection Rate of each emotion pair, we calculated
the Recall Ratio, Precision Ratio, and F1 score as follows:
Recall = hit rate

hit rate+ miss rate
, Precision =

hit rate
hit rate +false alarm rate

, and

F1 =
2×Precision×Recall
Precision+Recall

. In our study, for example, for the
happiness-sadness emotion pair, the Precision Ratio is the
proportion of the sad recognition accuracy rate in the actual
sad emotional recognition rate plus happy emotional recognition
rate. The Recall Ratio is the proportion of sad emotional
recognition accuracy rate in the rate of actual sad emotional
expressions. A larger F1 score, which ranges from 0 to 1, indicates
a greater ability to discriminate between two emotions.

RESULTS

Discrimination Sensitivity
The descriptive statistics of the discrimination sensitivity are
shown in Supplementary Material (Table S2). The independent
sample t-tests were conducted to compare the discrimination
sensitivity (d′) of 15 emotional expression pairs between patients
with MDD and healthy controls (Figure 2). It showed that the
discrimination sensitivity of patients with MDDwas significantly
smaller than those of healthy controls in various emotional facial
expression pairs, including disgust-anger [t(56) = −2.71, p <

0.01], sadness-anger [t(56) = −3.36, p < 0.01], fear-anger [t(56)
= −3.77, p < 0.001], sadness-disgust [t(56) = −3.81, p < 0.001],
fear-disgust [t(56) = −2.23, p < 0.05], surprise-anger [t(56) =

−3.61, p < 0.01], surprise-disgust [t(56) = −2.45, p < 0.05],
surprise-happiness [t(56) = −2.65, p < 0.05], and happiness-
anger [t(56) = −2.22, p < 0.05]. However, the discrimination
sensitivities between two groups showed no difference in pairs
of sadness-happiness [t(56) = 0.38, p > 0.05], happiness-disgust
[t(56) = −0.87, p > 0.05], surprise-sadness [t(56) = −1.45, p >

0.05], fear-sadness [t(56) =−1.76, p > 0.05], fear-happiness [t(56)
=−1.70, p > 0.05], and fear-surprise [t(56) =−0.21, p > 0.05].

We further used the multidimensional scaling (MDS) to show
the magnitude of discrimination sensitivity, which is reflected in
the different periods between two emotions (Figure 3). As shown
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FIGURE 2 | The discrimination sensitivities (d′) for 15 emotional facial expression pairs. Error bars represent SEMs. Di, disgust; An, anger; Fe, fear; Su, surprise; Sa,

sadness; Ha, happiness. *p < 0.05; **p < 0.01; ***p < 0.001.

FIGURE 3 | The multidimensional scaling (MDS) solution, based on the discrimination sensitivity (d′) values. The horizontal and vertical coordinates have no special

meaning, while the period between the two emotions reflected the discrimination sensitivity value. Di, disgust; An, anger; Fe, fear; Su, surprise; Sa, sadness; Ha,

happiness. (A) The discrimination sensitivity values for major depressive disorder (MDD) patients and (B) the discrimination sensitivity values for healthy controls.
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TABLE 2 | The confusion matrix of recognizing facial expressions for patients with MDD.

Fear Surprise Sadness Happiness Disgust Anger

Fear 1,122 88 55 18 52 65

Surprise 74 1,222 16 18 35 35

Sadness 35 31 1,220 5 65 44

Happiness 8 20 18 1,339 8 7

Disgust 36 25 56 7 1,154 122

Anger 81 69 104 14 142 990

TABLE 3 | The confusion matrix of recognizing facial expressions for healthy controls.

Fear Surprise Sadness Happiness Disgust Anger

Fear 1,326 71 32 9 31 31

Surprise 90 1,372 11 6 10 11

Sadness 36 18 1,375 12 35 24

Happiness 5 10 12 1,462 8 3

Disgust 18 13 22 4 1,339 104

Anger 43 35 54 4 128 1,236

in Figure 3, the positive emotion (i.e., happiness) was relatively
far away from the other expressions, indicating that happiness
was easier to be distinguished from other emotions. As shown
in Tables 2, 3, for example, the “1,122” in the second column
and second row in Table 2 means the total number of responses
for “Fear” when the fearful facial expression was presented for
28 participants with MDD. The “88” in the third column and
second row in Table 2 means the total number of responses for
“Surprise” when the fearful facial expression was presented for
28 patients with MDD. The results of the confusion matrix of
recognizing the facial expression of emotions in patients with
MDD and healthy controls showed that fear was more likely to be
confused with surprise and disgust wasmore likely to be confused
with anger (Tables 2, 3). Consistent with this confusion matrix, it
was easier for both patients with MDD and healthy controls to
distinguish between happiness and other emotional expressions;
however, it was more difficult to distinguish between fear and
surprise and between anger and disgust. As shown in the heat
map of the F1 scores (Figure 4), the lighter the color is, the easier
it is to distinguish between two expressions (e.g., happiness-
anger). We also found that anger-disgust and fear-surprise were
the two easily confused emotional pairs.

Correlation Analysis
The Spearman’s correlation revealed a strong correlation of
the discrimination sensitivity between patients with MDD and
healthy controls, r = 0.929, p < 0.01, indicating that patients
with MDD and healthy controls showed a similar pattern in
discriminating different facial expression pairs. Figure 5 shows
the scatter diagram of discrimination sensitivities (d′) of 15
emotional facial expression pairs in patients with MDD and
healthy controls.

Recognition Accuracy
The descriptive statistics of recognition accuracy is shown in
Supplementary Material (Table S3). A 2 × 6 rmANOVA was

conducted on the recognition accuracy with emotion category
(i.e., fear, anger, disgust, surprise, sadness, and happiness) as a
within-subject factor and group (i.e., patients with MDD and
healthy controls) as a between-subject factor. The main effect
of emotion category was significant, [F(4.19,234.73) = 66.52, p <

0.001, η2p = 0.54]. The main effect of group was also significant,

[F(1, 56) = 19.95, p < 0.001, η
2
p = 0.26]. In addition, the

interaction between two factors was significant, [F(4.19,234.73) =
4.58, p < 0.01, η

2
p = 0.08]. The simple effect analyses showed

that the recognition accuracies between patients with MDD
and healthy controls significantly differed in surprise (p <

0.05), fear (p < 0.01), anger (p < 0.001), disgust (p < 0.001),
and sadness (p < 0.05). The recognition accuracy of happy
facial expression showed no difference between patients with
MDD and healthy controls (p > 0.05). These results are shown
in Figure 6.

Reaction Time
The descriptive statistics of reaction time are shown in
Supplementary Material (Table S4). A 2 × 6 rmANOVA was
conducted on the reaction time with emotion category (i.e., fear,
anger, disgust, surprise, sadness, and happiness) as a within-
subject factor and the group (i.e., patients with MDD and healthy
controls) as a between-subject factor. There was a significant
main effect for emotion category, [F(4.11, 230.02) = 93.21, p <

0.001, η
2
p = 0.63], and a significant main effect for group,

[F(1, 56) = 18.58, p < 0.001, η
2
p = 0.25]. In addition, the

interaction between two factors was significant, [F(4.11, 230.02) =
2.76, p < 0.05, η

2
p = 0.05]. The simple effect analyses showed

that the reaction time of patients with MDD and healthy
controls significantly differed in surprise (p < 0.001), fear (p
< 0.001), anger (p < 0.001), disgust (p < 0.01), happiness (p
< 0.01), and sadness (p < 0.01). The results are shown in
Figure 7.
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FIGURE 4 | The heat map of the F1 scores of recognizing facial expressions. (A) The heat map of the F1 scores of recognizing facial expressions of 15 emotional pairs

for healthy controls. (B) The heat map of the F1 scores of recognizing facial expressions of 15 emotional pairs for patients with MDD.

FIGURE 5 | The scatter diagram of discrimination sensitivities (d′) in patients with MDD and healthy controls.

DISCUSSION

In this study, we used a 2AFC task to investigate the confusion
effects of facial expression recognition in patients with MDD and
healthy controls. The confusion effect refers to the phenomenon
that one emotion is confused with another emotion in facial
expression recognition. It is measured by the d′, indicating

the degree of difficulty to distinguish two emotional facial
expressions. We found that the confusion effects of facial
expression recognition for emotion pairs that included negative
emotions (i.e., anger and disgust) were stronger in patients with
MDD than in healthy controls. More specifically, compared with
healthy controls, patients with MDD were more inclined to
confuse anger with disgust, fear, sadness, surprise, and happiness.
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FIGURE 6 | The recognition accuracies of six basic emotional expressions in patients with MDD and healthy controls. Error bars represent SEMs. *p < 0.05; **p <

0.01; ***p < 0.001.

Also, these patients had greater difficulty in discriminating
between disgust and other negative expressions such as sadness,
surprise, and fear. Furthermore, the correlation analysis of
discrimination sensitivity (d′) for 15 emotion pairs showed a
similar pattern of confusion phenomenon between patients with
MDD and healthy controls. Particularly, disgust was confused
with anger and fear was confused with surprise among 15
emotion pairs both in patients withMDD and in healthy controls.
In addition, patients with MDD showed lower recognition
accuracy for sadness, fear, surprise, disgust, and anger. No
difference of the recognition accuracy was found in recognizing
happiness between patients with MDD and healthy controls.
Patients with MDD had a longer reaction time in recognizing all
facial expressions than healthy controls, suggesting that they need
more time than healthy controls to judge the types of emotions.

The main aim of this study was to compare the difference
of confusion effects in recognizing emotional facial expressions
between patients with MDD and healthy controls. When
participants performed a 2AFC task, they were required to
identify the emotional category of a human face displaying on the
screen and to show their answers by pressing one of the two keys.
This paradigm allowed us to assess the ability to discriminate two
emotional facial expressions, using the analysis of discrimination
sensitivity index (d′). Our results revealed a profound confusion
effect of recognizing facial expressions that were specific to the
emotion pairs such as anger with other emotions for patients

with MDD, compared with healthy controls. More specifically,
patients with MDD were mostly inclined to confuse anger with
the other five basic emotional facial expressions (i.e., happiness,
sadness, surprise, disgust, and fear). A reason for this result
could be due to the attributes of angry facial expression. The
angry facial expression of others was a negative and threatening
stimulus, signaling that “something is wrong” or “danger is
approaching” (Burklund et al., 2007). According to the social risk
(SR) hypothesis, the depressive phenomenon can be conceived
as defensive psychobiological responses to increased risk, for
example, depressed individuals would be hypersensitive to signals
of social threats from others, signal to others for reducing
SRs, and inhibit risk-seeking behaviors (i.e., the inhibition of
confident and acquisitive behaviors) (Allen and Badcock, 2003).
Therefore, when patients with MDD were asked to identify
the facial expression involving angry emotion, they were more
inclined to confuse the risky emotional stimuli (e.g., angry facial
expressions) with another emotional stimulus. The confusion
phenomenon could also be explained by the hypothesis that
depression is related to an inhibition of the emotion of anger
(Riley et al., 1989). Seidel et al. (2010) measured the automatic
behavioral tendencies in response to angry, fearful, sad, happy,
and neutral facial expressions for depressed patients and healthy
controls, using an implicit joystick task. It revealed that only
depressed patients showed pronounced avoidance tendencies in
response to angry faces, reflecting a stronger response of the
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FIGURE 7 | The reaction time of six basic emotional expressions in patients with MDD and healthy controls. Error bars represent SEMs. *p < 0.05; **p < 0.01; ***p <

0.001.

aversive motivational system, which could support our results
that showed a strong confusion effect of recognizing angry facial
expressions when anger was paired with another emotion for
patients with MDD. Therefore, our results could be explained as
resulting in part from the avoidance tendency when depressed
individuals processed angry faces; similarly, it was also found
that depressed participants did not exhibit attentional biases
to angry faces. However, individuals with generalized anxiety
disorder were more likely to firstly observe threatening faces,
compared with healthy controls and individuals with depressive
disorder (Mogg et al., 2000; Gotlib et al., 2004). As discussed
earlier, depressed patients, who perceive angry faces as more
threatening than healthy controls (Gollan et al., 2008), tend to
avoid angry stimuli, which results in a strong confusion effect of
facial expression recognition when anger was paired with another
emotion for patients with MDD.

Another possible explanation for the stronger confusion
with angry pairs for patients with MDD could be the reduced
ability to recognize angry facial expression. For example, in
previous research which employed a morphed stimuli paradigm,
participants were asked to rate the intensity of displayed images
with happiness, anger, sadness, disgust, and fear. It was found that
depressed patients were less accurate in decoding the emotion
of anger at 70% of intensity than anorexic patients and healthy
controls (Mendlewicz et al., 2005). Therefore, the lower accuracy

in anger recognition for patients withMDDmay result in a larger
confusion effect of recognizing facial expressions in patients with
MDD when anger was paired with another emotion, compared
with healthy controls.

According to the discrimination sensitivity index, our results
also showed that pairs of anger-disgust, disgust-sadness, disgust-
surprise, and disgust-fear were more difficult to be distinguished
in patients with MDD when compared with healthy controls,
which mainly focused on the confusion of disgust with another
emotion. An expression of disgust, similar to that of anger, was
also a negative and threatening stimulus (Rozin and Fallon,
1987). Therefore, the possible reason of the results was that
depression is related to the inhibition of the emotion of disgust,
as the interpretation of the results of the confusion effect of
angry discussed earlier. Another possible explanation could be
the smaller accuracy of disgusted facial expression recognition in
patients with MDD. For example, the previous study examined
facial expression processing in patients with severe depression
and healthy control groups, using a modified version of
the facial expression recognition task. The depression group
displayed a specific deficit in the facial expression recognition
of disgust, which may be related to impaired functioning of
frontostriatal structures, especially the basal ganglia (Douglas
and Porter, 2010). In addition, processing the threatening
emotional stimuli consumed attention resources (Pessoa, 2005).
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Therefore, the consumption of attention resources for patients
with MDD might contribute to the confusion of distinguishing
disgust from other emotions (i.e., sadness, surprise, fear,
and anger).

In addition, the pattern of discriminating different pairs of
facial expressions in patients with MDD and healthy controls
was similar, which is supported by the evidence that the results
showed a significantly positive correlation in discrimination
sensitivity (d′) of 15 emotion pairs between patients with MDD
and healthy controls. Furthermore, as shown in the results of the
confusion matrix and the heat map of the F1 scores, disgust-
anger was the most difficult pair to be distinguished among
15 pairs of emotional facial expressions both in patients with
MDD and in healthy controls. Fear was easily confused with
surprise in patients with MDD and healthy controls. These
results indicate that it is easier to confuse the two expression
pairs for patients with MDD and healthy controls, in line with
previous studies (e.g., Young, 2014). The theoretical reasoning
for the results that fear was confused with surprise and anger
was confused with disgust was the hypothesis of the perceptual-
attentional limitation. These results of confusions may arise
from a difficulty in perceiving the difference between two
facial expressions, or a lack of attention to distinguish two
facial expressions (Roy-Charland et al., 2014). The difficulty in
distinguishing may be caused by similar visual configurations
of two facial expressions. In particular, both fear and surprise
involve the activation of the inner brow raiser, outer brow
raiser, upper lip raiser, and jaw-dropping. Anger and disgust
also share some action units, involving the activation of the lip
raiser, the lip part, and the chin raiser. Contrary to difficulty
in distinguishing between fear and surprise and between anger
and disgust, it is easier to discriminate between happiness and
other emotional expressions because happiness is quite different
from other emotional facial expressions in action units. Besides
the similar visual configurations, the confusion of surprise and
fear might be explained by the stimuli novelty, because surprise-
and fear-eliciting events are typically appraised as unexpected,
which was not the case for other emotions (Vrticka et al.,
2014).

We found in patients with MDD an overall impairment in
recognizing all expressions except for happiness. Furthermore,
our findings showed that the reaction time of recognizing
six basic expressions in patients with MDD was significantly
longer than healthy controls, which echoes with evidence
that supporting the deficit of the patients with MDD in
processing emotional expressions leads to impaired interpersonal
functioning (Surguladze et al., 2004). The longer reaction time
could be explained by the fact that depressed individuals
performed retarded on cognitive tasks (Williams et al., 1988).
The impaired ability to think or concentrate in patients with
MDD underlies the general cognitive impairment and mental
operation reduction in these patients (Asthana et al., 1998). Thus,
the longer reaction time in recognizing facial expressions for
patients with MDD is likely to reflect a more general perceptual-
motor deficit rather than the specific effect on processing
facial expression (Persad and Polivy, 1993). Moreover, our
experiment task, in which participants were asked to press the

corresponding key when the briefly presented emotional stimuli
disappeared, required participants to allocate their attention
resources. Actually, depressed individuals have broad difficulty
with concentration and memory (Burt et al., 1995). Therefore,
individuals with depression make more errors in emotional
recognition and show a longer reaction time in identifying
emotional stimuli.

It should also be noted that this study did not find impairment
in the recognition of happy expression, for both patients
with MDD and healthy controls. This might be attributed to
the differences in facial configurations between happy facial
expression and other expressions. A happy facial expression
includes the raise of angulus oris (AU6) and cheek (AU12)
(Ekman and Friesen, 1978), which is quite different from other
negative facial expressions. Therefore, a happy face includes
different muscular movements from other emotional facial
expressions, leading it to be easily discriminated from other basic
facial expressions.

Our study has some limitations. First, we only employed a
behavioral index for the difference of confusion effect between
patients with MDD and healthy controls. Future studies could
examine the neural mechanism underlying the difference in
the confusion effect. Second, some demographic variables were
not strictly controlled, such as the education level. Third, the
number of adolescent patients with MDD was only 3, so we
could not compare adolescent and adult participants with MDD
in subgroups. Further studies need to compare the differences
in recognizing facial expressions in adolescents and adults.
Finally, this study focused on emotional facial expressions but
omitted neutral expressions. Future studies should incorporate
emotionally neutral expression to further explore the difference
in the confusion effect between patients with MDD and
healthy controls.

CONCLUSION

By adopting the 2AFC paradigm, current findings underscore
the importance of understanding the deficit in recognizing facial
expressions for patients withMDD and highlight the role that the
strong confusion effect in recognizing facial expressions between
negative emotions (i.e., anger and disgust) and other specific
emotions for patients with MDD might be an indicator for the
detection of depression.
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Atypical emotion interpretation has been widely reported in individuals with borderline
personality disorder (iBPD); however, empirical studies reported mixed results so far.
We suggest that discrepancies in observations of emotion interpretation by iBPD can
be explained by biases related to their fear of rejection and abandonment, i.e., the
three moral emotions of anger, disgust, and contempt. In this study, we hypothesized
that iBPD would show a higher tendency to correctly interpret these three displays
of social rejection and attribute more negative valence. A total of 28 inpatient iBPDs
and 28 healthy controls were asked to judge static and dynamic facial expressions in
terms of emotions, valence, and self-reported arousal evoked by the observed faces.
Our results partially confirmed our expectations. The iBPD correctly interpreted the
three unambiguous moral emotions. Contempt, a complex emotion with a difficulty in
recognizing facial expressions, was recognized better by iBPD than by healthy controls.
All negative emotions were judged more negatively by iBPD than by controls, but no
difference was observed in the neutral or positive emotion. Alexithymia and anxiety trait
and state levels were controlled in all analyses.

Keywords: borderline personality, emotion bias, face interpretation, nonverbal communication, emotion
perception

INTRODUCTION

Adaptive emotion interpretation is fundamental for healthy human interactions and the mental
health of individuals. Atypical appraisal of emotional cues of others could be related to traits, such
as anger, anxiety, and alexithymia (Schlegel et al., 2017; Kiliç et al., 2020), and are characteristics
of various mental disorders, such as borderline personality disorder (BPD) (Domes et al., 2009,
2011; De Panfilis et al., 2015). Interestingly, research into emotion perception in individuals
with borderline personality disorder (iBPD) reported heterogeneous results, with different studies
suggesting deficits in emotion understanding, generalized negative biases, or, in some cases, even
high sensitivity and more accurate labeling of subtle emotions.

Studies highlighting sensitivity to emotional signals, i.e., low threshold for the naming of
emotional stimuli, showed, for example, that iBPD were able to correctly classify emotions at a
lower intensity level of facial expression compared with healthy individuals (Lynch et al., 2006).
Higher emotional reactivity in iBPD compared with controls was also reported as greater amygdala
activation to emotional and neutral faces (Donegan et al., 2003), as well as to aversive stimuli in
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general (Herpertz et al., 2001). However, in several studies,
neither increased psychophysiological responses, e.g., no greater
potentiation of the startle response to negative pictures (Herpertz
et al., 1999, 2000), nor any increased facial mimicry to facial
expressions of emotions was observed (Matzke et al., 2014) in
iBPD compared with controls. The authors of the latter study
observed, however, a general tendency in iBPD to react with
augmented activation of the corrugator supercilii muscle, i.e.,
frowning, to all displays of negative expressions. The authors
concluded that, rather than heightened affective empathy in
iBPD, a potential negativity bias could explain the diverse
emotion interpretation deficits reported in the literature (Matzke
et al., 2014). Moreover, visual search tasks where iBPD had to
spot schematic happy and angry faces among neutral ones did not
show any higher performance to angry stimuli compared with
healthy participants either (Hagenhoff et al., 2013). Although
only one negatively valenced emotion was presented, the authors
suggested that these visual search results most probably can be
explained by a lack of bias to negative stimuli.

Different studies also showed more general deficits in the
interpretation of emotional displays. Deficits were observed in
the naming of surprise when iBPD watched morphs from neutral
to basic emotion displays and, after having reported the face to be
emotional, were asked to attribute one of the six basic emotions
(Domes et al., 2008). However, the authors did not provide any
explanation of confusions or eventual biases observed in their
study. Another study on morphs showed biases in the attribution
of anger, with iBPD being more likely to respond “anger,” when
anger and disgust faces were blended 50%/50% or anger and
happiness faces were blended 40%/60% (Domes et al., 2008).
Other teams reported deficits in the interpretation of negatively
valenced emotional displays (Levine et al., 1997; Wagner and
Linehan, 1999; Bland et al., 2004), which is sometimes interpreted
as contradicting the existence of an increased vigilance to social
threat stimuli as postulated by Linehan (1993). Some questions
were raised, however, regarding the stimuli used, e.g., Bland
et al. (2004) reported changes in anger, sadness, and disgust, but
in each case, only one picture of the three presented for each
emotion led to interpretation differences in iBPD compared with
healthy participants, and the authors presented no confusion
matrix. Another study showed a higher tendency to attribute
fear to emotional displays and to neutral faces, which led to a
higher correct attribution of fear in iBPD compared with healthy
participants, as well as to a high number of false alarms when
appraising neutral faces (Wagner and Linehan, 1999). Although
only fear showed these results, the authors interpreted them as
reflecting a negativity bias in iBPD when appraising social cues.

Different teams tried to explain the inconsistencies through
the prism of comorbidities at play in BPD, particularly
elevated alexithymia (Domes et al., 2011; Kiliç et al., 2020),
or anxiety, which is reported at high levels in this population
(Domes et al., 2008).

Another approach to elucidating emotion interpretation skills
is to look at the characteristics of emotional stimuli encountered
in naturalistic settings, i.e., before all the dynamic modality.
Previous studies that have attempted to investigate the question
of dynamic facial expression being easier to interpret have

yielded inconsistent findings (for a review, see Kätsyri, 2006;
Fiorentini and Viviani, 2011; Alves, 2013; Krumhuber et al.,
2013; Rymarczyk et al., 2016). Interestingly, however, clinical
and neuropsychological conditions have been shown to influence
the extent to which dynamic displays lead to processing benefits
(Ambadar et al., 2005; Torro-Alves et al., 2016; Bala et al., 2018;
Żurowska et al., 2018). Thus, individuals with major depression
have been observed to present atypical emotion interpretation
patterns depending on whether they watched static or dynamic
facial expressions of emotions, namely, greater accuracy in
labeling static sadness and angry faces and less accuracy in
labeling dynamic happiness faces (Bomfim et al., 2019). Patients
with brain lesions in the mesial temporal zone have shown lower
performance in interpreting social information from movement
compared with healthy individuals (Bala et al., 2018). Patients
during and after benzodiazepine detoxification recognized
dynamic facial displays better than static displays, whereas no
similar emotional recognition enhancement for the dynamic
modality was observed in the healthy controls (Żurowska et al.,
2018). Although numerous empirical scientists support the
importance of testing both static and dynamic stimuli to improve
the understanding of processes at play in emotion interpretation,
whether in healthy or clinical populations, no study so far has
investigated this aspect in the population with BPD.

Therefore, we decided to investigate how the presentation
modality of stimuli, i.e., dynamic vs. static facial displays, affects
emotion interpretation in BPD while controlling for alexithymia
and anxiety levels. Given that fear of rejection and abandonment
might be a defining feature of iBPD (Gunderson, 2008; De Panfilis
et al., 2015), presenting iBPD with stimuli relating to these
specific emotions would be invaluable for the understanding
of atypical emotion perception in this disorder. In fact, most
of the former studies in iBPD investigated some or all of the
basic emotions as well as neutral faces and, to the best of our
knowledge, have never included any expressions of contempt.

Although we do not have any expectations regarding how
the presentation modality of stimuli might influence emotion
interpretation in iBPD, we predict that facial expressions of
emotions associated with social threat might exhibit a high
unbiased hit rate, mostly anger, disgust, and contempt, the
three being the so-called moral emotions (Hutcherson and
Gross, 2011). Given the mentioned fear of rejection and
abandonment, we expected higher arousal and higher negativity
to be attributed to these three emotion stimuli by iBPD compared
with healthy controls.

MATERIALS AND METHODS

Participants
A total of 28 inpatients, meeting the diagnosis of BPD according
to the DSM-5 criteria, and 28 healthy individuals participated
in this study. The sample size of this study was determined
regarding an a priori power analysis, for which we used the
G∗Power software application (version 3.1.9.2, Heinrich-Heine-
Universität Düsseldorf, Düsseldorf, Germany; Faul et al., 2007).
According to the calculations, 17 samples per group were
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required to accomplish an ANOVA with an α of 0.05, a power
(1 − β) of 0.80, and an effect size f of 0.40 based on the data
provided in similar designs comparing emotion recognition in
patients with BPD and healthy controls (Fenske et al., 2015;
Lowyck et al., 2016; Kiliç et al., 2020). These seemed to be the
only similar studies to report sufficient prior information to run
power analyses. Participants from both groups were of similar age
(t = − 1.77, p = 0.083, d = − 0.473).

All patients (24 females and 4 males), aged 19–57 years
(M = 26.86; SD = 8.78, SE = 1.66), were referred to the study by
psychiatrists from the 24/7 Department of Neurosis, Personality
Disorders and Eating Disorders at the Institute of Psychiatry and
Neurology in Warsaw, Poland. The higher ratio of females to
males is a reflection of this specific patient population and in
accordance with the DSM-5, which records a higher prevalence

of women among those being diagnosed clinically with BPD. For
the control group, individuals were involved from the general
population in Warsaw (23 females and 5 males), aged 18–54 years
(M = 30.96; SD = 8.60, SE = 1.62), through online advertisements
and mailing groups. None from the control group had any
current or past history of mental health conditions, nor any
excessive consumption of alcohol or recreational drugs as verified
through self-reports.

Procedure
Videos and static photographs of forward-facing actors (two
women and two men) were presented in a semi-random
sequence. Each actor displayed nine emotional faces (i.e., joy,
sadness, anger, fear, disgust, surprise, embarrassment, contempt,
and pride) and one neutral face in dynamic and static format

FIGURE 1 | Experimental procedure.
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from the Amsterdam Dynamic Facial Expression Set (ADFES;
Van der Schalk et al., 2011). In the neutral ADFES dynamic
condition, actors could be observed blinking, closing their eyes,
or slightly changing the position of their heads. All stimuli were

576 pixels in height and 720 pixels in width, presented on a
gray background. For our study, facial displays from four ADFES
actors were selected (two males and two females), presenting
each emotion once in a dynamic format and once in a static

TABLE 1 | Repeated measures ANOVA on the number of unbiased hits.

Cases Sum of squares df Mean square F p η2

Within subjects effects

Modality 0.035 1 0.035 0.515 0.476 4.309e-4

Modality × group 0.031 1 0.031 0.461 0.500 3.854e-4

Modality × fear_state 0.014 1 0.014 0.210 0.649 1.758e-4

Modality × fear_trait 0.220 1 0.220 3.248 0.077 0.003

Modality × TAS_total 0.169 1 0.169 2.496 0.120 0.002

Residuals 3.449 51 0.068

Emotion 1.582 9 0.176 2.241 0.019 0.020

Emotion × group 1.530 9 0.170 2.167 0.023 0.019

Emotion × fear_state 0.829 9 0.092 1.174 0.309 0.010

Emotion × fear_trait 0.324 9 0.036 0.459 0.902 0.004

Emotion × TAS_total 0.663 9 0.074 0.939 0.491 0.008

Residuals 36.008 459 0.078

Modality × Emotion 0.201 9 0.022 0.511 0.867 0.002

Modality × Emotion × group 0.194 9 0.022 0.492 0.880 0.002

Modality × Emotion × fear_state 0.218 9 0.024 0.554 0.834 0.003

Modality × Emotion × fear_trait 0.093 9 0.010 0.236 0.989 0.001

Modality × Emotion × TAS 0.308 9 0.034 0.781 0.634 0.004

Residuals 20.072 459 0.044

Between subjects effects

Group 1.155 1 1.155 4.859 0.032 0.014

Fear_state 0.019 1 0.019 0.078 0.781 2.294e-4

Fear_trait 0.079 1 0.079 0.331 0.567 9.747e-4

TAS_total 1.498 1 1.498 6.302 0.015 0.019

Residuals 12.126 51 0.238

Type III sum of squares.

FIGURE 2 | Unbiased hits for 2 groups (i.e., BPD, controls) and 10 emotions (i.e., anger, contempt, disgust, embarrassment, fear, joy, neutrality, pride, sadness,
surprise).
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format. Both formats are accessible in a usable form directly
from the ADFES dataset. All stimuli were unambiguous, and
as per the wish of authors, the expressions were to be highly
standardized: they were to be included in the dataset exclusively
when following closely established atheoretical prototypes for
each emotion display and have received very high recognition
rates in healthy populations (see Van der Schalk et al., 2011).

Each participant saw and evaluated 80 stimuli in total (10 facial
displays × 4 actors × 2 modalities). The experimental session
was preceded by an explanatory session with two faces to be
judged in order for the participants to become acquainted with
the experimental procedure. Each face stimulus was preceded by
a fixation dot (5 s duration) presented in the place where the face
of the stimulus actor would follow (Figure 1). Each stimulus was
presented for 5 s independently of whether in a photograph or
video format. Each facial stimulus was followed automatically by
three evaluative questions.

First, participants were asked to use the pictorial Self-
Assessment Manikin (SAM; Bradley and Lang, 1994) to judge
whether the presented emotion is more positive or more negative
(valence). Second, they were asked to use SAM to judge
to what degree the presented emotion triggers a reaction in
them, in other words, to report their arousal level. Finally, the
emotion attributions of participants were recorded through a
multiple-choice task, where participants had to choose 1 label out
of 11 to name the emotion of the stimuli they observed.

All participants answered the self-report Toronto Alexithymia
Scale (TAS-20). This questionnaire measures 20 items with a
five-point Likert scale, with a focus on identifying feelings,
describing feelings, and externally oriented thinking (Bagby et al.,
1994a,b). The two groups differed in terms of total TAS scores
(t = 6.902, p < 0.001, d = 1.864), with higher alexithymia in
iBPD (M = 69.00, SD = 8.94, SE = 1.660) than in controls
(M = 52.89, SD = 8.31, SE = 1.63), with 24 and 4, respectively,
being classified as alexithymic given the following interpretation:

≤51, no alexithymia; 52–60, borderline alexithymia; and ≥61,
alexithymia. Levels of anxiety were measured in both populations
using the State-Trait Anxiety Inventory (STAI; Spielberger, 2010).
STAI state was higher for iBPD (M = 55.66, SD = 10.955,
SE = 2.034) than for controls (M = 34.52, SD = 9.323, SE = 1.865)
and so was the STAI trait (M = 58.72, SD = 10.42, SE = 1.94 and
M = 41.76, SD = 9.02, SE = 1.80, respectively).

RESULTS

Label Attribution
To investigate how facial displays were perceived in terms of
emotion label attributions, unbiased hit rates, confusion matrices,
and factorial analyses were computed. The “unbiased hit rate”
(Hu) was calculated as proposed by Wagner (1993) to account
for response biases. Hu was calculated as the squared frequency
of correct attributions for an emotion stimulus category divided
by the product of the number of times the category was
assessed and the overall frequency of this emotion label being
attributed. Its value ranges from zero to one, one indicating
that all stimuli of an emotion have been correctly identified
and the respective emotion has never been falsely chosen for a
different emotion.

A repeated-measures ANOVA on unbiased hit rates and STAI
trait, STAI state, and TAS as covariates showed a participant
group and emotion interaction effect, as well as an emotion effect
(see Table 1 and Figure 2). There was also a group effect. No
effects of the modality of stimuli were observed (Figure 3).

Contempt expressions were labeled as contempt more often by
iBPD (Hu = 0.34 M = 2.11; SD = 1.26) vs. controls (Hu = 0.18,
M = 2.11; SD = 1.26, p < 0.05). The misattribution profiles
were slightly different (see Table 2), with the attribution of
a surprise to the contempt expression significantly higher in
controls (p < 0.05). Thus, controls misattributed the expression

FIGURE 3 | Unbiased hit rates observed in the interpretation of dynamic (A) and static (B) stimuli by healthy controls and in patients with BPD in terms of emotional
labels. Confidence interval 95%.
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mostly to surprise (25%) and to the “none of the above” emotion
category (22%). iBPD attributed the “none of the above” category
most often (20%) than surprise (19%).

The overattribution of surprise labels in controls went to
contempt and fear: 25% of all contempt stimuli were labeled as
surprise as well as 16% of all fear stimuli.

In iBPD and controls, anger stimuli were most often
mislabeled as sadness (7%; 9%), disgust as anger (18%; 20%), and
contempt as surprise (19%; 25%).

In iBPD and controls, the anger label was most often
misattributed to disgust (18%; 20%), disgust was most often
misattributed to fear (8%; 5%), while contempt to disgust (9%;
9%), pride (8%; 6%), and anger (5%; 5%).

Arousal
The repeated measures ANOVA (Table 3) showed differences
between groups of participants in the arousal reports (Figure 4),
with TAS, STAI trait, and STAI state as covariants. There was an
emotion effect, an emotion × group interaction but no effect of
modality nor any group × emotion × modality interaction.

Both populations reported the strongest arousal for joy
(M = 4.05; SD = 1.67). In iBPD, this was followed by high arousal
scores for disgust (M = 4.0; SD = 1.59), followed closely by anger
(M = 3.90; SD = 1.9). In controls, arousal levels that followed

those of joy were for pride (M = 3.71; SD = 1.75) and sadness
(M = 3.29; SD = 1.56).

Valence
To check the differences between groups of participants in the
emotional valence attribution, repeated-measures ANOVA was
computed, using TAS, STAI trait, and STAI state as covariants.

There was an emotion effect (p < 0.001) as well as a
modality × emotion × group interaction (p = 0.002) (see Table 4
and Figure 5). The modality × group interaction did not reach
significance (p = 0.051).

DISCUSSION

When studying BPD, researchers have focused until now on
the recognition of emotions, i.e., the attribution of an expected
emotional label to a specific expression, and sensitivity to threat,
i.e., interpretation of facial displays of anger or sometimes fear.
The aim of this study was to change the focus to moral emotions
(Hutcherson and Gross, 2011). These emotions, namely, anger,
contempt, and disgust, are particularly relevant to iBPD given
that a strong fear of rejection is a diagnostic feature of BPD
(Goodman et al., 2014). In line with former studies describing
comorbidities associated with BPD, we recorded and anxiety

TABLE 2 | Confusion matrix for (A) inpatients with BPD and (B) the control group.

Label attributions

Anger Contempt Disgust Embarrassment Fear Joy Neutral Pride Sadness Surprise None

(A) Confusion matrix for iBPD

Stimuli Anger 75 5 4 1 1 0 1 0 7 2 5

Contempt 1 44 3 5 0 0 4 0 4 19 19

Disgust 18 10 67 0 0 0 0 0 1 2 2

Embarrassment 0 3 1 73 1 0 3 1 9 3 6

Fear 1 0 7 3 69 0 1 0 2 13 3

Joy 0 0 0 0 0 93 2 1 0 0 2

Neutral 2 5 1 1 1 0 73 0 9 0 6

Pride 0 8 0 1 0 18 2 67 0 0 4

Sadness 2 2 4 2 2 0 1 0 81 2 4

Surprise 0 0 0 1 9 0 0 0 0 86 2

Total 100 79 87 87 84 112 87 71 113 127 52

(B) Confusion matrix for the control group

Controls

Stimuli Anger 75 5 3 1 0 0 1 0 10 2 2

Contempt 2 35 2 7 0 0 3 0 4 24 22

Disgust 20 8 67 0 0 0 0 0 0 2 2

Embarrassment 0 1 1 73 0 0 3 1 9 6 7

Fear 2 0 5 3 69 0 0 0 3 15 2

Joy 0 0 0 1 0 94 4 1 0 0 0

Neutral 2 4 0 1 0 0 78 0 8 0 5

Pride 0 6 0 1 0 19 2 69 0 0 2

Sadness 1 3 3 2 0 0 0 0 83 2 3

Surprise 2 0 0 1 1 0 0 0 1 93 0

Total 104 63 82 90 73 114 92 73 118 147 44

Rounded percentages of label responses (%) attributed to each emotion stimulus category.
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TABLE 3 | Repeated measures ANOVA on arousal levels and mean
scores per category.

Cases Sum of squares df Mean square F p η2

Arousal scores: repeated measures ANOVA

Within subjects effects

Dynamics 0.529 1 0.529 2.838 0.098 2.352e-4

Dynamics × group 0.398 1 0.398 2.137 0.15 1.771e-4

Dynamics
× fear_state

0.19 1 0.19 1.019 0.318 8.446e-5

Dynamics
× fear_trait

0.9 1 0.9 4.827 0.033 4.001e-4

Dynamics
× TAS_total

0.133 1 0.133 0.713 0.402 5.909e-5

Residuals 9.506 51 0.186

Emotion 27.384 9a 3.043a 3.312a<0.001a 0.012

Emotion × group 20.542 9a 2.282a 2.484a 0.009a 0.009

Emotion
× fear_state

6.421 9a 0.713a 0.777a 0.638a 0.003

Emotion
× fear_trait

13.645 9a 1.516a 1.65a 0.099a 0.006

Emotion
× TAS_total

6.951 9a 0.772a 0.841a 0.579a 0.003

Residuals 421.69 459 0.919

Dynamics
× Emotion

1.189 9a 0.132a 0.581a 0.813a 5.287ea-4

Dynamics
× Emotion
× group

1.992 9a 0.221a 0.974a 0.461a 8.857e-4

Dynamics
× Emotion
× fear_state

0.838 9a 0.093a 0.41a 0.93a 3.729e-4

Dynamics
× Emotion
× fear_trait

0.858 9a 0.095a 0.419a 0.925a 3.814e-4

Dynamics
× Emotion
× TAS_total

0.577 9a 0.064a 0.282a 0.979a 2.567e-4

Residuals 104.293 459 0.227

Between subjects effects

Cases

Group 82.398 1 82.398 2.748 0.104 0.037

Fear_state 1.862 1 1.862 0.062 0.804 8.281e-4

Fear_trait 16.560 1 16.560 0.552 0.461 0.007

TAS_total 0.736 1 0.736 0.025 0.876 3.271e-4

Residuals 1529.136 51 29.983

Dynamics Emotion Group Mean SD N

Descriptives

Dynamic Neutral BPD 2.214 1.265 28

Control 2.429 1.073 28

Pride BPD 3.938 1.182 28

Control 3.512 1.410 28

Sadness BPD 3.929 1.359 28

Control 3.616 1.569 28

Surprise BPD 3.196 1.377 28

Control 2.938 1.241 28

Anger BPD 4.045 1.634 28

Control 3.159 1.393 28

(Continued)

TABLE 3 | (Continued)

Dynamics Emotion Group Mean SD N

Contempt BPD 3.446 1.436 28

Control 2.759 1.250 28

Disgust BPD 4.071 1.611 28

Control 3.018 1.422 28

Embarrassment BPD 3.420 1.328 28

Control 2.884 1.148 28

Fear BPD 3.902 1.425 28

Control 3.321 1.409 28

Joy BPD 4.170 1.421 28

Control 3.985 1.718 28

Static Neutral BPD 2.625 1.449 28

Control 2.496 1.088 28

Pride BPD 3.598 1.286 28

Control 3.375 1.389 28

Sadness BPD 3.938 1.353 28

Control 3.438 1.430 28

Surprise BPD 3.188 1.431 28

Control 2.982 1.333 28

Anger BPD 3.813 1.595 28

Control 3.202 1.398 28

Contempt BPD 3.268 1.350 28

Control 2.820 1.181 28

Disgust BPD 4.089 1.645 28

Control 3.268 1.450 28

Embarrassment BPD 3.420 1.198 28

Control 2.759 1.066 28

Fear BPD 3.929 1.672 28

Control 3.286 1.422 28

Joy BPD 3.946 1.628 28

Control 3.857 1.836 28

Type III sum of squares.
aMauchly’s test of sphericity indicates that the assumption of sphericity is violated
(p < 0.05).
Type III sum of squares.

scores in all participants as their levels are known to influence
emotion interpretation and define perception biases.

As expected, we observed a more accurate interpretation
of contempt in iBPD compared with controls. These results
could be explained by these emotional displays being perceived
by individuals as predictors of rejection and abandonment,
therefore, having survival value for this population and
necessitating correct interpretation. The high sensitivity to the
displays of contempt may also be related to their vulnerability
to harm from others as well as their generalized belief that other
individuals are hostile (Beck and Freeman, 1990).

As expected, dynamic presentations improved recognition
of emotions in both populations, especially for the emotion of
contempt, which is a complex emotion often poorly recognized
(see former uses of the ADFES database in the general population:
Van der Schalk et al., 2011; Wingenbach et al., 2016).

To summarize, our results support that iBPD have good
emotion recognition skills, on par with healthy individuals,
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FIGURE 4 | Arousal judgments in the control and iBPD population.
Confidence interval 95%.

except facial expressions of contempt, which are recognized more
accurately by iBPD, most probably due to their survival value
iBPD attributes to this social information.

Confirming former studies reporting sensitivity to threat,
iBPD, compared with healthy controls, attributed more negative
valence to all presented emotions, more specifically, contempt,
embarrassment, fear, disgust, and surprise.

The iBPD reported higher arousal to observed stimuli than
healthy individuals, which means a higher reactivity to facial
expressions. The highest arousal was observed in dynamically
presented emotions of anger and disgust. This is in line with
numerous studies showing that iBPD tend to react more strongly
to anger expressions and to judge strangers performing simple
tasks such as entering a room and sitting down as more aggressive
than healthy controls do (Barnow et al., 2009). This bias might
be explained by the belief expressed by iBPD that all other
individuals are malevolent (Pretzer, 1990; Arntz and Veen, 2001).

Greater emotional reactivity seen in BDP controls has also
been observed in their brain activity during the perception of
negative social signals (van Zutphen et al., 2015), particularly
greater activation of the amygdala during the perception of facial
expressions of anger (Donegan et al., 2003; Minzenberg et al.,
2007). The high arousal induced by disgust expressions in iBPD
has previously been reported (Bland et al., 2004; Guitart-Masip
et al., 2009; Jovev et al., 2011), and according to Rusch et al.
(2011), not only the perceived disgust but also the experience
of disgust toward the self may be a prominent emotion in BPD
pathology, stronger than anxiety or anger.

The general greater emotional sensitivity reflected in the high
arousal levels reported by iBPD could be an expression of non-
adaptive emotion regulation strategies, such as the less frequent
redirection of attention from negative to more positive stimuli
(Porter et al., 2016).

BPD is an important psychological disorder characterized by
emotional, interpersonal, and behavioral instability (American

TABLE 4 | Repeated measures ANOVA on valence scores and mean
scores per category.

Cases Sum of squares df Mean square F p η2

Valence scores: repeated measures ANOVA

Within subjects effects

Dynamics 0.002 1 0.002 0.016 0.901 4.564e-6

Dynamics × group 0.631 1 0.631 4.009 0.051 0.001

Dynamics ×

fear_state
0.093 1 0.093 0.592 0.445 1.738e-4

Dynamics ×

fear_trait
0.199 1 0.199 1.267 0.266 3.720e-4

Dynamics ×

TAS_total
0.026 1 0.026 0.164 0.687 4.813e-5

Residuals 8.024 51 0.157

Emotion 41.832a 9a 4.648a 6.715a <0.001 a 0.078

Emotion × group 6.51a 9a 0.723a 1.045a 0.403a 0.012

Emotion ×

fear_state
1.729a 9a 0.192a 0.277a 0.981a 0.003

Emotion ×

fear_trait
2.21a 9a 0.246a 0.355a 0.956a 0.004

Emotion ×

TAS_total
2.379a 9a 0.264a 0.382a 0.944a 0.004

Residuals 317.695 459 0.692

Dynamics ×

Emotion
1.366a 9a 0.152a 1.017a 0.425a 0.003

Dynamics ×

Emotion × group
2.988a 9a 0.332a 2.225a 0.02a 0.006

Dynamics ×

Emotion ×

fear_state

1.412a 9a 0.157a 1.052a 0.398a 0.003

Dynamics ×

Emotion ×

fear_trait

1.418a 9a 0.158a 1.056a 0.394a 0.003

Dynamics ×

Emotion ×

TAS_total

1.097a 9a 0.122a 0.817a 0.601a 0.002

Residuals 68.476 459 0.149

Between subjects effects

Cases

Group 0.412 1 0.412 0.280 0.599 7.686e-4

Fear_state 2.126 1 2.126 1.444 0.235 0.004

Fear_trait 0.071 1 0.071 0.048 0.827 1.329e-4

TAS_total 0.341 1 0.341 0.232 0.632 6.365e-4

Residuals 75.060 51 1.472

Dynamics Emotion Group Mean SD N

Descriptives

Dynamic Neutral BPD 3.000 0.425 28

Control 3.018 0.425 28

Pride BPD 4.777 1.301 28

Control 5.027 1.019 28

Sadness BPD 1.768 0.466 28

Control 1.866 0.567 28

Surprise BPD 2.902 0.483 28

Control 3.313 0.460 28

Anger BPD 1.848 0.562 28

Control 2.196 0.524 28

Contempt BPD 2.411 0.562 28

Control 2.766 0.479 28

(Continued)

Frontiers in Psychology | www.frontiersin.org 8 December 2021 | Volume 12 | Article 733742121

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-733742 December 15, 2021 Time: 9:22 # 9

Hyniewska et al. The Borderline Bias

TABLE 4 | (Continued)

Dynamics Emotion Group Mean SD N

Disgust BPD 1.714 0.439 28

Control 2.140 0.568 28

Embarrassment BPD 2.259 0.579 28

Control 2.759 0.483 28

Fear BPD 1.714 0.517 28

Control 2.179 0.531 28

Joy BPD 5.857 0.939 28

Control 5.887 0.974 28

static Neutral BPD 2.857 0.520 28

Control 2.946 0.399 28

Pride BPD 4.536 1.140 28

Control 4.943 0.917 28

Sadness BPD 1.768 0.581 28

Control 1.920 0.509 28

Surprise BPD 3.286 0.637 28

Control 2.955 0.788 28

Anger BPD 1.929 0.600 28

Control 2.074 0.533 28

Contempt BPD 2.607 0.672 28

Control 2.804 0.483 28

Disgust BPD 1.563 0.470 28

Control 1.973 0.542 28

Embarrassment BPD 2.527 0.629 28

Control 2.714 0.535 28

Fear BPD 1.848 0.492 28

Control 2.089 0.487 28

Joy BPD 5.795 0.855 28

Control 5.720 1.159 28

Type III sum of squares.
a Mauchly’s test of sphericity indicates that the assumption of sphericity is violated
(p < 0.05).
Type III sum of squares.

Psychiatric Association [APA], 2013). Following the biosocial
theory proposed by Linehan (1993), iBPD can exhibit difficulties
with the identification and correct reaction to relevant social
stimuli, particularly to the facial expressions of emotions of
others. This might be one of the factors contributing to difficulties
in interpersonal functioning.

Our results support previous studies suggesting a higher
sensitivity to negative emotions (Lynch et al., 2006; Zanarini
and Frankenburg, 2007) and are in line with reports of iBPD
exhibiting higher emotional reactivity (Ebner-Priemer et al.,
2007). This higher mood lability and emotional fluctuations in
iBPD could explain some of the previously reported divergent
results reported in different studies, e.g., neutral faces being
colored by own emotional states of patients (e.g., Wagner
and Linehan, 1999; Herr and Meier, 2020). In this study, we
observed no higher attribution of negative valence to neutral
faces, which is aligned with findings from several studies failing
to find any significant differences in neutral facial expression
recognition accuracy (Levine et al., 1997; Bland et al., 2004;
Minzenberg et al., 2006a,b; Merkl et al., 2010; Mier et al., 2012;
Hagenhoff et al., 2013).

Given how important it is to use due to their better
ecological validity and the added complexity seen in a naturalistic
emotional context (e.g., Dziobek, 2012; Hyniewska et al., 2019)
and the fact that previous studies on emotion perception in
iBPD mostly relied on static stimuli, we introduced dynamic
stimuli, and their comparison with static ones, to try to
elucidate discrepancies observed in iBPD and emotion labeling
of facial expressions. Our study did not show any particular
advantage of modality for iBPD; however, more studies are
necessary to understand the process at play and whether
any conditions (e.g., for low-intensity emotions) require iBPD
to rely on dynamic vs. static information in facial emotion
interpretation tasks. Intensity of facial expressions is a factor
that will need to be integrated in future studies, especially for
complex emotions such as contempt (see Wingenbach et al.,
2016).

To comprehend the conflicting results regarding emotion
interpretation in iBPD, the great heterogeneity of this clinical
population needs to be acknowledged (Mitchell et al., 2014).
Numerous factors could play a role in influencing the
performance of patients, from the emotional and clinical
state of the individual to comorbidities. Mitchell et al.
(2014) suggested that emotional states and personal experience
could be influencing emotion interpretation in iBPD. For
example, following the mood-congruency hypothesis (Bower,
1981), patients with BPD who regularly experience negative
states might be more skilled at processing and interpretating
negative stimuli.

Given data on neglect and childhood abuse often reported in
iBPD (Wagner and Linehan, 1999), which are considered factors
influencing the shaping of the borderline traits, further studies on
emotion interpretation would need to record these characteristics
for this population and healthy counterparts. This is on par
with the quantifying of the degree of BPD-related dysfunctions,
along with the study of BPD traits in non-clinical populations
(Trull et al., 1997).

The sensitivity to negativity and more generally emotional
reactivity observed in patients with BPD is in line with
Linehan’s biosocial model of emotion dysregulation. This
dysregulation can be explained by an interplay of biological
vulnerabilities and an early environment characterized by
invalidation (Linehan, 1993). Particularly, sensitivity to
injustice predisposes to emotional and cognitive biases
and to intense reactions when expecting and perceiving
potential rejection (Downey and Feldman, 1996) either as a
victim, an observer, or a perpetrator (Schmitt et al., 2010).
Furthermore, sensitivity to moral disgust predisposes to a
stronger experience of disgust when confronted with moral
norm violations (Tybur et al., 2009). These sensitivities could
help explain cognitive and emotional biases observed in
individuals with high BPD scores, who show a tendency
to ascribe negative and hostile intent to observed social
interactions and more generally ambiguous or explicit
behavior of others (De Panfilis et al., 2015). Possibly, the
development of atypical coping strategies, including emotional
perception biases, might be functional attempts to deal with
the fear of abandonment and emotional overstimulation,
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FIGURE 5 | Valence judgments in the control and iBPD population and 10 emotions (i.e., anger, contempt, disgust, embarrassment, fear, joy, neutrality, pride,
sadness, and surprise). (A) Valence: Dynamic facial display stimuli. (B) Valence: Static facial display stimuli.

which in specific life circumstances might appear to be
effective coping.
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In this article, we tried to reveal the relationship between personality traits and escape
behavior in traffic accidents. Different from common computer simulations, this study, for
the first time, established a real database recording the escape behavior and personality
traits of subjects when watching a first-person-view driving video with explosion. Then,
we used a modeling method of general linear to establish a quantitative model of
the influence of personality traits, explosion, and their interaction on escape behavior.
In the model, we introduced escape response time, escape time, escape direction,
escape speed, escape trajectory, and other motion characteristics to study individual
escape behavior in accidents. Through the analysis, we concluded several conclusions,
including that high neurotic individuals tend to escape with shorter response time and
slower speed by choosing doors far from the explosion source. These conclusions
may provide some references for the effective escape of the crowd and the successful
escape of the individual under traffic accidents.

Keywords: personality traits, traffic accidents, modeling, individual escape behavior, behavior analysis

INTRODUCTION

The research on the escape behavior of people in traffic accidents is a hot topic in the development of
transportation. With the rapid growth of economy, the transportation industry, which is convenient
for people to travel, has also been explosively developed. At the same time, the frequency of extreme
traffic accidents is also getting higher and higher, such as multivehicle collision on the fast road,
automobile explosion in the tunnel, or tire explosion accidents. In extreme and traffic accidents, the
escape ability of an individual is very important. The effective, rapid, and safe escape of individuals
has become indispensable basic theoretical research for the sustainable development of traffic. The
successful escape of individuals and the successful escape of crowds under extreme events are
inseparable from the revelation of the escape behavior rules of people in traffic accidents.

In fact, behavior of humans in a disastrous situation has been studied after the fact and has been
documented by sociologists and a psychologist (Keating, 1982; Vaught and Wiehagen, 1991; Elliott
and Smith, 1993). Because the escape behavior of people is susceptible to different personality traits
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of individuals, it is of great significance to study the mapping
relationship between individuals with different personality traits
and escape behavior in the field of security. Through our
investigation, it is found that there is no report on the relationship
between individual personality traits (the Big Five) and escape
behavior today. In addition, the research on escape behavior in
accidents is mostly based on computer simulation, which has
limited guiding significance for the analysis of escape behavior
in actual accidents. Therefore, to study the influence of extreme
scenes on psychological-escape ability, we induced an emotional
shock in the subjects by letting them watch the first-view video
of a driver containing traffic accident in a close distance in
the laboratory environment and observed their escape behavior.
This article aims to reveal the law of individual escape behavior
affected by different personality traits and explosion scenarios
through controllable experiments and mathematical models.

Our contributions are as follows:

1. Different from common computer simulation, this study
adopts the experiment of designing extreme traffic
accidents without or with explosion scenes to establish
a real database of the escape behavior and individual
personality traits of 200 subjects.

2. Most of the existing studies on escape behavior only
analyze one or two of the motion characteristics, such
as response time, escape time, escape direction, escape
speed, and escape trajectory, while ignoring the integrity
analysis of the motion characteristics of escape behavior.
In our study, we introduced escape response time, escape
time, escape direction, escape speed, escape trajectory, and
other motion characteristics to study the individual escape
behavior in traffic accidents.

3. As the first related study, to obtain the mapping
relationship between individuals with different traits and
escape behavior, we adopted the modeling method of
general linear model and established a quantitative model
of the influence of personality traits, explosion, and their
interaction on escape behavior. We found that high
neurotic individuals tend to escape with a shorter response
time and slower speed by choosing doors far from the
explosion source. This will provide some reference for the
effective escape of the crowd and the successful escape of
the individual under traffic accidents.

RELATED RESEARCH

Every year, a large number of casualties and property losses
are caused by traffic accidents, fires, explosions, and other
emergencies worldwide, and the processing cost of these
emergencies is very huge. Escape behavior in unexpected
situations has always been a problem that researchers pay
more attention to. Emergency escape involves moving a large
number of people in response to natural disasters (such as fires,
floods, or terrorist attacks). If not planned, escape may cause
congestion at the exit. At the same time, to minimize casualties
and property losses (Koo et al., 2013), it is necessary to adopt

appropriate and efficient escape schemes of people and vehicles.
Generally, the research of crowd evacuation mainly includes
real experiments and model-based simulations. Experimental
research in bottleneck (Hoogendoorn and Daamen, 2005),
classroom (Zhang et al., 2008), and high-rise building scenarios
(Ma et al., 2012) has revealed many evacuation behaviors and
characteristics under normal situations. The escape model of
the library (Cai, 2018) was established by using the evacuation
software Pathfinder, and the escape process was simulated to
obtain the movement time required for the escape of people
at all levels. Through the comparison and analysis of the
dangerous critical time obtained by the previous fire simulation,
the safety escape of people in each fire scenario was judged.
Finally, the corresponding measures were proposed. The different
psychological response of different groups in the face of fire, and
the different effects on escape were analyzed by Zhang (2016).
According to the discrete selection model of crowd evacuation
and based on the scale of Xiwang Station, the environmental
factors of escape of people were set, and the most unfavorable
escapees were selected as the individual model to calculate the
time required for their escape. Finally, according to the fire
simulation results and the calculation results of personnel escape
time, suggestions were put forward for the layout of station
fire facilities and the selection of personnel escape path. Li and
Wang (2011) studied the safety escape time of trapped people,
the influence of high-temperature smoke, the utilization rate
of tunnel transverse passage, and the characteristics of escape
behavior of people by using the empirical calculation theory and
the calculation software Building EXODUS. So far, numerous
models of crowd simulation have been proposed. Integrating
emotion and personality into the simulation of agents becomes a
popular method of crowd simulation (Durupinar et al., 2016). Liu
et al. (2009) presented a model for studying the impacts caused
by emotions of individual agents in a crowd. In their research,
the method of joining a crowd by an individual was proposed,
and the reactive mechanism between crowds was also explored.
Braun et al. (2003) presented a model for studying the impact
of characteristics of individual agents in emergent groups, on
the evacuation efficiency as a result of local interactions. Mao
et al. (2019) considered the effects of stress on behaviors of
individuals based on the emotion contagion model. Pelechano
and Badler (2006) gave a leader-based crowd model. Durupinar
et al. (2011) introduced a personality-based crowd model.
Durupinar et al. (2008) specified behavioral adjectives from
each type of personality “OCEAN,” then they made directly the
relationship between the system parameters and the personality
traits. Qi et al. (2020) studied the human function index in the
plateau environment, determined the maximum oxygen uptake
as the main factor affecting the human motor function, and
determined the escape rate of people in the plateau environment
through theoretical derivation. Their results showed that with the
increase of altitude, the oxygen uptake of human body gradually
decreased, and the escape rate of people decreased with the
increase of altitude, which was significantly related to gender
and age. Chen and Shao (2015) explored the changes between
nonescape behavior and escape behavior, and the relationship
between escape behavior and the location of escape events. The
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method they proposed can estimate the position of the divergence
center when the escape occurs. The performance of the proposed
method was verified by using multiple datasets. Ali and Shah
(2007) studied the random escape time in emergency situations
and analyzed the probability distribution of escape time in a
simple closed fire scenario. Their results showed that escape time
is variable, which are affected by many uncertain factors. The
escape process in an emergency is a complex process. Although
human behavior is similar under panic conditions, escape time
is also affected by the emergency evolution dynamics of a given
environment. First, Chu and Wang (2011) used an Unmanned
Aerial Vehicle and tracking technology to capture pedestrian
flow and extract pedestrian trajectory. Second, a top-down
hierarchical clustering strategy was proposed to group people and
solve the problem that small groups found difficult to determine.
To solve the problem that most existing neural networks use
one-dimensional vectors to model and cannot learn the spatial
information of pedestrians, Song et al. (2021) proposed tensor to
represent the basic environmental characteristics of pedestrians.
They design a deep convolution long short-term memory (LSTM)
network to predict the spatio-temporal trajectory sequence. Their
experimental results showed that the network can estimate the
trajectory of escape and countercurrent crowd more realistically.

Sarwar and Jaffry (2017) proposed that the social force model
(SFM) has the ability to simulate the movement of pedestrians in
the normal situation of panic. At the same time, they proposed
that there is almost no figure of personality traits in the previous
pedestrian model research on crowd simulation, but they believed
that the personality traits of pedestrians are also a key factor, and
they should be modeled to realistically simulate the movement
of pedestrians. They carried out experiments and found that if
the personality traits of pedestrians in the crowd are different,
the escape behavior will become complex and chaotic. In the
previous literature, the best escape time of SFM is obtained
when the overall panic value is 0.4, but after combining the
neuroticism of pedestrians and conducting detailed experiments
on homogeneous and heterogeneous people, the best escape time
is obtained when the overall panic value is 0.3. Their research
shows that the neurotic dimension of personality traits has an
impact on the escape behavior of a pedestrian. Inspired by their
work, we introduced the Big Five Personality Inventory, State

Anxiety Inventory, Trait Anxiety Inventory, and Beck Depression
Inventory in our study. The results of the inventory are involved
in the analysis of individual escape behavior.

In summary, the existing research on escape behavior mainly
focuses on the study of group escape behavior in traffic accidents
and rarely studies individual escape behavior, especially on the
analysis of individual escape behavior with different personal
traits. Therefore, this article focuses on the escape behavior of
individuals with different personal traits in traffic accidents.

CONSTRUCTION OF DATABASE

In this study, a 2 × 2 factor experiment with low or high
personality dimensions and with or without explosion scenarios
is used to construct a database. The independent variable is
personality traits (i.e., Big Five Personality), and the dependent
variable is escape behavior (i.e., escape response time, speed, and
direction). Experimental subjects and experimental scenarios are
discussed below:

Database Participants
A total of 200 healthy college students were included in the
analysis of this study, including 68 males and 132 females, with
an average age of 23.1 years, standard deviation of 3.03, and
age range of 18–34 years. All subjects had normal visual acuity
or corrected visual acuity, normal hearing, normal color vision,
right-handedness, no state-trait anxiety, no previous and current
manic episodes, no history of alcohol, drug abuse, developmental
delay, and other organic diseases. This study was approved by
the Ethics Committee of Southwest University. Before the formal
experiment, all subjects signed informed consent.

Acquisition Scene
The plane diagram of the experimental scene in this study
is shown in Figure 1. First, a more spacious laboratory was
selected. Second, video materials were placed in the middle of
the laboratory to play TV (78-inch color large-screen TV, screen
resolution: 3,840 × 2,160, 2 m away from the subject). There
was a high-fidelity sound playing explosive audio below the TV
(Soaiy SA-T19 bass Bluetooth sound). There are two exits on both

FIGURE 1 | The plane diagram of the experimental scene.
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sides of TV and audio, namely, the back door and the front door.
The back door is close to the explosion source, and the front
door is far from the explosion source, which is used to simulate
the choice of individual escape direction after the occurrence
of traffic accidents. Finally, the participants were sitting on the
screen, watching videos and audio stimuli. The escape behavior
of the participants was recorded using the camera (Spedal with
high-definition wide-angle camera) behind them, and the escape
response time, escape speed, and escape direction were obtained.

Acquisition Process
All participants first participated in the Big Five Personality
Inventory, State Anxiety Inventory, Trait Anxiety Inventory, and
Beck Depression Inventory. First, according to the score, subjects
without state anxiety, trait anxiety, and depression participated in
the experiment. Second, the experimenter would not tell them the
process of the experiment and asked the subjects to sign informed
consent voluntarily. Finally, the subjects were told to watch a
video of the traffic driving scene. When the subjects sat on a stool
2 m away from the screen to watch the driving video, the subjects
watched the video and recorded the whole behavior process of
the subjects through the high-definition wide-angle camera (if
there was no spark in the video material, please escape from the
laboratory. If there was spark in the video material, please run
away from the laboratory by yourself). To simulate the real traffic
accidents, two experimental videos were used as experimental
stimulus materials. The two videos were real road driving videos
and had a good ecological validity. Among them, the first video
was a 2 min self-driving tour video, and the whole process was
silent. The second video material of 2 min was homogeneous
with the first video. The only difference was that it inserted a
4 s explosion video and audio in 1 min 56 s. The two video
materials were played in the experiment in a reverse balanced
order to balance the confusion caused by the playback sequence
of video materials.

DATABASE PROCESSING

Personality Traits Data
According to the completed Big Five Personality Inventory,
the personality traits data of all participants were recorded
in the database.

Video Processing of Behavior
The research of human activity recognition through video attracts
increasing attention (Liu et al., 2018; Wang K. X. et al., 2020).
In the course of the experiment, as the camera collected a
complete video of the experimental process, all the behavior
of the participants was recorded. To intercept the behavior
of the participants leaving the scene from a large number of
original videos, we adopted the multiobjective tracking (MOT)
system proposed by Wang Z. L. et al. (2020). The tracking
system was built based on Jointly learning the Detector and
Embedding model (JDE). The traditional MTO methods consist
of a detection model and appearance embedding model for

data association. The JDE proposed by Wang Z. L. et al.
(2020) can learn the target detection and appearance embedding
in one model. The model can output both detection results
and corresponding embedding results at the same time. An
association method was also proposed by Wang Z. L. et al. (2020)
to aid the JDE. The architecture of feature pyramid network (Lin
et al., 2017) was used as the backbone of JDE. Feature maps at
three scales (i.e., 1/32, 1/16, and 1/8 down sampling rate) were
obtained from an input video frame to the JDE. Then, the feature
maps were used. And finally, the prediction heads were added on
fused feature maps at all scales.

Through this method, we can capture the moving coordinate
information of the participants from starting to leave the scene,
i.e., the moving trajectory of individual, which can be used to
extract the motion characteristics such as the direction of escape,
the response time of escape, the escape time, and the escape speed
in the next step. After obtaining the moving trajectory of each
participant, the two annotators independently recorded the ID of
participants and calibrated the key frames for the trajectory of the
nonescape behavior and the escape behavior. For the trajectory of
the nonescape behavior, the two coders recorded the frames f1
when the participants watched in the video in calm, the frames
f2 when the participants got up after watching the experimental
video, and the frames f3 when the participants walked to the
safety zone at normal speed. For the escape behavior trajectory,
two coders recorded frame f4 when the explosion image appeared
in the experimental video, frame f5 when the participants made
up their posture and the frame f6 when the participants ran to
the safe zone. Each participant corresponds to a set of arrived
data from f1 to f6. For the arrived data of each participant from
f1 to f6, if the difference of the frame number marked by two
coders was greater than 5 frames, the two coders negotiated to
recalibrate until the two coders reach agreement. If the difference
between the frame number marked by two coders is less than or
equal to 5 frames, the average number marked by two coders is
taken as: fn =

fn1 + fn2
2 (n = 1, 2, 3, 4, 5, 6). Among them, fn1

represents the number of frames labeled by the first coder, fn1
represents the number of frames labeled by the second coder,
and fn represents the average of the serial number labeled by the
two coders. If the value of fn is not an integer, the nearest integer
of fn is taken.

Data of Escape Behavior
First, the escape direction can be obtained according to the
trajectory of the participants. There are two escape directions in
the experimental scene. The escape direction 1 corresponds to
the door with a distance of 3.3 m, and the escape direction 2
corresponds to the door with a distance of 4.4 m.

Then, according to the statistical key frames in 4.2, we can first
calculate the response time of the nonescape and escape.

The nonescape response time is tp =
f2−f1
fr

, and fr represents
the frame rate of the video and f2 − f1 represents the frame
number difference between the frame number of the completion
of the nonexplosion experimental video and the frame number
of the participants to make the posture. The data obtained by
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dividing the frame number difference by the frame rate can
represent the time from the completion of the experimental video
to the participants to make the posture, that is, the response time
of the subjects under normal conditions.

The escape response time is tp2 =
f5−f4
fr

, and fr represents the
frame rate of the video and f5 − f4 represents the frame number
difference between the frame number of explosion image in the
experimental video and the frame number of the participants
to make the posture. The data obtained by dividing the frame
number difference by the frame rate can represent the time from
the explosion image in the experimental video to the subjects to
make the posture, that is, the response time of the participants to
the stimulation of the explosion image.

Similarly, we can calculate the escape time of nonescape and
escape behavior. tm represents the time spent by individuals
escaping from the location of a traffic accident to a safe zone. For
nonescape behavior: tm =

f3−f2
fr

, and the escape time for escape

behavior is tm =
f6−f5
fr

.
Finally, we can calculate the escape speed by the following

formula: v = S
tm , S and tm have been given.

Data of Database
The data in the final database include the Big Five Personality
scores (i.e., neuroticism, extraversion, openness, agreeableness,
and conscientiousness) of individual participants, the
experimental scene data with and without explosion, the
emotional impact scores (i.e., valence and arousal) of individuals,
the data of individual escape behavior [i.e., escape response time
(s), speed (m/s), and direction (near door 0, far door 1, and
distance from the explosion source) (Table 1, the experimental
data of five sample participants)].

MODELING

To reveal the law of escape behavior of people with different
personality traits in traffic events, the project designed a
2 × 2 factor experimental design (i.e., low or high personality
dimension and with or without explosion experimental group),
collected the relevant data of 200 samples, and used the
modeling method of the general linear model to establish the
theoretical model of escape behavior affected by personality,
explosion, and interaction. In the view of the regular trend of
exploring the individual escape behavior affected by personality
and explosion, the general linear model itself has a wide range
of application, simple, and difficult to over-fit. On the basis
of the experimental data, the optimal mathematical model is
established. To apply to the diversity of the value of escape
behavior and emotional dependent variable in this project (i.e.,
the value of escape response time and speed is continuous,
and the value of escape direction is discrete), the general
linear model of the project divides the dependent variable
y into its probability distribution and its expected value to
describe the escape behavior model. This article takes the
neuroticism dimension of personality as an example to explain
the modeling process. TA
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The main effect models of personality neuroticism and
experimental scene on escape behavior (i.e., escape response time,
speed, and direction) are as follows:{

µ = c1
∗v1 + c2

∗v2
b ∼ pdf(µ, σ2)

(1)

Among them, (v1, v2) is the grouping vector of personality
neuroticism dimension P or explosive experiment E. The first
component is 1, and the second component is 0, indicating low
neuroticism individuals and vice versa. The first component is
1, and the second component is 0, indicating that there is no
explosion scenario and vice versa; c1 and c2 represent the effect
of personality neuroticism dimension P and explosion scene E on
dependent variables, respectively. The statistical significance of
c2−c1 represents the main effect of personality traits or explosion
experiment conditions. b is the dependent variable, which refers
to one of the escape response time, direction, and speed variables
in the experiment. When the value of behavioral variable b
(i.e., escape response time and escape speed) is continuous, it is
generally assumed that the probability distribution of the variable
is normal distribution, and µ represents its mean. When the
behavior variable b (i.e., escape direction) has two choices, it is
generally assumed that the probability distribution of its variable
obeys is binomial distribution, and µ denotes the probability of
its value. Considering the interaction effect between the emotion
and experimental scene, the project extension model 2 is as
follows:

Interaction Effect Model{
µ = P∗C1 + E∗C2 + PE∗C3

b ∼ pdf(µ, σ2)
(2)

PE is the interaction matrix of personality neuroticism and
experimental scene. C1, C2 and C3 represent the effect matrix
of personality, explosion scene, and their interaction on escape
behavior b. Models 1, 2 represent the general linear model (i.e.,
main effect and interaction effect) of personality neuroticism and
experimental scene on escape behavior, which is used to describe
the trend between personality traits and experimental influence
on escape behavior. To further understand and show the effect
of each factor in the model, this article further expands the effect
of each item and the corresponding coefficient and obtains the
following full variable model with independent variables and
their interaction items.

Full-Variable Models
To explore the influence of personality neuroticism and explosion
scene on the escape behavior tendency of an individual, a general
linear model is used to establish a full-variable impact model
of low or high neuroticism with or without explosion scene
and their interaction on the escape behavior (i.e., response time
of escape, escape speed, and escape direction) of subjects. The
full-variable impact model is as follows:

µ = c1NL + c2NH + c3EN + c4NY + c13NLEN
+ c14NLEY + c23NHEN + c24NHEY

b ∼ pdf(µ, σ2)

(3)

Among them, NL and NH are low and high variables of
neuroticism of subjects (value 1,0 represents low neuroticism
and value 0,1 represents high neuroticism). EN and NY are
nonexplosion and explosion scene variables (i.e., value 1,0 means
nonexplosion scene and value 0,1 means explosion scene). N∗E∗
represents the interaction between the neuroticism and the test
scenario groups. c∗ and c∗∗ are the effects of their variables
on individual escape behavior b. b is one of the experimental
dependent variables, which refer to the escape behavior (i.e.,
response time, escape speed, and escape direction). When b takes
the response time of escape and escape speed, its probability
distribution is assumed to be a positive distribution, and µ

represents its mean value. When b takes the escape direction, the
probability distribution is assumed to be binomial distribution,
and µ denotes the probability of choosing a distant gate far
from the explosion source. Based on the experimental data of
the project, models 1–3 are taken as the theoretical guidance, and
the theory and algorithm of general linear modeling are used to
estimate the specific values of model parameters and the high-
density interval of parameters. The independent variables that
have a significant impact on the escape behavior are retained to
obtain the optimal quantitative model.

Optimal Model
Based on the experimental data, through the general linear model
theory and parameter estimation algorithm, the project obtains
the model of emotional impact and escape behavior tendency
of individuals in neuroticism and explosion scene: low or high
neuroticism with explosion scene and high neuroticism and
explosion interaction. These four items have significant effects on
emotional impact and escape behavior, so the optimal model of
the project has the following forms:{

µ = c1NL + c2NH + c4EY + c24NHEY
b ∼ pdf(µ, σ2)

(4)

The other four dimensions (i.e., extroversion, openness,
agreeableness, and conscientiousness) of personality traits and
experimental explosion scenarios affect the emotional experience
and escape behavior of subjects. The project replaces the
N representing the neuroticism in the model 4 in turn to
represent extroversion Ex, openness O, agreeableness A, and
conscientiousness C and then obtains a full-variable model of
the interaction between extroversion, openness, agreeableness,
conscientiousness, and experimental explosion factors. Through
the parameter estimation and variable optimization theory of
the general linear model, on the basis of the experimental data,
the optimal mathematical model of the influence of personality
and explosion on the emotional impact and escape behavior of
subjects is finally obtained, and the regular trend of the influence
of different personality traits on the emotional impact and escape
behavior of subjects is revealed.

RESULTS

Using the general linear modeling method, based on the
experimental data of 200 subjects, this study obtained the
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mathematical models of personality neuroticism N, extroversion
Ex, openness O, agreeableness A, conscientiousness C, and
experimental explosion E affecting the escape behavior (i.e.,
response time T, speed v, and direction D) and emotional impact
(i.e., valence V and arousal A), including the main effect model
and interaction effect model. The main effect model contains six
and the interaction effect model contains five specific models.

Results of Modeling
Personality neuroticism N, extroversion Ex, openness O,
agreeableness A, conscientiousness C, and experimental
explosion E affect the escape behavior (T, v, D) of subjects
and emotional impact (V, A) of the significant main effect
mathematical models are as follows: Tables 2–7, and the
preliminary conclusions are shown in section “Discussion.”

The interaction effect model between personality traits
and experimental explosion on escape behavior (T, v, D) and
emotional impact (V, A) is shown in Tables 8–12.

DISCUSSION

According to the main effect model from Tables 2–7, the
results shows that: in the influence of escape behavior (T, v, D)
and emotional impact (V, A) mode, experimental explosion

TABLE 2 | The main effect of explosion experiment scene on escape behavior.

Behavior Non-explosion c1 Explosion c2 Main effect c2−c1

Response time (s) 1.1223 0.4282 −0.6941

Speed (m/s) 0.9510 1.8070 0.8560

Direction 0.1383 −0.0376 −0.1759

Valance 0.4300 −1.3400 −1.7770

Arousal 1.6400 4.7700 3.1300

P < 0.001.

TABLE 3 | The main effect of neuroticism on escape behavior.

Behavior Low
neuroticism c1

High
neuroticism c2

Main effect c2−c1

Response time (s) 0.7871 0.7641 −0.0230

Speed (m/s) 1.3671 1.3903 0.0232

Direction 0.0258 −0.1959 −0.2217

Valance −0.1598 −0.7330 −0.5732

Arousal 3.0361 3.3641 0.3280

P < 0.001.

TABLE 4 | The main effect of extroversion on escape behavior.

Behavior Low
extroversion c1

High
extroversion c2

Main effect c2−c1

Response time (s) 0.7989 0.7497 −0.0492

Speed (m/s) 1.3861 1.3713 −0.0148

Direction 0.0724 0.1046 0.0322

Valance −0.5817 −0.3177 0.2640

Arousal 3.3990 2.9948 −0.4042

P < 0.001.

E, personality neuroticism N, extroversion Ex, openness O,
agreeableness A, and conscientiousness C have significant main
effect (P < 0.001), and the significant effect is shown in Table 13.

The main effect of explosion scene or high neuroticism on
escape behavior and emotional impact is as follows: when it
is negative to escape response, it is positive to escape speed,
negative to escape direction, negative to emotional valence, and
positive to emotional arousal. For the escape behavior mode, the
results show that the subjects tend to shorten the escape response
time, accelerate the escape speed, and reduce the probability
of subjects choosing to escape in the explosion scene and high
neuroticism. For the emotional impact of individuals, the results
show that subjects tend to reduce the emotional valence score and
enhance the emotional experience under explosive scenes or high
neuroticism. In other words, participants tend to have a shorter
response time, a faster escape rate, and a behavioral tendency
to choose to escape near the door, all of which tend to obtain a
relatively negative and strong emotional experience.

The main effect of high extroversion on escape behavior
and emotional impact is: it has a negative effect on escape
response, negative effect on escape speed, positive effect on escape
direction, positive effect on emotional valence, and negative effect
on emotional arousal. The results show that in the case of high
extroversion, the participants tend to shorten the escape response
time, slow down the escape speed, and increase the probability of
the participants choosing the distant door to escape. They tend
to increase the emotional valence score and reduce the emotional
experience excitement. In other words, under high extraversion,
participants tend to have a shorter response time, slower escape
speed, a behavioral tendency to choose to escape near the door
and to get relatively positive, and weak emotional experience.

The main effect of high openness and high agreeableness
on individual escape behavior and emotional impact is: it has
a negative effect on escape speed, negative effect on escape
direction, positive effect on emotional valence, and negative effect
on emotional arousal. For the escape behavior, the results show
that under the condition of high openness and agreeableness,
participants tend to slow down the escape speed and reduce the
probability of participants choosing to escape from the distant
door. They tend to increase the emotional valence score and
reduce the emotional experience excitement. In other words,
under the condition of high openness and agreeableness, subjects
tend to have a slower escape speed, choose the behavior tendency
of near-door escape, and tend to obtain relatively positive and
weak emotional experience.

TABLE 5 | The main effect of openness on escape behavior.

Behavior Low openness c1 High openness c2 Main effect c2−c1

Response time (s) 0.7794 0.7704 −0.0090

Speed (m/s) 1.4013 1.3534 −0.0479

Direction 0.0938 0.0809 −0.0129

Valance −0.5888 −0.3011 0.2877

Arousal 3.2664 3.1344 −0.1320

P < 0.001.
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TABLE 6 | The main effect of agreeableness on escape behavior.

Behavior Low
agreeableness c1

High
agreeableness c2

Main effect
c2−c1

Response time (s) 0.7632 0.7866 0.0234

Speed (m/s) 1.3795 1.3786 −0.0009

Direction 0.1296 0.0487 −0.0809

Valance −0.5258 −0.3883 0.1375

Arousal 3.2268 3.1845 −0.0423

P < 0.001.

TABLE 7 | The main effect of conscientiousness on escape behavior.

Behavior Low
conscientiousness

c1

High
conscientiousness

c2

Main effect
c2−c1

Response time (s) 0.7823 0.7683 −0.014

Speed (m/s) 1.3676 1.3902 0.0226

Direction −0.0127 0.1872 0.1999

Valance −0.5808 −0.3317 0.2491

Arousal 3.1818 3.2277 0.0459

P < 0.001.

TABLE 8 | Interaction of neuroticism and experimental scene on individual
emotional impact and escape behavior.

Behavior Low
neuroticism

c1

High
neuroticism

c2

Explosion
scene c4

High neuroticism
explosion scene

c24

Response time (s) 1.1206 1.1239 −0.6670 −0.0527

Speed (m/s) 0.9340 0.9671 0.8662 −0.0199

Direction 0.5155 0.5922 −0.0515 0.0224

Valance 0.8041 0.0777 −1.9278 0.3065

Arousal 1.6082 1.6699 2.8557 0.5327

P < 0.001.

TABLE 9 | Interaction of extroversion and explosion scene on individual emotional
impact and escape behavior.

Behavior Low
extroversion

c1

High
extroversion

c2

Explosion
scene c4

Low extroversion
non-explosion

scene c13

Response time (s) 1.0652 1.0691 −0.6389 0.1063

Speed (m/s) 0.9994 0.9574 0.8278 −0.0542

Direction 0.4904 0.5417 0.0000 0.0769

Valance 0.3806 0.5938 −1.8229 −0.1018

Arousal 1.9175 1.4583 3.0729 −0.1098

P < 0.001.

The main effect of high rigor on individual escape behavior
and emotional impact is: it has a negative effect on escape
response, positive effect on escape speed, positive effect on escape
direction, positive effect on emotional valence, and positive effect
on emotional arousal. The results show that under the condition
of high conscientiousness, subjects tend to reduce the escape
response, accelerate the escape speed, increase the probability

TABLE 10 | The interaction of openness and explosion scene on individual
emotional impact and escape behavior.

Behavior Low
openness c1

High
openness c2

Explosion
scene c4

Low openness
non-explosion

scene c13

Response time (s) 0.9950 1.0717 −0.6025 0.1713

Speed (m/s) 0.9964 0.9335 0.8399 −0.0301

Direction 0.4537 0.5161 0.0323 0.1351

Valance 0.4102 0.6237 −1.8495 −0.1485

Arousal 1.9187 1.6452 2.9785 −0.2832

P < 0.001.

TABLE 11 | Interaction of agreeableness and experimental scene on individual
emotional impact and escape behavior.

Behavior Low
agreeableness

c1

High
agreeableness

c2

Non-
explosion
scene c3

Low
agreeableness

explosion
scene c14

Response
time (s)

0.3993 0.434 0.7052 0.0227

Speed
(m/s)

1.8273 1.8131 −0.869 −0.0268

Direction 0.5185 0.4951 4.85E-02 0.0176

Valance −1.9115 −1.4369 2.0971 0.6744

Arousal 4.7266 4.7282 −3.0874 0.0879

P < 0.001.

of subjects choosing to escape from the distant door and tend
to increase emotional valence score, and increase emotional
experience excitement.

According to the interaction effect model from Tables 8–12,
personality neuroticism N, extroversion Ex, openness O,
agreeableness A, and conscientiousness C significantly interact
with explosion experiment E on escape behavior (i.e., response
time T, speed v, and direction D) and emotional impact (i.e.,
valence V and arousal A), and the significant effect is shown
in Table 14.

The interaction effect of high neuroticism or low agreeableness
of personality trait and explosive experimental scene is: it has
a negative effect on escape speed, positive effect on escape
direction, positive effect on emotional valence, and positive
effect on emotional arousal. For the escape behavior pattern,
the results show that the interaction term of high neuroticism,
low agreeableness, and explosive scene tend to slow down the
escape rate and increase the probability of participants choosing
to escape from the distant door. In other words, subjects with
high neuroticism and low agreeableness tend to have a slower
escape speed and a tendency to choose to escape far away in
an explosion scenario. For high neuroticism, low agreeableness
subjects are subject to emotional impact; the results show that
the high neuroticism, low agreeableness subjects, in the explosion
scene, tend to increase the emotional valence, arousal score, that
is, making subjects get a more positive, more intense, excited
emotional experience.
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TABLE 12 | Interaction of conscientiousness and experimental scene on individual emotional impact and escape behavior.

Behavior Low conscientiousness c1 High conscientiousness c2 Non-explosion scene c3 Low conscientiousness non-explosion scene c13

Response time (s) 0.4121 0.4439 0.6488 0.0916

Speed (m/s) 1.7913 1.8224 −0.8644 0.0170

Direction 0.4747 0.5545 3.96E-02 0.0800

Valance −1.4444 −1.2376 1.8119 −0.0846

Arousal 4.798 4.7426 −3.0297 −0.2026

P < 0.001.

TABLE 13 | The main effects of explosion experiment and personality dimensions on individual emotional impact and escape behavior.

Behavior Explosion vs.
non-explosion

High neuroticism
vs. low

neuroticism

High extroversion
vs. low

extroversion

High openness vs.
low openness

High agreeableness
vs. low

agreeableness

High conscientiousness
vs. low

conscientiousness

Response time − − − − + −

Speed + + − − − +

Direction − − + − − +

Valance − − + + + +

Arousal + + − − − +

P < 0.001.

TABLE 14 | Interaction effects of personality dimensions and explosion experiments on individual emotional impact and escape behavior.

Behavior High neuroticism
explosionNHEY

Low extroversion
non-explosionExLEN

Low openness
non-explosionOLEN

Low
explosionALEY

Low conscientiousness
explosionCLEN

Response time − + + + +

Speed − − − − +

Direction + + + + +

Valence + − − + −

Arousal + − − + −

P < 0.001.

The interaction effect of personality with low extroversion, low
openness, low conscientiousness, and nonexplosion experimental
scene is as follows: it has a positive effect on escape reaction,
positive effect on escape direction, negative effect on emotional
valence, and negative effect on emotional arousal. For the
escape behavior pattern, the results show that low extroversion,
low openness, low conscientiousness, and interaction with
explosion scenes tend to increase the probability of participants
choosing to escape from the distant door. In other words,
participants with low extroversion, low openness, and low
conscientiousness tend to escape from the distant door when
they have a longer response time in the nonexplosion condition.
For subjects with low extroversion, low openness, and low
conscientiousness, the results show that they tend to reduce
emotional valence and arousal scores in nonexplosion scenarios,
that is, making subjects obtain neutral and less excited
emotional experience.

In conclusion, by comparing the results of main effect and
interaction effect, the following conclusions are obtained:

1. Participants with high neuroticism, in the explosion
scenario, tend to have a slower escape speed, choose the
distant door to escape, and get more positive, stronger,
excited emotional experience.

2. Participants with low extroversion, low openness, and
low conscientiousness tend to choose the distant door
to escape when they have a longer response time in the
nonexplosion scenario. They get a neutral, less excited
emotional experience.

3. If only considering the explosion scene or high
neuroticism, participants tend to react quickly, escape
quickly, choose the near door to escape, and tend to get
relatively negative, strong emotional experience.

4. If only considering the high extraversion, participants
tend to react quickly, escape slowly, choose the distant
door to escape, and tend to get relatively positive, weak
emotional experience.

5. If only considering high openness and high agreeableness,
participants tend to slow down, choose the near door
to escape, and tend to get relatively positive, weak
emotional experience.

6. If only considering high conscientiousness, participants
tend to react quickly, escape quickly, choose the distant
door to escape, and tend to get relatively positive, strong
emotional experience.

To summarize, neuroticism refers to incapacity to maintain
emotional stability, i.e., groups with high neuroticism are
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more emotionally susceptible and, therefore, feel more intense
emotional experiences. The high neuroticism group shows
susceptibility to high-intensity negative stimuli from the
explosion, reacting faster and experiencing more intense
negative emotions. Extraversion reflects optimistic, adventurous
traits. And low extraversion groups have a more stable
emotional experience. Groups with high openness and high
agreeableness are imaginative and forthright and, therefore,
slow to escape, with weak but positive emotional experience.
Conscientiousness, meanwhile, is a trait of organization,
caution, and restraint, so highly conscientiousness participants
have fast reaction and escape times with relatively positive
emotional experiences.

CONCLUSION

In this study, the modeling method of the general linear
model is used to design the simulation experiment of traffic
accidents under different personal traits and explosion scenarios.
The new problems of the influence of different personal traits
and traffic accidents on individual escape are modeled, and
the highly neurotic individuals are obtained. In the explosion
scenario, they have the tendency to choose the door, which
is far from them with a shorter response time and slower
speed to escape. This will lay a foundation for revealing
the individual escape law in traffic accidents and provide
a theoretical model reference for the timely and effective
escape of people.
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This article presents the analysis of the main Spanish political candidates for the elections

to be held on April 2019. The analysis focuses on the Facial Expression Analysis (FEA),

a technique widely used in neuromarketing research. It allows to identify the micro-

expressions that are very brief, involuntary. They are signals of hidden emotions that

cannot be controlled voluntarily. The video with the final interventions of every candidate

has been post-processed using the classification algorithms given by the iMotions’s

AFFDEX platform. We have then analyzed these data. Firstly, we have identified and

compare the basic emotions showed by each politician. Second, we have associated

the basic emotions with specific moments of the candidate’s speech, identifying the

topics they address and relating them directly to the expressed emotion. Third, we

have analyzed whether the differences shown by each candidate in every emotion are

statistically significant. In this sense, we have applied the non-parametric chi-squared

goodness-of-fit test. We have also considered the ANOVA analysis in order to test

whether, on average, there are differences between the candidates. Finally, we have

checked if there is consistency between the results provided by different surveys from

the main media in Spain regarding the evaluation of the debate and those obtained in

our empirical analysis. A predominance of negative emotions has been observed. Some

inconsistencies were found between the emotion expressed in the facial expression and

the verbal content of the message. Also, evidences got from statistical analysis confirm

that the differences observed between the various candidates with respect to the basic

emotions, on average, are statistically significant. In this sense, this article provides a

methodological contribution to the analysis of the public figures’ communication, which

could help politicians to improve the effectiveness of their messages identifying and

evaluating the intensity of the expressed emotions.

Keywords: neuromarketing techniques, facial expression analysis, emotions, election debates, political

communication, iMotions platform

1. INTRODUCTION

It has beenmore than two decades since ideas related to the analysis about public communication of
political leaders began appearing in the literature with a particular focus on parliamentary debates,
public events and interviews, for a review see e.g., Shaw (2000), D’Errico and Poggi (2019), and
Ortigueira-Sánchez and Cárdenas-Egúsquiza (2019). Politicians usually uses different strategies
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based on both verbal language (tone of speech, arguments,
rhetorical figures, etc.), as well as non-verbal (gestures, looks,
facial expressions, etc.) to increase the persuasive capacity of
their messages (see Dumitrescu et al., 2015). Within the body
language variables, facial expressions constitute the most basic
communication elements of interpersonal communication. In
this sense, Dumitrescu et al. (2015) point out that non-verbal
communication is rich in content and that it has attracted
significant attention from news coverage on television and in the
campaigns of the candidates.

Many emotions that cannot be explained through words are
transmitted through facial expressions. The ability to identify and
evaluate these emotions can provide a lot of information about
the person’s condition and the communication strategies they
follow specially to persuade voting publics (Elliott and Jacobs,
2013). D’Adamo et al. (2021) showed that the role played by
emotions in audiovisual pieces of political communication, and
therefore, in television debates within the framework of electoral
campaigns, aims to generate a specific reaction in the voter. In
this sense, the positivity or negativity that voters perceive and
feel when exposed to the different candidates’ communications
is not random. On the contrary, the strategic planning of what
emotions to convey in television debates and especially in the
golden minute, is worked out during the pre-campaign phase,
through field research, survey studies, analysis, and diagnostics.

These emotions, as asserted by Kahneman (2012), are present
in the pieces of audiovisual political communication during the
campaign period. Therefore, paying attention to these pieces is
key to try to recognize the presence of positive and/or negative
emotions, and their impact on the voter’s subsequent decision
and action. A triggering factor of these emotions, beyond
the textuality of the message, the content of the discourse, is
determined by non-verbal communication itself, the study of
which in the framework of kinesics determines the importance
of body posture, gesticulation, facial expression, and gaze (see
Mancera, 2015). In this sense, as this author points out, the
involvement of this discipline is direct in any communicative act.
For this reason, it is called the primary discipline of non-verbal
language (together with paralinguistics).

Despite the extensive literature referring to verbal and
nonverbal communication in the political sphere, the study of
these issues with the use of neuromarketing techniques is still
a development field with important novel implications, for a
review see e.g., D’Errico and Poggi (2019) and Dumitrescu
et al. (2015). Particularly, we are going to focus on the
application of the Facial Expression Analysis (FEA), a technique
widely uses in neuromarketing research as stated by Fortunato
et al. (2014), which allows the identification and evaluation
of the intensity of the expressed emotions. In our case, this
application is a methodological contribution to the analysis of the
communication of public figures as politicians incorporating a
new approach complementary to the other techniques commonly
used in that field.

In this article, we provide the following contributions: First,
we propose the application of novel facial expression techniques
to identify the emotions that the main candidates participating
in the general elections held in Spain on April 28, 2019. As

far as we know, no papers have yet appeared in this regard.
Mainly, we focus on some computer-based video classification
algorithms because allow us to automatically encode the main
facial expressions showed by the politicians as well as to identify
the seven basic emotions (joy, anger, fear, surprise, disgust,
sadness, and contempt).

Second, we associate the basic emotions with specific
moments of the candidate’s speech, identifying the topics they
address and relating them directly to the expressed emotion.
Third, we analyze whether the differences shown by each
candidate in every emotion are statistically significant. In this
sense, we apply the non-parametric chi-squared goodness-of-
fit test. We also consider the ANOVA analysis in order to test
whether, on average, there are differences between the candidates.
Finally, we check if there is consistency between the results
provided by different surveys from the main media in Spain
regarding the evaluation of the debate and those obtained in our
empirical analysis.

To sum up, the main interest of our paper is to illustrate that
by choosing novel facial expression techniques to analyze the
discourse of political leaders provides us with very interesting
information when designing their communication policies,
identifying the impact they can have on the electorate, the
emotions they can transmit, and complements the rest of the
classic analysis techniques in this context. The results obtained
have been statistically validated and robust evidence has been
obtained in this respect.

The article is organized as follows. Section 2 provides a
literature review related to the role of emotions and facial
expressions expressed by politicians in their communication
strategies. Section 3 presents the theoretical framework that we
have employed in this paper. Section 4 reports the main results of
this article. Section 5 offers a discussion of the results obtained.
Finally, Section 6 gives some concluding remarks.

2. CONCEPTUAL FRAMEWORK

In this section we are going to provide a literature review about
how to analyze the speech of political candidates during election
debates from a neuromarketing point of view. Themain objective
of the communication made by political candidates during
election campaigns is, on the one hand, to persuade potential
voters, and on the other hand, to convey a coherent and solid
image of the political option they represent (Dumitrescu et al.,
2015). Both dimensions (verbal and non-verbal communication)
play a key role in the perception that citizens have of them,
which implies that policy makers should consider them in the
construction of their messages in the different media where
they appear.

In various investigations the influence of the body language
of politicians as a source of persuasion has been analyzed and,
more precisely, facial expressions, by traditional techniques like
surveys (Stewart et al., 2009), with the use of eye tracking
techniques (Gong and Bucy, 2016), with facial expression analysis
through automatic detection systems (see e.g., McDuff et al.,
2013; D’Errico and Poggi, 2019) and even with automatic speech
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recognition (Gupta et al., 2018). Also, information transmitted
by TV can shape what individuals take in, influence their
perceptions, convictions, and views regarding prevailing events
and issues, and convey knowledge and interpretation (Mihăilă
and Branişte, 2021). The interest about facial recognition and
emotion sensing technologies is demonstrated by its application
in various environments like predictive policing to optimize
the police performance (Bacalu, 2021) and in the development
of reality-based body enhancement technologies aimed at the
algorithmic evaluation of body image and specifically the
perception of the face (Lăzăroiu et al., 2017).

Understanding the influence of facial expressions in the
communication of political leaders is fundamental for different
reasons, as Gong and Bucy (2016) argued. Firstly, televised
debates are the moment in which the messages of the candidates
have greater coverage and impact on television audiences.
Audience rates are very high, concentrating millions of viewers.
Second, viewers appreciate not only the arguments, but also
perceive and react to non-verbal language, in which facial
expression is a key factor. The facial expressions of politicians
in their interventions are a reflection of the emotions they
experience at all times and influence the spectators. Third, the
features of non-verbal communication are predictors of the
viability and success of candidates.

The discussion about how the facial expression of emotion
affects other people like the audience of a public debate,
supported by the theory of mirror neurones, proposed by
Rizzolatti and Sinigaglia (2008). This theory states that a certain
type of neurones is activated when people not only perform
an action, but also when those same actions are performed by
other people, which leads to mimic their feelings and get their
mood (see Carr et al., 2003). Mirror neurones are related to
imitation or empathy and can interpret other people’s facial micro
expressions and understand how they really feel. Gestures and
facial expressions can be controlled by repeated trials, but they
can also occur outside the person’s control. In any case, whether
under deliberate control or outside it, the mechanism of mirror
neurons allows people in the audience to understand and identify
with the emotions of the candidate (Carr et al., 2003).

One of the most interesting components in the
communication of political leaders is their facial expressions.
These are the reflection of the emotions that a person experiences
at all times, since it has been proven that these emotions have
associated a series of motor responses that are observable in facial
expressions (see Ekman, 1992). When experiencing an emotion,
a reflex reaction is triggered, automatically, in the expression of
the face (Redorta et al., 2006), since there is a brain structure
that transmits the cerebral impulses from the processing centers
of the emotions to the muscles of the face, giving rise to facial
expressions (see Fernández-Abascal et al., 2010). Not all facial
expressions are visible to the naked eye. A series of them, the
micro expressions, those that have their origin in the subcortical
layers of the brain and that are outside the voluntary control of
the person, are the most difficult to detect, since their duration
ranges between 1/25 and 1/5 s (see Ekman and Friesen, 1969).

Facial Expressions Analysis (FEA) is one of the main
techniques used in neuromarketing research as stated by

Fortunato et al. (2014). This theory was developed by Ekman
and Friesen (1978) as a way to identify the basic emotions by
analyzing facial expressions. They proposed to identify facial
expressions based on the combination of 46 basic muscle
movements called Action Units (AUs) (see Figure 1). These AUs
are the smallest movements of the muscles of the face that can
be visually captured by a person. Each emotion is presented
as a combination of several AUs. Ekman (1992) identified six
basic emotions that are observable in people’s facial expressions:
anger, disgust, fear, joy, sadness, and surprise. Subsequently,
contempt emotion was also included in this relationship (see
Ekman et al., 2013). These are universal and innate expressions
of biological origin that work without involving the individual’s
consciousness and have a series of specific facial expressions
associated with them (Durán et al., 2017; see Table 1) which
includes the considered AUs for each basic emotion and also for
the engagement and valence.

3. MATERIALS AND METHODS

In this section we are going to explain how to measure
the emotions of political candidates during election debates.
Particularly, this article has focused on the analysis about the
facial expressions of the main Spanish politicians considering
the televised debate in the last general elections held in
Spain on April 28, 2019. This debate took place on April 22
in the public network RTVE and the signal was broadcast
in 11 chains. We have downloaded the video from the
following source https://www.rtve.es/alacarta/videos/especiales-
informativos/especial-informativo-debate-cuatro/5159816/. The
four candidates who represented the greatest intention to vote
were Pedro Sánchez (PSOE), Pablo Casado (PP), Albert Rivera
(Cs), and Pablo Iglesias (UP). We denote the acronym of
the political party they represent in parentheses. In the last
section of this debate each participant had a space of one
minute to launch their final plea to the voters. This phase is
known as the golden minute, since each candidate generally
summarizes their proposals, emphasizing the most important
content. At this time, the audience exceeded 9.2 million
viewers (see https://www.barloventocomunicacion.es/informes-
barlovento/debate-electoral-22-abril-2019/).

During this short space they must use the best strategy in
both content and form to capture attention and persuade. The
management of verbal and non-verbal communication, as well as
the internal structure of the message, its coherence, credibility,
rhythm of the speech, are essential to reach viewers and get their
message be remembered and achieve the intended objectives. For
those reasons, candidates usually prepare this golden minute in
detail and with their teams of communication advisors. This is
the main justification for which this paper has been focused on
the study of this particular time, following the ideas proposed by
López-López et al. (2020). In this sense, it is important to note
that one minute is the maximum time they have, although not
everyone uses it exactly (i.e., the second candidate uses only 42
s). The length of their speech does not affect the analysis since
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FIGURE 1 | The different movements of human facial muscles as predictors of emotions based on the Facial Expressions Analysis (FEA) and Facial Action Coding

System (FACS).

TABLE 1 | Emotions with corresponding Actions units and Facial Action Coding System (FACS) descriptions adapted from Krosschell (2020).

Emotion Action units FACS descriptions

Joy 6, 12 Cheek raiser, lip corner puller

Surprise 1, 2, 5, 26 Inner brow raiser, outer brow raiser, upper lid raiser, jaw drop

Anger 4, 5, 7, 23 Brow lowerer, upper lid raiser, lid tightener, lip tightener

Sadness 1, 14, 15 Inner brow raiser, brow lowerer, lip corner depressor

Disgust 9, 15, 16 Nose wrinkler, lip corner depressor, lower lip depressor

Fear 1, 2, 4, 5, 7, 20, 26 Inner brow raiser, outer brow raiser, brow lowever, upper lid raiser, lid tightener, lip stretcher, jaw drop

Contempt 12, 14 Lip Corner Puller, Dimpler

Engagement 1, 2, 4, 6, 9, 12, Inner brow raiser, outer brow raiser, brow lowerer, cheek raiser, nose wrinkler, lip corner puller,

15, 17, 18, 24, 25, 28 lip corner depressor, chin raiser, lip puckerer, lip pressor, lips part, lip suck

Valence 1, 2, 4, 9, 10, 12, Inner brow raiser, outer brow raiser, cheek raiser, nose wrinkler, upper lip raiser, lip corner puller,

13, 17, 24, 28 cheek puffer, chin raiser, lip pressor, lip suck

the analysis exclusively considers the percentage of emotions in
that period.

Nevertheless, although the timing of the video clip is different,
the activation of the emotion is immediate as shown by different
neurological studies. In this sense, the research proposed by Fino
et al. (2019) point out that, seeing and reading about someone’s
smiling or frowning automatically elicits Emotionally Congruent
Facial Responses (ECFR) in the observer or reader and this

effect appears largely unconscious and difficult to suppress. For
instance, within 500 ms after seeing a smiling face there is
an activation of the zygomaticus major, the muscle that lifts
up the corners of the mouth forming a smile. It is intended
to associate the emotions expressed by the candidates with
moments in their speech and not so much to measure coherence
quantitatively. As Gillis and Nilsen (2017) note, listeners are
exposed to inconsistencies in communication; for example,
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when speakers’ words (i.e., verbal) are discrepant with their
demonstrated emotions (i.e., non-verbal). Such inconsistencies
introduce ambiguity, which may render a speaker to be a less
credible source of information. More specifically, Beattie (2016)
states that the coherence of non-verbal delivery with verbal
statements likely affects the credibility and appropriateness of
candidate statements.

We are going to apply a facial expression technique tomeasure
the emotions that those politicians express and transmit during
their speech. Particularly, we are going to deal with the seven
basic emotions (joy, anger, fear, surprise, disgust, sadness, and
contempt) defined by Ekman and Friesen (1978). We will also
consider two aggregate indicators called valence and engagement
(seeTable 1). Let us remark a brief description about the variables
we have taken into account in this article.

1. Joy is a pleasant feeling that produces pleasure. Choliz (2005)
refers to it as a pleasant, desirable state that generates a
feeling of well-being. Joy produces positive attitudes toward
oneself and others, and favors the reception and positive
interpretation of environmental stimuli. In psychology, joy
is considered the most intense manifestation of happiness.
Traditionally, joy has been associated with a positive valence,
although it is possible as stated by Bowen (2016) that
in some cases an expression of joy can happen with a
negative valence.

2. Anger is an unpleasant sensation, which works as a hostile
defense reaction against fear, pain, or a threat. A person feels
angry when perceiving that he/she or someone who cares has
felt offended, when he/she is sure of the nature and cause of
the enraging event, when he/she is convinced that someone
else is responsible and when he/she feels that they can still
influence in the situation or deal with it (Choliz, 2005). In the
same sense, and following this same emotional point of view,
Videbeck and Videbeck (2013) points out that anger works as
a defense mechanism against fear, pain, or sadness, assuming
an intense hostile reaction to provocation, damage, or threat.
In political communication, this expression is interpreted as
a sign of seriousness and irritation that allows to emphasize
the message, which is key from the political point of view (see
D’Errico and Poggi, 2019).

3. Fear reflects a situation of anguish at the threat of possible
harm. It is an emotion that acts as a defense mechanism
against a potentially dangerous situation (Choliz, 2005).
It is one of the most intense and unpleasant emotions,
which provides apprehension, restlessness and discomfort.
The manifestation of this emotion in the face of a politician
could send a little positive message to the audience and cause
some kind of cognitive dissonance on the part of the receivers
(see Crawford, 2000).

4. Surprise appears as an emotional reaction to an unforeseen
stimulus and which, according to Reeve et al. (1994)
disappears quickly to give way to other emotions consistent
with that stimulus. It is therefore, a short-lived transitional
state that gives way to other subsequent emotional reaction.
While the rest of emotions are associated with a positive or
negative valence, surprise is considered a neutral emotion,

which can have an ambivalent character and which can
manifest itself with a positive or negative valence.

5. Disgust is an unpleasant impression that appears as a
result of an awkward situation caused by an accident or
disappointment. It also arises as a reaction to offensive stimuli
of bad taste or unpleasant. According to Choliz (2005), disgust
is emotion where physiological reactions are more evident.
Expressions of disgust have a biological origin; hence theymay
appear to physical sensations as unpleasant gastrointestinal
symptoms. Because this emotion generates a response of
avoidance or withdrawal response should not be the most
appropriate expression to show in the message during of the
last television minute of the debate.

6. Sadness is related to affliction, grief or melancholy. It appears
in situations of discouragement, melancholy or depression,
and is associated with a loss of energy. According to Sternbach
(1982), sadness reflects a situation of disappointment. It
appears in situations of helplessness, lack of prediction, and
control. These subjective experiences suggest that this emotion
would not be the most appropriate expression that a political
candidate should consciously reflect when presenting their
messages to the audience. However, as noted by Ekman (1992),
because these expressions occur outside the conscious control
of the individual, the candidate may be unable to manage this
negative reaction.

7. Contempt is an emotion that is linked to disrespect or lack
of recognition. It is defined as an emotional reaction toward
an individual or target group that is perceived as morally or
socially inferior to oneself (Zhou, 2011). In this same line,
Izard (2013) shows that the contempt reflects the superiority
of one person compared to another.

8. Valence is an indicator of the positivity reflected in a person’s
face. If the state is of well-being, pleasant, the valence is
positive, while, if there is a state of displeasure or discomfort,
the valence is negative. Of the seven basic emotions, one
of them has a positive character, joy, another has a neutral
character, surprise, and the remaining five emotions have a
negative character. The valence ranges on a scale from −100
(more negative) to +100 (more positive).

9. Engagement is synonymous with commitment, enthusiasm,
intensity, or emotional involvement. It is obtained by
analyzing the activation of the muscles of the face and
reflects the expressiveness of the individual. According to
Schaufeli et al. (2002), engagement refers to a positive mental
state characterized by vigor, dedication, and absorption. In
communication it is considered positive to show a high level
of engagement to be effective in the emitter’s objectives (see
Heath et al., 2018).

In this sense, there are basically two automated methods for
collecting data about the described emotions. The first one is the
facial electromyography activity, for a review see e.g., Schulte-
Mecklenbeck et al. (2017) andWolf (2015). In this article, we will
focus on the second one, the computer-based video classification
algorithms because allow us to automatically encode the 46 facial
expressions considered as well as to identify the emotions we have
just identified.
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FIGURE 2 | Application of Facial Expression Analysis on the four candidates using Affdex technology.

Nowadays there are three main software environments which
implement those classification algorithms. Noldus’s FaceReader
proposed by Van Kuilenburg et al. (2005), iMotions’s AFFDEX
module developed by McDuff et al. (2014), Zeng et al. (2008),
El Kaliouby and Robinson (2005), and iMotions’s FACETmodule
provided by Littlewort et al. (2011). Particularly, we have
considered the iMotions’s AFFDEX platform because it has
been scientifically validated in different studies in a context
similar to ours (see e.g., Stöckli et al., 2018; D’Errico and
Poggi, 2019; Kulke et al., 2020). We have also considered
the classification algorithms given by the iMotions’s AFFDEX
module because the micro expressions can be analyzed and
observed and related to the moment of the candidate’s speech.
In turn, the intention of the sender could be analyzed and
the verbal message associated with facial expression through
those machine learning tools. Let us explain how we have
done it.

The video with the final interventions of each candidate
(golden minute) has been post-processed through the AFFDEX
module integrated in the iMotions platform. In this case, we
have considered a total of 5.509 frames based on the four
candidates corresponding to the final minute of exposure.
That is, 25 frames per second have been analyzed. The
application AFFDEX have identified on each frame the
46 facial expressions considered as well as the emotions
described before (see Figures 2, 3). Having explained how
we have obtained these data, let us focus on how we have
analyzed them.

4. RESULTS

In this section, we report the main empirical results of this
paper. Particularly, we are going to study the communication of
Spanish politicians during their interventions in election debates
considering the information we have previously collected. This
dataset is available on request to the corresponding author.
Firstly, we have identified the emotions that each candidate shows
during that time period and we have made a comparison between
the four candidates considering seven basic emotions and two
aggregate indicators.

Figure 3 shows the different evolution of each candidate by
several emotional indicators during their goldenminute: Valence,
Engagement, Joy, Anger, Surprise, Fear, Contempt, and Sadness.
As one can see, the four politicians reflect in their face more
negative emotions than positive, although the emotions that
appear throughout each speech are different, reflecting different
emotional states, which are perceived by the audience and can
influence the perception and assessment of each candidate. In
this sense, anger appears most frequently in the interventions of
Iglesias and Rivera (3rd and 4th candidates according to voting
intention surveys). It can be interpreted as a sign of seriousness
and irritation that aims to emphasize their message, as D’Errico
and Poggi (2019) point out. In order of appearance, in Casado the
two emotions that appear most frequently are surprise and fear;
in Iglesias, it is anger; and in Rivera, it is also anger (although to
a lesser extent than Iglesias) and surprise. In Sánchez, emotional
activity is minimal.
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FIGURE 3 | Graphical evolution about the emotions considered along the golden minute by each candidate. The blue shaded column corresponds to the time period

analyzed for every candidate. Each row corresponds to the different emotions considered (in order): valence, engagement, joy, anger, surprise, fear, contempt,

and sadness.

Regarding the valence of emotions (see Figure 4), it is
observed that at all times this indicator moves in negative
zones, although it must be specified that for each participating
candidate the negative values have different origins in each case.
This different variation may come from the predominance of
one or more negative emotions. The predominance of negative
emotions in public interventions by politicians has been studied
by D’Errico and Poggi (2019) justifying that negative valence as
a means to reinforce the importance of the issues or topics that
politicians talk about in every moment of his intervention. As for
valence, Rivera is the candidate who has a more negative average
value than the rest of the participants. On the other hand, the
other three candidates maintain similar levels in this indicator,
although always within a negative range. As for engagement, the
highest value corresponds again to the Rivera candidate. In this
sense, it is observed that in his intervention he makes a more
intense use of body language, making greater emphasis on each
part of his intervention. The average neutral value of engagement
corresponds to Sánchez who had a more conservative and less
expressive behavior during his intervention.

Then three types of behavior can be seen in terms of facial
expressions observed and that are identified in the positions
within the figure. In this sense, one type would correspond to

the candidate Rivera (Cs) with a high engagement data and the
most negative value of Valence. On the other end would be the
candidate Sánchez (PSOE) with the minimum engagement value
and the least negative of the Valence indicator. The other two
candidates, Iglesias (UP) and Casado (PP), show average levels
of the indicators analyzed. As for the raw data provided by the
iMotions platform on emotions, they were calculated to obtain
a binary result with a threshold of 10, meaning that all those
facial expressions that, with at least 10% probability, were rated as
such by a human evaluator are given as valid (see Table 2). This
criterion is the one used by e.g., Kjærstad et al. (2020) and Stanley
and Webster (2019).

The shortest intervention corresponds to the second candidate
in order of appearance, Iglesias, who only used 42 of 60 s
available, while the rest of the candidates fit the time available. In
two of the candidates, Casado and Rivera, the emotion surprise
has a wide presence (57.4 and 27.9% of the frames, respectively).
The emotion surprise is considered as a quick and instantaneous
emotional reaction that gives way to other emotions (see Reeve
et al., 1994). In Casado’s case, the emotion that usually appears
next is fear, while in Rivera’s case it is anger. In the case of
candidate Sánchez, the base of frames with emotions is so low
that its analysis is meaningless.
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FIGURE 4 | Comparison of the average values of valence and engagement shown by each candidate during the period analyzed.

The candidate Iglesias, despite being the one who spends the
least time in his speech, is the one who shows the most emotional
activity, with an average of 1.54 emotions per frame, well above
the other candidates (Rivera: 0.72; Casado: 0, 53, and Sánchez:
0.11). Now we are going to associate basic emotions with specific
moments of the candidate’s speech, identifying the topics they
address and relating them directly to the expressed emotion. In
this case, we want to identify, through a qualitative approach,
the main phrases in the speech of every politician during the

golden minute associated with certain emotions. Then we are
going to check whether the differences shown by each candidate
are statistically significant or not. Results from the analysis about

the four candidates, in order of appearance in the golden minute,
are shown below.

• Casado (PP): the two emotions that are most active in his

speech are surprise and fear that appear simultaneously on

some occasions. At no time is it observed that anger appears.
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TABLE 2 | Descriptive analysis about the timestamp and frequency of the emotions showed by each candidate.

Casado (PP) Iglesias (UP) Rivera (Cs) Sánchez (PSOE)

Time (golden minute) 61.9 s 42.1 s 55.9 s 60.4 s

Timestamp 1,547 frames 1,052 frames 1,399 frames 1,511 frames

No. Emotions 813 emotions 1,623 emotions 1,000 emotions 165 emotions

No. Emotions/Timestamp 53% frames 154% frames 72% frames 11% frames

Variable 1: Joy (times-%) 23 (2.8%) – – 1 (0.6%)

Variable 2: Anger (times-%) 74 (9.1%) 836 (51.5%) 494 (49.4%) 26 (15.8%)

Variable 3: Surprise (times-%) 467 (57.4%) – 279 (27.9%) 47 (28.5%)

Variable 4: Fear (times-%) 184 (22.6%) – 40 (4.0%) 14 (8.5%)

Variable 5: Contempt (times-%) 43 (5.3%) 6 (0.4%) – –

Variable 6: Sadness (times-%) 14 (1.7%) 772 (47.6%) 141 (14.1%) 76 (46.1%)

Variable 7: Disgust (times-%) 8 (1.0%) 9 (0.6%) 46 (4.6%) 1 (0.6%)

FIGURE 5 | The main phrases of Pablo Casado’s speech during the golden minute associated with certain emotions.

The emotion surprise appears as his speech progresses,
associated with the moments in which he expresses who
will be the president (“I want to be the president of all my
compatriots: those who vote for me and those who don’t, those
who insult or support us . . . ,” “I want to work for you and serve
Spain,” or “we have to join forces around the only alternative
on the left”). The presence of fear in some moments of his
intervention seems to diminish the content of his message.
This emotion is observed when making statements such as “I
want to be the president,” “I want to work for you,” or “we have
to join efforts around the only alternative. . . ” (see Figure 5).

• Iglesias (UP): his intervention presents a greater coherence
between the emotions identified in the facial expressions
analysis and the content of his speech. The two emotions
with the highest values during his intervention are anger

and sadness. The emotion that appears constantly in his
intervention is anger. This emotion only disappears when the
candidate refers to the attacks suffered by his party (“and
that’s why we seized the sewers”). The sadness appears in
moments of the speech in which it is presented in a victimistic
role (“nobody buys us,” “prevented us from entering the
government”). It also appears at the final moment when he
says “if in four years we have not managed to change anything,
do not vote for us anymore.” There is also a negative emotion
that appears in the last sentence of his speech, which is
contempt, when he reaffirms a message he had already said: “If
after those 4 years we have not managed to change anything
...” (see Figure 6).

• Rivera (Cs): it is the participant who makes greater use
of rhetorical resources during his intervention. He uses the
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FIGURE 6 | The main phrases of Pablo Iglesias’s speech during the golden minute associated with certain emotions.

question “do you hear it?” at different times along the golden
minute. It is observed that every time he raises this question,
anger arises to reinforce the message he expresses below.
The sadness appears when referring to certain disadvantaged
groups (“they cannot have children...,” “their pension has risen
only 0.25 euros”), and by appealing to freedom (“we want to
defend our freedom in any town in Spain”; see Figure 7).

• Sánchez (PSOE): he is the candidate who least conveys

emotions in his intervention, probably guided by a more

conservative strategy, since at that time he was president and

the polls gave him the winner of the elections. In three of
the seven emotions analyzed, he is the one that shows the

minimum values, specifically the emotions of anger, disgust,

and contempt. His intervention is the flattest of all candidates.
There is only one expression of sadness when addressing

young people (“I ask young people to vote for the future”; see

Figure 8).

Once the emotions have been identified with certain moments of

the discourse, we are going to carry out the following hypothesis
tests. On the one hand, we want to know whether the differences
shown by each candidate in every emotion are statistically
significant. We will do this by applying the non-parametric chi-
squared goodness-of-fit test. On the other hand, by applying the
ANOVA analysis we will contrast whether, on average, there are
differences between the candidates considered. Let us start with
the first test.

In this case, the purpose of the chi-square test is to compare
the possible differences between the observed frequencies for
each emotion by taking the results shown in Table 2, for
a review of this technique applied in this context (see e.g.,
Mancini et al., 2020; Sei and Ohsuga, 2021). We are going
to calculate the chi-squared statistic denoted by χ

2 and test
the following null hypothesis H0 : fi 6= fj∀i 6= j where
fi, fj report the observed frequencies for different emotions
and i, j = joy, anger, fear, surprise, disgust, sadness, and
contempt. Note that we have to carry out this test for each
candidate individually. To do so, we will use the function
chisq.test from the library called stats which belongs to the R
open-source programming language. This algorithm is publicly
available at CRAN repository https://www.rdocumentation.org/
packages/stats/versions/3.6.2/topics/chisq.test. Results are shown
in Table 3.

For a significance level equal to 5% we can see how we
obtain higher p-values for all candidates. Then, applying the
decision rule, we do not reject the null hypothesis H0 : fi 6=

fj∀i 6= j. Therefore, we can affirm that the differences between
the observed frequencies for each emotion by taking the results
shown in the Table 2 are statistically significant for all candidates.
Now we are going to check whether, on average, there are
differences between the candidates considered. In this case, we
will use the 1-factor ANOVA test, for a review of this technique
applied in this context (see e.g., Goretzko et al., 2019; Wang and
Deng, 2021). To carry out a 1-factor ANOVA analysis, we must
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FIGURE 7 | The main phrases of Albert Rivera’s speech during the golden minute associated with certain emotions.

FIGURE 8 | The main phrases of Albert Rivera’s speech during the golden minute associated with certain emotions.

have one response variable (dependent variable that we want
to explain) and one factor (independent variable that we use
to explain) with two or more levels (values of the independent
variable). In this sense, we want to study whether there are
significant differences between the levels of the indicators (on
average) about the seven basic emotions that are observable
in people’s facial expressions: joy, anger, fear, surprise, disgust,
sadness, contempt. We consider the type of politician as a factor.

Defining the following levels of this factor: Casado (PP), Iglesias
(UP), Rivera (Cs), Sánchez (PSOE).

The null hypothesis states that all means of the factor levels
are equal while the alternative hypothesis states that at least one
is different. That is, H0 :µ1 = µ2 = ... = µi with H1 :µi 6= µj

for some i, j where i, j = Casado (PP), Iglesias (UP), Rivera (Cs),
Sánchez (PSOE), and µi is the average indicator of the seven
basic emotions showed by the candidate i. In this case, we do
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TABLE 3 | Chi-squared test results considering the observed frequencies for each

emotion showed by every candidate.

Casado (PP) Iglesias (UP) Rivera (Cs) Sánchez (PSOE)

Chi-square 7.361 8.272 6.934 7.157

p-value 0.769 0.793 0.712 0.759

Sign. value (α) 0.05 0.05 0.05 0.05

Decision rule p-value > α p-value > α p-value > α p-value > α

Result H0 Not reject H0 Not reject H0 Not reject H0 Not reject H0

The null hypothesis is H0 : fi 6= fj∀i 6= j where fi , fj report the observed frequencies for
different emotions from Table 2 and i, j = anger, disgust, fear, joy, sadness, surprise,
and contempt.

TABLE 4 | ANOVA analysis results provided by the four candidates.

Df Sum Sq Mean Sq F-value Pr (>F)

Basic emotions 3 228 76.0 16.52 4.66e-05

Residuals 24 112 4.6

The null hypothesis is H0 :µ1 = µ2 = ... = µi with H1 :µi 6= µj for some i, j where i, j =
Casado (PP), Iglesias (UP), Rivera (Cs), Sánchez (PSOE) and µi is the average indicator of
the seven basic emotions (joy, anger, fear, surprise, disgust, sadness, contempt) showed
by the candidate i.

not consider the variables valence and engagement as they are
two aggregate indicators whose interpretation is not comparable
to the case of basic emotions. Our objective at this point would
be to obtain numerical evidences about our research question
by calculating the mean statistic for each factor level. Then,
we have to make these numerical evidences robust by applying
the hypothesis test provided by the ANOVA analysis using the
aforementioned null hypothesis. To do so, we will use the aov
function of the library called stats which belongs to the R open-
source programming language as well. This algorithm is publicly
available at CRAN repository https://www.rdocumentation.org/
packages/stats/versions/3.6.2/topics/aov. The results obtained
are shown in Table 4 and contains the following information
(by columns):

• Name of the factor, in this case, candidate or politician,
and residuals, which represents the errors or residuals from
applying the ANOVA analysis (the error term).

• Degrees of freedom, labeled Df, gives the degrees of freedom
corresponding to the factor (its number of levels −1) and the
residuals (the number of basic emotions multiplied by four
candidates, minus the number of levels of the factor).

• Sum Sq, shows us the sums of the squares of the factor (SCE),
and the residuals (SCD).

• Mean Sq, contains the means of the factor squares, (MCE =

SCE/Df factor), and the residuals (MCD= SCD/Df error).
• F-value, gives the value of the contrast statistic used and it is

equal to MCE/MCD.
• Pr(>F), gives the p-value of the hypothesis test used to find out

whether or not we reject our null hypothesis.

For a significance level equal to 5% we can see how we obtain a
lower p-value. Then, applying the decision rule, we reject the null

hypothesis H0 :µ1 = µ2 = ... = µi where i, j = Casado (PP),
Iglesias (UP), Rivera (Cs), Sánchez (PSOE), and µi is the average
indicator of the seven basic emotions showed by the candidate
i. Hence, we can say that the differences observed between the
various candidates with respect to the basic emotions, on average,
are statistically significant. That is, we have obtained statistical
evidences that the means compared are not all equal.

Finally, let us show you the results provided by different
surveys from the main media in Spain regarding the evaluation
of the debate. Then, in the next section we will discuss whether
there is consistency between these results and those obtained
in our empirical analysis. After the debate was held on 22 April
2019, different media outlets conducted polls on their websites
in order to find out the audience’s opinion on who had won the
debate. In total, 15 media outlets were identified and collected
a total of 1,144,709 votes, the details of which are included in
Table 5. The weighted average of all the votes shows Rivera
as the winner of the debate (41.79% of the votes), followed by
Iglesias (24.93%), Sánchez (18.81%), and Casado (13.80%). In
the second column we have included the ideological profile of
the press readers according to the results of the surveys based on
the ideological positioning of the different media obtained from
https://smreputationmetrics.wordpress.com/2015/12/09/el-
perfil-ideologico-de-los-lectores-de-prensa-analisis-encuestas-
7deldebatedecisivo/.

The media whose readers are on the ideological right are
Expansión, ABC, Onda Cero, and La Gaceta. Also further to the
right than the average are El Confidencial and El Mundo. In the
central zone are media such as Europa Press, El Español or 20
Minutos. Below the average, toward the center left, we findmedia
such as El País, El Periódico, or El Huffington Post. One step
below, in positions further to the left, are headers such as Cadena
SER or Público.

5. DISCUSSION

In an electoral campaign there are many and diverse
public interventions carried out by candidates. Of all these
interventions, televised debates are those that, in general, arouse
the greatest interest from the audiences. The television channels
themselves are what, through their advertising, promote,
and encourage audiences to follow the debate. Within these
debates, the so-called golden minute is a decisive space in which
the participating candidates must design a message, both in
their content aspects and in nonverbal aspects, that is highly
persuasive. The goal is to deliver your proposal and convince
voters, especially those who are undecided. Each candidate
who participates in an electoral debate has a team of advisors
that supports them in preparing this speech. However, facial
expressions, especially micro-expressions lasting <1/5 of a
second, which by their very nature are outside the person’s
conscious control, are aspects that are key and reveal the true
emotional state of the individual.

In this sense, this article tries to add a practical value through
the application of the facial expression analysis technique to
the communicators themselves, which allows the identification
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TABLE 5 | Opinions about the winner of the debate considering the main media in Spain.

Media Data collection date Ideological position readers N (obs.) N (%) Rivera (%) Casado (%) Iglesias (%) Sánchez (%)

1 El Mundo 18/11/20 4.3 366.776 32 51.76 18.08 15.20 14.96

2 El País 23/04/19 4.0 221.511 19.4 38.51 8.92 26.86 22.20

3 Marca 18/11/20 – 101.538 8.9 39.00 13.00 29.00 19.00

4 Público 18/11/20 2.9 83.890 7.3 24.00 7.00 48.00 21.00

5 La Vanguardia 23/04/19 4.1 76.639 6.7 37.64 9.61 33.64 19.26

6 El Confidencial 18/11/20 4.5 70.202 6.1 49.00 17.00 18.00 16.00

7 El Español 23/04/19 4.5 63.235 5.5 50 23.00 14.00 13.00

8 La Voz de Galicia 18/11/20 4.4 37.220 3.3 32.00 12.00 30.00 26.00

9 Cope 23/04/19 – 32.862 2.9 42.00 21.00 27.00 10.00

10 Huffington Post 23/04/19 3.8 30.016 2.6 11.00 5.00 42.00 42.00

11 Europa Press 23/04/19 4.5 23.444 2.0 36.60 11 30.20 22.30

12 Heraldo 18/11/20 – 17.648 1.5 42.00 13.00 27.00 18.00

13 Cadena Ser 23/04/19 3.4 17.190 1.5 15.20 4.10 47.20 33.60

14 ABC 18/11/20 5.1 2.538 0.2 42.00 21.00 21.00 16.00

Total 1.144.709 100

Weighted mean 41.79 13.80 24.93 18.81

and evaluation of the intensity of the expressed emotions. This
application is a methodological contribution to the analysis of
the communication of public figures. As already identified by
D’Errico and Poggi (2019), the facial expressions shown by
politicians at the most decisive moment of the debate (the
golden minute) generally reflect negative emotions, as a way of
reinforcing their arguments. However, it is observed that through
the analysis of facial expressions, the emotions that condition the
negative value of valence are different in each candidate. Thus, it
is observed that, in the interventions of two of them (Iglesias and
Rivera), a negative emotion frequently appears: anger, but it can
transmit seriousness, transcendence, and confidence, while in the
other two candidates this emotion is not observed.

Also differences were observed in the average indicators of
valence and engagement of the four political leaders in their
final intervention. This could reflect different communication
styles and strategies. It was observed that the candidates who
have a lower intention to vote at the date of the debate (Rivera
and Casado), and therefore, those who have more need to
connect with the electorate, are those who show the highest
engagement rates. These are the cases of Rivera and Iglesias. On
the contrary, the lowest engagement value corresponds to the
candidate Sánchez, acting president at the time of the debate, and
with greater intention to vote. Therefore, this may be the reason
for assuming a more conservative communication strategy in
the face of the risk of losing the confidence of both current and
undecided voters. From the analysis of the results, it could be
determined that there is no correlation between the emotion
shown in the face and the verbal locution, at moments of the
interventions of some of the analyzed candidates. This would be
the case of the Casado candidate (PP) in which a dysfunction is
observed when his intention to be president is alluded to, and the
emotion that he expresses is surprise. This candidate also shows
this lack of correlation between what he says and what his face

expresses with the appearance of fear in some moments of his
intervention. This lack of coherence could be interpreted as a loss
of strength of the content of his message and especially in the
credibility of the candidate.

On the other hand, the candidate Iglesias is where this
dysfunction or lack of correlation between facial expression
and verbal speech is not clearly observed in the analysis. That
is why the appearance of a negative emotion is significant,
such as contempt. It appears right in the final moment of his
intervention, and that reflects superiority and arrogance over
the rest, both his political opponents and the viewers. On the
other hand, it is worth noting that this candidate is the only
one who used the least time in relation to his opponent. In the
speech of the candidate Iglesias, it is observed how an emotion
that is present from the beginning of his speech, disappears at a
certain moment to reappear later. It’s about the emotion anger.
Ekman (2009) states that deliberate expressions can be kept on
the face with the intention of deceiving, but that involuntary
expressionsmay appear at some point that are beyond the control
of the person that can provide clues about a possible deception.
It would be the case of the disappearance of the expression at
that moment and that could indicate that the emotion anger
that he wants to convey from the beginning is a false emotion.
Regarding the candidate Rivera, coherence is observed when
expressing the emotion of sadness when referring to certain
disadvantaged groups, and also when it refers to concepts such
as freedom. In the case of the candidate Sánchez, he is the one
who transmits the least emotions in his intervention. Probably
this more conservative position is conscious, since at that time
he was already acting president and, in the polls, he appeared
with greater intention to vote. According to the analysis data,
it is observed that his intervention is the one that transmits the
least emotionality. The results obtained have been statistically
validated and robust evidence has been obtained in this respect.
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6. LIMITATIONS

Concerning the limitations of this paper it is necessary to
remark that the Facial Expression Analysis based on action units
(AU) has been scientifically validated in different studies and
contexts from an empirical point of view (see e.g., Stöckli et al.,
2018; D’Errico and Poggi, 2019; Kulke et al., 2020; Otamendi
and Sutil Martín, 2020). Behind this methodology there is a
consolidated theoretical foundation and a whole research line
as we have identified in the different papers cited in Section 2
(see e.g., Ekman, 1992; Carr et al., 2003; Fernández-Abascal et al.,
2010; Fortunato et al., 2014; Durán et al., 2017). However, when
measuring facial expressions there are a number of issues that
need to be reconsidered in future research, such as the effect
it could have the muscle movement caused by the speech, the
viewing angle, the lighting and image quality, or even whether
the person being analyzed has some kind of cosmetic or surgical
operation on the face itself that may affect the analysis of
facial expressions.

Also it is important to remark that it is not possible to have
longitudinal datasets in this field considering the same politicians
because the candidates usually change in each debate, as it is rare
for the same politician to run for more than two elections. This
fact does not invalidate this type of analysis at all, since we are
not focusing on any specific politician, but rather on emphasizing
that by choosing novel facial expression techniques to analyse the
discourse of political leaders provides us with very interesting
information when designing their communication policies. We
can also identify the impact they can have on the electorate, the
emotions they can transmit, and complements the rest of the
classic analysis techniques considered in this context.

In this sense, we are aware that the results shown in this paper
are scalable to other political debates occurring in Spain or in
other countries as well as other types of public events of other
personalities of interest. So we hope to see soon that studies
similar to this one will appear considering in its analysis the
computer-based video classification algorithms because allow us
to automatically encode the facial expressions showed by the
communicators as well as to identify their emotions. Another
issue would be to check whether there is a correlation between the
type of emotion projected by the politician and those generated
in the audience. This line of work would allow us to deepen
the application of the theory of mirror neurones put forward by
Rizzolatti and Sinigaglia (2008). In the same way it is possible
to extend the scope of this work by checking if the analysis of
the emotions shown through the candidate’s facial expressions
has an effect on the public’s assessment of who is the winner
of the debate, and on the other hand in the own candidate
assessment from the political position of each viewer. A study
of this type has been carried out in the analysis of the campaign
for the presidential elections of Peru held in June 2016 although

focused on the rhetoric of the message (see Ortigueira-Sánchez
and Cárdenas-Egúsquiza, 2019).

7. CONCLUSION

The communication of public figures in televised debates
has been a frequent reason for research, using different
approaches. A first line of analysis has highlighted the
importance of the emotional component (see e.g., Crawford,
2000; McDuff et al., 2013; Ortigueira-Sánchez and Cárdenas-
Egúsquiza, 2019; D’Adamo et al., 2021). A second line of
research has confirmed non-verbal expression as a fundamental
component in interpersonal communication, especially in
political communicators (see e.g., Dumitrescu et al., 2015;
D’Errico and Poggi, 2019). Finally, a third line has focused their
analysis on discourse (see e.g., AlShehri, 2019). Aware of the
value of the three factors (emotions, nonverbal message, and
discourse) in communication, this paper has tried to analyze the
association between the emotions expressed and the speech that
is transmitted at each moment. This analysis allows access to
new levels of analysis in the communication of public figures.
Associating data from different sources, previously treated
independently enriches the analysis. In this sense, this article
provides a first step in trying to associate both analyzes: speech
and facial expressions. That is, the simultaneous use of several
techniques to deepen the study of the interventions can add a
new dimension to the combined analysis of different types of
data: those that come from the emotions expressed on their faces
and the speeches expressed at those moments. The application
of neuroscience techniques represents a very interesting and
promising field of study in public communication, in which there
are not yet too many solid research lines.
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