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Editorial on the Research Topic

Microelectronic Implants for Central and Peripheral Nervous System: Overview of Circuit and

System Technology

1. INTRODUCTION

Research on fundamental properties and collaborative operation of neo-cortical microcircuitry
has accelerated in the recent years, driven by the conviction that a deeper understanding of
human brain will open the way to new medical techniques. Microelectronics has reached a state
of maturity, where a single chip provides large amounts of computing power. Recent attempts in
combining these two fields have successfully demonstrated some form of responsiveness between
microelectronic circuitry and livingmatter. Novel microelectronic systems are developed as amajor
component of neurotechnolgy aiming at the closed-loop control of tissues or organs suffering
functionalmalfunction or disease, the restoration of lost limb or organ functionality or bidirectional
information passing and interpreting to increase human or amputee capability.

Among several contributors to neurotechnology, microelectronics plays a fundamental role that
is evidenced by the emergence of multiple devices, circuit techniques and commercial products.
Still, the domain is extremely dynamic and novelty is required to accommodate the usage of
new fabrication technologies, the autonomous operation of implantable systems at extremely
low power consumption, handling large amounts of data produced by modern and future
massively multichannel bio-sensing devices, the extension toward new application fields in the
form of therapeutic systems of newly considered diseases or disease prophylaxis. Furthermore,
the widening usage of bio-medical and neuroprosthetic systems may result into the emergence of
new challenges including the reliability of microelectronics, safety of produced data, invasiveness
reduction that should also be tackled at the level of the new circuits and systems.

This Research Topic aims to gather results in recent neurotechnology in the form of a collection
of review papers, and also present novel methods with high potential of creating the next generation
of technology as an overview.

The focus of this Research Topic relates to ASIC/SoC and microelectronic circuit and system
techniques that are applied to the development of advanced implantable bio-electronic and
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bio-medical systems, covering but not limited to low-power
analog front-end interfaces for recording and stimulation, digital
systems aiming at signal processing, feature extraction and
pattern detection, power and data telemetry, enhanced ASIC
fabrications aiming at new electrical or optical sensing and
stimulating, full neuro-prosthetic systems and applications.

A set of ten papers have been selected to appear in this
Research Topic on the basis of a thorough peer review process
with iterations of manuscript revisions. The manuscripts have
been assigned to four major subtopics, being understood that
some papers contribute to several sub-topics, as detailed in
the following.

2. RECORDING CIRCUITS TECHNIQUES

Implantable recording devices are dedicated and complex
systems designed to optimally capture the features of biological
signals that are of importance to the subsequent analysis
prescribed by the application, research or therapy. Consequently,
all methods and circuits that are developed are specific in terms
of the electrical specifications that are satisfied. Some techniques
are commonly agreed upon to trade-off the bandwidth,
gain and power and electronic noise of low-noise front-
end amplifiers including multistage amplification, transistor
sizing as well as the implementation of signal processing as
analog modulation (Bagheri et al., 2017; Luo et al., 2019)
for instance. Nevertheless, due to the very different nature of
the signals to be recorded, the architecture and designs are
not uniform.

Two issues of future implanted recorded systems have
been emerging, namely their possible implementation using
very-deep submicron fabrication technologies, and their
necessary adaptations to support massively large numbers of
input channels.

Noshahr et al. present a paper titled “Low-Cutoff Frequency
Reduction in Neural Amplifiers: Analysis and Implementation
in CMOS 65 nm” and discuss methods aiming at enabling
the development of front-end ac-coupled amplifiers in deep-
submicron fabrication technologies. Whereas, several bio-signals
carry information contents in relatively low frequencies, modern
submicron technologies tend to shift the low-corner cut-
off frequency of amplifiers to higher values. The reasons of
this behavior is identified and modeled and two possible
solutions aiming at keeping the low-cutoff frequency low without
increasing the circuit size are presented and measured.

Perez-Prieto et al. discuss in their paper titled “Recording
Strategies for High Channel Count, Densely Spaced
Microelectrode Arrays” many electrical issues that arise in
the development of multi-channel recording implantable
circuits. A classification of neural recording architectures
depending on the position of the analog multiplexer in the signal
path is presented. Specifically, time-division multiplexing is
systematically analyzed as a suitable technique for analog front-
end of implantable biomedical devices. The major architectures
of time-division multiplexing at the analog front-end are
presented and discussed.

3. STIMULATION CIRCUITS TECHNIQUES

The electrical stimulation of tissues is a proven technique
which is the core of several therapeutic devices. Deep-brain
and peripheral nerve electrical stimulation is applied in the
control of neurological disorders including Parkinson’s disease,
epilepsy (Rolston et al., 2012).

Wu et al. present in their paper titled “Directions of Deep
Brain Stimulation for Epilepsy and Parkinson’s Disease” a
systematic review of deep-brain stimulation systems aiming at
controlling epilepsy and Parkinson’s disease. Commercial devices
operating in open and closed-loop are presented. Techniques
pertaining to recording and stimulation and signal processing are
discussed, and an overview of future prospects is presented.

Culaclii et al. discuss the necessity of controlling over
arbitrary stimulation waveforms and present amulti-layer system
that efficiently generates such stimuli in their paper titled “A
Biomimetic, SoC-Based Neural Stimulator for Novel Arbitrary-
Waveform Stimulation Protocols.” A Specific architecture
involving three domains of devices is used to support the control.
The system hardware is developed in an implantable version
using some discrete components. The system is compatible
with neural implants and supports a variety of irregular
stimulation waveforms.

Finally, a fully implantable stimulator with sealed packaging
and wireless data and power transmission is presented by
Jiang et al. in their paper titled “A Versatile Hermetically
SealedMicroelectronic Implant for Peripheral Nerve Stimulation
Applications.” Electrical and in-field characterization results are
presented. An architecture consisting of a wearable external
station and an implantable stimulator is presented. Three
stimulator chips are used that deliver up to 1 mA and 3 mA
biphasic pulses to 12 different electrode configurations each. A
high-voltage 600 nm CMOS fabrication technology is selected.

4. SYSTEMS WITH CLOSED-LOOP

OPERATION

Closed-loop implanted systems have naturally followed the
successful development of individual blocks related to recording
and stimulation. The decision to deliver electrical stimulation is
formed from the some signal processing of the recorded brain
signal data, on-chip, hence closing a loop consisting of the
disabled tissue and the implanted autonomous control system.

Li et al. present a paper titled “Advances in Neural Recording
and Stimulation Integrated Circuits” and discuss the different
blocks of a closed-loop implant focusing on a state-of-the-art of
implementation circuit techniques and the key issues that each
technique aims at solving. An introduction to the basics of neuro-
prosthetic systems is presented. The technology, architecture
and key issues of neural recorders is discussed. Considerations
related to neural recording and stimulation and future trends
are proposed.

Additional modules related to artifact removal in signal
processing as well as wireless data and power transmission are
discussed by Cho et al. in their paper titled “Energy-Efficient
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Integrated Circuit Solutions Toward Miniaturized Closed-Loop
Neural Interface Systems.” A review of state-of-the-art of
implantable stimulators is presented along with a discussion of
recording systems and the requirement for implantable closed-
loop electrical systems.

Stimulation in the optical domain is a recent technology with
respect to electrical stimulation, that aims at optogenetics, i.e.,
the selective optical stimulation of genetically modified cells. A
wireless platform aiming at closed-loop optogenetic control in
freely moving rodents is presented in the paper titled “AWireless
Electro-Optic Platform for Multimodal Electrophysiology and
Optogenetics in Freely Moving Rodents” by Bilodeau et al.. A
data reduction rate of 7.77 is achieved by applying real-time
compression. The systems records from up to 32 channels and
stimulates into four optical channels. Off-the-shelf and FPGA
components are used in the development, while signal processing
algorithms are embedded to separate action potentials, low
field potentials and electromyography signals. The full systems
weights 4.7 g and includes a 100 mAh battery.

5. SYSTEMS WITH IMAGING CAPABILITY

Brain imaging has been considered for the sake of studying
the activity and operation of some regions. Though, bulky
systems based on microscopy were used that limit the freedom
of the animal under observation and thus also alter the results.
Implantable brain imagers are new systems aiming at disclosing
their results obtained in real life conditions, and open a new field
of research.

Pakpuwadon et al. present a paper titled “Self-Reset Image
Sensor With a Signal-to-Noise Ratio Over 70 dB and Its
Application to Brain Surface Imaging” in which a high-dynamic
range CMOS sensor is proposed as a suitable solution to detect
very small signals. A self-resetting photodiode system is proposed
using a modified P+/N-well/P-sub structure that increases the
capacity such as to reduce the number of self-reset operations and
thus increase stability. An effective signal-to-noise ratio of 70 dB
is achieved. Furthermore, an array of the modified photodiodes
is developed and tested in-vivo.

An implantable fluorescence-imaging device is developed by
Rebusi et al. and presented in the paper titled “Simultaneous

CMOS-Based Imaging of Calcium Signaling of the Central
Amygdala and the Dorsal Raphe Nucleus During Nociception in
Freely Moving Mice” that has been used in animal experiments
e.g., in the study of pain processing. Custom CMOS imager chips
including a 120 by 40 pixel array are mounted on a needle-shape
flexible PCB and equipped with optical filters and a blue-light
micro-LED. Two such devices are implanted in amouse to enable
simultaneous recordings. Fluorescent imaging experiments are
conducted and correlated with behavioral observations of a freely
moving animal.

CONCLUSION

Neuro-technology has become a keystone supporting scientific
progress of modern neuroscience as well as the emergence of new
therapeutic devices. Microelectronics is one major technology
enabler of neuro-technology, alongside material science and
bio-electronics, advanced signal and image processing. While
microelectronics is based onmature fabrication technologies that
scale down with time, significant progresses emerge at the circuit
and system levels that improve the electrical characteristics of
building blocks, which in turns enables the appearance of new
application domains and therapeutic methods.
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Fluorescence imaging devices have been indispensable in elucidating the workings
of the brain in living animals, including unrestrained, active ones. Various devices are
available, each with their own strengths and weaknesses in terms of many factors.
We have developed CMOS-based needle-type imaging devices that are small and
lightweight enough to be doubly implanted in freely moving mice. The design also
allowed angled implantations to avoid critical areas. We demonstrated the utility of the
devices by using them on GCaMP6 mice in a formalin test experiment. Simultaneous
implantations to the capsular-lateral central amygdala (CeLC) and dorsal raphe nucleus
(DRN) were proven to be safe and did not hinder the execution of the study.
Analysis of the collected calcium signaling data, supported by behavior data, showed
increased activity in both regions as a result of pain stimulation. Thus, we have
successfully demonstrated the various advantages of the device in its application in
the pain experiment.

Keywords: fluorescence imaging, pain perception, CMOS-based imaging, formalin test, nociception

INTRODUCTION

Fluorescence imaging brain implants have been indispensable to the field of neurobiology. Their use
has given much insight of the inner workings of the brain in vivo (Grienberger and Konnerth, 2012).
There are a number of types of such devices than can be safely used in living, active animals without
compromising the process of a study. These animals are genetically encoded to express fluorescent
calcium indicators that signal neuron firing, in a process referred to as calcium signaling. Though all
types have their advantages, they also have limitations that must be acknowledged when considering
their use. Selecting the appropriate tool can mean the success or failure of doing a study.

Microendoscopes have been used in fluorescence imaging of deep brain tissue. They come
in multiple configurations, of differing materials and collection methods (Helmchen et al., 2001;
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Silva, 2017; Ozbay et al., 2018; Scott et al., 2018; Klioutchnikov
et al., 2020). Resolution of collected images is enhanced by the
inclusion of a focusing element or lens. The lens itself can be the
endoscope, such as the gradient refraction index (GRIN lens).
The available endoscopes can be rigid, such as the GRIN lens
or silica-containing fibers, but have been miniaturized enough
to be of practical use (Levene et al., 2004; Flusberg et al., 2005).
These properties provide minimal invasiveness, but also limit
mobility since use of these tools require restrained animals.
Movement is necessarily restrained because of the fixed sizeable
tabletop equipment required for the excitation light source and
fluorescence emission collection.

Miniature head-mountable integrated microscopes are an
innovation on the use of microendoscopes (Ziv and Ghosh,
2015; Resendez et al., 2016; Liberti et al., 2017; Jacob et al.,
2018). They can be used to acquire high resolution images
of brain activity from freely moving animals. The implanted
component is a cylindrical lens (e.g., GRIN lens) that refracts
light to the microscope module secured on an animal’s cranium.
Though miniaturized, the sheer bulk needed to accommodate
the components gives the device some weight, more than 2
grams in some cases (Helmchen et al., 2001; Ozbay et al.,
2018; Scott et al., 2018; Klioutchnikov et al., 2020). This entails
consideration for the weight burden on smaller experimental
animals, like mice, and the possible effects on brain activity
(Ziv and Ghosh, 2015).

Our lab has developed a needle-type implantable device that
has the advantages of the aforementioned devices (Figure 1A;
Ohta et al., 2017; Rustami et al., 2020; Sunaga et al., 2020).
Our device uses a complementary metal-oxide semiconductor
(CMOS)-based image sensor chip (imaging area of 120 by 40
pixels, 7.5 µm per pixel, hence 300 × 9,000 µm) and a blue-
light micro-LED (for green fluorescent protein (GFP) excitation),
mounted on a thickened flexible printed-circuit substrate (FPC)
(Figure 1B). It has a width of 0.7 mm, a thickness of 0.2 mm,
an insertion allowance of up to 4.5 mm, and an average weight
of 26.6 mg. Its small features and rigidity prevent excessive
tissue damage, allow simultaneous implantation of another
device, and make possible angled implantations to avoid critical
areas and reach difficult sites. Though simultaneous use is still
possible with the use of miniature microscopes (de Groot et al.,
2020), our devices are much lighter, providing less of a burden
on the test animal. The sensor chip allows for imaging of
calcium signaling fluorescence, but not to the same resolution as
microscopy imaging.

In this study, two of these implantable CMOS-based imaging
devices were simultaneously used in mice induced to experience
pain via subcutaneous formalin injection. Pain is an immediate
and powerful aversive event that has prominent related behavior
and can usually activate relevant brain sites with very low latency
(review by Woolf, 2010). The devices are implanted adjacent to
the capsular-lateral subsection of the central amygdala (CeLC)
and the dorsal raphe nucleus (DRN). The central amygdala has
been regarded as a center to the processing of pain signals
(Bernard et al., 1989; Neugebauer et al., 2004; Ossipov et al., 2010;
Veinante et al., 2013) and responsible for pain-related behavior
as an output center of the amygdala (Ji et al., 2017). Meanwhile,

the DRN has serotonergic connections with the CeLC (Peyron
et al., 1997) and has been implicated in the process of pain
modulation (Wang and Nakai, 1994; Stamford, 1995; Li et al.,
2017; Lopez-Alvarez et al., 2018). Together, they are part of
a system responsible for processing aversive stimuli and stress
(Spannuth et al., 2011; Groessl et al., 2018; Ren et al., 2018; Zhou
et al., 2019).

This study’s aim is twofold. First, it is to demonstrate that
the simultaneous use of two devices on an unrestrained animal
is without risk and also allows the animal behave unhindered.
Second, is to provide useful inner-brain imaging data of the
pain processing circuitry. This is accomplished through calcium
imaging at the relevant sites. Overall, we aim to show that our
device can complement established brain imaging implants while
also providing unique advantages.

METHODOLOGY

Device Fabrication
The CMOS imaging chips, designed by our laboratory, were
cleaned by submersion in acetone (Fujifilm Wako), twice, and
then in isopropanol (Fujifilm Wako) for 5 min each. After
drying, they were each mounted on a polyimide, gold-circuit-
printed FPC substrate (Taiyo Industrial) taped on a glass slide
using a thin layer of epoxy resin [low viscosity epoxy resin
Z-1 (N), CraftResin]. The blue-light-emitting micro LEDs (ES-
VEBCM12A, Epistar), with a central emission wavelength of
470 nm, were also mounted in the same fashion.

The blue-light filter was prepared by first dissolving Valifast
Yellow 3150 dye (Orient Chemical Industries) with cyclopentanol
(1:1, w/w) overnight in a light-proof vial. In the same container,
the mixture was mixed with Norland Optical Adhesive 43
(Norland Products) (2:1, w/w) using a vortex. The resulting
adhesive mixture was spin coated (Spincoater model: 1H-D7,
Mikasa) on a silicon-coated [CAT-RG catalyst and KE-106
silicone (Shin-Etsu Chemical), 1:10, w/w] cover slip with a size
of 23 mm × 23 mm under the following setting: 3 s to 500 rpm–
5 sec at 500 rpm–5 s to 2,000 rpm–20 sec at 2,000 rpm–5 s to
0 rpm. The spin coated material was immediately heated on a hot
plate at 100◦C for 30 min then left to set in room temperature
overnight. The filter film was cut with an Nd: YAG laser (Callisto
VL-C30RS-GV, TNS Systems) to make a grid of 10,000 × 3,500
µm sheets.

Cut filter sheet were manually placed over the entire imaging
area of the CMOS chips. The device was baked in a vacuum oven
(AVO-250NS, ETTAS) for 2 h at 120◦C and left to cool.

Using a needle, red resist resin (ST-3000L, Fujifilm) was
applied on the sides of the CMOS chip. This resin prevented entry
of stray blue LED light through the sides of the chip.

The CMOS chip and the LED were connected to the circuitry
of the FPC with micro aluminum wires (Tanaka Electronics)
using a wire bonder (7400C-79, West Bond). The wiring was
sealed by a protective cover of epoxy resin [low viscosity epoxy
resin Z-1 (N), CraftResin] and left to set overnight.

The processed device was incised off from the excess FPC
material with a blade. The sides at implantable end of the cut FPC
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FIGURE 1 | CMOS-based implantable needle-type device for fluorescence imaging. (A) Left: Image of the needle-type implantable device as seen under a
microscope (28× magnification). This device has undergone all steps of the fabrication process; Right: Higher magnification of the imaging device (from selection,
45×). (B) Partial breakdown of the device (left), and the placement of its components (right).

substrate of the device were coated with a thin layer epoxy [low
viscosity epoxy resin Z-1 (N), CraftResin] to cover jagged edges.

The devices were lined and bound together with a ribbon
of Kapton tape and were enclosed in a parylene coater (PDS
2010, Specialty Coating Systems). They were coated with 5 grams
of dichloro-c-cyclophane (GalentisS.r.l.). The thickness of the
parylene deposition layer is about 2.5 µm. This transparent,
long-lasting coating serves as a bio-protective sheath to prevent
infiltration of biological substances into the device that can
damage the circuitry.

Implantation
All animal handling procedures were approved by the Nara
Institute of Science and Technology (NAIST) Animal
Committees, and were performed in accordance with the
institutional guidelines of the animal facilities of NAIST.

GCaMP6 mice [strain: FVB-Tg(Thy1-GCaMP6)5Shi.,
provided RIKEN BRC through the National Bio-Resource
Project of the MEXT, Japan (Ohkura et al., 2012)], around
2 months of old of either sex, were implanted with two of
our CMOS-based imaging devices (Figure 2A). They were
positioned adjacent to the CeLC and the DRN, both in the left
hemisphere (Figure 2B).

The mice were anaesthetized. Hair was removed from the top
of their heads and the scalp was disinfected with 4% clorhexidine
(Hibitane). They were restrained to a stereotaxic platform (SR-
6M, Narishige) using earbars. A heating pad was provided
underneath the animals to stabilize body temperature.

Skin was excised from the dorsal side of the head, just
enough to access the implantation sites. The cranium was
exposed by clearing away tissue and washing with PBS (Fujifilm
Wako). After aligning the bregma and lambda, coordinates for

the brain site targets were marked on the cranium [CeLC:
AP: −0.8 mm, ML: −3.35 mm (left), DV: −4.0 mm; DRN:
AP: −5.56 mm, ML: −0.35 mm (left), DV: −3.31 mm; all
DV coordinates counted from the dura]. All coordinates were
determined using the Paxinos Mouse Brain Atlas (Franklin and
Paxinos, 2008) and calibrated in previous trials. Two small
micro-screws were shallowly secured into the cranium, spaced
some distance from the marked sites. Small cranial windows of
around 1 mm in diameter were created on the targets using a
dental drill (Hypertec II, Morita) and were cleansed of debris
and blood with PBS.

The implants were gently wiped with 70% ethanol (Fujifilm
Wako) using cotton swabs and were secured to stereotaxic
manipulators (SM-15M, Narishige). They were slowly implanted
into the windows, with the CMOS chip facing medially toward
the target, up to the predetermined depth. For the DRN, the path
of implantation was angled 25◦ posteriorly to avoid damaging the
major superficial blood vessel lying between the entorhinal cortex
and the cerebellum (Figure 2B).

Once the targets were reached, the cranial windows were
sealed with silicone elastomer (Kwik-Cast). The exposed cranium
and the surrounding incised skin were sealed with dental cement
(Super-Bond kit, Sun Medical). The cement was also used for
stabilizing and anchoring the implanted device unto the skull
surface and the inserted screws. The manipulators and other
restraints were removed. The mouse was allowed to recuperate
for at least 12 h in a heated enclosure.

Formalin Test
A modified formalin test was done with the aim of recording
brain activity during pain perception, indicated by fluorescence
from calcium signaling due to neuronal action potentials.
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FIGURE 2 | The implanted mouse and the paths of the implants to their
targets. (A) Left and Middle: A mouse that has just underwent
double-implantation, under anesthesia. Note the differing angles of the
implanted devices; Right: Implanted devices attached to cables used for
supplying power and collecting calcium-signaling fluorescence data. (B) Paths
of implantation through the brain. The cross (x) indicates the location of a large
superficial transverse blood vessel on the brain’s surface. (C) Coronal sections
depicting lesions from implantations and the loci of the brain site targets.
Lesions do not reach the dorsal brain surface because the sectioning and the
implantation planes are not parallel, more so for the DRN targeting. Upper
Left: AP: –1.58 mm, 25×; Upper Right: Zoomed in section from rectangle in
upper left image, dashed line approximates the perimeter of the central
amygdala (CeA), 45×; Lower Left: AP: –4.36 mm, 25×; Lower Right: Zoomed
in section from rectangle in lower left image, dashed line approximates the
perimeter of the DRN (dorsal, ventral, and lateral subsections), 45×.

Behavior attributed to pain perception, such as licking, was
used to support the validity of the fluorescence imaging
data (Figure 3A).

The whole recording procedure was done within a darkened
canvas tent. This is to prevent the interference of light from
sources such as illumination lamps for animal handling, interior
overhead lighting, and sunlight passing through windows. Light
from such sources are of high enough intensity to permeate

the very thin skull, and overlying layers, of the experimental
mouse. Such filtered light can still be detected by the implanted
devices due to the high sensitivity of the CMOS imaging chip.
The orbit and the frontal cranial bone are especially exposed
to light penetration. Though the parietal cranium bone is
covered with reinforcing dental cement, the cement itself is
translucent. Implanted mice were anaesthetized with isoflurane
(Fujifilm Wako) using an isoflurane pump (410 Anaesthesia
Unit, Univentor). The implants were then connected to cables
that were then connected to a slip ring. The rotating slip ring
prevented entanglement of the cable pair and served as a bridge
between the implants and the power sources (6146 DC Voltage
Current Source, ADCMT) and collecting equipment (custom-
made, NAIST).

After securing the connections, the mice were kept in an
observation enclosure and monitored with a webcam (CMS-
V37BK, Sanwa Supply). Illumination was under blue-light that
was blocked by the blue-light filter and the red resist coating
of the device. Their brain activity and behavior were recorded
on a personal computer using specialized custom-made software
(CIS_NAIST) and a webcam software (Bandicam) (Figure 3B)
for a minimum of 10 min to serve as a baseline. Afterward,
they were subcutaneously injected using a 30G needle with either
20 µL 2% paraformaldehyde-PBS (Fujifilm Wako) [“Formalin”
group (n = 3)] or PBS (Fujifilm Wako) [“PBS” group (n = 3)] at
the plantar side of the right hind-paw, contralateral to the side
of the implantations. Brain activity and behavior were recorded
for a minimum of an hour. For the duration of the experiment,
experimenters vacated the tent to prevent affecting behavior.

At the end of the experiment, the mice were sacrificed with
an overdose IP injection of sodium pentobarbital (Somnopentyl,
∼0.2 mL, KS Medical). They were perfused with a tubing pump
(TP-10SA, AS ONE) with normal saline (Otsuka) and then 4%
formaldehyde (Fujifilm Wako). Their brains were extracted and
stored in 4% formalin overnight. Coronal sections of the brains
(100 µm) were prepared using a vibratome (Linear Slicer PRO7,
Dosaka) and were used to confirm successful targeting of the
brain sites (Figure 2C). Data from animals with unsuccessful
implantations were disregarded.

Implanted Brain Temperature Reading
The inner-brain temperature, in Celsius, of an implanted
mouse was measured during activation of the blue-light micro-
LED at 0.5 mA. Two thermocouples (Cu/constantan (Type T)
thermocouple, Muromachi Kikai Co., Ltd., Tokyo, Japan) were
bounded unto needle-type devices with Parafilm M (PM-996,
Pechiney Plastic Packaging). One thermocouple terminal was
located by the LED and another at the device’s insertion tip,
serving as a reference site away from the LED. The thermocouples
were connected to a microcomputer thermometer (BAT 700 1H,
Physitemp Instruments LLC).

Mice were anaesthetized and implantations were done into
the DRN of one mouse and the CeLC of another as previously
described, but with some differences. After implantation,
elastomer sealant was not used as a protective cover. Instead,
PBS-moistened pieces of Kimwipe were applied on the exposed
region surrounding the implant and were held in place with
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FIGURE 3 | Formalin test with brain activity imaging. (A) The experimental design of the modified formalin test. (B) Left: Screenshot of the computer monitor during a
formalin test. On the screen is the CIS_NAIST software that displays the windows (40 × 120 pixels, 300 × 9,000 µm) for raw, processed, and reference frames of
real-time video data, in pairs from left to right. The left of the pair is the fluorescence image from the CeLC, and the right of the pair is from the DRN. Also displayed
are the fluorescence level traces at the bottom and frame number information at the middle right. The overlying the CIS_NAIST software window is the video feed of
the mouse behavior from the webcam; Right: A sample of a processed image of the CeLC with discernible fluorescent structures. Heatmap values are voltage values
that represent 1F.

Parafilm. The animal’s body temperature was allowed to stabilize.
Temperature was recorded for 5 min before LED activation, for
an hour during activation, and for 5 min afterward.

Data Processing
Videos of the brain fluorescence activity were collected using
CIS_NAIST and screen recordings of the working computer.
Images of the fluorescence in the CeLC and the DRN were
extracted from the time immediately after the injection of the

substance and every 10 min thereafter, until the end of the 1-
h observation period. The clearest calcium imaging result was
selected as a representative example of each sampling group.

Behavior recorded by the webcam was reviewed and pain-
related behaviors were taken note of, specifically the licking of the
injected site. Behavior was quantified by tallying the amounts of
pain-induced licks on the affected paw per 2.5 min blocks within
the 1-h observation period. The results were graphed as a number
of licks per time block along the passage of time.

Frontiers in Neuroscience | www.frontiersin.org 5 May 2021 | Volume 15 | Article 66770811

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-667708 May 27, 2021 Time: 9:55 # 6

Rebusi et al. Simultaneous CMOS-Based Imaging

Imaging data was acquired using CIS_NAIST, and saved as
RAW files. The data was extracted from the files and analyzed
using MATLAB (MathWorks). Custom made codes were written
in order to process and visualize the data. For processing, the data
was first stored as a 3-dimensional matrix (2D spatial pixel array
across time), then separated into two for the CeLC and the DRN
data. Afterward, the period of injection was determined from
webcam recordings, and also by looking at the offset frames in
the averaged data set.

Removal of hum noise was performed by making a column
vector containing the average values of each row in the pixel
array. The average value of that was computed and subtracted
to each element of the column vector. The resulting vector was
subtracted to each column in the pixel array. This was done in
each frame. That is, given a pixel reading Ft

(
x, y

)
at frame t,

where x = 1 : nx, y = 1 : ny, the following steps are performed
for each t:

(1) Form the column vector xt, where
xt
(
y
)
=

1
ny

∑nx
i = 1 Ft

(
i, y
)

for each y = 1 : ny.

(2) Calculate Ft = 1
nx

∑ny
j = 1 xt

(
j
)
.

(3) Form the column vector ht , where ht
(
y
)
= Ft − xt

(
y
)
.

(4) The new reading F∗t
(
x, y

)
is then given by

F∗t
(
x, y

)
= Ft

(
x, y

)
− ht

(
y
)
.

The data was normalized (1F/F0) by getting the average of the
frames before injection as the baseline. That is, given Ft

(
x, y

)
,

the baseline F0 is given by F0
(
x, y

)
=

1
t∗
∑t∗

t = 1 Ft
(
x, y

)
, where

t∗ is the frame number before injection. The normalized pixel
reading F∗t

(
x, y

)
is then given by F∗t =

4F
F0
=

Ft−F0
F0

, where

F∗t
(
x, y

)
=

Ft(x,y)−F0(x,y)
F0(x,y)

.
Based on a previously published study (Takehara et al., 2016),

the approximate size of neurons was computed and the regions
of interest (ROIs) were selected accordingly. Specifically, it was
assumed that the maximum distance between a visible ROI and
image sensor surface was 100 µm, and therefore; the full-width
at half-maximum (FWHM) would increase 3–4 times compared
to a distance of 0 µm. Given the soma and device pixel sizes
(8–9 µm and 7.5 µm, respectively) and the 4 times increase in
soma size due to the distance from image sensor, then the ROI
was computed to be around 6 × 6 pixels. Regions that seemed
like neurons based on fluorescent activity were selected as ROIs
for further analysis. The average of each ROI was plotted and
compared against background values outside the ROIs. A scale
bar representing 5% change from baseline was generated. A color
plot showing the intensity of each pixel in a frame was graphed
to visualize the ROIs. The behavioral data was aligned with the
calcium imaging data to see their relationship.

Afterward, the first-differenced calcium traces in each ROI
were cross-correlated or auto-correlated. First-difference was
applied to ensure stationarity of the data. That is, given a calcium
trace reading zt at time t, the first-differenced calcium trace 4zt
at time t is4zt = zt+1 − zt . First-differencing was implemented
using diff() function of MATLAB. Cross-correlation between
CeLC and DRN ROIs was calculated by shifting the DRN data
across time. That is, given the CeLC calcium trace reading xt at

time t and the DRN calcium trace reading yt at time t, the non-
normalized cross-correlation coefficient R at lag m is given by

Rx, y (m) =

{∑T−m
t = 1 xtyt−m if m ≥ 0
Ry,x (−m) if m < 0

.

The (normalized) cross-correlation ρ at lag m is then given by
ρx,y (m) = 1√

Rx,x(0)Ry,y(0)
Rx,y (m). Here, Rx,x (m) and Ry,y (m)

represents the non-normalized auto-correlation at lag m for
xt and yt , respectively. The DRN time lag with the highest
correlation with CeLC m∗ = argmaxm ρx,y (m) was recorded
as the best time lag. Cross-correlation analysis was implemented
using xcorr() function of MATLAB. The three ROIs from CeLC
and three ROIs from DRN were cross-correlated as follows: CeLC
vs. DRN, CeLC vs. CeLC, and DRN vs. DRN. Therefore, a total of
27 cross-correlations were analyzed per mouse.

To measure the relationship between brain imaging and
behavior, the mutual information coefficient (MI) between these
variables was computed. Basically, the mutual information
coefficient (Cover and Thomas, 2006) between two (discrete)
random variables X and Y is given by

I (X;Y) =
∑
x∈X

∑
y∈Y

pX,Y
(
x, y

)
log

(
pX,Y

(
x, y

)
pX (x) pY

(
y
)).

Similarly, if X, Y are continuous, then the summation is
replaced with integration. However, since brain imaging is a
continuous random variable, while the behavior is discrete, MI
was measured using an adapted method (Ross, 2014). MI was
computed using discrete_continuous_info_fast() function of
Ross (2014). Since the imaging data was a continuous real-valued
dataset, it was binned and averaged across the same 2.5 min
window of the behavioral data. This enabled the measurement
of mutual information between continuous imaging data and
discrete behavioral data, where a higher value indicates more
dependence between the two.

Finally, statistical analysis was done using MATLAB. Non-
parametric tests were performed: Kruskal-Wallis test for the
cross- and auto-correlation analysis and non-parametric two-way
ANOVA (Friedman’s test) for the brain calcium imaging and
licking behavior relationship analysis were performed. P-values
less than 0.05 were considered significant. Boxplots with median
and interquartile range were graphed also using MATLAB.

RESULTS

Brain Recordings: Fluorescence Imaging
and Internal Temperature
No notable complications on the welfare of the experimental
mice were encountered during the duration of the study.
Implantation surgery was accomplished without issues and
all the mice recuperated fully the following day. No signs
of distress that may have come from the implantation
were observed. Furthermore, there were no indications of
encumbrance of the head. Post mortem weighing of the
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cement-bound dual implants, excluding the parietal portion
of the cranium, gave an average weight of 0.474 g (n = 5).
The only signs of discomfort were the pain-related behavior
and inflammation reaction of the Formalin group mice after
injection and the slight agitation immediately resulting from
animal handling.

Images of the calcium signaling from representative
examples were chosen (Figure 4). The top right corner of
the DRN in the Formalin group had an increasing intensity
throughout the time course, from the 20-min mark onward,
with distinct and prominent fluorescence. The CeLC of
the same group, particularly the lower-left of the imaging
area, initially displayed some fluorescence that gradually
lessened over time.

On the other hand, the PBS group had more uniform
and constant images across time. Slight changes in overall
fluorescence can still be seen, such as a brighter DRN and CeLC
at the 30-min mark. The changes are quite difficult to spot by eye
alone. Therefore, a more quantitative approach was taken.

Readings in a double-implanted mouse depict very small
increase in deep brain tissue temperature during activation of
the blue-light micro-LED (Figure 5). At most, there was 0.5◦C
increase in the portion of the DRN next to the LED. The results
also show that proximity to the LED does not necessarily lead to
a higher tissue temperature.

Data Analysis
To better visualize changes in CeLC and DRN fluorescence
activity, the whole frame average across time was computed in
all mice (Figure 6, top and middle). In addition, the paw-licking
behavior of the mice was also measured simultaneously (Figure 6,
bottom). Due to the small size of the implantable device, both
CeLC and DRN can be visualized at the same time in a freely
behaving mouse. Based on the 1F/F0 scale bar, the Formalin
group generally had higher amplitudes than the PBS group. For
example, Formalin Mouse 2 displayed higher fluorescence values
compared to PBS Mouse 2 in the CeLC. Furthermore, Formalin
Mouse 1 had higher fluorescence intensities than PBS Mouse 1 in

FIGURE 4 | Brain activity fluorescence immediately after injection of formaldehyde or PBS. Neuronal fluorescence from the replicates that demonstrated detectable
and distinct signals are presented. Time shown refer to the minutes that has passed after injection of the assigned substance. For all image pairs, CeLC is on the left
and the DRN is on the right. Heatmap values are voltage values that represent 1F.

FIGURE 5 | Recorded change of DRN and CeLC temperatures during implantation. Temperature readings were done in the vicinity of the implanted devices,
specifically by the LED and at the device insertion tip. Thin vertical lines in the graph indicate start and end points of LED activation time.
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FIGURE 6 | Calcium imaging and behavioral analysis across multiple mice. Brain calcium imaging and behavioral analysis of Formalin- and PBS-injected mice. The
yellow highlight marks the injection period. The blue line graphs show calcium measurements of the CeLC across multiple mice, while the red line graphs show
calcium measurements of the DRN. At the bottom are the behavioral results for the average number of licks per 2.5 min time block among Formalin mice (n = 4) and
PBS mice (n = 3).

the DRN. In addition, the Formalin group had higher frequency
of fluorescent peaks for both brain sites. This was most apparent
for Mouse 2 and 3 for CeLC and Mouse 1 for DRN. Conversely,
the PBS group had graphs that are comparatively flatter. Since
this was a proof-of-concept to show that the dual-implantable
device works, more mouse samples and further analysis can be
done to quantify the difference in amplitudes and frequencies
between both groups.

Pain-related behavior was observed from all the mice of
the Formalin group, as reflected by the average number of
licks. A high number of licks was seen in the initial minutes
after injection. The licking behavior then subsided after 10
min. Then, after 30 min licking behavior started to increase
again. This bi-phasic response may correspond to the acute and
inflammatory phase of formalin injection, as will be discussed
later. Interestingly, peaks in licking behavior also corresponded
to higher fluorescence activity in the CeLC and DRN. On
the other hand, the PBS mice did not display any hindpaw-
licking behavior. These results confirm the successful execution
of the formalin test.

Another two mice were selected as representatives, one per
sampling group, to visualize analysis of multiple regions of
interests (ROIs) (Figure 7). Slight differences in timing and
intensity of fluorescence can be seen in ROIs of the same brain
region. For instance, in the Formalin-injected mouse, DRN ROI2
displayed more fluorescence activity than DRN ROI1 at the
20-min mark. It is also observable that the ROIs of the DRN
have higher and more distinct spikes than the background.
Furthermore, ROI 1 and 2 of the CeLC had higher fluorescence

amplitudes than ROI 3. However, CeLC ROI 3 still had higher
fluorescence than the CeLC background values.

On the other hand, the PBS-injected mouse had ROI values
that are relatively similar with the background. Similar to
Figure 6, the PBS mouse had a more constant fluorescent activity
where its peaks do not deviate too far from the average noise
value. The peaks of the Formalin-injected ROIs were more
distinct and had higher amplitudes compared to its baseline level
before injection.

The relationship between each ROI was explored. The small
size and large field of view of the device made it possible to
measure cross-correlation of multiple ROIs within and between
the CeLC and DRN. First, cross-correlation analysis of the
Formalin-injected mouse showed distinct and clear peaks mostly
at time lag 0 (Figure 8). The only exception was the cross-
correlation between CeLC ROI 1 and the DRN ROI 1. The data
indicated that when the first-differenced DRN data is shifted 1
frame back, then the correlation with first-differenced CeLC data
increases. This means that when the CeLC fluorescence increases,
there is a positive correlation that the DRN fluorescence will also
increase after 0.094 s. However, this was only true for one ROI
of the CeLC. The other two ROIs of the CeLC showed a definite
peak at 0 time lag, which indicated that the cross-correlation was
highest at 0 s delay.

In contrast, the PBS-injected mouse had less clear and less
distinct cross-correlation peaks. It can be seen that most of the
cross-correlation graphs are broader, especially for DRN ROI 2.
Furthermore, the best time lag is less consistent among the ROIs,
with one pair having the highest cross-correlation at 6 frames
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(0.562 s) and two pairs of ROIs at 5 frames (0.468 s). This may
indicate less synchronization between CeLC and DRN neuronal
firing in PBS-injected mouse.

To provide more insight and see if the results are consistent,
the cross-correlation of ROIs in each mouse was analyzed
(Figure 9). Majority of the peak cross-correlations was at time
lag 0 (Figure 9A). However, it can be observed that PBS mice
had several non-zero and non-one time lags. For example, PBS
Mouse 1 had a high cross-correlation (ρ = 0.69) at −8 frames
when analyzing between its CeLC ROI 1 and DRN ROI 2. Then
its CeLC ROI 2 and DRN ROI 2 had the best lag at+3 frames.

Furthermore, even within the DRN, there was a high cross-
correlation at 8, 15, and 4 frame lags for PBS Mouse 1, 2, and 3,
respectively. On the other hand, more cross-correlations at time
lag 0 can be seen in Formalin-injected mice. For instance, when
comparing within the same brain region (i.e., CeLC vs. CeLC
or DRN vs. DRN) all ROIs displayed a best time lag of 0, with
the exception of DRN ROI 2 and 3 of Formalin Mouse 2. Taken
together, this may indicate less synchronization within the DRN
of PBS-injected mice.

To compare the difference between the number of frame
lags higher than 1 for each mouse group, a two-tailed unpaired
t-test was performed. The number of frame lags higher than
1 was statistically higher in the PBS group compared to the
Formalin group (p = 0.00773, Unpaired t-test). This confirmed
the hypothesis that PBS-injected mice had a higher number of
ROIs that were not as synchronized compared to the Formalin-
injected mice.

Finally, to measure the relationship between the brain calcium
imaging data and licking behavior of mice, we calculated their
mutual information (MI). The MI between calcium imaging of
PBS mice and their licking behavior is close to 0, showing a
lack of a relationship. On the other hand, the Formalin mice
displayed higher MI levels across different ROIs and brain
areas (Figure 10A). This was further confirmed using two-way
ANOVA, wherein the Formalin group was significantly different
compared to the PBS group (p < 0.05). However, no difference
was detected between CeLC and DRN within each group.

By using this MI metric, the capability of the dual-implantable
device to correlate brain activity and behavior was demonstrated.
This showed the potential of the device for use in further
experiments and analysis.

DISCUSSION

We have demonstrated that the use of our device in a
double-implantation set-up is feasible and will not introduce
complications that can affect animal welfare. All trials proceeded
successfully with no mice had displaying signs of excessive
distress or injury from the implantation. Additionally, internal
or core brain temperature of the implanted mice are well within
the normal physiological levels of rodents, with the maximum
limit at around 38◦C (Yarmolenko et al., 2011; Mei et al., 2018).
This is true whether the LED was activated or not. Along with
the very minute increase in temperature during LED activation,
temperature-related necrosis can be said to have not occurred.

The relatively low internal body temperature can be attributed
to the sleeping state of the recorded mouse (Sela et al., 2021).
With the devices’ viability and novel features, many methodology
changes can be explored. It is important to note that these
statements are only applicable to short-term set-ups, those lasting
for a few days per run. Nevertheless, the use of the device is still
very safe for many methods.

The calcium signal imaging results have shown that there are
perceivable qualitative differences in the fluorescence between
the Formalin-injected and the PBS-injected group. The increase
in signaling of the former group is attributable to nociception
itself, as supported by behavioral data. Though the trend is
not wholly consistent among mice, there a discernible pattern
that can still be observed using our new device. In the images,
fluorescent forms or shapes can be seen, especially in that of
the DRN of the Formalin group. These forms are surely not
individual neurons. They are much larger than the widest span
(9–10 µm) of an average soma of neurons found in the selected
sites. Light scattering through the tissue cannot be discounted as
contributing to the size of the forms as seen on the images, but
their effects are assumed to be minimal (Takehara et al., 2016).
They are possibly neuronal clusters or ganglia and not glial cells
because of the nature of GFP expression in GCaMP6 mice. The
actual identity of these fluorescent forms is hard to ascertain
because of the low resolution. This is an unavoidable limitation
in the use of the CMOS imaging chip, especially the version we
are currently using.

The formalin test is a method that can induce a bi-phasic
response to pain: an early acute phase (0–5 min post injection)
and a later tonic or inflammatory phase. The timing of the latter
seems to differ among sources. The phase is mentioned to occur
at around 15 min (Hunskaar et al., 1985; Hunskaar and Hole,
1987; Shibata et al., 1989; Rosland et al., 1990) until 60 min
post injection (Manning and Mayer, 1995a). This is further
complicated by the effect of environmental temperature on the
potency of inflammation (Rosland, 1991; Tjølsen et al., 1992). The
variability in the timing is reflected in the flattened second peak in
the averaged behavior data of the Pain group (Figure 6, bottom).

The CeLC is a major component of the pain matrix. It
has context-specific paradoxical roles of promoting hypoalgesia
(Manning and Mayer, 1995a,b; Kang et al., 1998; Finn et al.,
2003; Sabetkasaei et al., 2007; Yu et al., 2007; Veinante et al.,
2013) and hyperalgesia. Hyperalgesia is accomplished during
inflammation (Carrasquillo and Gereau, 2007; Veinante et al.,
2013). Meanwhile, the DRN has also been shown to have an
inflammation-specific antinociceptive function (Palazzo et al.,
2004; Cucchiaro et al., 2005). Their inflammation-induced
activation and the somewhat variable nature of the tonic phase
timing might explain the persistent activity spikes of both sites in
the Formalin group. This is reflective of the flattened, prolonged
second peak, representing the tonic phase, in the Formalin
group’s behavior data. This does not apply to the first distinct peak
of the acute phase. Even if both the fluorescence and the behavior
data are indicators of pain perception, the two data sets may
not be total complements to each other because of the complex
effects of formalin-induced nociception. Even so, together they
still provide a holistic portrait for visualizing pain.
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FIGURE 7 | Calcium traces of specific regions of interest (ROIs). Calcium measurement of Formalin-injected mouse and PBS-injected mouse. The yellow bar on the
line graph marks the injection period. The blue line graphs show measurements in the CeLC, while the red line graphs show measurements of the DRN. The
background values (BG) are the average of all the pixels outside the ROIs. Beside the line graphs are images of sample frames where ROIs are enclosed in black or
red boxes.

The qualitative visual data also reflects the results of the
behavior analysis. The images of the DRN of the Formalin group
display ROIs of higher fluorescence intensity compared to the
PBS group. The difference is not fully apparent, especially for
the CeLC in the latter half of the observation period. It was
expected to fluoresce more prominently, following its central
role in modulating pain perception. This weak response to pain
stimulation can be attributed to the lateralization of the CeLCs
of the two hemispheres. The right CeLC has been observed
to be more responsive to nociception to a greater degree (Ji
and Neugebauer, 2009; Allen et al., 2021), though this does
not mean that the left CeLC is fully inactive (Allen et al.,
2021). The descending architecture of the CeLCs are ipsilateral,
especially the left one (Manning, 1998; Ji and Neugebauer,
2009). Since the study investigated the left brain hemisphere
and induced pain contralaterally, the resulting calcium signaling
could not have been strong. The fact that the devices have
still detected pain-based trends in fluorescence between the two
groups demonstrates its sensitivity.

Cross-correlation analysis showed that the Formalin-injected
mice had more max cross-correlations at time lag 0.Though
some ROIs displayed best lags at 1 or 2 frames, most other
ROIs showed more synchronous activity. In contrast, the PBS-
injected mice had more varying frame lags with several values
higher than 1 frame delay/advance. The analysis indicated that

there may be more asynchronous firing between CeLC and
DRN neuronal firing in PBS-injected mice unlike the Formalin-
injected mice. This suggests a coupling mechanism between or
within the CeLC and the DRN during pain processing. The same
mechanism is present in the adjacent cells of the dorsal root
ganglion (DRG), a downstream neural pathway of the CeLC and
the DRN, during inflammation and nerve damage (Kim et al.,
2016). This synchronization was less apparent in naïve mice not
exposed to pain.

Additionally, the highly variable time lag values of the cross-
correlation coefficients of the ROIs portray a heterogenous
population of neurons of differing roles in pain perception. For
instance, the central amygdala can increase or decrease pain-
related behavior depending on the cell type. Cells expressing
protein kinase C-delta played a role in sensitization to nerve
injury and increased pain response, while cells expressing
somatostatin were inhibited and drove anti-pain behavior
(Wilson et al., 2019). Furthermore, adjacent DRN 5-HT neurons
are closely coupled and synchronized; however, non-adjacent
5-HT neurons are not. Also, there is a difference in the auto-
correlograms of serotenergic and non-serotnergic neurons in the
DRN, where non-5-HT cells are more irregular while 5-HT cells
are more periodic (Wang and Aghajanian, 1982). Our analysis
demonstrates such heterogenous interactions and behavior as
well because ROIs within the same brain region, particularly
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FIGURE 8 | Cross-correlation analysis of two representative mice. Top: Formalin-injected mouse; bottom: PBS-injected mouse. The figure shows the
cross-correlation of the first-difference of CeLC fluorescence imaging data with DRN data. The correlation between CeLC and time-shifted DRN (across varying lags)
is measured. Peaks indicate high cross-correlation at that specific shift or time lag of the DRN data. The time lag with the highest cross-correlation coefficient (ρ) is
indicated at the top of each graph.
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FIGURE 9 | Cross- and auto-correlation analysis in all mice. (A) Heatmap showing time lags with the highest cross-correlation coefficients. ROIs from CeLC and
ROIs from DRN in each mouse were cross-correlated. The values written indicate the time lag of first-differenced DRN data in frame number that showed the highest
cross-correlation with the original unshifted first-differenced CeLC data. No value means the best lag was at 0. The color indicates the cross-correlation coefficient
(ρ)from low (blue) to high (yellow) in absolute values. (B) Box plot of the number of frame lags that were above 1 in both treatment groups. Kruskal-Wallis test was
performed and a significant difference was computed (∗∗p = 0.00773, α = 0.05).

the DRN of PBS mice, showed varying cross-correlograms.
In addition, cross-correlation between CeLC and DRN ROIs
had different time lags even if the mice were in the same
treatment group.

The large gap in the tallied pain-based licking behavior of the
groups confirms the successful execution of the formalin test,
with the PBS group displaying none. This is reflected in the

difference in calcium signaling between the Formalin and the
PBS groups, though the peaks of the behavior tally graph and
the fluorescence graph do not match after the initial phase. So,
even though PBS Mouse 2 demonstrated relatively high CeLC
brain activity, it is not indicative of any pain processing, based
on behavior. This is further supported by and elucidated in the
MI analysis between behavior and calcium signaling result.

Frontiers in Neuroscience | www.frontiersin.org 12 May 2021 | Volume 15 | Article 66770818

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-667708 May 27, 2021 Time: 9:55 # 13

Rebusi et al. Simultaneous CMOS-Based Imaging

FIGURE 10 | Relationship between brain calcium imaging and licking behavior. Relationship between brain calcium imaging and licking behavior. (A) Plot of mutual
information between imaging and behavior. Blue circles indicate ROIs from CeLC, while red crosses indicate ROIs from DRN. (B) Box plot of the mutual information
(MI) when ROIs in each mouse were averaged. PBS mice showed almost 0 MI with behavior, while Formalin mice showed higher MI values. Non-parametric two-way
ANOVA showed significant difference between Formalin and PBS groups (p < 0.05, α = 0.05), but no significant difference between CeLC and DRN within each
group.

MI is the amount of shared information between the two
data, and shows how related they are with each other. A value
of 0 indicates that the two data are independent. MI has several
advantages such as being unbiased to the sample size, being
model independent, being unrestricted to the data type, being
able to detect linear and non-linear interactions, and being
multivariate (Ross, 2014; Timme and Lapish, 2018). The analysis
showed that the MI between calcium imaging of PBS mice and
their licking behavior is close to 0 (Figure 10A). This means that

the imaging data was not related to any mouse licking behavior in
the PBS-injected mice. In contrast, the Formalin mice displayed
significantly higher MI levels (Figure 10B).

Previous in vivo investigations on the mechanisms of
pain, using calcium imaging, have mostly been done on the
spinal cord level, as a necessity for less injurious methods
of visualizing neural activity (Anderson et al., 2018; Miller
et al., 2018; Xu and Dong, 2019). Our study is one of the
first attempts to simultaneously image pain processing at two
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relevant brain regions in vivo, addressing the need for multi-
site visualization for neuron-network studies (de Melo Reis
et al., 2020). Because the protocols we used, from the lens-less
CMOS-based fluorescence imaging device usage to the general
experimental design modifications, are quite novel, there are
many points for improvement that need to be addressed. Long-
term double-implantation use of the devices can be explored. The
methodology used to demonstrate the device, the formalin test, is
very short in duration. It did not allow for the exploration of this
aspect of device use. Determining the long-term viability of an
implanted device would expand applications to studies involving
chronic pain or multi-stage pain-conditioning experiments
involving the same experimental animals. Retention of dual-
implantation for an extended period can also more ensure better
recuperation of the animals and give insight to potential changes
to the integrity of the implanted devices. This can be done in
future studies because of the parylene coating, which is usually
used on medical implants. Because of the modular design of the
device, components can easily be upgraded almost independent
of each other. There are commercially available CMOS imaging
chips of superior performance that can supplant what we have
used. As of now, image quality derived from the CMOS chip we
have used is relatively of inferior quality compared to that from
lens systems. Because of the optics involved in a CMOS-based
system vs. a lens system, images from the former will never match
the resolving power provided by the latter. Even with an increase
in pixel amount, the resolution will not necessarily improve.
What this study had provided is a starting point for possible use
of better components to better approach data quality of already
established tools, but also providing unique advantages. Materials
for the FPC substrate can also be made thinner, but more rigid,
to ensure better implantation accuracy and safety. The blue-light
filter used on our CMOS chips has been developed in our lab
(Sunaga et al., 2014) and is still being improved upon through
integration of additional filtering layers and better fabrication
methods. Thus, there is proof of concept that the dual use of the
device can work, but the device has potential still for refinement.

CONCLUSION

We have shown that our developed implantable device can
simultaneously be used to image two brain sites in mice while
observing behavior, without hindrance or complications. The
double implantation of the device was implemented across

multiple experimental animals to successfully complete the
modified formalin test. The collected fluorescence imaging data
has been useful to some degree, enough to show trends and
support established findings about pain processing. Though,
there is a need for improvement, since at this point, the device
is not sensitive enough to provide conclusive visuals. Proper
selection of more active brain regions to image may better
demonstrate its features. The properties of this implantable
CMOS device will make it easy to apply on novel sites and
configurations in future experiments.
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Miniaturized implantable devices play a crucial role in neural interfaces by monitoring

andmodulating neural activities on the peripheral and central nervous systems. Research

efforts toward a compact wireless closed-loop system stimulating the nerve automatically

according to the user’s condition have been maintained. These systems have several

advantages over open-loop stimulation systems such as reduction in both power

consumption and side effects of continuous stimulation. Furthermore, a compact

and wireless device consuming low energy alleviates foreign body reactions and risk

of frequent surgical operations. Unfortunately, however, the miniaturized closed-loop

neural interface system induces several hardware design challenges such as neural

activity recording with severe stimulation artifact, real-time stimulation artifact removal,

and energy-efficient wireless power delivery. Here, we will review recent approaches

toward the miniaturized closed-loop neural interface system with integrated circuit

(IC) techniques.

Keywords: closed-loop system, neural interface, electroceuticals, ADC-direct front-end, miniaturization,

stimulation artifact removal, wireless power transfer

1. INTRODUCTION

As life expectancy increases, the number of patients suffering degenerative brain diseases such as
Parkinson’s disease (PD) and Alzheimer’s disease (AD) is rapidly increasing (Dorsey et al., 2007;
Reitz et al., 2011). Several approaches including medication and surgery have been taken to tackle
these degenerative brain diseases, and among them, the neural stimulation technique has proved
its efficacy. Deep brain stimulation (DBS) has been widely used to suppress tremors of PD patients
(Benabid et al., 1987), and the neural stimulation technique is effective to alleviate the symptoms
of neurological diseases such as AD, depression, and epilepsy (Cook et al., 2014; Fox et al., 2014;
Poewe et al., 2017; Chang et al., 2018). Furthermore, electroceuticals that control neural circuits
using electrical pulses are recently gaining increasing interest from researchers (Famm et al., 2013,
Levin et al., 2019).

Neural stimulation can be performed in either non-invasive or invasive fashions. Despite the
disadvantage of requiring surgical operations, the invasive method is superior to the non-invasive
one in specificity (Chen and Chen, 2019). The early stage of the invasive implantable neural
stimulation devices began in 1928 with the pacemaker of Mark Lidwell (Aquilina, 2006), followed

23
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by the development of various stimulation devices, including
cochlear implantation in 1964 and neurostimulator in 1967 as
shown in Figure 1A (Simmons et al., 1964; Shealy et al., 1967).

The first generation of invasive stimulation devices have
large forms due to large discrete components and battery size,
and as a result, would be located outside of the body. Long
wire connections between electrodes inside the body and such
huge stimulation devices on the outside were required (Hyman,
1932). This led to severe restrictions on patient mobility. To
enable normal life of the patients with such devices, studies
of stimulation devices using IC technologies started. The use
of IC technology was able to decrease overall device size by
replacing large discrete components with miniaturized ICs. In
1958, the first wearable pacemaker device using IC technology
was developed (Aquilina, 2006; Li et al., 2015), and in 1960,
a fully implantable pacemaker with a battery was first applied
to a human patient (Lillehei et al., 1960; Mallela et al., 2004).
For better stimulation control and long operation time, various
studies on multi-channel small form factor stimulation devices
and wireless power transmission (WPT) have rapidly increased
as shown in Figure 1B. Especially, features like closed-loop
stimulation (responsive neural stimulation) measuring neural
activities and performing stimulation only when necessary are
attracting attention because they are able to lessen the side effects
of open-loop stimulation (continuous stimulation) and further
increase operation time given battery capacity (Bouthour et al.,

FIGURE 1 | (A) History for stimulation devices. (B) Rapid increase in the number of publications on implantable stimulation devices, searched at PubMed (http://www.

pubmed.gov).

2019). However, to enable closed-loop stimulation, neural activity
recording and stimulation should be performed simultaneously,
imposing serious challenges on circuit design.

In this paper, we review state-of-the-art implantable
stimulation devices and requirements for implementing closed-
loop electrical stimulation systems. In section 2, several neural
stimulation devices using the modern technology are introduced.
Various stimulation methods and considerations of stimulation
designs are presented in section 3, while section 4 describes
the requirements of the recording for the closed-loop system.
Section 5 explains the origin of stimulation artifacts and
techniques to alleviate them. Finally, various modalities for WPT
to implants are reviewed in section 6, followed by conclusion in
section 7.

2. MINIATURIZED IMPLANTS FOR
STIMULATION

Treatment using drugs spreads throughout the entire body,
which affects areas other than the desired target, and thus has
a potential for side effects. On the other hand, stimulation
therapy reduces side effects because the effects of stimulation
spread locally (Famm et al., 2013). Stimulation therapy is also
effective for people who have resistance to drug effects (Li and
Cook, 2018). Therefore, neural stimulation devices have been
developed for clinical and research purposes. In Figure 2, recent
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FIGURE 2 | State of the art implant neural stimulation systems: (A) Argus II Retinal prosthesis implant operate (Farvardin et al., 2018); (B) Cochlear ContourTM

cochlear implant system (Parkinson et al., 2002); (C) Closed-loop pacemaker of Biotronik (Biotronik, aker); (D) Responsive neurostimulator (RNS) system of

NeuroPace (Sun et al., 2008); (E) Abiliti closed-loop gastric stimulator (Horbach et al., 2015); (F) Evoke closed-loop spinal cord stimulation system (Russo et al.,

2018); (G) Wireless optical peripheral stimulation system for bladder control (Mickle et al., 2019); (H) Fully chip-type implanted optical DBS system through the

combination of wireless rechargeable battery and stimulator (Kim et al., 2021).

implantable stimulation devices are presented. Devices shown
in Figures 2A,B have been developed for people whose vision
or hearing cannot be treated by surgery or medication. These
devices provide stimulation onto impaired parts and generate
neural activity as if that impaired part operates as ordinary.

Most stimulation devices use a battery for a power source.
However, regular surgery is needed to replace the battery in
typically 5–10 years (Helmers et al., 2018; Sette et al., 2019).
Periodic surgery increases the risk of infection as well as
economic burden on patients (VanEpps and John G, 2016).
The easiest solution to alleviate this periodic surgery issue
is to adopt a large-capacity battery with large-sized battery.
But, a large-sized battery causes protruding and reduces MRI
compatibility (Belott, 2019). Besides, it may increase the size
of the device, increasing the risk of tissue inflammation and
cell death (McConnell et al., 2009; Karumbaiah et al., 2013).
Some studies focused on rechargeable batteries using light that
can be externally charged with a photovoltaic converter (Algora

and Peña, 2009). Unfortunately, however, light cannot penetrate
tissue deeply and charging efficiency is therefore poor, leading
to rare use. Rather than focusing on battery capacity, reducing
the energy consumption of stimulation devices is also a great
alternative. Utilizing a closed-loop stimulation can significantly
reduce power consumption compared to open-loop stimulation
since power consumption of stimulation typically dominates
that of the implant. Figures 2C–F shows commercialized closed-
loop stimulation devices that perform responsive stimulation
according to the patient’s condition to increase the treatment
effects and energy efficiency.

For certain applications, the battery size and weight of the
closed-loop stimulation device are still too big and heavy to
place near the stimulation site. Therefore, the stimulation device
including batteries is needed to be placed apart from impaired
parts. This results in long wire connections between electrodes
and the device position as shown in Figure 2F. Implantation of
this wire connection requires general anesthesia, and possibly
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FIGURE 3 | Comparing affected area by electrical stimulus between when

using (A) conventional ring shape electrode and (B) directional electrode.

causes lead dislodgement (Gul and Kayrak, 2011). Thus, research
for miniaturization of implants has been actively conducted. The
battery is a main culprit for the large size of implants. As such,
researchers have recently been trying to use an extremely small-
sized rechargeable battery or even trying to eliminate the battery
as depicted in Figures 2G,H. This is possible since wireless power
transmission via inductive or ultrasonic coupling became a main
power source (Jow and Ghovanloo, 2007; Luo et al., 2013; Mickle
et al., 2019).

3. STIMULATION SYSTEM
CONSIDERATIONS

Stimulation systems have utilized various stimulation modalities
such as electricity (Farvardin et al., 2018), light (Wells
et al., 2005), temperature (Lee J. W. et al., 2018), and
ultrasound (Norton, 2003; El-Bialy et al., 2011). Even in electrical
stimulation, stimulation methods such as voltage-controlled
stimulation (VCS), current-controlled stimulation (CCS), and
switched-capacitor based stimulation (SCS) should be considered
since stimulation methods affect stimulation safety and design
complexity of stimulators. Furthermore, stimulation parameters
such as stimulus duration, frequency, and waveform also have
significant impacts on the efficacy of stimulation (Simpson and
Ghovanloo, 2007; Wongsarnpigoon et al., 2010; Snellings and
Grill, 2012).

3.1. Stimulation Modality
Since all nerves in a body are communicating in the form
of electricity, electrical stimulation has potential to control
a subject’s body entirely (Famm et al., 2013). Furthermore,
since injected charge can diffuse everywhere in tissue, electrical
stimulation features its wide stimulation coverage. Therefore,
electrical stimulation has been widely used (Sharpeshkar, 2010).
Owing to its long history compared with other stimulation
modalities, electrical stimulation has been trimmed and many
solutions for various problems such as charge balancing,
stimulation safety, and energy-efficiency of stimulation devices
have already been suggested (Aquilina, 2006; Zeng et al., 2008).
However, wide coverage of electrical stimulation can also serve
as an inherent disadvantage on specificity. To improve the
specificity of electrical stimulation, differential stimulation with

two closely located electrodes is considered since it can decrease
incidence area of stimulation (Ha et al., 2016). A directional
electrode scheme is also a good solution for specificity. It
modifies orientations of stimulus and restricts areas affected
by stimulation so that affected areas are more concentrated
on the target area other than non-targeted areas. Instead of
the conventional ring shape electrode (Figure 3A), directional
electrodes use unique shapes of electrodes (Figure 3B). The
common shape of directional electrodes looks like a ring that has
been divided in half or other angles and each segment is used as
separate electrodes. Even though it shows promising results in
simulation, there are still challenges like complicated control of
each electrode to shape the electric field (Steigerwald et al., 2019).

Other modalities such as magnetic field and light are
also alternatives for better specificity and selectivity. Magnetic
stimulation is based on Faraday’s law of induction. Alternating
current (AC) flowing through a coil generates time-varying
magnetic flux, which can couple to tissue at the stimulation site.
Then, the flux induces an eddy current at the stimulation site,
which can finally evoke neural activities. By adjusting the shape of
the lead, the magnetic field is focused on a specific point, allowing
for a few hundredµm spatial resolution (Ryu et al., 2020). Optical
stimulation requires genetic modification of specific cell types for
the formation of light-sensitive ion channels on the cell types. By
modulating (excitation or inhibition) activity of the particular cell
types using light via small form factor light sources such asmicro-
LEDs, optical stimulation can increase cell selectivity (Mickle
et al., 2019; Kim et al., 2021).

3.2. Principle of the Electric Stimulation
When an electrical stimulus is injected via an electrode, the
potential of the electrode, and thus the electric field around the
electrode, is changed. While charge distribution is modified by
the electric field, ionic flows are created across the cell membrane.
Then membrane potential deviates from its original state. If the
strength and duration of the stimulus are larger enough to incur
membrane potential going beyond a threshold voltage for sodium
influx, an action potential occurs (Plonsey and Barr, 2007).
The shorter the stimulation time and the longer the distance
between the electrode and the target neuron are, the larger the
stimulation strength and the longer the duration are required.
The minimal magnitude of the current occurring action potential
for an infinite duration is called rheobase. It varies depending on
cell type, maturity, and geometric condition between a cell and an
electrode (Geddes and Bourland, 1985; Kinnischtzke et al., 2012).
Therefore, stimulation strength and pulse duration need to be
adjusted. In addition to strength and duration, there are other
parameters such as stimulus waveform and frequency that affect
stimulation performance (Sahin and Tie, 2007; Wongsarnpigoon
et al., 2010). Typical parameter ranges in DBS for movement
disorder patients are 2–4 V in amplitude, 60–450 µs in pulse
width, 130–185 Hz in frequency, and biphasic square wave.
Please note that these parameters should be optimized for a
specific patient before application (Butson and McIntyre, 2005;
Ramasubbu et al., 2018).

The optimal parameter settings are still unresolved issues.
In terms of frequency, superiority between high frequency
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and low frequency stimulation effects are still debated. Some
studies show that higher frequencies are better to suppress
epilepsy (Boëx et al., 2007; Yu et al., 2018), while another
study shows the opposite (Wang et al., 2016), and a study even
suggests that the twomethods do not show statistically significant
differences (Wongsarnpigoon et al., 2010. In terms of waveform,
other than square waveform, ramp or exponential waveforms are
also studied. One study shows that, with the same amount of
charge, exponential decaying waveform can activate the largest
number of neurons among other waveforms (Lee et al., 2014).
However, other studies show different results (Merrill et al., 2005;
Wongsarnpigoon et al., 2010).

Besides the efficacy, a stimulus waveform is restricted for
safety. Continuous direct current (DC) injects a large net charge
into tissue and thus induces electrochemical reactions that can
cause permanent tissue damage. Traditionally, the known charge
density limit was 30 µC/cm2 for brain stimulation (Kuncel and
Grill, 2004). However, this limit varies based on stimulation

FIGURE 4 | Injecting biphasic current stimulation with a single current source

using a H-bridge structure.

parameters such as distance between an electrode and target
tissue, pulse frequency, duration, and waveform (Cogan et al.,
2016).

Mono-phasic stimulation has no mechanism to actively
reverse electrochemical reactions that occurred during the
stimulation period. Therefore, its charge injection limit to
prevent damage is much smaller than bi-phasic stimulation.
Stimulation using waveform of exponential shape shows low
damage owing to its fast recovery (Merrill et al., 2005).

Since biphasic waveform is superior to charge balancing
and thus is better in terms of tissue damage compared with
monophasic waveform, the devices usually apply alternating
current (AC) stimulus to avoid net charge flowing into
tissue (Merrill et al., 2005; Lee et al., 2013). However, there
can be a net current flow due to a mismatch in sourcing
and sinking current. Some studies use triphasic or even higher
phases stimulus to actively adjust the net charge to zero (Nam
et al., 2009; Chu et al., 2013). They detect the mismatch in
charge and additionally insert a small stimulus in the opposite
direction. Other studies suggest using one single current source
to ultimately minimize current mismatch with an H-bridge
switch matrix shown in Figure 4 (Sharpeshkar, 2010). H-bridge
circuit makes it possible to supply current in both directions
with a circuitry, and thereby in theory, there is no charge
mismatch (Zhou et al., 2019). However, in practice, the amount
of current provided by a current source always varies depending
on a voltage drop across the current source.

3.3. Electrical Stimulation Methods
Figure 5A illustrates three common stimulation
methods (Simpson and Ghovanloo, 2007). Voltage-controlled

FIGURE 5 | Simple equivalent circuit models of various stimulation methods: (A) equivalent circuit models for stimulation, (B) voltage-controlled stimulation, (C)

current-controlled stimulation, and (D) switched-capacitor based stimulation.
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FIGURE 6 | Two stimulation schemes: open-loop and closed-loop stimulation.

(A) The open-loop system stimulates continuously regardless of the neural

activity, requiring large battery pack outside of the stimulation site due to high

power consumption. (B) The closed-loop system stimulates only when

needed, leading to low power consumption. Wireless power transmission can

power the implanted stimulation system.

stimulation (VCS) in Figure 5B is a simple and power-
efficient structure (Wong et al., 2004). However, the injected
charge is likely to be unbalanced because impedance of the
electrode-tissue interface varies (Vidal and Ghovanloo, 2010;
Lee et al., 2014). Current-controlled stimulation (CCS) in
Figure 5C uses current sources instead, and therefore, accurately
manages the amount of current for charge balance (Ha
et al., 2018). For a high impedance electrode-tissue interface,
however, large supply voltage is essential for a sufficient voltage
headroom of the current source and it results in high power
consumption (Ghovanloo, 2006). Finally, switched-capacitor
based stimulation (SCS) in Figure 5D uses multiple capacitors
and balances the charge by charging and discharging those
capacitors’ energy efficiently (Ghovanloo, 2006; Lee et al.,
2014). By modifying a DC voltage (VDC) and the number
of capacitors, the amount of charge injected can be easily
adjusted even on the low supply voltage. However, circuit
implementation typically becomes more complicated than

other methods and its high energy-efficiency cannot be always
guaranteed due to power consumption of multiple switches
and control circuits. Furthermore, the SCS method has an
inherent limitation in that it can generate only exponential
waveform from capacitive charging and discharging. Since
different waveforms would result in better outcomes depending
on patients, a combination of SCS with other methods may
be considered.

3.4. Open-Loop and Closed-Loop
Stimulation
Figure 6A depicts the open-loop stimulation system performing
continuous preset stimulation regardless of a subject’s current
state. This has been commonly used in DBS applications to
relieve tremor symptoms of PD patients (Bouthour et al.,
2019). Since open-loop stimulation systems do not include
monitoring function, medical specialists should regularly check
the condition of a subject and adjust stimulation parameters.
Persistent stimulation can also increase the risk of side
effects (Rosin et al., 2011; Vassileva et al., 2018). Moreover, it
requires a large amount of power compared with closed-loop
stimulation (Little et al., 2013). Thus, a large battery pack is
typically required.

On the other hand, closed-loop stimulation shown in
Figure 6B continuously monitors a subject’s conditions to
determine whether stimulation is needed. Therefore, the
stimulation device can provide responsive neural stimulation.
In this way, closed-loop stimulation minimizes side effects
due to overstimulation and improves power efficiency by
preventing unnecessary stimulation. A study shows that
although the current consumption of closed-loop configuration
is a bit higher during stimulation 230 µA compared with
that of open-loop configuration 220 µA, a system in the
closed-loop configuration draws only 60 µA from supply
for continuous monitoring during the non-stimulation
period such that it significantly increases battery operation
time (Khanna et al., 2015). A different study also reports
that a closed-loop stimulation system improves power
consumption by 331 times compared with an open-loop
case for identical seizure inhibitory performance (Salam et al.,
2015). Thanks to its lower power consumption, the closed-loop
system can be powered by a wireless power transfer (WPT)
system. This enables further miniaturization by eliminating
battery entirely.

It is important to accurately detect bio-markers that indicate
a precursor symptom. If the system fails to capture bio-markers,
it results in no or delayed stimulation and decreases treatment
effects. Therefore, the system requires the following conditions:
First, a monitoring device should record neural activities without
distortion under severe stimulation artifact. Second, the artifact
should be eliminated without loss of neural information so
that the bio-makers can be detected correctly even during
stimulation. Finally, all building blocks including monitoring
parts must operate at low power due to the limited power delivery
of WPT.
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FIGURE 7 | Various inputs to a recording circuit. The amplitudes of these

inputs are broad, forcing the recording circuit to have wide dynamic range.

4. DESIGN OF NEURAL RECORDING
CIRCUITS FOR CLOSED-LOOP
STIMULATION

Closed-loop stimulation systems require neural recording
circuits to figure out appropriate timings for stimulation. The
design of the recording circuits is more challenging than
conventional neural recording circuits due to the existence of the
stimulation artifact. In this section, proper architectures for the
closed-loop neural recording are studied.

4.1. Requirements for Recording Circuits
The main purpose of recording circuits is to read analog
neural signals via electrodes and to perform analog to digital
conversion. Figure 7 illustrates typical incoming signals to an
analog front end (AFE). While neural signal ranges in 10 µV–
1 mV, other inputs such as stimulation artifacts and electrode DC
offset are much greater than neural signal. Thus, several design
challenges exist for accurate measurement. Required dynamic
range is >100 dB for all incoming inputs without distortion.
High dynamic range typically demands high power consumption
and large area of the recording circuit. To alleviate dynamic
range requirement, researchers should first tackle electrode DC
offset (EDO). EDO comes from a half cell potential of electrodes
(Weast, 1974; Franks et al., 2005; Ashby and Jones, 2012).
The half-cell potential is a function of the electrode materials
(e.g., AgCl: 223 mV, Pt: 758 mV, Au: 1.68 V). Differential
recording with the same electrodes (at least the material of the
electrode) reduces EDO to <100 mV (Denison et al., 2007;
Yazicioglu et al., 2007). In addition, EDO can be rejected by
adopting an AC coupling method (Harrison and Charles, 2003;
Verma et al., 2009; Ng and Xu, 2013) along with a DC servo
loop (Kassiri et al., 2016; Luo et al., 2018) at the expense of
low frequency components in the neural signal. Even if EDO
is fully rejected, >80 dB dynamic range is required under
stimulation conditions.

TABLE 1 | Recording system requirements.

Specifications Target value

DC offset <100 mV

Input range 50–100 mV

Input referred noise (1–200Hz) <10 µVrms

Dynamic range >80 dB

DC input impedance >100 M�

Power consumption <10 µW/ch

Low input referenced noise (IRN) is essential for an acceptable
signal-to-noise ratio (SNR, typically≥ 10 dB) since the amplitude
of the neural signal is a couple of hundred µV. Low power AFE
typically becomes the main noise source. In addition to noise,
signal attenuation should be minimized by having >100 M�

input impedance. Large input impedance also reduces DC input
current, which otherwise may cause electrochemical reaction
and cell damage (Harrison and Charles, 2003; Merrill et al.,
2005; Jochum et al., 2009). Multi-channel recording adds a
severe restriction on power consumption. Table 1 summarizes
design requirements.

4.2. Neural Recording With Amplification
Quantization noise (Q-noise) is the inherent noise of an analog-
digital converter (ADC), and a major noise source of neural
recording. With a high gain amplifier, a small neural signal
is amplified to several hundred millivolts to overcome the
quantization noise (Harrison and Charles, 2003; Gao et al., 2012;
Han et al., 2013; Lee S. et al., 2018). Meanwhile, for low power
implementation, supply voltage for a neural amplifier has been
extremely lowered to even 0.2 V (Yaul and Chandrakasan, 2016).
Due to these two conditions, high gain and low supply voltage,
input ranges of the neural amplifiers are severely limited because
input signal of the amplifier cannot be greater than a supply
voltage divided by the amplifier’s voltage gain. This is why this
architecture cannot be considered for neural recording in closed-
loop neural interfaces, which have large stimulation artifacts as
shown in Figure 8A.

As an alternative, a structure using a lower gain amplifier
and a high-resolution ADC in Figure 8B has recently been
utilized (Chandrakumar and Marković, 2017, 2018). The gain of
the amplifiers is lower than 10. As such, the input range of the
neural recording is improved even with a low supply voltage.
However, it still has a potential for signal saturation when a large
stimulation artifact exists. Furthermore, the benefits from a low
gain amplifier are offset by disadvantages such as the area and
power consumption for the amplifier.

4.3. ADC-Direct Front-End
Figure 8C shows an ADC-direct front-end structure. It directly
converts analog input to digital output without preamplification,
leading to an area and power saving effect. Since there is no
amplification, the quantization noise (Q-noise) of ADC is directly
compared with the small neural signal at input, and thus it
is essential for the Q-noise of ADC to be smaller than neural
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FIGURE 8 | Comparison with various structures for neural recording with stimulation artifact. Both (A) a high gain amplifier with a lower resolution ADC and (B) a lower

gain amplifier with a higher resolution ADC have potential for saturation due to large stimulation artifact. (C) Unity gain ADC-direct front-end structure using an

oversampling ADC maximizes its input range.

signal. Although a conventional Nyquist sampling rate ADC
including a successive-approximation (SAR) ADC may achieve
this low Q-noise, an oversampling delta-sigma ADC (16ADC)
is much more energy-efficient to obtain low in-band Q-noise
owing to its noise-shaping characteristic. This is why most
recent neural recording systems for closed-loop neural interfaces
are implemented with noise-shaped delta-sigma ADCs. The
oversampling technique utilizes a higher sampling frequency,
fs, than needed and thus reduces the Q-noise in-band because
the Q-noise is uniformly spread out over ±fs/2. To further
decrease the noise, loop filters are added in 16ADC. As such,
in-band Q-noise is decreased by 3 dB, 9 dB, and 15 dB for every
doubling of sampling frequency when zero-order, first-order, and
second-order loop filters (integrators) are utilized, respectively.
A block diagram for the first-order 16ADC with its spectrum

of signal and Q-noise are shown in Figure 9A. Neural signal
has 1/fN (2≤N≤3) (Reza Pazhouhandeh et al., 2020) low-pass
profile in spectrum while in-band Q-noise is minimized owing to
noise shaping (Schreier et al., 2005). In addition to low Q-noise,
continuous 16ADC includes an inherent anti-aliasing filter.
This is because an integrator in 16ADC performs low-pass
filtering before sampling (Pavan et al., 2008).

However, a 16ADC is able to be further improved in the
input of dynamic range and power consumption by adding an
additional integration function in the feedback path as shown
in Figure 9B. The integrator in the feedback path accurately
predicts input signal, Ain. Delta function (subtraction) between
Ain and an estimate from the integrator enable consecutive
difference processing. This resolves a famous problem of
conventional 16ADC, limit cycle, and minimizes the input
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FIGURE 9 | Several 16 structure. (A) 16 shapes quantization noise into high frequency. (B) An integrator in feedback path of 16ADC reduces the required input

integrator’s dynamic range. This structure is called 126ADC (Kassiri et al., 2017). (C) An auto-ranging quantizer in 126 makes it possible to follow sudden changes in

the input signal (Kim et al., 2018).

signal to the integrator in main path by around 30 dB (Kassiri
et al., 2017; Bang et al., 2018; Kim et al., 2018; Reza Pazhouhandeh
et al., 2020). Furthermore, the integrator in the main path can be
implemented by a low-power open-loop Gm-C filter owing to its
small input, allowing for drastic power reduction. This structure
is named 126ADC.

Although the integrator in the feedback path presents many
great advantages, it slows down the speed of prediction. Since
updates from the quantizer are averaged by the integrator,
prediction speed is limited. This is a serious problem in closed-
loop stimulation since the stimulation artifact is large and there
is steep variation in amplitude. Actually, utilizing history of the
quantizer outputs, ADC detects whether it is slower than input
by itself (Kim et al., 2018). If several consecutive outputs of
the quantizer, Dout , have an equal sign, an ADC needs to tract
its input faster, leading to an increase in the update size in
the prediction. On the other hand, if consecutive output of the
quantizer is alternating, this ADC reaches its input and needs to
decrease the update size. This autoranging algorithm improves
prediction speed up to 30 times in bandwidth and results in faster
than 200 mV/ms tracking speed as shown in Figure 9C.

While complementary metal-oxide-semiconductor (CMOS)
technology scaling improves the area, speed, and power efficiency
of circuitry, the design difficulty of analog circuits becomes more
challenging due to the lowered supply voltage of the scaled
devices. Thus, rather than using voltage, time or frequency can
be a more useful source with modern CMOS devices. A voltage-
controlled oscillator (VCO) based ADC that converts input
voltage signal to the frequency domain by VCO and processes
the converted signal rather than the voltage domain is one of the
great examples (Muller et al., 2012, 2015; Huang and Mercier,
2020). Similar to DSM ADC, a VCO-based ADC structure is also
implemented as the ADC-Direct front-end structure.

Table 2 shows a comparison of state-of-the-art neural
recording AFEs. It is clearly visible that a conventional large gain

amplifier with a separate ADC structure has limited input range
such that it is difficult to be applied to closed-loop systems due to
huge stimulation artifacts. Furthermore, ADC-direct front-ends
have better input referred noise performance while consuming
lower power and taking up a smaller area.

5. REAL-TIME STIMULATION ARTIFACT
REMOVAL

A stimulation artifact typically has a large amplitude and may
overlap with the neural signal in spectrum, contaminating neural
recording (Zhou et al., 2018). Thus, the stimulation artifact
distorts the results of signal processing with contaminated data
and leads to the failure of stimulation to be triggered on
time (Hartmann et al., 2014). Therefore, real-time stimulation
artifact removal is essential for closed-loop stimulation systems.

5.1. Stimulation On-Off Timing Decision
To determine the stimulation on-off timing, a recorded signal
is processed as shown in Figure 10. First, the recorded signal
goes through a preprocessing step. In the input data, there are
not only target signals but also additional unwanted signals such
as power noise, baseline drift, stimulation artifacts, and non-
targeted biological signals included. To remove undesired data,
conventional spectral filters including notch filter, high pass filter,
or bandpass filter are used. Not only do the recorded data differ
in the amplitude of the signal for each patient, but a large amount
of data makes it difficult to process the signal. To solve these
problems, the input data is normalized by amplitude scaling and
the size of the data is reduced by downsampling.

Then, features of the preprocessed data are extracted by using
several methods such as principal components analysis (PCA),
fast Fourier transform (FFT), and wavelet transform (WT).
PCA is used to find orthogonal vectors that best represent the
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TABLE 2 | Metric comparison with state-of-the-art.

JSSC’16 JSSC’18 JSSC’17 JSSC’18 JSSC’20 JSSC’20

Kassiri Chan Kassiri Kim Reza Huang

Structure High gain + ADC Low gain + ADC 12
∑

12
∑

12
∑

VCO based

ADC-direct ADC-direct ADC-direct ADC-direct

Input range (mVpp) 4 200 Rail-to-rail 260 1,000 250

IRN (nV/
√
Hz) 133 127 101 44 71 53

Zin (M�) Gate input 1520 1 26 1,465 4

SNDR (dB) 44.5 86 72.2 66.17 69.8 89.2

Power (µW/ch) 9.1 7.3 0.63 0.8 1.7 3.2

Area (mm2/ch) 0.09 0.113 0.013 0.024 0.023 0.08

NEF 6.9 15.3 2.86 1.81 2.86 4.06

FOMs* 132 160 161 154 155 171

*FOMs: SNDR+ 10log(BW/P).

FIGURE 10 | Signal processing to determine the timing of the stimulation using the recorded neural signals.

variance of input data. By selecting the top several principal
component vectors and projecting data onto them, the number of
features is highly reduced while minimizing the loss of variance
of data. An FFT scheme extracts features of data in frequency
domain. Since specific spectral band power varies based on brain
activities, spectral power information is a commonly used feature
in biosignal processing. WT uses a special set of functions called
wavelet to decompose signals. While FFT produces features
having only frequency domain information, WT produces
features including both time and frequency domain information.
Generally, a feature set that combines information from various
domains shows better performance than using multiple features
from a single domain (Mormann et al., 2003; Kuhlmann et al.,
2010). At the first glance, an increase in the number of features

brings more information, as such classification performance may
be better. Unfortunately, however, this is not always the case. A
large number of features for classification increase computational
loads and typically decrease overall performance. Therefore, it
is important to find the most informative feature set. In the
case of neural signals, the characteristics of signals vary from
patient to patient. Therefore, selecting features optimized for
an individual patient shows better performance than using an
identical feature set regardless of the patient (Gadhoumi et al.,
2013). To find optimal feature sets supporting patient variation
and thus ultimately improve seizure classification performance,
a study extracts features from temporal, spectral, and spatial
domains (Yoo et al., 2013). Finally, the classification process
determines whether to stimulate based on the selected feature
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set. Threshold based classifiers separate classes if the feature
value crosses the threshold (Abdelhalim et al., 2013; Zhou et al.,
2019). Since each patient shows unique signal patterns for similar
symptoms (Bin Altaf and Yoo, 2016), it is difficult to find a
universal optimal threshold value. Therefore, studies adjust and
optimize the threshold value for each individual patient after
several trials. Other classifiers use machine learning schemes
for classification. The support vector machine (SVM), one of
the most popular techniques for classification, is a method
that maximizes the distance between decision boundary and
data in the vicinity of the boundary. Depending on the type
of kernel used in the SVM, linear SVM or nonlinear SVM is
implemented (Yoo et al., 2013; Bin Altaf and Yoo, 2016). Other
than SVM, using artificial neural networks (ANN) as a classifier
is also on the rise (Fang et al., 2019; Sayeed et al., 2019). ANN
performs classification by connecting nodes at different layers
with random weights and optimizing these weights. Though
this optimization process can extract optimized features for
each patient from raw data without previous feature extraction
and selection processes (Alom et al., 2019). However, classifiers
with complex algorithms requiring higher computational loads
do not always guarantee better results (Kassiri et al., 2017).
From a hardware perspective, more complex algorithms require
more power and more area. Therefore, based on the purpose
of use, an appropriate classifier should be chosen. A study
comparing various classifiers for seizure detection shows that
area, dynamic power consumption, and signal processing latency
are highly different between algorithms. Simple algorithms such
as logarithm regression or naive Bayes consume a smaller area
and less power than complex algorithms such as SVM or
ANN (Page et al., 2014).

5.2. Origin of Stimulation Artifact
Stimulation artifacts can be divided into direct stimulation
artifact and residual stimulation artifact based on their
cause (Zhou et al., 2018). A direct stimulation artifact is
caused by stimulation pulses directly reaching neural recording
front-ends. Thus, it is large in amplitude and lasts for the
stimulation duration. The waveform of the direct stimulation
artifact is not the same as that of the stimulation because
there is non-linear parasitic capacitance and resistance between
a stimulation electrode and a recording electrode. This makes
it difficult to predict stimulation artifacts accurately at neural
recording front-ends.

A residual stimulation artifact is created by a residual charge
left in double-layer capacitance induced by the stimulation
electrode after stimulation. This residual charge contaminates
tissue potentials in the vicinity of the stimulation electrode,
and thus it is considered as “an artifact.” The main causes of
this residual charge are (1) current mismatching between the
sourcing and sinking current of the stimulator, and (2) electrical
characteristic non-linearity of the stimulation electrode during
stimulation. The decaying time constant of this residual charge
is directly related to the double-layer capacitance and tissue
resistance. The typical amplitude of a residual stimulation artifact
is a couple of millivolts (Zhou et al., 2018), which is still larger
than a neural signal. Therefore, depending on electrode design,

a residual stimulation artifact can be long-lasting, and become
more serious than a direct stimulation artifact (Hashimoto et al.,
2002; Chu et al., 2013).

5.3. Stimulation Artifact Removal Methods
Stimulation artifact removal is important for implementing
closed-loop stimulation systems. The first step to reduce a
stimulation artifact is to utilize differential recording for a direct
stimulation artifact and to adopt charge balancing techniques for
a residual stimulation artifact. However, these schemes cannot
remove a stimulation artifact entirely. Therefore, additional
processes for stimulation artifact removal have been studied as
depicted in Figure 11.

Spectral filtering shown in Figure 11Amay be the first method
that comes to mind to remove the stimulation artifact. Direct
stimulation artifact typically has a strong tone in spectrum.
Therefore, spectral filtering may work well (Jech et al., 2006).
However, stimulation frequency is an important parameter for
stimulation efficacy and as such, it should be adjusted regularly.
Furthermore, stimulation and a neural signal may overlap in
spectrum with each other (Zhou et al., 2018). In addition, it is
difficult to avoid spectral distortion.

Figure 11B shows a blanking and interpolation scheme. Since
the stimulation timing is known, it is relatively easy to reject
or remove direct stimulation artifact by halting data recording
during stimulation or deleting data that contains stimulation
artifact (Hartmann et al., 2014; Li et al., 2019). Then, data
prediction should be accompanied. Various techniques such
as linear (Zhou et al., 2019), cubic spline (Waddell et al.,
2009), and gaussian (Caldwell et al., 2020) interpolation are
utilized. Depending on the algorithm’s complexity, the real-time
operation is possible (Zhou et al., 2019). However, interpolation
inherently produces artificial data and has a chance to miss
abrupt events that may happen during the stimulation period.
Therefore, this method is not suitable for stimulation devices that
use high-frequency stimulation or have long and unpredictable
duration artifacts (Cheng et al., 2017).

Some studies make a template of a stimulation artifact and
subtract it in the recording process as shown in Figure 11C.
The stimulation artifact template is obtained by using various
methods such as adaptive filter (Mouthaan et al., 2016),
averaging signals (Qian et al., 2016), curve fitting (Drebitz
et al., 2020), and equivalent circuit modeling (Trebaul et al.,
2016). The earned stimulation artifact template is then
applied to the input of an AFE (Wang et al., 2020) or to
digitized signal for subtraction at digital signal processing
module (Limnuson et al., 2015). Subtraction at the input of
an AFE relieves the dynamic range requirement of the AFE
at the expense of input impedance and noise performance.
Since the template copies only the stimulation artifact, the
original neural signal remains after subtraction. However, this
scheme heavily depends on the accuracy of the stimulation
artifact estimation.

Component decomposition techniques such as principal
component analysis (Chang et al., 2019), independent
component analysis (Lu et al., 2012), and ensemble empirical
mode decomposition (Zeng et al., 2015) to separate stimulation
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FIGURE 11 | Stimulation artifact removal methods: (A) Spectral filtering; (B) Blanking and interpolation; (C) Template-based subtraction; and (D) Components

decomposition.

artifact components from contaminated neural signals are
illustrated in Figure 11D. Since decomposition requires
heavy computational resources, this scheme is usually
conducted in the digital domain, and in a non-realtime
fashion with a high-performance digital processor. This
technique is possibly applied together with the aforementioned
techniques such as a template method (Wang et al.,
2020).

5.4. Avoidance of Stimulation Artifact
Rather than removing the stimulation artifact, as an alternative,
schemes for stimulation artifact avoidance are also studied
by using different stimulation modalities such as magnetic
field or light (Mickle et al., 2019; Ryu et al., 2020). It
seems to be obvious that non-electrical stimulation will not
generate any electrical artifacts. Unfortunately, however, this
is not always true. Magnetic stimulation is fundamentally
an electrical stimulation since this relies on induced current
by electromotive force. Therefore, it could distort recorded
electric signals. Optical stimulation also possibly induces
electrical stimulation artifact when photons hit any obstacles
due to photovoltaic effect or photoelectrochemical effect (Liu
et al., 2018; Kim et al., 2020). In addition, this requires
genetic modification for light-sensitivity ion channel expression
on target cells, imposing hurdles upon its application to
human subjects.

6. WIRELESS POWER TRANSFER FOR
MINIATURIZED IMPLANTABLE DEVICES

Reducing implantable devices’ volume is essential to prevent
inflammation, glial scar, and even cell death inside a human
body (Anderson, 1988). To diminish the volume of batteries that
account for a significant portion of the implantable device is
the most effective way to reduce the device’s volume. Moreover,
eliminating batteries prevents frequent surgeries for battery
replacement (Bock et al., 2012). Since the wireless power
transfer (WPT) technique enables continuous power delivery to
implantable devices wirelessly, miniaturized implantable devices
without batteries become feasible. However, the amount of power
delivery by WPT schemes is typically lower than that by battery.
Therefore, many implantable devices have been operated by
batteries at the expense of large volume. By the fact that closed-
loop neural interface systems consume lower power owing to on-
demand stimulation compared to open-loop systems, researchers
have recently been putting significant efforts into employing
WPT schemes for power delivery to the implantable closed-
loop systems, especially for a closed-loop deep brain and vagus
nerve stimulation (Rhew et al., 2014; Ranjandish and Schmid,
2018). As such, WPT schemes become crucial for implantable
closed-loop systems.

Inductive WPT based on Faraday’s law of induction is the
most historical and steady model among various WPTs. It
requires power transmitting (TX) and receiving (RX) coils
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FIGURE 12 | Wireless power transfer (WPT) modalities for a miniaturized implant: (A) Inductive WPT using an on-chip power receiving coil; (B) Ultrasonic WPT having

a short wavelength; and (C) Magnetoelectric WPT integrating both inductive and ultrasound WPTs.

inductively coupled via induced magnetic flux at the TX coil. The
RX coil is typically implemented on a printed circuit board (PCB)
for the coil’s great quality factor at the expense of implant size and
wire connection between the RX coil and a voltage rectifier and a
regulator. To achieve ultimate miniaturization of an implant, this
RX coil is recently integrated by on-chip, eliminating all off-chip
components as shown in Figure 12A (Kim et al., 2016, 2017a,b;
Park et al., 2017; Rahmani and Babakhani, 2018a,b). However,
the amount of power delivery is directly proportional to RX coil
size, and as such, the on-chip RX coil limits the overall amount of
power delivered to the implant (≤500µW).

Adopting a higher carrier frequency (≥100 MHz) for power
delivery compensates for the reduced amount of power delivery
by increasing the magnetic flux variation rate (Kim et al.,
2013). Furthermore, a higher carrier frequency allows for a
shorter wavelength that provides high spatial-resolution and
thus improved WPT energy efficiency (Poon et al., 2010).
Unfortunately, however, the tissue absorption rate also rises
with the increasing carrier frequency and induces serious
safety issues. Considering the fact that sound waves have
hundreds of thousands of times shorter wavelengths compared
to electromagnetic waves, ultrasonic WPT in Figure 12B would
be a perfect alternative against inductive WPT. It consists
of two miniaturized transducers that convert sound waves to
electricity and vice versa (Charthad et al., 2015). Recent studies
successfully demonstrate that mm-sized implantable devices
using ultrasonic WPT employed at peripheral nerves are able to
receive sufficient power (≤3mW) at a few centimeters implant
depth (≤10.5cm) (Charthad et al., 2018; Johnson et al., 2018).
However, a high acoustic impedance difference between air,
bone, and tissue causes sound wave reflection, limiting ultrasonic
WPT applications.

Figure 12C illustrates a newly emerged modality,
magnetoelectric (ME) WPT. ME WPT consists of
magnetostrictive (MS) and piezoelectric (PE) composite. MS
converts magnetic to mechanical, and PE converts mechanical
to electrical and vice versa (Nan, 1994; Fiebig, 2005). Such a set
of conversions resolves the reflection issue of ultrasound and

alleviates the miniaturization difficulty of inductive (Singer et al.,
2020; Yu et al., 2020b). Nevertheless, ME composite is hard to
fabricate, and the composite’s low energy conversion ratio is a
hurdle to overcome (Truong, 2020; Yu et al., 2020a).

The detailed performance and specification of the state-
of-the-art WPTs are compared in Table 3. It is visible that
ultrasound schemes are superior to inductive coupling schemes
from a distance, thanks to their lower carrier frequency. Besides,
considering the delivered power and distance shown in the
table, it is possible to power an implantable closed-loop system
consuming lower than a couple of hundred µW (Khanna et al.,
2015; Salam et al., 2015). Please note that power efficiency is
related to safety issues. Low power efficiency results in high power
loss, possibly on tissues, leading to heating problems. If a 1 mm3

implant in the brain consumes more than 4 mW, greater than
1 ◦C temperature increases (Kreith and Black, 1980; Giering et al.,
1995; Gosalia et al., 2004; Kim et al., 2007).

7. CONCLUSION

In this article, current state-of-the-art implantable stimulation
devices were reviewed. The advantages and disadvantages
of various stimulation modalities, methods, parameters,
and control schemes were also studied. Based on these
considerations, we highlighted the necessity of closed-loop,
miniaturized, low-power designs of implantable devices for
the subject’s safety and devices’ performance. Several crucial
requirements for neural recording to implement a closed-loop
system include high input dynamic range, fast-tracking, low
input-referred noise, high input impedance, and low-power
consumption. 16ADC direct front-end and VCO-based
ADC direct front-end structures are good candidates for those
requirements. Problems and causes of stimulation artifact were
explained and then several techniques to remove stimulation
artifact such as spectral filtering, blanking and interpolation,
template-based subtraction, and components decomposition
were presented. Finally, representative WPT schemes for
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TABLE 3 | Comparison table of the state of the arts WPTs.

JSSC’17 IMS’18 JSSC’15 CICC’18 TBioCAS’20

Kim Rahmani Charthad Johnson Yu

Modality On-chip inductive On-chip inductive Ultrasound Ultrasound Magnetoelectric

Delivered Power (mW) 0.7 1.2 0.1 0.35 0.09

Power efficiency (%) 0.2 0.1 NR* NR* 0.064

Link distance (mm) 10 10 30 21.5 30

Volume (mm3) 2.25 0.64 NR* 6.5 8.2

Frequency (MHz) 144 434 1 2 0.25

Intervening medium Air Air Muscle Muscle PBS

*NR, Not reported.

eliminating a battery from an implantable device and thus
realizing extreme miniaturization were reviewed. In today’s era
of increasing demand for implantable neuromodulation devices
including electroceuticals, a closed-loop neural stimulation
device that receives power wirelessly and performs real-time
stimulation artifact removal will be an important milestone
toward miniaturized neural interfaces.
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Scaling down technology demotes the parameters of AC-coupled neural amplifiers,

such as increasing the low-cutoff frequency due to the short-channel effects. To

improve the low-cutoff frequency, one solution is to increase the feedback capacitors’

value. This solution is not desirable, as the input capacitors have to be increased to

maintain the same gain, which increases the area and decreases the input impedance

of the neural amplifier. We analytically analyze the small-signal behavior of the neural

amplifier and prove that the main reason for the increase of the low-cutoff frequency in

advanced CMOS technologies is the reduction of the input resistance of the operational

transconductance amplifier (OTA). We also show that the reduction of the input resistance

of the OTA is due to the increase in the gate oxide leakage in the input transistors. In this

paper, we explore this fact and propose two solutions to reduce the low-cutoff frequency

without increasing the value of the feedback capacitor. The first solution is performed by

only simulation and is called cross-coupled positive feedback that uses pseudoresistors

to provide a negative resistance to increase the input resistance of the OTA. As an

advantage, only standard CMOS transistors are used in this method. Simulation results

show that a low-cutoff frequency of 1.5 Hz is achieved while the midband gain is 30.4 dB

at 1 V. In addition, the power consumption is 0.6 µW. In the second method, we utilize

thick-oxide MOS transistors in the input differential pair of the OTA. We designed and

fabricated the second method in the 65 nm TSMC CMOS process. Measured results are

obtained by in vitro recordings on slices of mouse brainstem. The measurement results

show that the bandwidth is between 2 Hz and 5.6 kHz. The neural amplifier has 34.3 dB

voltage gain in midband and consumes 3.63 µW at 1 V power supply. The measurement

results show an input-referred noise of 6.1 µVrms and occupy 0.04 mm2 silicon area.

Keywords: neural amplifier, low noise, low-power, low-cutoff frequency, compact

1. INTRODUCTION

Neural signal acquisition has a crucial role in understanding the function of the different parts of
the brain as well as exploring and treating its various disorders (Stevenson and Kording, 2011).
In addition, this data is used in developing the neural prostheses (Sun et al., 2008) and brain
machine interfaces (BMI) (Fifer et al., 2012). This is why the demand for new techniques that enable
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monitoring brain activity wirelessly through implantable devices
is increasing every day (Schwartz et al., 2006; Mollazadeh et al.,
2009; Cook et al., 2013). A complete review on neural recording
is given in Hashemi Noshahr et al. (2020) and Luan et al. (2020).

Brain signals are very small and have very low bandwidth.
For instance, the maximum amplitude of local field potentials
(LFP) is typically 1 mV and the frequency range is <1 Hz up to
300 Hz (Van Rijn et al., 1991). On the other hand, the amplitude
of the spikes or the neural action potentials (AP) are typically
as high as 500 µV and their operational frequency is up to
7 kHz (Najafi and Wise, 1986).

Increasing the number of the neural recording sites, which are
called channels, is required in some applications, as the spatial
resolution of the capturing signals increases. As an example, the
total number of channels reported in Musk (2019) is 3072. The
electrochemical reaction at the electrode-tissue interface in each
channel generates different DC offset voltages across the various
electrodes. These voltages vary typically between 1 and 10 mV
and in some cases up to 50 mV (Bagheri et al., 2017). As the offset
voltages of the channels have high value, they can saturate the
neural amplifier. Therefore, they should be eliminated. The most
common approach to block this DC input offset is to utilize large
AC-coupling capacitors (Harrison and Charles, 2003; Ng and Xu,
2012). On the other hand, there is an alternative method that
blocks these DC offset voltages by using a low-pass filter in the
feedback path, which is called DC-coupled input offset rejection.
The authors in Enz et al. (1995), Yazicioglu et al. (2008), Muller
et al. (2012), Biederman et al. (2013), Lee et al. (2019), Jomehei
and Sheikhaei (2019), Cabrera et al. (2020), and Farouk et al.
(2020) use this method, however, it requires a huge capacitor or
high power consumption amplifier in the feedback path.

To design multichannel neural amplifiers, the following
factors should be considered and diminished as much as possible.

1. Power consumption: the brain tissues that are surrounded
by implantable neuro-amplifiers must be protected from heat
damage. For this purpose, the power dissipation of these
amplifiers must be lowered.

2. Chip area: The neural amplifiers are generally huge. This is
because they usually utilize large AC-coupled input capacitors.
Also, to decrease the flicker-noise power of amplifiers, the size
of the MOS transistors is designed to be very large especially
in the differential pairs. Therefore, for a specific chip area, to
maximize the number of the channels, the amplifiers should
be designed in their minimum area.

3. Noise: the neural signals have very low amplitude and
bandwidth. The flicker and thermal noise of the neural
amplifier circuit is the main source of the noise, which can
decrease the signal to noise ratio (SNR) in the output of
the amplifiers. This is why they are designed as a low noise
amplifier (LNA). In the low frequency, the power of the flicker
noise is dominant. To decrease the flicker-noise power, in
addition to increasing the size of the transistors and utilizing a
PMOS differential pair, the chopper-stabilization technique is
used (Denison et al., 2007; Verma et al., 2010; Xu et al., 2011;
Yazicioglu et al., 2011; Luo et al., 2019; Samiei and Hashemi,
2019). The chopper-stabilization technique modulates the

low-frequency noise of the OTA (flicker noise), as well as the
offset voltage to a higher frequency by the chopper switches.
These higher frequencies are eliminated with a low pass
filter (LPF).

The 65 nm CMOS and finer technologies introduce new
challenges as a result of the short channel effects for
analog circuits. One of these challenges is decreasing the
transconductance (gm) of MOS transistors, which diminishes
the voltage gain of the whole amplifier. This can be resolved by
designing the neural amplifier in 2 or 3 gain stages (Zou et al.,
2009; Rezaee-Dehsorkh et al., 2011). The other destructive effect
of short channel effects is increasing the low-cutoff frequency (fL)
of the AC-coupled neural amplifiers. In this paper, we analyze
the parameters that affect the low-cutoff frequency and propose
two solutions. The first solution utilizes a standard CMOS

FIGURE 1 | Fully differential capacitive feedback network neural amplifier.

FIGURE 2 | Frequency response of the amplifier.
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and improves the low-cutoff frequency by increasing the input
resistance. The second method utilizes thick-oxide transistors to
increase the input resistance.

The rest of the paper is organized as follows. Section II
analyzes the low-cutoff frequency in neural amplifiers. Section III
presents the two proposed solutions. The experimental results are
provided in Section IV and the paper concludes in section V.

2. LOW-CUTOFF FREQUENCY ANALYSIS

Figure 1 shows the schematic of a fully differential neural
amplifier with conventional capacitive feedback network (CFN)
architecture. As explained in Harrison and Charles (2003), this
architecture is one of the most popular architectures of AC-
coupled neural amplifiers in terms of low power consumption,
low noise, and compact area. Also, utilizing thick-oxide NMOS
pseudoresistors instead of PMOS pseudoresistors, provides a
better total harmonic distortion (THD) (Kassiri et al., 2013).

Figure 2 shows the frequency response of this CFN neural
amplifier as a bandpass amplifier. Assuming that the voltage

gain of the operational transconductance amplifier (OTA) is
significantly high, the voltage gain of the amplifier in the
midband (AM) can be approximately calculated by

AM =
CI

CF
(1)

where CI and CF are input and feedback capacitance of the
amplifier, respectively. Also, the low-cutoff frequency (fL) of the
amplifier can be approximated as

fL =
1

2πRFCF
(2)

where RF is the dynamic resistance of NMOS pseudoresistors of
the amplifier.

As presented in Equation 2, in order to reduce fL, CF and RF
should be increased. However, by increasing CF , it is required
to increase CI to maintain the same gain which results in huge
area loss for each channel of a multi channel device. In addition,

FIGURE 3 | Small signal equivalent of the half-circuit of the neural amplifier.

FIGURE 4 | Simulation of frequency response of a neural amplifier with various amounts of Ri .
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this results in the reduction of the input impedance of the
neural amplifier.

MOS pseudoresistors can be utilized as a feedback resistance
(RF) for their compactness and high resistance. However, the
drawback of this technique is that the MOS pseudoresistors
provide much less resistance in advanced technology. For
example, in an old technology such as 1.5µmCMOS technology,
by utilizing a MOS pseudoresistor for the RF , a CF of only
200 fF is enough to achieve a fL of 0.025 Hz (Harrison and
Charles, 2003). However, with the same technique and the same
value for CF , a fL of 39 Hz is reported in the 180 nm CMOS
technology (Shoaran et al., 2014). Moreover, in the 130 nm
CMOS technology (Abdelhalim et al., 2013), a higherCF of 300 fF
is used to compensate for the low RF to provide a fL of 0.1 Hz.
Moreover, in the 65 nmCMOS technology, our simulation results
show that when aCF of 200 fF is used, the fL is achieved at 472 Hz.
To better understand the effects that increase the fL value in the

FIGURE 5 | The neural amplifier with cross-coupled positive feedback

architecture.

FIGURE 6 | Cross-coupled positive feedback connections.

advanced CMOS technologies, we provide a small signal analysis
of the amplifier in the following.

The equivalent small signal half-circuit of a neural amplifier
of Figure 1 is depicted in Figure 3. The OTA can be modeled
as a single pole amplifier with a pole at the output node. In this
figure,Gm is the transcunductance of the OTA and Cin, Ri, and Ro
are OTA’s input terminal capacitance, resistance, and the output
terminal resistance, respectively. We extract the time constant of
the first pole as

τ1 =
1

p1
= (3)

=
CF(Go + Gm)+ CoGF + Ci(Go + GF)+ Gi(Co + CF)

GF(Gm + Go)+ Gi(GF + Go)

Reduction of the oxide thickness in advanced technologies
translates to lower input resistance (i.e., higher Gi) due to higher
gate leakage current. By increasing Gi, the denominator in
Equation (3) grows much faster than the numerator. Therefore,
the time constant (τ1) increases resulting in lower fL.

However, for older technologies, we can simplify
Equations (3) to (4) with the assumption that OTA’s
input resistance (Ri) is infinity (i.e., Gi is approximately
zero) (Hashemi Noshahr and Sawan, 2017).

τ1 =
1

p1
= RFCF +

CoRo

1+ GmRo
+

Ci(RF + Ro)

1+ GmRo
(4)

If the gain of the OTA (GmRo) is high, the second and third
terms of this equation can be considered negligible resulting in
Equation (5) where the corresponding frequency to τ1 is the same
as Equation (2). In other words, Equation (5) is a special case of
Equation (3) where the gain of the OTA is high and the input
resistance of the OTA is infinity.

τ1 =
1

p1
= RFCF (5)

Figure 4 illustrates the frequency response of the small signal
model of the amplifier shown in Figure 3 for different values of
Ri. The DC voltage of the outputs is biased at 0.5 V and thick-
oxide NMOS pseudoresistors are utilized for feedback resistors.
The values of Gm, Ro, CI , CF , Cin, and Co are chosen as 22.4 µ0,
157M�, 11.5 pF, 200 fF, 3 pF, and 200 fF, respectively. As shown
in this figure, fL decreases by increasing Ri.

3. PROPOSED SOLUTIONS

In this section, we propose two solutions to decrease the low-
cutoff frequency down to 1 Hz of OTA’s in advanced CMOS
technologies without increasing the feedback capacitance (CF).

3.1. Cross-Coupled Positive Feedback
Figure 5 shows the architecture of the neural amplifier
with cross-coupled positive feedback (CCPF) connections
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FIGURE 7 | Small signal equivalent circuit of the neural amplifier with a CCPF connection.

FIGURE 8 | T-capacitor feedback network architecture with CCPF.

in which multiple (n+2) numbers of pseudoresistors are
utilized. Figure 6 shows two implementations of the CCPF
connections (far and close connections) in which each
pseudoresistor is implemented with a standard PMOS transistor.
By knowing the fact that the CCPF provides a negative resistance
(−|RN |), the equivalent input resistance of the OTA can be
presented by

Rieq = Ri || (−|RN |) =
Ri|RN |

|RN | − Ri
(6)

As presented in Equation (6), to maximize Rieq, (|RN | − Ri) must
be minimized. In other words, to achieve a very high positive
equivalent input resistance, the amount of |RN | must be slightly
higher than Ri, and (|RN | − Ri) should approach zero. However,
since this negative resistance is created by positive feedback, the
stability of the amplifier limits the lower bound of (|RN | − Ri).

To verify Equation (6), we calculate the negative resistance of
the CCPF. Figure 7 shows the small signal equivalent circuit of
the neural amplifier with a far CCPF connections. For simplicity
of calculation, we assume all the pseudoresistors are identical and
have the same value.

Performing a KVL in the loops DCBGHD and DCFGHD
results in

i3 = i1 + 2i2 (7)

Also Performing KVL on the loops of ABCFEA and DCBGHD
and considering (Equation 7) results in the following
two equations

(n+ 2)Ri1 + nRi2 = 1V (8)

(n+ 2)Ri1 + (n+ 4)Ri2 = GmRo1V (9)

After solving these equations, the value of i1 will be

i1 =
(n+ 4)− GmRon

4(n+ 2)R
1V (10)

As shown in Figure 7, RN = 1V
i1

is the equivalent resistance of
the whole circuit connected to input terminals of the OTA (nodes
A and E), which is parallel to Rin. By considering (Equation 10),
RN can be presented as

RN =
4(n+ 2)R

(n+ 4)− GmRon
(11)

By knowing that the gain of the OTA (GmRo) is very high,
the dominator of RN is negative. In practice, the values of the
pseudoresistors are not equal and vary based on their currents
(or their voltages). Therefore, Equation (11) is not accurate and
simulation results are required to calculate the exact value of RN .
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FIGURE 9 | Simulation of frequency response (gain) of the amplifier of Figure 8 with far, close and no CCPF connection.

FIGURE 10 | Simulation of frequency response (phase) of the amplifier of Figure 8 with far, close and no CCPF connection.

The value of the low-cutoff frequency of the amplifier depends
on the number and size (W/L) of the pseudoresistors as well
as the position of the CCPF connections (far or close). For
example, assuming CI = 10 pF, CF = 200 fF, CL = 1.7 pF,
and n = 4 for a far CCPF connection in the amplifier shown
in Figure 5 achieves a fL of 0.27 Hz with the midband gain of
31.67 dB, while the total capacitance value of this amplifier is
22 pF. In order to decrease the total capacitance, we exploited
a T-capacitor feedback network shown in Figure 8 (Ng and Xu,
2013). The pseudoresistors and CCPF connections in this figure
are implemented similar to Figure 6 with 6 PMOS transistors.

The midband gain of the amplifier in Figure 8 is calculated as

AM =
(

CI

CF1

) (
CF1 + CF2 + 2CF12

CF12

)

(12)

We can adjust the capacitances in Equation (12) to keep the total
capacitance of the OTA low while maintaining the same gain.

For example, in Figure 8, by choosing the value of the capacitors
as CI = 1.4 pF, CF1 = CF2 = 200 fF, CF12 = 400 fF, and
CL = 200 fF, the total capacitor value of the amplifier decreases
to 4.2 pF, and the low-cutoff frequency increases from 0.27 to
1.5 Hz, which is still in the acceptable range.

Figures 9, 10 illustrates the frequency response of the

amplifier in terms of gain and phase, respectively, and in in far,
close, and no CCPF connections. The amount of the low-cutoff

frequency for far, close, and no CCPF connections are 1.5, 143,
and 320 Hz, respectively.

The positive feedback in the CCPF architecture of the

amplifier can result in instability. However, by carefully designing
the number of pseudoresistors, transistor sizes, and the position

of the CCPF connection we can make sure that the negative
feedback is dominant and the whole architecture is stable and
satisfies at least a 60 degree phase margin. Figure 11 shows the
simulation of open loop frequency response of the amplifier of
Figure 8 with 70 degree phase margin.
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FIGURE 11 | Simulation of open loop frequency response (gain and phase) of the amplifier of Figure 8 with 70 degree phase margin.

FIGURE 12 | Fully differential folded cascode OTA utilized in neural amplifier.

By adding switches to the CCPF connection we can program
(i.e., turn on or off) the connections in the post-fabrication
process. In case of multiple pseudoresistors (e.g., 18), the farther
CCPF connections might observe instability due to process
variation. Therefore, by programming the connections and
choosing closer connections, we can avoid instability. In addition,
programmability can also give us control over the value of fL. The

closer connections have higher value of fL and are more stable.
On the other hand, the farther connections have lower value of fL
at the cost of less stability.

3.2. Thick Oxide Differential Pair
The second method to increase the input resistance of the
OTA without increasing the feedback capacitance is to utilize
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FIGURE 13 | Simulation of frequency response of neural amplifier with thick-oxide and standard PMOS differential pair.

FIGURE 14 | Monte Carlo simulation of low-cutoff frequency of the neural amplifier.

thick-oxide MOS transistors in the input differential pair.
Figure 12 shows the transistor level implementation of the OTA
of Figure 1 with thick-oxide PMOS input differential pair. In this
figure, the bulks of NMOS transistors are grounded whereas the
bulks of PMOS transistors are connected to their sources. The
size of each transistor is shown in Table 1 and the bias currents
are tabulated in Table 2.

Figure 13 shows the simulation results of the designed neural
amplifier utilizing the OTA of Figure 12 and the OTA with
standard PMOS input differential pair. The gain of the OTA and
the whole neural amplifier are 68.2 and 34.6 dB, respectively. As
shown in this figure, applying a thick-oxide PMOS in the input
differential pair improved the low-cutoff frequency from 360 to
0.19 Hz. These simulation results confirm that increasing the
input resistance of the OTA by utilizing thick-oxide PMOS in the
differential pair decreases the low-cutoff frequency dramatically.

In order to increase the SNR of the neural amplifier, the first
stage of a neural amplifier is designed as an LNA. To reduce the

flicker noise of the OTA of Figure 12, we optimize the size of the
PMOS transistors in the input differential pair (i.e.,M1 andM2).
Also, as mentioned in Harrison and Charles (2003), to minimize
the thermal noise, the transistors M1 and M2 are biased in the
sub-threshold region to maximize their transconductance over
drain current called transconductance efficiency (gm/ID), and the
transistors M3, M4, M9a, M9b, M10a, and M10b are biased in the
saturation region to minimize their gm/ID.

As mentioned earlier, the bandwidth and operating frequency
of neural amplifiers are very low, therefore the dominant noise
power is the flicker noise. Also, in the OTA of Figure 12, the
differential pair transistors are themain source of the flicker noise
in comparison with other transistors (Razavi, 2005). Therefore,
to analyze the noise of the proposed neural amplifier, we only
investigate the effect of the thick-oxide PMOS differential pair.
Utilizing thick-oxide PMOS transistors in the differential pair
of the OTA decreases the gate-oxide capacitance per unit area
(Cox) due to the increased gate oxide thickness (tox). Utilizing
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FIGURE 15 | Monte Carlo analysis of CMRR of the neural amplifier.

FIGURE 16 | Monte Carlo analysis of PSRR of the neural amplifier.

the thick-oxide PMOS in the input differential pair increases the
flicker noise power due to decreasing Cox. The relation between

the input-referred noise of the whole neural amplifier (V2
ni,amp)

and the OTA input-referred noise (V2
ni) is presented as

V2
ni,amp =

(
CI + CF + Cin

CI

)2

.V2
ni (13)

Decreasing the Cox due to utilizing the thick-oxide PMOS

differential pair, increases V2
ni and decreases the Cin in Equation

(13). Since the increase in V2
ni is much higher than the reduction

of its coefficient, the V2
ni,amp increases by decreasing the Cox. To

compensate this drawback, we can increase the gain of the LNA

(CI/CF) by increasing CI to reduce the V2
ni,amp in Equation (13).

Simulation results show that the minimum input-referred noise
voltage of the neural amplifier is 5.9µVrms in the frequency range
between 1 Hz and 5.6 kHz (bandwidth).

Note that to further reduce the noise of the OTA, it is

required to apply noise reduction techniques such as the chopper

stabilization technique, which is out of the scope of this paper.
Figure 14 shows the Monte Carlo simulation results (N =

1,000) of the low-cutoff frequency. As shown in this figure, the

µ is equal to 0.159 Hz and the σ is equal to 0.052, resulting
3σ
µ

of 0.983.

Figures 15, 16 show the Monte Carlo analysis of CMRR

and PSRR of the Neural amplifier. Applying thick-oxide
MOS transistors in the input differential pair decreases the
gate leakage current significantly and increases the input
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impedance of the OTA and consequently the CMRR and
PSRR improve.

4. MEASUREMENT AND IN VITRO

RESULTS

4.1. Measured Performance
The prototype is implemented in the TSMC 65 nm CMOS
process. The CI and CF are set to 11.5 pF and 208 fF, respectively,
in the layout to achieve a gain of 55 V/V (or 34.3 dB) (AM = CI

CF
).

The prototype uses 0.04mm2 (270µm× 150µm) of silicon area.
The micrograph of the die containing the amplifier is shown in
Figure 17.

FIGURE 17 | Micrograph of chip containing the neural amplifier with 270 µm

× 150 µm die area.

The measured frequency response from 0.1 Hz to 1 MHz
is performed through saline medium to mimic the brain
environment as well as the simulation result are illustrated
in Figure 18. The midband gain is 34.3 dB and the low and
high-cutoff frequencies are 2 Hz and 5.6 kHz, respectively. The
simulated low-cutoff frequency is 0.19 Hz which is less than that
achieved in the measurement result. This deviation is expected as
theMOS pseudoresistors are nonlinear and significantly sensitive
to their operating point (Harrison and Charles, 2003).

Figure 19 shows the measured input-referred noise voltage
spectral density of the neural amplifier. The RMS value of the
input referred noise is achieved as 6.1 µVrms by integrating the
area under the curve from 1 Hz to 5.6 kHz (amplifier bandwidth)
in Figure 19. This value is slightly higher than the simulated
result (5.9 µVrms).

Table 3 shows a summary of the simulated and measured
parameters of the prototype. A comparison of our work and
the other published works is presented in Table 4. All of the
chosen neural amplifiers are AC-coupled. To fairly compare
these amplifiers with different gain values, number of stages and
technology, we only consider the first stage of each amplifiers.

Measurement results show that the achieved gain is the highest
among all in Table 4. Note that the gain for Xiao et al. (2010)
is reported for two stages. Also, the area of the fabricated chip
is less than others. However, we should note that comparing
the chip area itself without considering the midband gain is not
a fair comparison. The midband gain (Am) of the amplifier is
equal to CI

CF
. The low-cutoff frequency (fL) is determined by CF ,

and CI is determined by the gain and CF . Also, note that the
main contributor to the chip area is CI . In other words, for a
normalized gain, lower CF results in less chip area. Therefore,
comparing CF is a better figure of merit for comparing the chip
area while the amplifiers have different gains. In this case, the
values of CF of the proposed amplifier and Ng and Xu (2016) are
208 fF and 350 fF, respectively. Note that the gain reported in our
work is 34.3 dB, while the gain in Ng and Xu (2016) is 26.4 dB.

FIGURE 18 | Measured and simulated frequency response of the amplifier. The measured midband gain is 34.3 dB, and the low and high-cutoff frequencies occur at

2 Hz and 5.6 kHz, respectively.
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FIGURE 19 | Measured input-referred noise voltage spectrum.

TABLE 1 | Transistor sizes of the neural amplifier.

Transistor W/L(µm)W/L(µm)W/L(µm) Transistor W/L(µm)W/L(µm)W/L(µm) Transistor W/L(µm)W/L(µm)W/L(µm)

M0 5 4
10 M5 2 0.8

2 M9b 4 1
20

M1 24 4
4 M6 2 0.8

2 M10a 4 1
20

M2 24 4
4 M7 2 0.8

2 M10b 4 1
20

M3 3 1
20 M8 2 0.8

2 M11 2 0.5
20

M4 3 1
20 M9a 4 1

20 M12 2 0.5
20

M13 1 1
1 M14 1 1

1 M15 1 1
1

M16 1 1
1 M17 4 1

20 M18 4 1
20

TABLE 2 | Bias currents of the neural amplifier.

IM0IM0IM0 IM3,4IM3,4IM3,4 IM9a,10aIM9a,10aIM9a,10a IM11,12IM11,12IM11,12

1.83µA 1.276µA 175nA 390nA

This is why the total area of our work is almost the same as that
of Ng and Xu (2016).

The amplifier of Song et al. (2013) has been implemented in
the 0.18 µm technology with a gain of 26 dB. Its high pass pole
is 80 Hz. The value of CF is not reported, however, the total
area of the amplifier is 0.16 mm2 which is significantly large.
In Abdelhalim et al. (2013), neural amplifiers with a gain of 54–
60 dB in two gain stages have been implemented in the 0.13 µm
process. The first stage (LNA) with the estimated gain of 31.8 dB
has 300 fF feedback capacitors with 0.1 Hz low-cutoff frequency.
Our analysis shows that the CF in Abdelhalim et al. (2013) could
be reduced to 200 fF if the thick-oxide differential pair is used.

The neural amplifier of Xiao et al. (2010) has employed two
gain stages to obtain 49 dB in the 0.13 µm process. The value of
the CF is not reported. However, the estimated amplifier area and
fL are 0.4mm2 and 100 Hz, respectively. This amplifier occupies a
very large area and has a high low-cutoff frequency. The designs

TABLE 3 | Experimental and simulation characteristics of neural amplifier.

Parameter Simulation Measured

Supply voltage [V] 1 1

Supply current [µA] 3.63 3.63

Gain [dB] 34.6 34.3

Band width [kHz] 5.8 5.6

Low-cutoff frequency [Hz] 0.19 2

Input-Referred Noise [µVrms] 5.9 6.1

Noise efficiency factor 5.8 6.1

THD (2 mVpp at 1 kHz) [%] 0.18 < 1

in Biederman et al. (2015) utilize LNA with a gain of 26 dB
fabricated in the 65 nm CMOS Technology. It employs a 500 fF
feedback capacitor parallel to a pseudoresistor in a conventional
CFN architecture similar to our work. The low-cutoff frequency
fL is adjustable, with the minimum value of 10 Hz. The neural
amplifier consists of a variable gain amplifier (VGA) and buffer
to achieve a gain of 45–60 dB. The amplifier in Ng and Xu (2016)
has been implemented with two gain stages with 52.1 dBmidband
gain in the 65 nm technology. The gain in the first stage, LNA,
is 26.4 dB and the fL is reported as 1 Hz. The LNA exploits
a CMOS-inverter-based OTA with 360 fF as CF . The amplifier
designed in Kim and Ko (2019) utilizes relatively small transistors
in the OTA. In addition to small transistors, an older process of
0.18 µm is used which they both help decreasing the gate leakage
and increase the input resistance of the OTA. This results in a
low fL of 6.4 Hz. However, this comes at the cost of high input-
referred noise voltage (10.68 µVrms). CMRR and PSRR in the
typical corner simulation are 66.3 and 88 dB, respectively. As
mentioned earlier, when thick-oxide CMOS is used, the CMRR
and PSRR increase compared to the case when standard CMOS
is used. This increase is due to the increased input impedance
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TABLE 4 | Comparison of fully integrated neural amplifiers.

Parameter Song et al.

(2013)

Abdelhalim et al.

(2013)

Xiao et al.

(2010)

Biederman et al.

(2015)

Ng and Xu

(2016)

Kim and Ko

(2019)

This work

Technology [CMOS] 0.18 µm 0.13 µm 0.13 µm 65 nm 65 nm 0.18 µm 65 nm

Area [mm2 ] 0.16 N/A 0.4* N/A 0.042 N/A 0.04

Supply [V] 1.2 1.2 0.8 1 1 0.6 1

Power consumption

[µW]

0.43 4.5 0.64 1.2 3.28 0.27 3.63

Gain [dB] 26 31.8 49 ** 26 26.4 14-28*** 34.3

BW [Hz] 80-15k 0.1-5k 100* - 6.2k 10-8k 1-8.2k 6.4-4.46k 2-5.6k

CF [fF] N/A 300 N/A 500 350 100 208

Input-referred noise

[µVrms]
8.1 6.5 14 7.5 4.13 10.68 6.1

Noise BW [Hz] 80-15k 10-5k 100* - 6.2k 100-10k 1-8.2k 1-10k 1-5.6k

NEF 1.52 7.2 6.5 3.6 3.19 1.79*** 6.1

CMRR [dB] >60 75 59 N/A >90 @100Hz 61.3 66.3****

PSRR [dB] >80 N/A 71 N/A 78 @1kHz 77.2 88****

THD 0.05% @10

mVpp

-51dB @1KHz 0.7

Vopp

@1mVpp
< 0.4%

N/A 1% 0.7mVp 0.5% @ 200

mVopp

< 1% @1KHz

2mVpp

*Estimated. **This gain is reported for two stages. All other gains are reported for the first stage. ***Single CCIA. ****Simulation result.

of the OTA. Also, because of less short channel effects in thick-
oxide MOS transistors, the linearity and THD of the amplifier
are improved.

4.2. In vitro Neural Recording
We used this neural amplifier for neural recordings in an in vitro
experiment on the slices of a mouse brain at the faculty of
Dentistry at University of Montreal. A micropipette is used to
capture the electrical activity of the brain. The micropipette is
filled with NaCl (0.5 mol) without bubbles. This micropipette
contains ametal electrode of AgCl which records the extracellular
APs of the brainstem of the mouse brain slice. The brain slice
is inserted and fixed in a chamber which contains artificial
cerebrospinal fluid (ACSF) which is continuously oxygenated
and kept humid to mimic a real brain environment and to keep
the neurons alive for a few hours. The micropipette is gradually
penetrated into the brainstem tissue by means of a microscope
and its peripheral tools.

To complete the test setup, the AgCl electrode of the
micropipette is connected to the non-inverting input of the
prototype amplifier. The connection of the chamber, including
the ACSF, is connected to the inverting port of the amplifier
as a Vref. It should be noted that shielded wires are utilized
to perform these connections. A commercial setup of a neural
recording system containing an instrumentation amplifier (A-
M systems, Inc.), rack mounted data acquisition equipment
and a PC with a spike2 Windows-based software (version 5.19,
Cambridge Electronic design) was utilized. The output of the
proposed amplifier is connected to the commercial amplifier. The
commercial amplifier is a band pass amplifier with a midband
gain of 100 (V/V) and with low and high cutoff frequencies of
300 Hz and 5 kHz, respectively. Setting the low-cutoff frequency
at 300 Hz allows us to eliminate the LFP and extract the extra

FIGURE 20 | Recorded extracellular APs extracted from the brainstem of a

mouse with the fabricated neural amplifier.

cellular APs from the output signal. By using the commercial
amplifier as the second stage amplifier, the total gain is achieved
at 5,300 V/V . During the test procedure, the amplified signal
is sampled with a frequency of 10 kS/s and digitized by the
mentioned data acquisition equipment and transferred to the PC.
Spike2 was used to observe the captured data in the PC. Figure 20
illustrates the recorded spontaneous extra cellular APs from the
brainstem of the mouse with the proposed neural amplifier.

5. CONCLUSION

Scaling down technology introduces new challenges in neural
amplifier design. One main challenge is the increased low-
cutoff frequency (fL) of the AC-coupled amplifiers, assuming
the same feedback capacitance value is used. The simplest
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solution is to increase the feedback capacitors. However,
this comes at the cost of increased input capacitors for
the same gain of the amplifier, which increases the silicon
area and decreases the input impedance of the amplifier.
Assuming a neural recording implant requires a large array
of these amplifiers, the total consumption of the silicon area
increases dramatically.

In this paper, we focus on this challenge, find its roots, and
propose solutions to improve it. Scaling down the technology
increases the leakage current of the differential pair of the OTA
due to decreasing the gate oxide thickness (short channel effects).
This is translated to decreasing the input resistance (Ri) of OTA.
We show, through simulations backed by an analytical analysis,
that decreasing Ri is the fundamental reason for the increase in
fL. Two different solutions are presented in this paper to increase
Ri: applying a cross-coupled positive feedback architecture and
utilizing thick-oxide PMOS transistors in a differential pair of the

OTA. The simulations confirm that both of the solutions decrease
the fL. We designed and fabricated the latter solution in the 65 nm
TSMC process. The experimental results show that the low-cutoff
frequency decreases to 2 Hz with 208 fF feedback capacitor (CF).
The neural amplifier is verified by in vitro experiment on mouse
brainstem slices.
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Background: Deep brain stimulation (DBS) is an effective treatment for movement
disorders and neurological/psychiatric disorders. DBS has been approved for the control
of Parkinson disease (PD) and epilepsy.

Objectives: A systematic review and possible future direction of DBS system studies is
performed in the open loop and closed-loop configuration on PD and epilepsy.

Methods: We searched Google Scholar database for DBS system and development.
DBS search results were categorized into clinical device and research system from the
open-loop and closed-loop perspectives.

Results: We performed literature review for DBS on PD and epilepsy in terms of system
development by the open loop and closed-loop configuration. This study described
development and trends for DBS in terms of electrode, recording, stimulation, and signal
processing. The closed-loop DBS system raised a more attention in recent researches.

Conclusion: We overviewed development and progress of DBS. Our results suggest
that the closed-loop DBS is important for PD and epilepsy.

Keywords: deep brain stimulation, PD, epilepsy, closed-loop, open loop

INTRODUCTION

Deep brain stimulation (DBS) has been used since the 1980s for treatment of movement disorders.
DBS has several apparent advantages over lesion therapy. It is reversible and provides superior
symptom relief with fewer complications than lesions. DBS creates maximal efficacy by adjustment
of treatment parameters after implantation and can be applied bilaterally while bilateral lesions
usually lead to a high risk of side effects (Okun and Vitek, 2004). First used for Parkinson’s
disease, DBS is an FDA-approved treatment for Parkinson’s disease (PD), essential tremor, and
dystonia. It is estimated that DBS devices have been implanted in∼150,000 patients with movement
disorders of the United States (Benabid et al., 1987). This success has encouraged the use of DBS
across a broad range of neuropsychiatric disorders. More recently, DBS has been approved for
obsessive-compulsive disorder and medically refractory epilepsy. Effect of clinical trials studying
the use of DBS for the treatment of major depression (Dandekar et al., 2018) and Alzheimer’s
disease (Lozano et al., 2016) have limited because of inconsistent outcomes for the majority of the
aforementioned neuropsychiatric disorders. Several critical aspects of therapy remain unsolved,
in particular, how, where and when stimulation should be delivered according to individual
anatomical and pathophysiological differences. This review addresses these factors on patients with
epilepsy or Parkinson’s disease.
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PD typically develops between the ages of 55–65 years.
Approximately 0.3% of the general population is affected.
Parkinson’s disease is a neurodegenerative syndrome involving
multiple motor and non-motor neural circuits in the basal ganglia
(Lang and Lozano, 1998). Motor manifestations of the disorder
commonly include a resting tremor, rigidity (stiffness), slowness
of movements (bradykinesia), and shuffling steps. In addition to
these classical symptoms, PD also has a multitude of non-motor
manifestations, including disturbance of mood (e.g., depression,
anxiety), cognition (dementia and frontal-lobe dysfunction), and
autonomic dysfunction (e.g., sexual dysfunction or digestive
problems). DBS is one of the most effective treatments for
advanced PD. Conventional DBS using an open loop architecture
targets at the subthalamic nucleus (STN) or globus pallidus
interna (GPi) which provides, on average, only 40% improvement
in the motor items. Paradoxically, DBS of the STN can worsen
motor function by not only influencing pathological but also
physiological neural activity (Chen et al., 2006). The potential
of conventional DBS is often limited due to stimulation induced
side effects. More alternative technologies have been suggested to
minimize the worse complications of DBS in PDs.

Epilepsy is a common chronic neurological disorder
characterized by spontaneous recurrent seizures and affects
around 60 million patients worldwide (Engel, 2016). As many
of 40% of these patients have drug-resistant epilepsy (DRE).
The international League Against Epilepsy has proposed that
DRE can be defined as a failure of adequate trials of at least
2 antiepileptic drugs that are appropriately chosen, used, and
tolerated. Approximately 1 million people in the US continue to
have seizures despite adequate treatment with antiseizure drugs,
and DRE can be associated with severe disability and morbidity.
The incidence of sudden unexpected death in epilepsy is higher
in patients with medically resistant epilepsy than in a general
population (Harden et al., 2017). The first-line treatment for DRE
is respective surgery. However, when surgery is contraindicated
or ineffective, DBS has emerged as an important treatment
option. DBS involves the delivery of a predetermined (open-
loop) program of electrical stimulation to deep brain structures
via implanted electrodes connected with a pulse generator.
DBS of the anterior nucleus of the thalamus (ANT) has been
approved for the treatment of refractory epilepsy. Surgical (e.g.,
infection, hemorrhage and pain) and stimulation-related (e.g.,
headache, sleep disturbance and increased anxiety or depression)
adverse effects are similar to those observed from DBS for
movement disorders (Fisher and Velasco, 2014). Compared to
PD, spontaneous seizures occur in some unexpected scenarios
and are not continuous events to perform an open-loop DBS
stimulation in patients with epilepsy due to several side effects.
Prevalence of side effects strongly depends on the target nucleus
and the anatomy and functionality of the surrounding tissues.
As such, more commercial DBS device for PDs use an open-loop
architecture (Table 1), and closed-loop configuration is highly
selected for epilepsy (Table 2).

High-frequency DBS was thought to function as a reversible
lesion by inhibiting neurons near the stimulating electrode
(Laxpati et al., 2014). However, it has advantages over ablation
including its reversibility, the ability to adjust stimulation setting

TABLE 1 | Open-loop neural stimulation system.

Medtronic Abbott Boston
scientific

St. Jude

Device Activa RC Infinity 7 Vercise PC Brio

FDA class II III II II

Volume (cm3) 22.0 38.6 33.0 22

Stimulation
site

DBS DBS DBS DBS

Application PD, Epilepsy PD PD PD

Stimulation
channels

8 16 16 16

Frequency
(Hz)

2–250 2–240 2–250 2–240

Pulse width
(µs)

6–450 20–500 20–450 50–500

Battery
longevity
(years)

9 4–5 15(US)–
25(EU)

10

Battery type Rechargeable Non-
rechargeable

Rechargeable Rechargeable

MRI-
compatible

Yes Yes Yes No

Intensity 0–25.5
mA/0–10.5 V

0–12.75 mA 0–20 mA 0–12.75 mA

Data
monitoring

Wireless Wireless Wireless Wireless

DBS, Deep brain stimulation; N/R, Not Reported; PD, Parkinson’s disease.

TABLE 2 | Closed-loop neural stimulation system.

Neuropace Medtronic LivaNova

Device RNS system Activa PC + S Aspire SR

FDA class III II II

Volume (cm3) 12.94 37.0 N/R

Stimulation site DBS DBS Vagus Never
stimulation

Application Epilepsy PD Epilepsy

Stimulation channels 8 8 N/R

Frequency (Hz) 1–333 2–250 1–30

Pulse width (µs) 40–1,000 60–450 130–1,000

Battery longevity (years) 2–3.5 3–5 4–7

Battery type Non-
rechargeable

Non-
rechargeable

Non-
rechargeable

MRI-compatible No Yes Yes

Intensity 0.5–12 mA 0–25.5
mA/0–10.5 V

Current/0–3.5
mA

Data monitoring Wireless Wireless Wireless

DBS, Deep brain stimulation; N/R, Not Reported; PD, Parkinson’s disease.

to optimize efficacy and minimize side effects, the ability to
perform bilateral procedures safely, and low risk of cognitive
problems (Yu and Neimat, 2008). A critical aspect of DBS efficacy
is patient selection and the appropriate target location based
on patient’s symptom profile, age and cognitive status. These
choices greatly depend on the expertise of the surgical team and
vary from center to center. Up to 50% of implanted patients
can experience stimulation-induced side effects (Volkmann et al.,
2009). Emerging technologies aim to minimize these side effects
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and increase efficacy of DBS. We review studies that provide
alternative strategies to state-of-the-art DBS with different
control policies. We emphasize important considerations for
therapy safety that continuously adapt stimulation parameters
according to a disease biomarker in a closed-loop configuration
with a higher detection rate. In general, a DBS technology system
consists of several components (Figure 1): electrical stimulation
and required aspects of the closed-loop architecture (including
recording, preprocessing, feature extraction, classification). This
study reviews existing research efforts in signal acquisition,
biomarker algorithms, and system integration to provide a solid
foundation toward the future development of smart and fully
embedded integrated circuits.

DBS SYSTEM OERVIEW

A DBS system is composed of one or more electrode leads
implanted in the brain and extension wires tunneled underneath
the skin to an implanted pulse generator (IPG) positioned below
the collar bone (Miocinovic et al., 2013). There are two main
functions of IPG devices: neural recording and stimulation.
Owing to the extremely low amplitude of EEG signals, low-noise
and low-power electronic design are necessary for recording
and analysis (Ranjandish and Schmid, 2020). Subsequently, we

introduce DBS electrodes technology, neural recording amplifier
and electrical stimulation system in the following paragraphs.

Electrodes for DBS
Development of DBS electrodes for implantation into the human
brain began in the mid-twentieth century in the interest of
treating movement-related disorders. The crucial characteristics
of an electrode include biocompatibility, inertness, durability,
stability over time, surgical feasibility, good conductivity,
electrical properties, tractability, appropriate current delivery and
spatial configuration. The standard DBS electrode configuration
consists of 1.27 mm diameter cylinder with four stimulating
electrode contact. Each cylindrical contact is 1 mm in
length and 0.5–1.0 mm pitch (Medtronic, Inc.). Each active
electrode can emit a continuous spherical electric field radiating
outward from the stimulation site. In recent years, several new
electrode designs have been proposed allowing to arrange the
electrical field perpendicular to the lead as a directional DBS
(Steigerwald et al., 2019). For example, more simple models split
up the conventional ring contacts in 3–4 segments spanning 90◦
or 120◦ to create horizontal current flow. That could modify
the current threshold for beneficial and adverse effects, which
depends on whether current is injected toward or away from the
underlying anatomical structure (Anderson et al., 2018). Industry
and clinicians hoped that the directional DBS would reduce

FIGURE 1 | Schematic plot of a technical system for deep brain stimulation (top) and its flowchart of signal processing (bottom).
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the risk of stimulation-induced adverse effects and optimize
the clinical benefit of DBS. These segmented electrodes allow
clinicians to modify side-effect thresholds and create a greater
margin between symptom suppression and side-effect induction
(Dembek et al., 2017).

Once a target is determined, the accuracy of stimulated
site is critical so that the volume of tissue activated matches
the target structure as best as possible. In addition to
directional electrode design, thin-film planar arrays could
provide further improvement to spatial specificity of stimulation
and recording through reduced contact size and increased
contact numbers (Connolly et al., 2015). Advancements
in DBS electrode technology have seen large number of
electrodes used to emit a directional, rather than uniformly
spherical, which allows for unique and simultaneous
electrical stimulation at different contacts (Krauss et al.,
2020). Compared to silicon-based thin-film array, microwires
have a more stable for a long-term recording and stimulation.
Recently, three-dimensional microwire arrays combined
with CMOS chips are developed for chronic recording and
stimulation with a greater success in a long-term treatment
(Obaid et al., 2020).

However, increased electrode numbers come with trade-offs.
The greater flexibility afforded by segmented electrodes and
thin planar arrays considerably increases the degrees of freedom
allowed in programming to increase its sensitivity or specificity
for DBS. This flexibility increases the burden on the clinical team
because parameter selection and optimal stimulation contact
most depend on a process of trial and error. Therefore, automated
or support tools for assisting clinicians in determining optimal
stimulation parameters are sorely needed. For example, it has
recently been shown that the use of a disease biomarker, such
as heightened rhythmic neural activity, can reduce the amount
of time needed for programming segmented electrodes for
the PD treatment (Fernández-García et al., 2017). Strategies
that consider electrode location and anatomical landmarks in
conjunction with individualized neuroimaging could provide
additional information needed to reduce the degrees of freedom
associated with programming DBS electrodes.

Numerous kinds of materials have been used for DBS
electrodes. The choice electrode technology always has strong
impact on an implantable neurostimulator’s efficacy, efficiency,
longevity, precision, and cost. The electrical inefficiency of
platinum electrodes causes unnecessary power consumption
and reduced battery lifetime. Increasing efficiency can extend
implantation life and reduce battery size. Thus modern DBS
implants can benefit from more efficient electrode materials
(Petrossians et al., 2016). The platinum-iridium alloy expresses
superior electrical properties (including minimal toxicity
and excellent conduction property) and reveals wonderful
mechanical robustness to insertion into brain for DBS.

Materials of the DBS electrodes and geometries are altered
to attain low impedance path for charge injection, high
charge transfer, and compromised spatial resolution. The
electrode fabrication design parameters, e.g., shape, materials,
and fabrication technique should be optimized to achieve the
best electrode performance. Advantages and disadvantages of

microwire or silicon array have been reviewed elsewhere (Ghane-
Motlagh and Sawan, 2013). A small electrode size is required
for multichannel stimulation, but this increases impedance and
affects the signal-to-noise ratio. The electrode array increases
insertion force during implementation into the brain. The
estimated insertion force and mechanical failure modes are
investigated for brittle and ductile materials (Gabran et al., 2014).
The mechanical performance of the electrode array is primarily
affected by the materials and geometry. A figure of merit in
terms of mechanical performance, fabrication cost, geometry of
the electrode, and cross sectional area of the electrode, etc., has
been proposed to select the best electrode design parameters
from different electrode arrays (including silicon, copper, nickel,
polyimide materials; Draz et al., 2018).

In addition to different materials and geometries of the
electrode, understanding electrochemical behavior of electrode
materials and insulation in a long-term process is crucial
(Gimsa et al., 2005). Corrosion resistance of the electrode
metal is of greatest important for its long-term stability and
biocompatibility. The electrode surface is not corroded uniformly
because varied spatial distribution of the corrosion of metal and
erosion of the plastics insulation regarding to the site dependence
of the current density (Gimsa et al., 2006). Erosion of the
plastics insulation is known as a severe problem, but it remains
largely unknown so far.

Neural Recording Circuits
There are two main functions of implantable biomedical
devices: neural recording and stimulation. Electroencephalogram
(EEG), electrocorticogram (ECoG), local field potential or action
potential is often used in the closed-loop design of an DBS.
Because the extremely low amplitude of EEG signals, recording
system with low-noise, low-offset, high CMRR and low-power
characteristics is necessary for further analysis (Ranjandish and
Schmid, 2020). Two principal categories of chopping schemes
with instrumentation amplifier are designed. The AC-coupled
chopped instrumentation amplifier can effectively reduce 1/f
noise and amplifier offset with a CMRR of > 120 dB, an input
referred noise density of 57 nV/Hz, and power consumption
of 60 µW (Yazicioglu et al., 2007). However, the DC-coupled
amplifier limits the electrode offset to only ± 50 mV. On the
other hand, a virtual ground node of the amplifier is designed
to reject a large DC offset but scarifying with a CMRR of
∼60 dB (Verma et al., 2010), which is a remarkable drawback for
multichannel recording. Amplifier circuits for data acquisition
using the system on chip have been reviewed in detail elsewhere
(Yang and Sawan, 2020).

In the closed-loop system, rejection of stimulation current-
induced artifact has been emphasized. Careful placement
of stimulation, recording, and reference electrodes, e.g.,
symmetrical configuration between electrodes, has shown to
reduce the stimulation artifact of a common-mode-like signal
by differential amplifier with high CMRR. A newer front-end
technique has focused on mitigating the effects of stimulation
artifacts by preventing saturation in a high-gain preamplifier.
Alternatively, disconnecting the front-end via a series switch
at the input prevent artifacts from the recording circuitry
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(Venkatraman et al., 2009). However, this design can suffer
from slow transient settling once reconnected. More advanced
technologies to achieve artifact-free recording during stimulation
have been reviewed previously (Zhou et al., 2018).

Neural Stimulation Techniques
DBS is very often to activate or inhibit neurons with
implantable medical devices. The use of electrical stimulation
in clinical practice requires a high degree of safety, stability,
and programmability, and also takes into account the issues
of voltage-power consumption and heat dissipation. There are
two main modes of stimulation: current-mode and voltage-
mode. Most of available commercial DBS devices offer the
constant voltage stimulators due to higher power efficiency. At
this moment, the magnitude of current depends on impedance
between tissues and electrodes. The impedance variations in the
brain tissue and the electrode-tissue interface always exist in
various stages for DBS implementation. Impedance fluctuations
have been observed during the first 3 months after surgery
(Lempka et al., 2009). A mean 73 �/year reduction in impedance
in most DBS electrode contacts has been recorded (Satzer et al.,
2014). Unbalanced charging is more likely to happen in voltage
stimulation and thus relatively lack of safety. Some “excess
voltage” may result in gas evolution (e.g., hydrogen evolution
at the cathode), redox reactions of organic molecules, and the
deposition of potentially harmful materials (e.g., metal ions,
chlorine and toxic organic products in the tissue; Gimsa et al.,
2005). The constant current stimulation mode is extensively
used in DBS. Adaptive currents are used to supply the stimulus
current to the load. Total amount of charges injected in the
current stimulation mode depend on the magnitude and duration
of the stimulation current. Traditionally, the current intensity
is set in the range of 0.5–15 mA for 0.3-ms pulse width.
Compared with the constant voltage stimulation mode, constant
current stimulation mode provides higher controllability and
safety; however, lack of power efficiency is worth to be improved
(Ortmanns et al., 2007; Sit and Sarpeshkar, 2007; Liu et al., 2008).

Neural stimulation is used to activate or modulate neural
activity. When charge is continuously deposited onto an
electrode, the resulting electric field becomes strong enough to
trigger a response from neighboring neurons. The charge must
be removed from the electrode to prevent build up possible
permanent tissue damage. Biphasic stimulation is better for
this operation rather than monophasic stimulation in DBS
(Fung et al., 1998). A traditional charge balanced current
stimulation has been widely used. There are at least three
problems faced by this topology (Wu et al., 2018): mismatch
between the two current sources, excess power consumption
for supplied voltage, and large IC area consumption to support
one stimulator per electrode. Each stimulator utilizes a single
current source for both positive and negative stimulation phases
to reduce current mismatch effect and to eliminate the need
for calibration (Biederman et al., 2015). An adiabatic, charge-
recycling architecture without utilizing off-chip components
can minimize power consumption (Arfin and Sarpeshkar,
2011). Multiple supply voltages from DC-DC converter are

utilized to minimize the power consumption throughout the
stimulation cycle.

Continuous open-loop stimulation of DBS uses static
stimulation parameters to measure behavioral or functional
outcomes. As we can see in previous studies of PD (Table 3) or
epilepsy (Table 4), continuous open-loop DBS is a popular design
at the beginning. Common stimulation parameters of open-loop
DBS are ≥ 100 Hz at 1–10 V for ANT stimulation for refractory
temporal lobe epilepsy, ≥ 130 Hz at 1–5 V for hippocampus
and STN stimulation for refractory temporal lobe epilepsy, tens
to high frequency stimulation at 1–10 V for stimulation of
centromedian nucleus of the thalamus for generalized tonic-
clonic seizures. For PDs, 130–200 Hz at 2–5 V for STN and GPi
stimulation. Cycling of 1 min on and 5 min off at 5 V with 145 Hz
stimulation has been suggested for epilepsy. All stimulation
parameters are designed in commercial products (Table 1). There
is no difference between cycling and continuous stimulation and
no association between output voltage and seizure reduction (Li
and Cook, 2018). DBS-induced side effects can be reduced by
minimizing the duration and intensity of stimulation or changing
to bipolar mode.

On the other hand, the main motivation of closed-loop
stimulation is minimization of treatment side effects by
providing only the necessary stimulation required within time
window, as determined from a guiding marker. The closed-loop
stimulation usually uses a lower intensity and in turns limits
any unwanted direct stimulation of nearby fiber tracts, such
as those in the internal capsule for STN stimulation. Closed-
loop stimulation could be essential not only to reverse direct
side effects of stimulation, but also to minimize adverse effects
due to combined pharmacological treatment as dyskinesia of
dopaminergic medication in PDs (Arlotti et al., 2018). Adverse
effects of DBS on sleep might decrease during a closed-loop
stimulation of ANT for treatment of epilepsy (Voges et al., 2015).

Several kinds of closed-loop configurations are proposed.
Firstly, closed-loop stimulation used feedback from peripheral
signals, such accelerometers and/or electromyogram, are applied
to automatically determine stimulation timing or intensity. For
example, resting tremor is easily recorded using accelerometers
providing potential source of feedback to modulate DBS (Cagnan
et al., 2017). The scenario using accelerometers is also working in
closed-loop seizure control (Chang et al., 2011). Secondly, closed-
loop stimulation used local field potentials sensing from the
same or nearby electrodes to automatically determine stimulation
timing or intensity. For example, beta band (∼20 Hz) of the
STN can be tracked at the site of stimulation in PDs (Little
et al., 2016). Thirdly, closed-loop stimulation used ECoGs sensing
from the cortex to automatically determine stimulation timing or
intensity. Gamma activity and beta activity of the motor cortex in
the closed-loop stimulation are used to the control of dyskinesias
(Swann et al., 2018) and tremor (Herron et al., 2016), respectively.
The closed-loop control used DBS of the zona incerta regarding
to cortical epileptiform activity is demonstrated to stop seizures
in rats (Young et al., 2011).

In patients with epilepsy or PD, many brain areas appear
rhythmic activity. In addition to provide an amplitude-related
feedback in the closed-loop system, fluctuations in activity timing
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TABLE 3 | Recording and stimulation system for PD.

Source Platform Channel (s) Intensity Control Filter (Hz) Clinical results (reduction)

McCreery et al. (2006) N/A 16 0–0.0265 mA O N/A N/A

Boulet et al. (2006) N/A N/A 0–0.35 O 10–200 N/A

Fang et al. (2006) A-M System N/A 0–0.2 mA O 0–130 ∼80% initiating time for STN DBS.

Gubellini et al. (2006) P2MP, Marseille N/A 0–0.08 mA O 0–130 N/A

Baunez et al. (2007) N/A 4 0–0.05 mA O 0–130 77–85% correct response

Dorval et al. (2008) N/A N/A 2.4–4 V O 0–136 Burst-duration in 67% bursting cells.

Harnack et al. (2008) PIC16C54 1 0.05–0.6 mA O 0–131 N/A

Winter et al. (2008) N/A N/A 0–0.3 mA O 0–130 N/A

Lee et al. (2008) N/A 64 0.003–0.135 mA C 17–5.3 k N/A

Paulat et al. (2011) PIC16C54 N/A 0–0.1 mA O N/A N/A

Nowak et al. (2011) N/A 1 0–0.5 mA O 0–130 N/A

Azin et al. (2011) N/A 4 0–0.0945 mA C 0–10 k N/A

Loukas and Brown
(2012)

NI DAQ 1 Unipolar (0–10 V), bipolar (± 5 V) C 13–30 N/A

Forni et al. (2012) N/A 1 0.05–0.12 mA O 0–130 44% (2 weeks), 48% (5 weeks) for STN
DBS

de Haas et al. (2012) PICKIT 3 1 0.02–0.1 mA O 0–131 N/A

Lee et al. (2013) N/A 4 0.08–2.48 mA O N/A N/A

Poustinchi and
Musallam (2013)

N/A N/A N/A O 0.1–100 N/A

Heo et al. (2015) MSP430F2013, 2 0–3 V O N/A N/A

Parastarfeizabadi et al.
(2016)

MCU 1 0–0.2 mA C 0–130 N/A

Arlotti et al. (2016) MSP 430 1 0–3 V C N/A ∼30%

Herron et al. (2016) Activa PC + S 1 0–2.5 V C N/A Tremor for 84.5% samples

Little et al. (2016) N/A N/A 2.7 ± 0.2 V C N/A N/A

Wu et al. (2017) IEC 60601-1 1 N/A C 12–30 N/A

Swann et al. (2018) Activa PC + S 8 N/A C 60–90 Energy saving 38–45%

Chen et al. (2018) FPGA 16 0–0.25 mA C 30–10 k N/A

Jia et al. (2018) N/A 16 0–10 mA O N/A N/A

Zhou et al. (2019) WAND 128 0–5 mA C 1–200 N/A

Fleischer et al. (2020) N/A N/A 0–0.3 mA O 100–500 N/A

Xu et al. (2020) NI DAQ 1 0–0.06 4 mA C 1–8 k N/A

C, closed-loop; N/A, not available; O, open-loop.

(i.e., phase coupling) and/or strength (amplitude coupling) are
crucial for network operation within different brain regions.
Stimulation at a certain phase of neural activity can disrupt
synchrony. This phase-specific DBS has shown to be effective
in acutely suppressing tremor in a group of patients with
essential tremor using ∼40% of total electrical energy associated
with conventional high-frequency DBS (Cagnan et al., 2017).
This stimulation approach has the potential to minimize
DBS-induced side effects by reducing the amount of energy
delivered into the brain.

In addition, adapting DBS is also proposed and characterized
two approaches (Rosa et al., 2015). One is a binary approach
with effective stimulation wither on or off. The other approach
is a scalar method with stimulation voltage being varied up
to therapeutic values. The stimulated voltage is not rapidly
increased. For the binary on-off stimulation, it is managed by the
incorporation of a ramping of stimulation onset and offset. With
regard to the scalar stimulation approach, the stimulating value at
sub-threshold voltages remains to be clarified. Consideration of

patient behavior, such as sleep or walking, could also further aid
in determining optimal stimulation patterns. For example, high-
frequency stimulation at a certain period of the decision-making
process impaired patient’s behavior, suggesting that adapting
stimulation timing according to patient behavior could limit such
adverse effects (Herz et al., 2018). In summary, these observations
highlight a potential new way for stimulation control. Tailoring
stimulation is not only according to pathology and its circuit
manifestations, but also according to everyday actions and
behaviors of patients.

The present study has collected numerous literatures for
DBS technology development in the open-loop and closed-
loop manners on PD (Table 3) and epilepsy (Table 4). Most
of studies in the open-loop architecture have described DBS
effect on symptom reduction regarding to different stimulation
sites. Clinical evaluation for the open-loop DBS effect on several
PD symptoms regarding different stimulation sites has been
reviewed previously (Benabid et al., 2009; Wong et al., 2019).
More information of neurophysiological aspects and stimulation
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TABLE 4 | Recording and stimulation system for epilepsy.

Source Platform Channel (s) Clock (MHz) Intensity Control Filter (Hz) Clinical results (reduction)

Boon et al. (2001) NCP N/A N/A 0–3.5 mA O 1–143 50% in 1/3, 30–50% in 1/3 and no response in
1/3 samples

Velı ìŠek et al. (2002) A-M Instruments N/A N/A 0–0.28 mA O 0–130 N/A

Cohen-Gadol et al. (2003) VNS system N/A N/A 0–8 mA O 1–70 75% in 1/5 and 50% in 35% samples

Lopez-Meraz et al. (2004) Paxions 1 N/A 0.1–0.5 mA O 1 N/A

Kerrigan et al. (2004) Medtronic itrel 2 N/A N/A 1–10 V O 0–130 50% in 4/5 samples after 3 months

Velasco et al. (2005) Medtronic itrel 3 N/A N/A 0–2.28 V O N/A tonic seizures:43% after 24 months,

Cuellar-Herrera et al.
(2006)

Paxions N/A N/A 0.12–0.66 mA O 0–130 N/A

Boon et al. (2007) Dual screen 3628 128 N/A N/A O 130–200 100% in 1/10, > 90% in 1/10, ≥ 50% in 5/10,
30–49% in 2/10, no response in 1/10 samples

Avestruz et al. (2008) N/A 4 N/A 0–0.01 mA C 0–1 k N/A

Halpern et al. (2009) Medtronic itrel 2 N/A N/A 4–5 V C 90–130 ∼45%

Boon et al. (2009) VNS system N/A N/A 0–1 mA O N/A 40–50%, 100% in 5–10% samples

Jobst et al. (2010) Minneapolis, MN N/A N/A 0.1–5 V O 130–150 N/A

Kotagal (2011) VNS system N/A N/A 0.25–3.5 mA O 1–30 Hz 50% in 35%, 75% in 50% samples

Chen et al. (2011a) FPGA 1 13.6 N/A C N/A N/A

Chen et al. (2011b) FPGA 4 402 N/A C 0–3.2 k N/A

Azin et al. (2011) N/A 4 1 0–0.029 mA O 0–10 k N/A

Young et al. (2011) CC2430 1 32 0.02–0.05 mA C 0.8–72 N/A

Zanos et al. (2011) Neurochip-2 3 N/A 0–5 mA C 0.5–5 k N/A

Chang et al. (2011) CC2430 1 32 0–0.4 mA C 0.8–80 N/A

Stanslaski et al. (2012) Activa PC + S 4 N/A 0–25.5 mA C 2–250 N/A

Bagheri et al. (2013) FPGA-based 256 N/A 0.02–0.25 mA O 0.5–500 92.8%

Chen et al. (2014) BSP 8 81.92 0–0.03 mA C 0.8–7 k N/A

Lin et al. (2014) N/A N/A 25 0–0.04 mA O N/A N/A

Liu et al. (2014) PennBMBI 4 N/A 0–1 mA C 300–6 k N/A

Shoaran et al. (2015) FPGA 16 N/A N/A C 30–1.7 k N/A

Lin et al. (2016) 8051 1 10 8.25–229 µA O N/A N/A

Do Valle et al. (2016) N/A 8 N/A N/A C 0–500 N/A

Irwin et al. (2016) ATMega 328p 16 8 N/A C 0.1–20 k N/A

Kassiri et al. (2017b) GL060V5 24 10 0.01–1 mA C 10–5 k N/A

Xie et al. (2017) CC2541 32 32 N/A C 0–7.5 k N/A

Cheng et al. (2018) YBSP 16 N/A 0.5–3 mA C 0.59–117 N/A

Hügle et al. (2018) MSP430FR5994 N/A 8 N/A C N/A N/A

Li and Cook (2018) N/A N/A N/A 1–10 O 0–130 ANT: 46–90%; HC: 48–95%

Kassiri et al. (2019) AGL 060V5 16 32 0.05–10 mA O N/A N/A

Pazhouhandeh et al.
(2019)

N/A 64 10 0–3 mA C 0.1–5 k N/A

Lee et al. (2020) ATUC3C2256C 8 N/A 0–0.51 mA C 0–150 N/A

ANT, anterior thalamus; C, closed-loop; HC, hippocampus; N/A, not available; O, open-loop; VNS, vagus nerve stimulation.

sites for open-loop DBS on epilepsy control has been reviewed
elsewhere (Yan et al., 2019; Zangiabadi et al., 2019). The closed-
loop stimulation system provides relatively limited information
on long-term DBS effect yet. It may raise more attention in future
evaluation of the closed-loop DBS in clinic.

Signal Processing Unit
For patients with PD or epilepsy, there is two major divisions for
system architectures: open loop and closed-loop. In this section,
we introduce development of system in terms of platform,
recording channel, stimulation intensity and architecture, and
verification of animal or humans. Table 3 lists studies utilized

in PDs. Table 4 summarizes studies of epilepsy. For the open-
loop architecture, the signal processing unit is emphasized
on signal recording and analysis which is separated from
stimulation. In a closed-loop architecture, the signal processing
unit and stimulation is interacted each other. As shown in the
bottom panel of Figure 1, the closed-loop system exhibits a
timing-schedule processing from recording, feature enable (by
threshold of data length or particular waveform amplitude),
feature extraction, and classification. From system development
viewpoint, system development for the open loop configuration is
progressively decreased (Figure 2). Instead, studies of the closed-
loop architecture have increased recently in the application
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FIGURE 2 | Publications utilizes the open loop and closed-loop architecture in the control of PD (A) and epilepsy (B).

of PD (Figure 2A) and epilepsy (Figure 2B). The closed-
loop concept for epilepsy seems to be earlier than PD studies,
which reflects more available closed-loop commercial device for
epilepsy compared with PD (Tables 1, 2).

There are two major streams for signal processing. One
focuses on process and stimulation at the same site or
neighboring area. The other is recording and processing of
multiple brain regions and/or other accessories which is away
from the stimulation region. For the first design, small amount
of recording channels is needed and usually integration of
recording and stimulation electrodes together. In this system
configuration, studies often use features from a local brain region,
such as STN or GPi for PD and hippocampus for temporal
lobe epilepsy. It has an advantage of better understanding
for characteristics of this local brain region in response to
PD or epilepsy. However, neurodegeneration within this local
region may result in progressive reduction of therapeutic
effect. For the second system configuration, these studies have
a great capacity to record and analyze signals from bulks
of field potentials or neuronal activities from various brain
regions. Increased channels and memory with a fast system
clock is a crucial requirement. Recently, hundreds of recording
electrodes coincident with efficient channel architecture for
amplifier and analysis have been developed (Kassiri et al., 2017a;
Zhou et al., 2019).

Two major signal processing systems [i.e., microcontroller
unit (MCU) and system on a chip (SoC)] are developed. At
the early stage, MCU has been developed and widely used since
1980s. The MCU system generally consists of four parts: a central
processing core, program storage memory, data storage memory
and one or more timers/counters with different resolutions. For
example, a mobile single-channel wireless closed-loop epileptic
seizure detector uses Texas Instrument’s CC2430 module as the
MCU and has demonstrated its advantage on seizure control
in freely moving rats (Young et al., 2011). To reduce power
consumption and minimize the size of the system, configuration
of system-on-chip (SoC) has been developed for years. A SoC

contains a MCU, a flash memory, necessary capacitors, resistors,
oscillators and other components, making it ultra-small and low
power consumption. Detail SoC architecture can see in previous
reviews (Wu et al., 2018; Yang and Sawan, 2020).

In a closed-loop architecture, feature extraction process with
effective classification algorithm plays an important role in
attaining efficient control of PD symptoms or seizures. The goal
of the feature extraction process is to derive a biomarker from
electrophysiological or behavioral signals that are unique during
the defined state but not occurring at other states. Frequency
domain features are the most commonly used features in previous
studies of both PD (Table 5) and epilepsy (Table 6). Available
features in the frequency domain are power or amplitude of
particular bands, discrete wavelet analysis for instantaneous
power of particular bands, etc. Movement event-related potential
has been transferred into 17-dimensional features (Meyer wavelet
scales: 9–27) to quantify 13–30 Hz in PD (Loukas and Brown,
2012). Beta frequency power is mostly used as biomarker for
the control of PD symptom (Table 5). In contrast, frequency
powers of various bandwidths are used for seizure detection
or prediction in a closed-loop architecture (Table 6). Multiple
features, such as approximated entropy and coastline, are used
in the control of epilepsy.

In addition to feature extraction, various classification
methods, such as support vector machine, regression
classifiers, linear square classifier, etc., have been used in
previous studies (Zhou et al., 2019; Yang and Sawan, 2020).
Recently, convolutional neural network (CNN) is composed
of convolution, pooling and fully connected layers. Currently,
most CNN algorithms are higher complexity and executed
using CPU or GPUs. A network architecture called SeizureNet
on a low-power processing microcontroller unit to predict
seizure (Hügle et al., 2018). There is another low-power CNN
processor (TrueNorth developed by IBM) has been used for
seizure detection (Merolla et al., 2014). Other detail classifiers
in a closed-loop architecture has been reviewed elsewhere
(Yang and Sawan, 2020).
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TABLE 5 | The closed-loop stimulation system for PD.

Source Platform Clock (MHz) Filter (Hz) Feature

Lee et al. (2008) N/A 0.2 17–5.3 k Amplitude of 10–50 Hz

Azin et al. (2011) N/A 1 0–10 k Amplitude of 20–40 Hz

Loukas and Brown (2012) NI DAQ N/A N/A Meyer’wavelet for instantaneous bandpower (13–30 Hz)

Parastarfeizabadi et al. (2016) MCU N/A 0–130 Amplitude of 13–35 Hz

Arlotti et al. (2016) MSP 430 N/A N/A Bandpower (10–16 Hz)

Herron et al. (2016) Activa PC + S N/A N/A Bandpower (20–32 Hz)

Little et al. (2016) N/A N/A N/A Bandpower (12–30 Hz)

Wu et al. (2017) IEC 60601-1 13.56 12–30 Bandpower (4–64 Hz) and entropy

Swann et al. (2018) Activa PC + S N/A 60–90 Bandpower (80 ± 2.5 Hz)

Chen et al. (2018) FPGA N/A 30–10 k Amplitude of 20–40 Hz

Zhou et al. (2019) WAND 166 1–200 Bandpower (0–4 and 4–7 Hz)

Xu et al. (2020) NI DAQ N/A 1–8 k AP probability mapping

AP, action potential; N/A, not applicable.

TABLE 6 | The closed-loop stimulation system for epilepsy.

Source Platform Clock (MHz) Filter (Hz) Feature

Avestruz et al. (2008) N/A N/A 0–500 Bandpower (15–40 Hz)

Halpern et al. (2009) RNS N/A 1–333 Bandpower (1–4, 4–8, 8–13, 13–25, and 20–50, > 50 Hz), total power, spike

Chen et al. (2011a) FPGA 402 N/A Bandpower (7–9 and 14–18 Hz) and ApEn

Chen et al. (2011b) FPGA 402 0–3.2 k Bandpower (7–9 Hz and harmonics) and ApEn

Young et al. (2011) CC2430 32 0.8–72 Bandpower (7–9 and 14–18 Hz) and ApEn

Zanos et al. (2011) Neurochip-2 N/A 0.5–5 k Bandpower (10–20 Hz)

Chang et al. (2011) CC2430 32 0.8–72 Bandpower (10–20 Hz)

Stanslaski et al. (2012) Activa PC + S N/A 0–250 Bandpower (beta band, ∼80 Hz)

Chen et al. (2014) BSP 3.125 0.8–7 k entropy and Bandpower (0.8–10 Hz)

Liu et al. (2014) PennBMBI N/A 300–6 k Spike detection

Shoaran et al. (2015) FPGA N/A 30–1.7 k Channel-based coastline features (linelength)

Do Valle et al. (2016) N/A 8 0–500 Bandpower (0.5–4,:4–8,:8–13, and 13–30 Hz)

Irwin et al. (2016) ATMega 328p 8 0.1–20 k Bandpower (75–150 Hz)

Kassiri et al. (2017b) GL060V5 10 10–5 k Magnitude and Phase of FIR and Hilbert filter

Xie et al. (2017) CC2541 32 0–7.5 k Spike amplitude > 150 µV

Cheng et al. (2018) BSP N/A 0.59–117 Bandpower (7–9 and 14–18 Hz)

Hügle et al. (2018) MSP430FR5994 8 N/A Intrinsic mode functions

Pazhouhandeh et al. (2019) N/A 10 0.5–10 k Bandpower and heart rate

Lee et al. (2020) MCU 2 0–150 ApEn and power (5, 10, and 15 Hz)

ApEn, approximate entropy; FIR, finite impulse response.

DISCUSSION AND FUTURE PROSPECTS

We are witnessing a rapid expansion in the development of
implantable DBS devices for clinical uses. Because of their
complexity they are classified by regulatory bodies into the
highest risk category for implantable device (Class III) and
are required to complete a very rigorous regulatory approval
process before clinical use. Preclinical studies (including animal
verification) form an important component of this approval
process. The present review describes various components in
the open loop and closed-loop configuration that are available
to researchers when considering to demonstrate device safety
and effectiveness.

In the near future, trends of automation and effective
information processing, as well as device miniaturization

are anticipated. In addition to advanced development of
circuit and IC production, low-noise and low-power chopping
amplifier and SoC is existing. Numerous systems that can
record EEG, ECoG or neuronal activities have increasingly
reliable and accurate detection or prediction algorithms.
These systems exhibit a great increased capacity for channels
and memory size. A closed-loop configuration for DBS
or stimulation of the cortex or peripheral nervous system
expresses numerous advantages, including minimal adverse
effect, reduced potential damage, increased battery life, and
preserved daily regular activity. Rechargeable neurotherapy
systems are more economical and lower complication than non-
rechargeable devices (Chwalek et al., 2015). The main challenge
in the design of rechargeable implantable devices is how to
efficiently recharge the implantable battery and avoid highly
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increased temperatures during the charging process, which may
cause skin burns.

The present study has shown an important trend for the
closed-loop DBS in PD and epilepsy. Spatial selectivity is
enhanced through higher resolution electrodes to increase
accuracy. The closed-loop DBS is away from monotonic high-
frequency stimulation and advocates dynamic stimulation in
response to valuable features. These development directs us
closer to the individual therapy that tracks clinical state. However,
more sophisticated control requires a greater understanding of
pathophysiology to allow the development of useful biomarkers
and dictate stimulation. Numerous features are considered as
biomarkers compared with a healthy control. It raises a problem
about feature reliability throughout the entire DBS progression.
Effective DBS alters brain activity progressively then leads to
reduction of sensitivity and specificity in electrophysiological
feature characteristics and anatomical alteration (Little and
Brown, 2012). Meanwhile, intra-subject and inter-subject
variability occurs in our day-by-day conditions (Saha and
Baumert, 2020). Secure telemetry allows patients continuous
wireless upload of data, which would allow more continuous
patient assessments and more intricate control using distributed
cloud computing system. At the same time, such a system
integrates data from other sensors to provide summaries that aid
decision-making and prevent clinicians from being overloaded
from intensive information. Thus, adapting control algorithms
should mature while maintaining tractability.

In the long-term, it is likely that brain stimulation therapies
will be disrupted by advancing technology. For example,
minimally invasive methods such as transcranial ultrasound are
enabling non-invasive ablation of neural circuits for tremor
(Lipsman et al., 2013). It may provide many DBS benefits
without requirement of cranial surgery 1 day. A hybrid method
combined distributed ultrasound systems replacing physically
tethered leads may enable a considerable neural interfere to create
similar DBS advantages.
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In this study, we propose a complementary-metal-oxide-semiconductor (CMOS) image
sensor with a self-resetting system demonstrating a high signal-to-noise ratio (SNR)
to detect small intrinsic signals such as a hemodynamic reaction or neural activity in
a mouse brain. The photodiode structure was modified from N-well/P-sub to P+/N-
well/P-sub to increase the photodiode capacitance to reduce the number of self-resets
required to decrease the unstable stage. Moreover, our new relay board was used for
the first time. As a result, an effective SNR of over 70 dB was achieved within the
same pixel size and fill factor. The unstable state was drastically reduced. Thus, we
will be able to detect neural activity. With its compact size, this device has significant
potential to become an intrinsic signal detector in freely moving animals. We also
demonstrated in vivo imaging with image processing by removing additional noise from
the self-reset operation.

Keywords: self-resetting, CMOS image sensor, implantable device, high signal-to-noise ratio, in vivo experiment,
intrinsic signal, somatosensory cortex, image processing

INTRODUCTION

The nervous system controls significant body function. It is particularly important to understand its
dynamics and functionality to prevent or cure diseases that affect the brain (Hillman, 2007; Haruta
et al., 2019). Although numerous methods have been developed to offer various strategies to study
brain function, they remain poorly understood because of their complexity, and each method has
its limitations. Optical imaging is an important approach for studying the brain. Cell level imaging
of an exposed cortex can be performed using a scanning microscope, such as confocal or two-
photon microscopy (Yoder and Kleinfeld, 2002; Hillman, 2007; Wilson et al., 2007; Takehara et al.,
2014). However, it is not suitable for a wide field of view. Other than that, fluorescence microscopy
is a popular brain imaging technique (Grinvald and Hildesheim, 2004; Jung et al., 2004; Wang
et al., 2008). All these methods face the same problem. The experimental setup with the microscope
made it impossible to study the animal while it is freely moving or demonstrating natural behavior.
Observing the brain of an animal behaving naturally is essential in the study of the mechanisms that
underlie its function. To overcome these limitations, several groups have developed miniaturized
devices (Ferezou et al., 2006; Sawinski et al., 2009; Ghosh et al., 2011; Helmchen et al., 2001). These
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are still based on conventional microscope optics. The
required equipment obstructs the animals’ natural behavior. An
implantable optical imaging device based on complementary-
metal-oxide-semiconductor (CMOS) technology is an alternative
approach to observe neural activities while moving freely
(Ohta et al., 2009, 2017; Haruta et al., 2015; Takehara et al.,
2015). Previously, our group has reported implantable CMOS
image sensors for contact imaging, which are ultra-small and
lightweight. Thus, it is suitable for implantation (Ng et al., 2006;
Tamura et al., 2008; Haruta et al., 2013, 2014, 2015).

To realize an alternative method for study of a mouse brain
without relying on an additional step or preparing the sample
with genetic engineering, intrinsic signal imaging was chosen.
These signal intensity changes are correlated with different brain
states. However, some important reactions in the mouse brain
only produce an exceedingly small signal change. Thus, a high
performance is required to detect changes of approximately
0.1% in intrinsic brain signals. A high signal-to-noise ratio
(SNR) greater than 60 dB is required to monitor these small
signals. The peak SNR of a normal active pixel sensor (APS)
is typically 40–50 dB (Ohta, 2017). In our previous work,
we proposed the use of a self-resetting pixel to achieve a
high effective SNR and succeeded in obtaining a high SNR
of 64 dB, which can detect the hemodynamic signal from
the mouse brain along with the stimulation (Sasagawa et al.,
2016a,b; Yamaguchi et al., 2016). However, the experiment could
still be improved. It has a chance to receive a better high-
definition signal from the brain if the device has a sufficiently
high effective SNR. We found that the active circuit used to
connect to the Vrst has insufficient stability and may cause a
signal drop or significantly increase the noise by approximately
3 dB at the first reset. Subsequently, it becomes a floor for the
overall SNR. To improve the effective SNR, this voltage drop
must be minimized.

To gain an even higher effective SNR, we introduce a
modified photodiode structure to increase the photodiode
capacity. P-diff/N-well/P-sub was chosen as a photodiode because
it has a higher capacity owing to its physical structure having
more thin layer area than an N-well/P-sub of the same size.
This allows the pixel to handle more electrons within one
resetting cycle. In short, it reduces the number of self-resets
and avoids the unstable stage. We also used a new relay board
with improved performance. Moreover, we developed image
processing to reduce artifacts from the self-resetting system. The
device implementation concept is illustrated in Figure 1.

This article is organized as follows. In section “Self-Reset
Imaging Device,” we present the proposed pixel circuit, which
explains the basic principle, self-reset pixel concept, and the
photodiode structure used in this image sensor. Subsequently,
the device and its smart relay board fabrication and process
are explained. In section “Imaging Device Characteristics,” the
characteristics of the imaging device are shown. In section
“Imaging Experiment,” the in vivo experimental setup and the
image processing procedure are described. Section “Discussion”
is for the discussion, touching on the comparison with other
sensors, limitations of the device, and the imaging results. After
the conclusion in section “Conclusion”, the following sections

are the additional information, which contains the declaration of
conflict of interests, author contributions, and funding.

SELF-RESET IMAGING DEVICE

Image Sensor
Operational Principle
The self-reset image sensor detects the charge accumulated in
the pixel and resets the pixel by itself before saturation occurs.
As a result, the effective pixel capacity can be increased, and
the amount of manageable light can be increased. One of
its applications is high-dynamic-range imaging. However, our
purpose was to obtain a highly effective SNR. Under high light
intensity, photon-shot noise is the dominant noise factor. Its
value is proportional to the square root of the amount of incident
light, and to achieve a high SNR, it is necessary to avoid pixel
saturation and manage a large number of photo carriers. Before
discussing the high SNR in the self-resetting sensor, we need to
define the parameter that limits the effective SNR. Under high-
intensity conditions, photon shot noise is the primary noise. The
total self-reset sensor noise σSELFRST is approximately,

σSELFRST ' σSN

√
σ2

RST
FWC

+ 1, (1)

where σRST is the pixel reset noise, σSN is the photon shot noise,
and FWC is the full-well pixel capacity. In the case of a sufficiently
high FWC, the total noise asymptotically approaches σSN . The
signal components are shown in Eq. 2,

Vsig = Vout + N · Aout. (2)

From Eq. 2, Vout is the pixel output, N is the number of resetting
cycles, and Aout is the maximum amplitude of the pixel. The
effective SNR is described by Eq. 3.

SNReff =
Vsig

σSELFRST
, (3)

According to Eqs 1 and 3, we found that the self-reset sensor
SNR is nearly the same as that of a normal image sensor
under a high light intensity condition. Because the self-resetting
system prevents the pixel from saturation, Vsig can be as high
as the proportional light intensity. After the post-processing
for signal reconstruction, the intensity signal can be retrieved
by compensating it with an estimated number of resetting
cycles. In this demonstration, the number of self-resetting
N is unnecessary, especially when the intensity changes are
significantly small. One advantage of self-resetting pixels is
their effective high dynamic range. However, in this study, we
focused on detecting small signals, such as the change from the
intrinsic brain signal, where a high dynamic range helps to reach
a sufficient SNR.

Pixel Circuit
The entire circuit design is still based on a previous version
(Sasagawa et al., 2016a,b; Yamaguchi et al., 2016). We still
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FIGURE 1 | Diagram of an implantable self-reset image sensor for detecting an intrinsic signal from hemodynamics reaction. The proposed image sensor was
attached with the relay board surrounded by LEDs.

FIGURE 2 | Schematic of the self-reset pixel with a low-voltage driven Schmitt trigger inverter. The PD is composed of P+/N-well/P-sub.

use the same 4-transistor Schmitt trigger inverter as in the
previous version. It is driven by a lower voltage VDD2 than the
other portions to reduce power consumption. The pixel circuit
integrated with the Schmitt trigger inverter is shown in Figure 2.

The layout of the proposed pixel with a photodiode is shown
in Figure 3. In this study, the photodiode type was composed
of P+/N-well/P-sub. This structure increases the photodiode
capacitance compared to the standard N-well/P-sub structure,
which is usually used in 3-transistor APS pixels. However, the
pixel size can still be maintained at 15 µm × 15 µm. Eleven
transistors were used in the pixel, which is the minimum number
for this process.

Pixel Simulation
The operation of the pixel circuit was simulated. Vrst , VB,
and VDD2 were set to 2.4, 2.5, and 1.8 V, respectively. In
addition, a constant current source of 1 nA was placed in
parallel with the PD to simulate the PD photocurrent. The
results are shown in Figure 4. Figure 4A is the period during
which several self-resets occur, and Figure 4B is the magnified
self-reset period plot. After the PD is charged to Vrst by an
external reset, the VPD is gradually lowered by the photocurrent.
When it reaches the Schmitt trigger inverter threshold, node
X in Figure 2 is inverted and becomes HIGH. Furthermore,
it is inverted by the inverter circuit, and the reset signal of
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FIGURE 3 | Layout of the pixel with P+/N-well/P-sub photodiode.

node Y becomes LOW. The period of this LOW state was
approximately 100 ns. The optical signal could not be detected
during this period. When the frame rate is 30 fps and the number
of self-resets is 20 times per frame, the output change during
this period is 1/1.67 × 104 of the VPD voltage swing. Under
this condition, the SNR exceeds 70 dB, as discussed in section
“Pixel Output.” Because the photon shot noise, which is the
dominant temporary noise, is estimated to be approximately
1/3 × 103, which indicates that the self-reset time is sufficiently
short in this case.

Image Sensor Chip
A graphic of the fabricated chip is shown in Figure 5. We used
the TSMC 0.35-µm 2-poly 4-metal standard CMOS process.
The specifications are listed in Table 1. The pixel array is
128 × 128 pixels. The basic configuration of this image sensor
is the same as that of our implantable image sensor, and
the control line is reduced by generating a control signal
from an external clock. However, the analog signal line is
externally input. As a result, there are seven signal lines. In
particular, the reset voltage (VRST) decreases during self-reset,
but this must be minimized. It is difficult to mount a sufficient
performance bias inside the chip. The image sensor output is an
analog voltage signal.

Fabricated Device
Relay-Board
This custom printed circuit board (PCB) connects the image
sensor to the data processing board. Because the image sensor
output is an analog signal, it is equipped with a preamplifier
circuit. As mentioned in the previous section, the VRST must
minimize the voltage drop amplitude and duration as a result

FIGURE 4 | (A) Simulation results of the self-resetting pixel. (B) is the
magnified plot of the self-resetting region. X, Y correspond to the nodes
indicated in Figure 2.

of self-reset. Because it is difficult to obtain a sufficient
response speed in an active circuit, passive noise filters were
inserted into the VRST line on this board. On the other side,
the image sensor and six LEDs were mounted as shown in
Figure 6.

Device Assembly
Because the target application is to be implanted in a mouse brain,
we must consider both the thermal condition and waterproof
packaging. After connecting the Al wires, epoxy was used to
protect all electrode surfaces. Incidental light from the side
of the image sensor causes artifacts. To prevent this, a black-
colored resist was applied between the LEDs and the sensor. The
image sensor was covered with a fiber optic plate (FOP, J5734,
Hamamatsu). The FOP is an optical device consisting of a bundle
of microoptical fibers. It directly conveys an incident image on its
input surface to its output surface. The thickness is 500 µm. This
FOP protects the image sensor surface and maintains the distance
between the brain surface and the mounted LED because damage
owing to its heat may be caused.
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FIGURE 5 | Graphic of the proposed image sensor.

TABLE 1 | Chip specifications.

Technology TSMC 0.35 µm 2-poly 4-metal
standard CMOS process

Chip size 2.7 × 2.1 mm2

Pixel size 15 × 15 µm2

Photodiodes P+/N-well/P-sub

Full well capacity 0.72 Me−

Fill factor 30%

Pixel number 128 × 128

Operating voltage 3.3 V

Pixel type 3-Tr active pixel sensor with 4-Tr
Schmitt trigger inverter for
self-resetting

IMAGING DEVICE CHARACTERISTICS

Pixel Output
With the proposed pixel, we set it up as follows: the Vb can
control the current flowing through Mb. Thus, the self-resetting
time can be adjusted. We optimized it at 2.5 V with a reset
duration of approximately 0.1 µs. Figure 7 shows the output
signal as a function of light intensity. In this measurement, the
chip was illuminated by a uniform beam with a peak emission
wavelength of 530 nm. The signal was observed for one selected
pixel. The evaluation was performed at room temperature. When
the pixel voltage VPD shown in Figure 2 becomes lower than the
Schmitt trigger inverter threshold, a self-reset is triggered. Thus,
the output signal is reset to zero. As a result, the output shape
is similar to that of a saw tooth. However, the real illuminated
signal can be easily reconstructed when the number of self-
resets is known. The reconstructed signal output is plotted in
Figure 7. For reconstruction, the output amplitude and estimated
number of self-resets were added to the signal. From this result,
the prototype device has nonlinearity with respect to the light

intensity, and the difference in slope is large, especially just before
and after the self-reset. Therefore, in the imaging experiment
using this device, a look-up table was prepared based on this
result, and correction was performed by image processing.

Figure 8 shows the effective SNR as a function of illuminated
light power. It was calculated using Eq. 3. Figure 8A shows the
result of the previous N-well/P-sub structure, and Figure 8B
shows that of the P+/N-well/P-sub structure. The plot points
with a low SNR appear in the high light intensity region, which
is at the boundary of the number of self-resets. This can be
reduced by correcting the artifacts by self-resetting. The solid line
represents the result of fitting with a typical noise curve. As shown
in both Figures 8A,B, the SNR curve follows the illuminated
light power, indicating similar behavior on both low and high
luminance. The SNR increases by 20 dB in low illuminance and
10 dB in high illuminance. This is consistent with the fact that
light intensity independence noise, such as external resetting
and pixel readout, is dominant at low illuminance. Conversely,
photon shot noise is dominant at high illuminance. The SNR
was improved by applying the noise filter described in the
next section, and a high effective SNR of 70 dB or more was
achieved in both pixels.

Due to the different photodiode structures, the previous
version had a smaller capacity. Therefore, in the low-light
range, the SNR is higher than that of the new pixel because
it has higher sensitivity due to the smaller capacitance of the
photodiode. However, this area was not important for our
purposes. Alternatively, the effective SNR in the high-illuminance
range is approximately the same. The low photodiode capacity
makes self-resetting more frequent and causes the device to
become unstable. In particular, noise increases owing to dead
time by self-resetting and the residual response nonlinearity
error. These issues can be mitigated by a lower number of resets.
The number of self-resets at a light intensity of 1.35 mW/cm2

was 52 for the N-well/P-sub structure and 20 for the P-diff/N-
well/P-sub structure. The ratio of PD capacitances in the previous
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FIGURE 6 | Images of the relay board (left) with the preamplifier circuit and passive noise filters placed on this side. (Right) The image sensor is mounted between
the LED arrays to benefit from the high light intensity. The image sensor surface was covered by the fiber optic plate and sealed with epoxy resin for waterproofing.

FIGURE 7 | Signal from the pixel with P+/N-well/P-sub photodiode as a
function of the light intensity.

and present sensors is approximately 1:2.6 for the self-resetting
period. Consequently, the total effective SNR is approximately the
same level, but the latest design provides a more stable device.

Performance Improvement by the Relay
Board
In our previous work, the noise increased significantly at the first
self-reset, and since then, it has been a factor that lowers the
overall effective SNR (Sasagawa et al., 2016b; Yamaguchi et al.,
2016). It was speculated that this was because the reset potential
temporarily dropped, and the VRST potential did not recover
to a constant value until the end of the self-reset. Conversely,
the new relay board used in this study is equipped with a noise
filter (NFM18PS, Murata) on the VRST line. Figure 9 shows the
effective SNR difference with and without a filter. The data of the
device with the filter are the same as those in Figure 8B. The

dashed line represents the curve fitted to the data without the
filter. Here, only the offset was changed from the fitted curve for
the device with the filter.

Without the filter, there was a significant SNR reduction in the
initial self-reset, as in previous devices. However, no significant
increase in noise was observed with the filter. As a result, we
succeeded in obtaining an SNR improvement of approximately
4 dB. Here, we chose a passive filter to reduce the noise. From
the simulation result, the self-reset operation is expected to be
completed in 0.1 ns or less. That is, a response bandwidth of
approximately 10 GHz or higher is required. It is difficult to
achieve such a high-speed response with low-power and active
devices. Stable operation is realized by mounting an external filter
with a capacity sufficiently larger than the pixel capacity and
charging the pixel PD capacity in a short time.

IMAGING EXPERIMENT

Experimental Setup
For the imaging demonstration, intrinsic signal observation
was performed on the mouse brain surface. We used wild-
type mice (C57BL/6JJmsSlc) from Japan SLC, Inc. The target
area was the barrel cortex, a sub-area of the somatosensory
cortex. Figure 10 shows a diagram of the experimental setup.
Urethane (10%, Wako Pure Chemical Industries, Inc., Japan) was
first administered intraperitoneally at a weight-dependent dose
(1 g/kg). The use of urethane as systemic anesthesia allows for
extended periods of imaging. It is suitable for sensory stimulation
studies since neural responses remain relatively unattenuated
and are less variable in time across repeats compared to other
anesthetics (Pisauro et al., 2013). The head of the mouse was
fixed with the stereotaxic instrument. The sensor was placed
on the target area brain surface. We chose bluish-green with
a center wavelength of 527 nm (SMLP13EC8TT86, ROHM).
All animal experimental procedures were controlled by the
Nara Institute of Science and Technology’s Animal Care and
Experimentation Guidelines.
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FIGURE 8 | (A) SNR of the pixel with N-well/P-sub photodiode, (B) SNR of the pixel with P+/N-well/P-sub photodiode.

FIGURE 9 | Comparison of the effective SNRs as functions of the incident
light intensity between the image sensor using relay boards with and without
the noise filter on the Vrst line. The result shows that the SNR dropping
behavior at the first self-resetting has been reduced with our latest relay board.

Imaging Results
Figure 11 shows the mouse brain images. A photograph
obtained using a microscope is shown in Figure 11A. The red
square represents the area where the image sensor was placed.
Figure 11B shows the raw output image. The frame rate was
approximately 15 fps. The LEDs are located on the top and
bottom sides of the image. When the light intensity reaches
a threshold, the imager resets itself. Thus, the folded intensity
fringe pattern appears in the image. This is not a problem for
our purpose, that is, to observe the intensity change from a
reference image. An important characteristic is the effective SNR
for detecting small intrinsic signal intensity changes. In addition,
the normal image can be reconstructed by comparing it with a

FIGURE 10 | The imaging device is ready to be placed at the left side of the
brain on the somatosensory cortex area, while the stimulation was performed
on the opposite side.

reference image or an estimating algorithm. The number of self-
resetting events can be counted when the illumination intensity
is gradually increased. The self-resetting number in the central
part of Figure 11B is three. The reconstructed image is shown in
Figure 11C.

Our target was to clearly obtain different images from the
reference image. In this study, we used MATLAB and an image
processing toolbox (MathWorks, Inc.). The processing procedure
was as follows:
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FIGURE 11 | (A) Photograph of the mouse brain surface. The red square shows the position where the image sensor was placed. (B) Raw output image from the
self-reset sensor. (C) Reconstructed image. The orange arrow indicates the blood vessel analyzed in Figure 12. (D) Difference image from the reference. White and
black spots are observed because high output value change occurs when the number of self-resets changes. (E) Image after noise and artifact reduction. (F) Image
normalized by the reconstructed image.

1) Nonlinearity compensation:
The present pixel shows nonlinearity that cannot be
ignored. The correction curve was prepared from the
measured output results vs. incident light intensity by
polynomial fitting. Nonlinearity was compensated using the
result as a look-up table.

2) Intrinsic signal imaging:
The reference frame was subtracted from each frame; the
resulting small intrinsic signal difference in each frame can
easily be emphasized and visualized. The reference image
used was an average of 1000 frames of sequentially acquired
data. The results are shown in Figure 11D.

3) Correction of self-resetting artifacts:
As mentioned above, self-resetting brings the self-resetting
artifact as a complex boundary, as shown in Figure 11B.
The number of self-resetting results in a high output
change. However, our target signal was a small change.
Thus, it can be easily separated by setting an appropriate
threshold. Then, it is compensated by adding or subtracting
the output swing value to make it shift off from that level.

Here, the swing amplitude is slightly different for each pixel.
This time, it was set to 99% of the maximum and minimum
values in a series of images.

4) Reduction of pulsation and high-frequency noise:
The mouse heartbeat was superimposed on the acquired
image as a periodic brightness change. For each pixel, a
9–12 Hz component including a mouse beat band and a
15 Hz or higher component, including a high-frequency
component, were removed from the frequency spectrum
obtained by FFT, and then a waveform was obtained by
inverse FFT. The salt and pepper noise that occurs in places
at the self-reset boundary is reduced by image processing.
An example of the final results is shown in Figure 11E.

5) Pixel normalization:
The observation area illumination is not uniform. To
compare it, every frame was divided by the reconstructed
reference image shown in Figure 11F.

The above results show that the self-reset boundary can be
removed by image processing, although a slight noise component

Frontiers in Neuroscience | www.frontiersin.org 8 June 2021 | Volume 15 | Article 66793275

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-667932 June 9, 2021 Time: 17:34 # 9

Pakpuwadon et al. High SNR Self-Reset Image Sensor

FIGURE 12 | Line scan image of the blood vessel indicated in Figure 11C.
The movement of red blood cells is shown as dark stripes.

remains. Especially in the boundary part, there is almost no
significant noise increase because of the number of self-resets.
Furthermore, when the pixel output is used as is, a change in
the signal strength difference appears on both sides of the self-
reset boundary, but it can be reduced to an invisible level by
correcting the nonlinearity. This is in agreement with the SNR
curve results shown in Figure 8. Significant boundary artifacts
owing to self-resets occur when the pixel value that reads the
self-reset period overlaps. It is difficult to remove this, and the
pixel information with an abnormally large value was removed to
manage it in this study.

In the intrinsic imaging, the concentration of blood in a target
area is observed, and no information is obtained from the blood
vessels. However, the red blood cell flow can be observed in
the vessels. It allows estimating blood flow velocity, which is
correlated to brain activity (Kleinfeld et al., 1998; Bouchard et al.,
2009; Haruta et al., 2014). Figure 12 shows the temporal change
in the brightness of the blood vessel, as shown in Figure 11C. It
is a line scan along with the blood vessel and plotted as a function
of time. This dark stripe corresponds to the higher number of red
blood cells. It shows the distance that the red blood cells can travel
in time, which reflects the frame rate. The blood velocity can be

calculated by dividing 1x(distance) by 1t(time). Because of the
improvement of the effective SNR, the stripe pattern has been
observed clearly. Thus, an oblique pattern owing to flow velocity
in the blood vessels was observed. The observed blood flow
velocity was 1.4–2.8 mm/s. When there is a pulsation, periodic
vertical stripes are formed, but this can be clarified by reducing
the pulse noise by image processing.

DISCUSSION

Comparison With Other Sensors in the
Previous Works
The proposed pixel offers a small size with a high fill factor.
Compared to its previous version (Yamaguchi et al., 2016), a
base prototype, the SNR is up to 64 dB. With the modified
photodiode structure, we succeeded in increasing the SNR to over
70 dB even when the other parameters remained constant, such as
pixel size and fill factor. Moreover, this larger FWC strategy also
offers a more stable operation. Because a larger FWC reduces the
number of self-resets, it can avoid the unstable stage. In particular,
compared to other image sensors with a similar self-resetting
function (Leñero-Bardallo et al., 2017). Because our pixel has
a small circuit part, it is possible to realize a fill factor of the
same level or higher, even though it is a relatively small pixel
as compared with other self-reset pixels. The proposed image
sensor was designed to monitor the brain activity. Thus, the high
dynamic range is not as important in that the intensity change is
of interest. What matters is the high SNR to detect a relatively
small intensity change in brain activities. The effectiveness of
sensing the illumination is important in that it can avoid using
too high a light intensity to achieve the duty, which can cause
the temperature to increase and damage the brain. In addition,
methods for estimating the original image from the self-reset
sensor image group without a counter have been proposed,
and it is possible that these methods will expand the range of
applications (Bhandari et al., 2017).

For SNR, Murata and Fujihara et al. presented a pixel with a
high SNR of 70 dB (Murata et al., 2020; Fujihara et al., 2021).
The pixel size was 16× 16 µm, and ultra-large capacitances were
achieved with in-pixel capacitors. The sensor has a high dynamic
range and SNR. However, this requires a special capacitor
fabrication technology. Our proposed chip can achieve a similar
SNR with a small implantable chip fabricated using a 0.35-µm
standard CMOS process. The fill factor can be further increased
using a finer process.

Limitations of Pixel Performance
Regarding the frame rate, from the simulation results shown in
Figure 2, it is estimated that the self-reset artifact can be neglected
even if the current pixels are approximately five times faster
(∼150 fps). However, for applications that require a high SNR
and frame rate, such as voltage-sensitive dye imaging, the self-
resetting duration should be shorter. To manage this, a frame rate
of approximately 1 kHz or more is required, which is insufficient
under the current conditions. However, the simulation predicts
that if Vb is changed to shorten the self-reset time, the VPD will

Frontiers in Neuroscience | www.frontiersin.org 9 June 2021 | Volume 15 | Article 66793276

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-667932 June 9, 2021 Time: 17:34 # 10

Pakpuwadon et al. High SNR Self-Reset Image Sensor

not be firmly reset until VRST . To achieve high-speed operation,
it is necessary to make changes such as increasing the reset
transistor size.

From this study, it was found that the pixel output
nonlinearity with respect to the light intensity can be reduced
by correction using the pixel output characteristics acquired in
advance. However, when the brightness changes significantly,
there are cases in which the error increases. This error can be
significantly reduced by improving the nonlinearity. For that
purpose, charge transfer to a highly linear capacitance, similar to
a general 4-transistor type APS pixel, can be considered.

In vivo Imaging Results
By using FOP in the manufactured device, an almost sufficient
spatial resolution was obtained with a pixel size of 15 µm
square. In addition, almost no additional noise owing to being
mounted on a living body was observed. For the pulsating noise,
the frequency component was removed using an FFT. Clear
improvements were observed in the captured images, as shown in
Figures 11D–F. The range of brightness is ±1%, and the results
show that slight changes in brightness can be observed. However,
this technique can only be used for post-processing. To observe
in real time during the experiment, it is necessary to introduce a
digital filtering technique.

In Figure 12, owing to the high SNR, the change in brightness
because of the red blood cell concentration in the blood vessels
is clearly visible. In this experiment, the frame rate was set to
15 fps. The resolution of the flow velocity can be improved by
increasing the light source brightness and by improving the frame
rate. However, it is necessary to consider the heat effects on the
observation target.

CONCLUSION

We succeeded in designing and fabricating an image sensor with
a self-resetting system, which has an SNR exceeding 70 dB. We
increased the pixel capacity to reduce the self-reset frequency and
improve operational stability. Moreover, additional noise by self-
resetting was decreased by approximately 4 dB after stabilizing
the reset voltage during self-reset. Furthermore, image processing
reduced artifacts near the boundary of the number of self-resets.
The prototype imaging device was applied to the intrinsic signal
imaging of a brain surface.

With this device, a high SNR was achieved with a small device
that can be mounted on the mouse head. By applying it not
only to intrinsic signal imaging but also to voltage-sensitive dye
imaging (Ferezou et al., 2006; Tsytsarev et al., 2014), it is expected
that it can be applied to brain function observation associated
with various behaviors.
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Neuroscience research into how complex brain functions are implemented at an

extra-cellular level requires in vivo neural recording interfaces, including microelectrodes

and read-out circuitry, with increased observability and spatial resolution. The trend

in neural recording interfaces toward employing high-channel-count probes or 2D

microelectrodes arrays with densely spaced recording sites for recording large neuronal

populations makes it harder to save on resources. The low-noise, low-power requirement

specifications of the analog front-end usually requires large silicon occupation, making

the problem even more challenging. One common approach to alleviating this

consumption area burden relies on time-division multiplexing techniques in which

read-out electronics are shared, either partially or totally, between channels while

preserving the spatial and temporal resolution of the recordings. In this approach,

shared elements have to operate over a shorter time slot per channel and active

area is thus traded off against larger operating frequencies and signal bandwidths.

As a result, power consumption is only mildly affected, although other performance

metrics such as in-band noise or crosstalk may be degraded, particularly if the whole

read-out circuit is multiplexed at the analog front-end input. In this article, we review

the different implementation alternatives reported for time-division multiplexing neural

recording systems, analyze their advantages and drawbacks, and suggest strategies

for improving performance.

Keywords: neuroscience, neural recording, time multiplexing, crosstalk, CMOS technology, prosthetics

1. INTRODUCTION

One of the major challenges in neurophysiology is to identify the effective connectivity within the
brain and reveal the subjacent drive-response map of the neural system (Friston, 2011; Sakkalis,
2011). This could help to understand the functional mechanisms underlying many neurological
disorders which currently do not have effective treatments (Swann et al., 2018; Sisterson et al.,
2019) or unravel the neural network involved in specific tasks, including sensory responses, motor
activities or intellectual or emotional processes, to implement efficient Brain Machine Interfaces
(BMIs) (Vansteensel et al., 2016; Wagner et al., 2018). Neural recording systems based on CMOS
technology, in combination with micro-electrode arrays, can achieve very high temporal and
spatial resolution and have been proved useful for assessing connectivity at the extracellular single-
unit level. The suitability of these devices ultimately depends on the amount and quality of the
information which can be extracted from the brain tissue and, accordingly, it is crucial to increase
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the number of neural signals which can be accurately and
simultaneously recorded in vivo. In fact, in the last decades, and
similar to the well-knownMoore’s law for transistor count scaling
in dense integrated circuits (ICs), the number of single neuron
cells which can be monitored using recording interfaces, either
based on intracortical probes or surface sub-dural microelectrode
arrays, has increased over the years. This is illustrated in the
plot of Figure 1, derived from the dataset available in Stevenson
(2020). Only intracortical systems published along the last three
decades, i.e., approximately since the inception of the first silicon-
based structures for neural recording, have been considered.
The plot shows that the number of neurons which can be
simultaneously recorded has increased exponentially with the
year of publication, doubling approximately every 4.65 ± 0.25
years. Anyhow, future forecasts based on this growth trend
are questionable, because of fundamental limits in the size
and density of microelectrodes, which cannot be decreased
arbitrarily without degrading the Signal-to-Noise Ratio (SNR)
of the recorded signals (Camunas-Mesa and Quiroga, 2013), or
because of the induced displacement in the neural tissue which
at last instance may hamper the network connectivity which is
aimed to discover.

In the works represented in Figure 1, intracortical electrodes
are either arranged in parallel microwire bundles (e.g., Obaid
et al., 2020), or use micromachined silicon arrays (e.g., Bartolo
et al., 2020), or are integrated in planar silicon-based neural
probes (e.g., Mora Lopez et al., 2017), or are allocated in flexible
polymer-based substrates (e.g., Musk and Neuralink, 2019).
Szostak et al. (2017) gives an in-depth review of these techniques.
In many cases displayed in Figure 1, multiple probes, each with
multiple shanks have been used for increasing the number of
recording sites. Thus, for instance, in one of the selected works,
(Berényi et al., 2014), two silicon-based probes, each with 8

FIGURE 1 | Number of simultaneously recorded neurons, Nsu, over the last

three decades from a selection of N = 70 published works. Variable Yn is the

ordinal number of the years. The coefficient of determination of the fitting

model is R2 = 84%.

shanks of 32-channels, were used for a total of 512 electrodes.
Similarly, in Rajangam et al. (2016), six multielectrode arrays
with 96 microwires each were used totalling 576 recording sites.
More recently, the trend is toward including more electrodes per
individual shank or microwire bundle and, thus, for instance,
the Neuropixel probe (Jun et al., 2017) has 960 sites on a single,
10mm long, non-tapered shank with 70×20µm cross-section
and the Argo system (Sahasrabuddhe et al., 2020) uses a single
microwire bundle with 1300 electrodes (10mm array diameter,
18µm wire diameter, 200µm spacing, 1mm length), which can
be extended to 30,000 channels for surface LFP recordings.

Besides the huge amount of data to be processed and
transferred, which poses significant challenges in the digital back-
end of neural recording systems (Park et al., 2018a), an important
bottleneck for implementing high channel count microelectrode
arrays stems from the design of the active readout circuitry, which
is the focus of this survey. In most of the cases represented
in Figure 1, intracortical electrodes are passive, i.e., they are
made up of recording sites and interconnecting wires, while the
main circuitry for the acquisition, conditioning and processing
of neural signals, often from multiple probes, is housed in
bulky headstages (Shobe et al., 2015; Rajangam et al., 2016).
Only recently, seeking to increase the number of recording sites
which can addressed from the headstage, some silicon-based
intracortical shanks also include active devices such as switches or
small amplifiers, as in Raducanu et al. (2017). In order to reduce
the form factor of headstages, specific integrated solutions, which
almost invariably relies on the use of CMOS technologies, should
be used for the implementation of the readout electronics. In this
paper, the circuit used for recording the neural signal captured
from each individual electrode will be denoted indistinctly as
recording channel or neural recording Analog Front-End (AFE),
and comprisees all the circuit elements from the input Low-
Noise Amplifier (LNA) to the Analog-to-Digital Conversion
stage (ADC) (both inclusive). Clearly, in high channel count
neural recording systems, the occupation area of individual AFEs
should be made as small as possible and, in fact, the density
of recording channels has risen from some 5–6AFEs/mm2 to
more than 80AFEs/mm2 in the current state-of-the-art, whilst
still satisfying demanding specifications on low noise, high input
impedance or low power consumption. The use of Time-Division
Multiplexing (TDM) techniques, in which occupation area is
traded-off with operation frequency, have played a prominent
role on this accomplishment.

TDM makes it possible to totally or partially share AFE
elements at different time slots between different electrodes.
Compared to other multiplexing techniques such as frequency-
division multiplexing (Mikawa et al., 2020), TDM does not
suffer from signal overlapping issues in frequency domain, and
allows to reusing circuit blocks without penalizing to first order
power consumption. This is because although shared elements
have to increase their power consumption proportionally to the
higher bandwidth requirements in order to preserve the same
neural recording sampling rate, such increment is essentially
compensated by the fact that only one element is used instead
of multiple slower elements. Another advantage of TDM is
the improved tolerance against mismatch between recording
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channels as a single element is shared between different
electrodes, thus reducing discrepancies between the recorded
neural signals. Obviously, the more AFE elements are shared
by means of multiplexing, the higher the area reduction which
can be attained for the complete readout circuitry. In a limit
case, the largest area saving could be accomplished if a single
AFE is multiplexed between different electrodes (Jun et al., 2017;
Raducanu et al., 2017; Sharma et al., 2018), however, as will be
shown in this paper, this raises undesired effects which should
be tackled.

This work aims to review the implementation strategies and
restrictions for time multiplexing neural recording AFEs, and
analyses the main advantages and drawbacks of the proposed
techniques and architectures. The paper is organized as follows.
Section 2 details the main concerns about the AFE-electrode
interface. Section 3 introduces AFEs for neural recording
applications. Section 4 describes the basics of TDM and section
5 presents a classification of the reported neural recording
architectures depending on the position of the analogmultiplexer
in their signal paths. Section 6 describes the main architectures
for TDM at the AFE input, together with their advantages
and drawbacks. Finally, section 7 offers some conclusions and
suggestions for future research.

2. ELECTRODE-AFE INTERFACE

AFEs in multi-channel systems are usually placed relatively
far from the recording electrodes. The interconnection wires
between the electrode array and the AFEs severely limit the
electrode density and reduce the efficiency of the neural probe’s
occupation area. However, some silicon-based devices allow the
integration of one or more AFE stages along with the electrodes,
by splitting the AFE into two parts: one placed on the headstage
and the other on the probe shank(s). The most employed stage to
be integrated next to the electrodes is the input amplifier (IA).
The main advantages and drawbacks of employing or not this
active circuitry along with the electrodes can be disclosed in their
impact on electrode crosstalk and its noise contribution to the
system. The considerations presented throughout this section
will apply for recording both local field potentials (LFPs), which
are signals comprising the combination of synaptic and network
activities within a local brain region with an oscillation frequency
from 0.5 to 500Hz (Muller et al., 2015), and action potentials
(APs), which are rapid rises and subsequent falls in voltage or
membrane potential across a cellular membrane in a frequency
band from 0.25 to 10 kHz (Muller et al., 2015).

2.1. Crosstalk in Electrode-AFE Interfaces
Electrical crosstalk is one of the most significant scaling
limitations of multi-channel recording devices. For neural
applications, the crosstalk level has to be below 1% of the
recorded signal level to make it negligible compared with the
background noise (Najafi et al., 1990). This crosstalk can be
classified according to where it occurs: electrode crosstalk defines
the crosstalk from the electrodes to the AFE, i.e., from the shank
to the base of the device; crosstalk takes into account the impact

FIGURE 2 | Crosstalk models for electrode-AFE interface. (A) Equivalent

electrode impedance model. (B) Equivalent circuit model for electrode

crosstalk without active electrode-AFE interface. (C) Equivalent circuit model

for electrode crosstalk with active electrode-AFE interface. (D) Crosstalk at the

electrode-AFE interface against the electrode impedance (Du et al., 2009).

on the multiplexer output of non-activated channels. This last
type of crosstalk will be analyzed in section 4.

In high-channel-count devices, the space between adjacent
electrodes and between interconnection wires is largely reduced
while the dielectric layers below and above the electrodes
remain constant. The coupling capacitance between electrodes
thus increases because of the reduced space, thereby increasing
the electrical crosstalk. A simplified scheme which models the
crosstalk from the shank to the AFE was proposed in Najafi
et al. (1990) and further developed in Du et al. (2009) and Seidl
et al. (2012) (see Figure 2B). It should be noted that (Seidl et al.,
2012) also demonstrated that the switches placed along with
the electrodes have a negligible effect on crosstalk, so they were
not included in the model. For the AFE to be integrated within
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the neural probe, the capacitive coupling between metal lines
in the external wires (Du et al., 2009) was also excluded. To
further develop this approach, Figure 2C shows a model which
also includes an amplifier adjacent to the electrodes, similar to
Lopez et al. (2014). The circuit elements with their corresponding
values (taken fromDu et al., 2009; Seidl et al., 2012) are described
as follows:

• Rs is the spreading resistance encountered by the current
propagating out into the fluid near to the electrode. It has been
reported to be about 10 k� (Du et al., 2009).

• Ze represents the equivalent impedance of the electrode-
electrolyte interface (from now on simplified as electrode
impedance) which is modeled by a resistive RE and a
capacitive CE component, see Figure 2A (Du et al., 2009). This
impedance is, then, a frequency-dependent parameter. For this
analysis, a 20µm diameter Pt electrode has been taken with an
impedance measured at 1 kHz of about 1.2M� (Seidl et al.,
2012).

• Cmet describes the capacitive coupling between adjacent lines.
It was estimated as 0.1 pF (Du et al., 2009).

• Cpass is the estimated capacitance of the metal lines with the
extracellular fluid. This value was set as 2.7 pF (Du et al., 2009).

• Rmet represents the equivalent resistance between the metal
traces to the input of the amplifier (programmable-gain
amplifier, PGA, in the case of the active electrode-AFE
interface). Its value was about 500� (Du et al., 2009).

• Camp (only for non-active electrode-AFE interfaces) models
the input capacitance of the AFE and was set at about 12 pF
(Du et al., 2009).

• Cpga (only for active electrode-AFE interfaces) represents the
input capacitance of the PGA and it is about 12 pF.

• Zin (only for active electrode-AFE interfaces) is the input
impedance of the amplifier next to the electrode. It is
above 70M�.

• Rout (only for active electrode-AFE interfaces) describes the
output resistance of the amplifier next to the electrode. This
value is about 50 k�.

Simulations carried out in the SPICE software environment
in Du et al. (2009), have demonstrated the influence of the
electrode impedance in the crosstalk between channels. Electrode
impedances larger than 1.7M� produce crosstalks between
channels above the 1% (Du et al., 2009), significantly reducing
the SNR. This is illustrated in Figure 2D, which replicates the
analysis provided in Du et al. (2009). It is worth observing that
these results also included the influence of the capacitive coupling
of the metal lines for the connection with an external AFE, which
is not the case of placing the AFE at the base of the probe
(Du et al., 2009).

On the other hand, placing the amplifier adjacent to the
electrodes isolates the impedance of the electrodes from the
interconnection wires (Lopez et al., 2014). This makes the
crosstalk dependent on the output resistance of the amplifier due
to the fact that this resistance is in this model the equivalent
input impedance seen from the interconnection wires (Lopez
et al., 2014). Thus, crosstalk results are largely improved (Lopez
et al., 2014). For instance, crosstalk values below 0.1% have

FIGURE 3 | Simplified scheme of the three main noise sources at the

Electrode-AFE interface: the biological or background noise (VBN), the

electrode noise (VE), and the noise from the recording electronics (VA).

been reported by including amplifiers along with the electrodes
(Mora Lopez et al., 2017).

2.2. Noise in Electrode-AFE Interfaces
One of the most significant aspects of neural recording devices
is how different noise sources degrade the signal of interest.
At the electrode-AFE interface, three main noise sources can
be distinguished: biological or background noise, electrode-
electrolyte interface noise and the noise from the recording
electronics (Obien et al., 2015). This is illustrated in Figure 3

(Valtierra et al., 2020).
The background noise, VBN in Figure 3, comprises the

electrical activity of other cells surrounding the recording
electrode (Obien et al., 2015). This noise source is usually quoted
as vn,BN ≈ 10µVrms although its spectral density distribution
is not generally defined (Chandrakumar and Markovic, 2017;
Valtierra et al., 2020).

The electrode impedance also adds noise to the signal chain,
VE in Figure 3. The power spectral density (PSD) function of
this noise source at low frequencies (below 10Hz) is proportional
to 1/f (Obien et al., 2015). Above these frequencies, the thermal
noise becomes the main noise contributor and its value is given
by (Obien et al., 2015):

v2n,E = 4 · k · T · Re(Ze) · 1f (1)

where k is the Boltzamnn constant, T is the temperature, Re(Ze)
is the real part of the electrode impedance and 1f the recording
bandwidth. The resulting PSD is simplified in Figure 3.

Finally, the recording electronics, i.e., the AFE, also introduce
noise to the signal of interest. The main noise contributor of the
AFE is generally the IA because it involves the first amplification
stage. The IA’s PSD is conventionally divided into three sections:
(i) from low frequencies to the corner frequency, fcf , the flicker
noise contribution, vn,1/f ,A, dominates the noise PSD; (ii) from
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the corner frequency to the amplifier frequency bandwidth,
fbw, the main noise contributor is the thermal noise, vn,th,A;
and (iii) above this frequency the noise is filtered and can be
neglected (Razavi, 2001) (Figure 3). Both flicker and thermal
noise contributions will depend on the amplifier topology and
operation region. In biomedical applications, amplifiers are
commonly biased in sub-threshold region (Muller et al., 2015;
Delgado-Restituto et al., 2017; Valtierra et al., 2020). Hence, for an
IA employing an operational-transconductance amplifier (OTA),
the thermal and flicker noise contributions can be respectively
estimated by (Valtierra et al., 2020):

v2
n,th,A

=
4 · k · T · γ · η · Vt

Ib
1f (2)

v2
n,1/f ,A

=
KF

W · L · Cox · f
1f (3)

where Vt is the thermal voltage, η the sub-threshold slope,
gamma = 1/2 for the sub-threshold region, Ib the current
through the OTA,Cox is the gate-oxide capacitance,KF is a flicker
parameter dependent on the specific fabrication process and W
and L are the width and length of the OTA.

Integrating this IA adjacent to the electrodes makes the power
and area constraints of this stage even more restricted. In terms
of the power consumption, neural devices in contact with the
tissue have to be designed within the allowed limit of < 1◦C of
brain tissue heating (Kim et al., 2007). Furthermore, the active
area of the shank has to be minimized to increase the number of
readout channels (Mora Lopez et al., 2017). Therefore, it can be
observed from equations 2 and 3 that the thermal and the flicker
noise contribution of the amplifier can be penalized.

In terms of thermal noise, the power consumption of the
amplifiers located adjacent to the electrodes increases the shank
heating, so the current through these amplifiers, Ib, has to be
minimized. From equation 2 can be noted that the thermal
noise contribution of the active electrode-AFE interfaces would
theoretically be larger than in passive shanks. Nevertheless, as
demonstrated by the finite element method simulations carried
out in Mora Lopez et al. (2017), this power limitation depends
on the structure employed for the probe. Thus, up to 20mW
of power dissipation in the shank can be tolerated without
increasing the temperature of the tissue by one degree (Mora
Lopez et al., 2017). This keeps the amplifier’s power consumption
and, consequently, the thermal noise contribution of this stage,
at the same level as in conventional AFE structures by properly
designing the probe.

In terms of the occupation area, reducing the active area
located along with the electrodes makes it possible to increase the
number of recording channels and, in turn, the recording density
of the neural interface. Keeping the electrode area constant, the
area will increase with the size of the amplifier located adjacent
to the electrodes, establishing a trade-off between the amplifier’s
occupation area and the amplifier’s flicker noise contribution (see
Equation 3). While no such huge impact has been reported in
the APs band, the effect of this noise becomes significant for LFP
recording. This has been assessed by employing the integrated

input-referred noise (IRN), which is the total integrated noise
over the band of interest referred to the input of the circuit
(Razavi, 2001). This is a widely usedmeasure to evaluate the noise
performance of the circuits. In this case, the IRN for the system
presented in Mora Lopez et al. (2017) in the AP band is about
6.36µVrms while the IRN in the LFP band reaches 10.32µVrms.
Therefore, the amplifier adjacent to the electrodes has to be
carefully designed in terms of occupation area to not penalize the
IRN of the circuit, specially at low frequencies.

3. NEURAL RECORDING AFES

Neural recording AFEs are traditionally made up of an LNA,
a PGA, an anti-aliasing filter and an ADC. However, over
the years this standard has gradually been adapted according
to the requirements of each specific system and with the
purpose of optimizing the performance of the circuit. Thus, five
different high-performance approaches for neural AFEs have
been simplified and illustrated in Figure 4.

The conventionally employed AC-coupled topology,
continuous-time (CT) AFE (Brenna et al., 2016; Delgado-
Restituto et al., 2017; Park et al., 2018a,b), is shown in Figure 4A.
The basic structure of the LNA is presented in Harrison and
Charles (2003). This topology obtains a high input impedance,
which is desired to be as high as possible to reduce the attenuation
of the signal due to the electrode impedance (Pazhouhandeh
et al., 2020b), by reducing the size of the input capacitors.
Moreover, the high-pass filter required to reject the input DC
offset from electrodes is implemented in the IA, where the pole of
the IA transfer function is set by the input capacitors and a pair of
feedback resistors. Using pseudoresistors is a common technique
for setting this pole at sub-Hz frequencies without penalizing
the area of the AFE. However, these resistors conventionally
present large temperature and process variations (Sharma et al.,
2021). Furthermore, due to the lack of specific techniques for
low-frequency noise reduction, IAs are usually made up of large
input transistor area. Another significant disadvantage relies on
the prone to saturation of the IA to input artifacts due to its high
gain and its large time constant.

The chopper stabilization technique is a widely employed
method to reduce the low frequency noise components of an
amplifier by splitting, in the frequency domain, the flicker
noise components from the signal of interest (Enz and
Temes, 1996). In recent years, DC-coupled chopper-based AFE
topologies (Figures 4B,C) have proven their efficiency in further
reducing the flicker noise component of the IA. In these
architectures, the input impedance is inversely proportional to
the chopping frequency and the input capacitor value. Herein,
two main impedance boosting techniques have been reported:
implementing an impedance boosting loop (IBL) by means
of a positive feedback network (Fan et al., 2011) (Figure 4B),
or/and employing an auxiliary input path (Chandrakumar and
Markovic, 2017) (not shown in Figure 4B), penalizing the IRN
of the system. These DC-coupled topologies also require a
mechanism to remove the input DC offset from the electrodes.
One widely adopted solution consists of employing a DC SERVO
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FIGURE 4 | Block diagram of high-performance neural AFEs. (A) Continuous-Time AFE topology. (B) Chopper-stabilized AFE topology. (C) Chopper-based 1-AFE

topology. (D) 126 AFE topology. (E) VCO-Based 61 AFE topology.

LOOP (DSL) (Figure 4B) in the analog domain (Fan et al.,
2011; Chandrakumar and Markovic, 2017; Lee and Song, 2019;
Samiei and Hashemi, 2019) or in the digital domain (Muller
et al., 2015) (not illustrated). Another approach is based on
employing the1-modulation technique. This technique relies on
tracking differences between successive samples which inherently
implements a high-pass filter. In this way, the applied technique
consists of working with 1-signals by feeding the previous
(Johnson et al., 2017) or the predicted (Kim et al., 2018) value of
the signal (Figure 4C) into the input of the IA by a mixed-signal
loop. This method usually increases the dynamic range (DR) of
the AFE at the cost of requiring an oversampled ADC (OS ADC).

Besides conventional AFE topologies, some alternatives based
on 1 6 schemes have been presented (Kassiri et al., 2017;
Pazhouhandeh et al., 2020a). In contrast with the 1-modulation
technique, the 6 operation relies on the integration of the
signal through the summation of successive samples (Carusone
et al., 2011). A similar approach of continuous-time 1 6 AFE
is reported in Chandrakumar and Markovic (2018). Some of
these architectures are also known as ADC-direct schemes
and do not have IAs. Promising architectures based on this
technique relies on applying twice the 1-modulation and
are know as 12 6 AFEs (Figure 4D) (Pazhouhandeh et al.,
2020a). In these systems, the signal is 1-modulated at the input,
similar to Figure 4C). Then, the signal is integrated by the 6

operation carried out during the amplification stage and, finally,

1-modulated again in the analog-to-digital conversion. Thus,
the SNR is largely increased (Pazhouhandeh et al., 2020a). As in
the chopper-based AFEs, however, the input impedance depends
on the modulation frequency. To improve that, a 1-modulation
opamp-less topology was presented in Pazhouhandeh et al.
(2018, 2020b) which increases the input impedance to
the G�s.

Finally, AFEs that rely on a conversion of the signal amplitude
to the frequency domain, time/frequency based AFEs, show
large efficiency in terms of occupation area (Tu et al., 2017;
Jeon et al., 2019). Herein, voltage-controlled oscillators (VCOs)
based circuits, which transforms the input signal amplitude into
different oscillation frequencies, have recently proven to be an
efficient low-power alternative to conventional AFEs (Jiang et al.,
2017) and low-frequency filters (Leene and Constandinou, 2017).
In these topologies, an AC-coupled input transconductance, Gm,
converts the input voltage to current, which is translated to phase
by a current-controlled oscillator (CCO) and, finally, converted
to the digital domain by a quantizer. Due to the open-loop nature
of the AFE, for large input signals the Gm suffers from strong
non-linearity, requiring an extra digital circuit calibration at the
output of the quantizer. A different approach to implementing
VCO-based AFEs is reported in Prabha et al. (2015), Tu et al.
(2017), Jeon et al. (2019) and shown in Figure 4E. To solve
the dynamic range problem, a mixed-signal loop is employed
to perform a 16 operation. As in the previously presented
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topologies, these 1-signals at the input eliminate the DC-offset
from the electrodes and allow the Gm to work in the linear
region for a larger input range. However, the low-frequency noise
contribution of the Gm is not reduced and large input transistors
are needed to keep it within the system’s noise margins.

3.1. Comparison of State-of-the-Art
A comparison of state-of-the-art AFEs and LNAs topologies are
illustrated in Figures 5–7. It is worth observing that a green-red
scale is provided in the figures to evaluate the IRN of each work:
the green represents the lowest IRN values and the red the highest
IRN values.

Firstly, Figure 5 represents the evolution of the form factor
over the last years for CT LNAs (Figure 5A) and for digitally-
assisted AFEs (Figure 5B). It should be noted that digitally
assisted AFEs comprise all AFE architectures presented in section
3, except for CT AFEs. The occupation area saving over the years
for CT LNAs (Figure 5A) has not been as high as in the case of
digitally-assisted AFEs (Figure 5B). This is mainly due to the fact
that first topologies involving chopper-based amplifiers used to
have large input capacitors to improve the IRN results.

On the other hand, Figure 6 illustrates the noise efficiency
factor (NEF), parameter which represents the performance of a
circuit in terms of its noise contribution and power consumption,
against the area per channel. The NEF is defined as:

NEF = vni,rms ·

√
2 · It

Vt · 4 · k · T · 1f · π
(4)

where vni,rms the IRN of the amplifier and It the total current
through the circuit. This parameter is widely used to illustrate
the performance of neural AFEs. Thus, while in Figure 6A, this
comparison is made for CT LNAs, in Figure 6B, this comparison
is made digitally-assisted AFEs. Note how the NEF largely
depends on the area of the LNA due to the impact of the flicker
noise contribution in the case of the CT LNAs (Figure 6A).
In Figure 6B, it can be observed how chopper-stabilized AFEs
offer the lowest IRN at the cost of increasing the area per
channel. Proposed solutions based on 1 6 AFEs and mixed-
signal feedback offer some of the best performances in terms of
noise and area per channel.

Finally, Figure 7A compares the channel figure-of-merit
(FoM) against the area per channel for different AFE
architectures. This FoM represents the performance of the
circuit in terms of power, resolution and bandwidth and is
given by:

Channel FoM(DR) =
Pch

2BW · 2ENOB(DR)
(5)

where Pch is the power consumption per channel and
ENOB(DR) = (DR(dB)- 1.76)/6.02, represents the equivalent
number of bits for the DR of the system. Figure 7B compares
the LNA supply current with the normalized IRN, which is the
result of multiplying the IRN by

√
BW. In both comparisons,

CT LNAs show better results than digitally-assisted AFEs, due to
the employment of low-power analog blocks instead of complex

mixed-signal loops. Moreover, CT LNAs also usually have lower
bandwidths than digitally-assisted AFEs, especially those using
the chopper-stabilization technique. In Figure 7B, the IRN scale
has been replaced by a red-blue scale which represents the
occupation area per channel.

4. TIME-DIVISION MULTIPLEXING

TDM is a technique widely employed in communication systems.
It relies on dividing the data from M-channels into M different
time slots of the same output signal. Thus, after multiplexing,
the signal from the M channels is shared by the same AFE
block/s, reducing the number of instances of each multiplexed
block employed by M − 1. The main advantage of the TDM
technique in neural recording AFEs therefore lies in area saving,
which will scale up with the number of multiplexed stages.
The technique is carried out by an analog multiplexer, the
operating frequency of which, fmux, has to be at least 2 · M-
times faster than the signal bandwidth, fb. The bandwidth of the
subsequent block/s therefore has to be aboutM times larger than
in non-multiplexed topologies, leaving the system’s overall power
consumption the same.

One of the main drawbacks of this technique is related to
noise folding. Employing larger bandwidth blocks increases in-
band noise, which will be folded to the baseband. Although anti-
aliasing filters are used to reduce this spectral folding, if the
multiplexer is located in one of the first stages of the AFE, this
filter becomes harder to implement and another approach must
be adopted. This problem is described in more detail in section 6.

Another noise source to take into account during system
design is the crosstalk from an analog multiplexer. This crosstalk
can be disclosed in four different components: (i) capacitive
coupling between the input metal lines of the multiplexer;
(ii) the finite off-resistance of the switches; (iii) time-adjacent
channel crosstalk; (iv) capacitive coupling through the parasitic
capacitance of the transistor used as a switch. The first three
crosstalk sources can be ignored. In the first case, the impact
of the capacitive coupling can be avoided by applying layout
techniques such as the careful shielding of each input line. In the
second, the subthreshold conduction of the switches is negligible
due to the large back-bias effect in low-voltage topologies. The
off-resistance is in the order of hundreds of G�, which does
not represent a crosstalk source in the circuit (Seidl et al., 2012).
Time-adjacent channel crosstalk reveals the multiplexer’s ability
to charge/discharge the load capacitors during the active period
of a channel. If the multiplexer response is slow, a residual charge
will appear between two time-adjacent channels, resulting in
crosstalk noise. The time constant defined by the on-resistance of
the switches along with the load capacitors of the circuit should
therefore be designed to be as small as possible, in order to
suppress this crosstalk source.

The effect of the capacitive coupling through the parasitic
capacitance of the transistor can have a real impact at the
multiplexer output (Chae et al., 2008). Multiplexer crosstalk can
be defined as the effect of the turned-off channels at the output
of the multiplexer. A complete mathematical analysis of this
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FIGURE 5 | Evolution of the form factor of neural AFEs over the years. The green-red scale indicates the value of the IRN of each reported circuit. Fitting curves

represent the trend over the years of the area per channel. (A) For CT LNAs. (B) For digitally-assisted AFEs.
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FIGURE 6 | Comparison of state-of-the-art LNAs and AFEs topologies in terms of NEF and area per channel. The green-red scale indicates the value of the IRN for

each reported circuit. In both figures, arrows indicate the limit on the trend of current circuits, and how future approaches should be beyond the marked line. (A) For

CT LNAs. (B) For Digitally-Assisted AFEs.

crosstalk effect is provided in Chae et al. (2008). The results
from this analysis show that the value of output resistance of
the previous stage strongly influences the crosstalk results. For

instance, for a resistance value of 4 k�, the crosstalk noise is
around −110 dB at 10 kHz (Chae et al., 2008). Therefore, by
properly setting this value, this crosstalk source can be neglected.
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FIGURE 7 | Comparison of state-of-the-art LNAs and AFEs topologies in terms of Channel FoM and normalized IRN. (A) Channel FoM vs. area per channel

comparison. The green-red scale indicates the value of the IRN of each reported circuit. The lines shows different FoM per area values as references. (B) Supply

current vs. normalized IRN comparison. The green-blue scale indicates the value of the occupation area of each reported circuit. The lines show different NEF values

as references. The employed symbol code is the same as shown in Figure 6.
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FIGURE 8 | Taxonomy of different AFEs depending on the location of the multiplexer. (A) Non-multiplexed AFE topology. (B) ADC sharing AFE topology. (C) PGA

sharing AFE topology. (D) Switch array AFE topology. (E) Time-division-multiplexing AFE topology.

5. TAXONOMY OF NEURAL RECORDING
MULTIPLEXING SYSTEMS

Some of the main building blocks of neural recording AFEs
presented in section 3 can be multiplexed to save area. Neural
recording multi-channel AFE topologies can thus be classified
by the position of the multiplexer in the signal path and,
consequently, by the number of multiplexed blocks (Figure 8).
Note that Figure 8 does not show the anti-aliasing filter. This
is because although this low-pass filter is commonly embedded
within the LNA, some works, such as Angotzi et al. (2018),
include it in other stages.

5.1. Non-multiplexed AFE Topology
In non-multiplexed AFE topology (see Figure 8A), each channel
is recorded by a low-rate (low sampling frequency per channel)
low-power AFE. For M independent recording channels, M
independent AFEs are therefore required. Herein, all the
presented architectures in section 3 are suitable for this kind of
topology. In terms of the electrode-AFE interface, the constraints
of the active area in the shank make the integration of these
AFEs along with the electrodes, beforehand, not suitable. Thus,
integrating them far from the electrodes relaxes the size and
power constraints of the AFE. This enables the inclusion of
additional on-chip functionality for the AFE. Employing an
AFE per channel also involves mismatch errors in multi-channel
topologies (Ng and Xu, 2016). Low-frequency neural signals relax
the bandwidth requirements of the AFE’s blocks, leading to a
reduction of the power consumption of each block. In addition,
the design of the non-multiplexed AFE structure must meet
the conventional requirements of neural recording AFEs: high
input impedance, low-noise, low-power, small occupation area,

large common-mode rejection ratio (CMRR), and large DC offset
rejection (Muller et al., 2015; Chandrakumar and Markovic,
2017, 2018).

In terms of the ADCs used, despite using a low sampling
frequency, conventionally up to few kHz, the need for one
ADC per channel requires very careful design in order not
to largely increase the area and power consumption of the
neural recording IC. Successive-approximation (SAR) ADCs
have generally shown good results for this kind of topologies
(Gao et al., 2012; Brenna et al., 2016; Delgado-Restituto et al.,
2017; Johnson et al., 2017), specially for providing low power
consumption for resolutions about 8 to 10 bits (Delgado-
Restituto et al., 2016). After conversion, the signal is multiplexed,
typically by employing data serializers (Park et al., 2018a,b)
(Figure 8A). In the digital domain, the signal presents higher
noise margins and is more stable against crosstalk and other
noise sources than in the analog domain, making it more suitable
for multiplexing.

5.2. ADC Sharing and PGA Sharing AFE
Topologies
One of the most popular approaches for multi-channel
architectures is to use a single ADC shared by all channels
(Figure 8B). Theoretically, this reduces the form factor and the
power consumption of the IC. This topology is based on N
structures with M channels per structure sharing a single ADC
(N ADCs for the whole system) (Wattanapanitch and Sarpeshkar,
2011; Zou et al., 2013; Bagheri et al., 2014; Yeager et al., 2014;
Liu et al., 2017). This approach has the same problems and
advantages as the non-multiplexed AFE topology in terms of the
AFE-electrode interface. Regarding the electrical properties of
the AFE itself, after amplification the signal is directed toward
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FIGURE 9 | Examples of PGA sharing and switch array AFE topologies. (A) Block diagram of the PGA sharing AFE topology presented in Angotzi et al. (2018).

(B) Block diagram of the switch array AFE topology presented in Dutta et al. (2019).

the ADC by means of TDM. The M times increased sampling
frequency increases the power consumption of the ADC and
could even require driving buffers at the input of the converter
(Noshahr et al., 2020). Most of the topologies presented in section
3 are suitable for being multiplexed at the ADC stage. However,
those with a digitally-assisted loop will require memory blocks to
store the information for each channel.

A similar scheme to the ADC sharing architectures involves
using the same PGA and ADC for the M channels, as shown
in Figure 8C). In the PGA sharing AFE topology, LNAs can
be integrated into the same IC along with the rest of the AFE
(Chae et al., 2009; Han et al., 2013; Liu et al., 2016), or along
with the electrodes (Johnson et al., 2013; Angotzi et al., 2014,
2018, 2019). An interesting application example of PGA sharing
with the LNA adjacent to the electrode is reported in Angotzi
et al. (2018) and simplified in Figure 9A. In this architecture,
the LNAs are integrated within the pixel of the neural probe and
basically lie in an open-loop amplifier. To remove the DC offset
without increasing the area of the pixel, an out-of-pixel autozero
(AZ) amplifier is shared by all the LNAs through time-division-
demultiplexing. Moreover, the column buffers are implemented
in two stages: a pixel stage (with a column buffer per channel) and
a base stage , i.e., not adjacent to the electrodes, which is shared
by all the channels. The output of this shared buffer is fed into
an amplifier (ACB). The short channel effects are then mitigated

by time-division-demultiplexing the signal and feeding it into the
pixel’s column buffers.

5.3. Switch Array AFE Topology
All presented topologies allow full-frame read-out at the cost of
reducing electrode density. To increase the number of electrodes,
and therefore to increase the spatial resolution of the probe,
a switch-matrix is integrated adjacent to the electrodes. More
complex routes are used to rewire a group of electrodes to
the available read-out channels (Figure 8D). This switch-matrix
mainly comprises a large group of routing wires, switches, and
a local memory such as a SRAM which allocates the connection
status of the electrode (Frey et al., 2010), so that not so much
active area is required. As in PGA sharing topologies, this
architecture can also include amplifiers along with the electrodes
(Huys et al., 2012; Mora Lopez et al., 2017) or just the switch-
matrix (Frey et al., 2010; Ballini et al., 2014; Jun et al., 2017;
Dutta et al., 2019). In this architecture, also known as static
multiplexing, for N electrodes, the switch-matrix only selects
M of them (with N > M) and interconnects them with the
M read-out channels (AFEs). After the amplification stages, the
signal is commonly multiplexed as in ADC sharing topologies. A
simplified example of a switch array AFE corresponding to the
neural probe scheme reported in Dutta et al. (2019) is shown in
Figure 9B. Note that the switch-matrix incorporates memories
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FIGURE 10 | Illustration of the noise folding problem in TDM AFEs. (A) Noise folding problem in multiplexing circuits. (B) Noise folding in multiplexing circuits applying

charge sampling techniques. (C) Noise folding in multiplexing circuits applying a narrow-band CDS architecture.

(flip-flops) which select the electrodes to record using a digital
selector integrated into the base of the neural probe. In this
kind of topology, the overall form factor required defined by
the number of readout channels restricts the possibilities of
implementing some of the topologies of the section 3.

One of the main issues concerning these structures is the
selection of the electrodes to be read and those not to be read.
One widely-used solution to this involves a process which firstly
records the whole electrode matrix during different time slots.
The data is then processed and some groups of electrodes are
prioritized to be read by applying an optimization algorithm
(which could involve machine learning) based on the previously
recorded signals and the main purpose of the recording. Another
alternative, presented in Mora Lopez et al. (2017), divides the
electrode matrix into a set of subgroups. In this proposal,
the electrodes in each subgroup are selected pseudo-randomly,
ensuring that all areas of the probe are recorded.

5.4. Time-Division-Multiplexing AFE
Topology
One new trend in multi-channel neural recording topologies
is to place the multiplexing at the input of a single AFE
(Figure 8E) which is shared by all channels. This reduces the
occupation area per channel and ignores mismatch between
recording channels, potentially making the power consumption
per channel lower than in conventional topologies (a further
breakdown of the AFE time-division-multiplexing specifications
and architectures is provided in section 6). For instance, it
can be observed in Figure 6B how the TDM AFE reported
in Uehlin et al. (2020) shows one of the most promising
results in terms of area and noise equivalent bandwidth (NEB),
which is defined as the bandwidth of a brickwall filter which
produce same integrated noise power as that of the analyzed
system, for this kind of topologies. The main drawback of these
topologies relies on the requirement of a high-bandwidth LNA
(HB LNA) to fast-multiplex all the channels, which significantly
increases power consumption and in-band noise due to aliasing
(Sharma et al., 2018).

6. REVIEW OF
TIME-DIVISION-MULTIPLEXING AFES

One of the first reported TDM AFEs was presented in Raducanu
et al. (2017). In this architecture, the TDM technique was only
used for the amplifiers within the pixel, reducing the number
of interconnection wires and increasing the electrode density of
the neural probe. The AFE/electrode ratio, however, was still 1:1.
Recently, new TDM systems have emerged with multiplexing of
the whole AFE (Pérez-Prieto et al., 2019; Sharma et al., 2019;
Uehlin et al., 2020). The aim of this kind of architectures is to
reduce the power and area of the whole recording interface, but
here two major design issues arise: noise folding and DC offset
from electrodes.

6.1. Noise Folding in TDM AFEs
For an M-channel multiplexed recording device, the sampling
frequency, fs, has to be M times faster than for a single channel,
(fc = 2 · fb), in order to keep the same throughput rate per
channel, i.e., fs = M · fc. For voltage sampling with a single pole
low-pass filter response, the required IA bandwidth will therefore
be given by (Sharma et al., 2018):

fBA =
ln(ǫ) · fs
2 · pi

=
ln(ǫ) · fc ·M

2 · pi
(6)

where ǫ is the tolerable dynamic settling error. Thus, the NEB for
the multiplexed topology will be determined by:

NEBTDM =
π

2
· fBA = −fs · ln(ǫ)/4 = −M · fc · ln(ǫ)/4 (7)

From equation 7 it can be concluded that the NEB increases
proportionally with the number of channels. For APs recording,
for example, the NEB in TDM AFEs is 3.5 · M higher than for
conventional non-multiplexed AFE topologies (Sharma et al.,
2018). Accordingly, the out-of-band noise components are
folded-back to the baseband which largely increases the system’s
in-band noise due to aliasing (Raducanu et al., 2017). Figure 10A
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FIGURE 11 | TDM AFE proposed in Sharma et al. (2019). (A) Block diagram.

(B) Simplified schematic of WIS and DC Servo Loop. (C) Simplified

timing diagram.

illustrates this noise folding process: at the sampling instant,
all the noise components above the band of interest which are
not filtered (fc/2 in Figure 10) are folded-back to the signal
bandwidth. To solve this problem, the NEB of the AFE has to
be reduced without sacrificing settling accuracy within the time
allocated for channel sampling.

The first approach to coping with this problem is to apply
charge-sampling (CS) instead of voltage sampling (Raducanu
et al., 2017; Smith et al., 2017; Uehlin et al., 2020). The windowed
integration sampling solution proposed in Sharma et al. (2018)
can be considered as a kind of charge sampling. The main idea
of this technique is based on integrating the signal during a
period Ti, with fi = 1/Ti and fc < fi < fs, and then sampling
the last value. High-frequency noise components are filtered
(Figure 10B) according to a sync filter specifications, i.e., sin(x)/x
(Gang and Jiren, 2000), reducing the noise folding effect. In
terms of circuit implementation, this technique is performed by
a Gm-cell driving a sample-and-hold capacitor, Cint , as shown in
Figures 11B, 12B. The gain of this block will therefore be given

by Gm, Ti and Cint (see Table 1). However, this technique has
some significant drawbacks: (i) the pole of the sync filter and the
DC gain of the architecture are very sensitive to clock jitter (Gang
and Jiren, 2000); (ii) process variations will have a high impact
on the system’s gain and time constant due to the employment of
an open-loop structure; (iii) low-frequency noise components are
not reduced; (iv) large common-mode (CM) signals could change
the operating point of the Gm stage, which may lead to distortion
or even saturation.

Another solution is to use a narrow-band correlated double
sampling (CDS) scheme (Pérez-Prieto et al., 2019), Figure 13B.
In this architecture, the AFE transfer function is reduced
by the low-pass filter which the CDS inherently implements,
as illustrated in Figure 10C. The noise in conventional CDS
topologies would normally be doubled due to spectral folding,
but since the sampling frequency of the CDS is higher than the
CDS amplifier bandwidth, the folded noise components in the
bandwidth of interest are reduced as illustrated in Figure 10C.
Moreover, the flicker noise component is also palliated by the
CDS scheme (Enz and Temes, 1996), while the stage power
consumption retains approximately the same value as without
CDS. In addition to these advantages, since the CDS is a closed-
loop structure it has none of the above-mentioned gain accuracy
problems, its gain being fixed by the ratio between the input
capacitor (Cin) and the feedback capacitor (Cfb). This makes the
system more robust to the influence of large CM signals.

Table 1 briefly compares the two solutions reported for
reducing noise folding in TDM AFEs. As can be seen, the main
advantages of CDS over CS/WIS are related to CDS being a
closed loop architecture. The highest gains, however, are achieved
in CS/WIS structures without significantly increasing power
consumption, whereas in CDS the power requirement for the
same gain is higher.

6.2. DC Offset From the Electrodes in TDM
AFEs
DC offset from electrodes is a recurrent problem in DC-coupled
AFEs (Fan et al., 2011; Chandrakumar and Markovic, 2017;
Samiei and Hashemi, 2019). In any of the presented topologies
with an IA per channel, DC offset can usually be rejected
using large time constant high-pass filtering. However, analog
large time constant filters are not suitable in rapid multiplexing
systems, since the filtering would increase crosstalk between
channels and would not be fast enough to reject the DC offset
from each channel. One solution to this problem could be to limit
the gain of the AFE and to increase the resolution of the ADC.
However, this extra resolution, together with the high sample rate
required for multiplexing, would make the ADC unsuitable for
low-power designs.

High-pass filtering the signal through a mixed-signal loop has
been adopted as an alternative approach to palliating the DC
offset problem in DC-coupled topologies (Muller et al., 2015;
Bagheri et al., 2017). In this method, a sub-Hz finite-impulse-
response (FIR) or infinite-impulse-response (IIR) filter is fed into
the input of the AFE by a digital-to-analog converter (DAC).
While the filter can be designed to not penalize the system’s power
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FIGURE 12 | TDM AFE proposed in Smith et al. (2017) and Uehlin et al. (2020). (A) Block diagram. (B) Simplified schematic of CS amplifier and 1-Encoding loop.

(C) Simplified timing diagram of CS amplifier.

consumption and occupation area, the required DAC resolution
has to be high enough not to increase the noise at the input of
the AFE. The number of bits required will be determined by

the resolution of the ADC, the overall gain through the signal
path, and the IRN of the AFE. In most practical cases, a DAC
of more than 16-bits is required, which strongly compromises
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FIGURE 13 | TDM AFE proposed in Pérez-Prieto et al. (2019). (A) Block diagram. (B) Simplified schematic of CDS amplifier. (C) Simplified timing diagram of

CDS amplifier.
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TABLE 1 | Noise-folding aware structures comparison.

Architecture Gain
Noise Noise Flicker CMRR Clock/process Power

filtering folding reduction insensitive variations requirements

CS / WIS Open-Loop Gm ·Ti
Cint

sync2 No No No Weak Low

CDS Closed-Loop Cin
Cfb

sync2 Yes Yes Yes Robust Medium

the form factor specification of the neural recording AFE. One
proposed solution for implementing this high-resolution DAC is
to employ a 16 modulator (Muller et al., 2015; Bagheri et al.,
2017). However, this method is not feasible for TDM AFEs
because the required oversampling frequency will be multiplied
byM, and this will significantly impact the power consumption of
the digital part of the IC. An alternative to a high-resolution DAC
would be to use a binary search algorithm (Sharma et al., 2019)
which initially computes theDC offset codes for each channel and
retains the correction values until a threshold condition occurs.
At that instant, the binary search recalculates the correction value
for each channel. By applying this method, DC offset drifts are
palliated without increasing the IRN of the AFE. On the other
hand, although the system range is ensured, there will be residual
offset at the output of the AFE. This will have to be filtered in the
digital domain.

Another proposed solution is based on working with 1-
signals (as illustrated in Figures 4C–E). In this approach, the
system tracks differences between successive samples, high-pass
filtering the input signal. The signal then has to be reconstructed
in the digital domain using an integrator/accumulator. This
technique can be transferred to TDM AFE topologies by
employing registers to store the previously sampled value of
each channel. One example of a TDM AFE which exploits this
technique is reported in Smith et al. (2017), Uehlin et al. (2020).

6.3. Comparison of TDM AFE Architectures
Despite their promising results, TDMAFE topologies have not to
date been researched in depth. In this subsection, three reported
TDM AFE architectures are detailed. Block diagrams of these
neural AFEs are shown in Figures 11A, 12A, 13A.

The first architecture, reported in Sharma et al. (2018) and
Sharma et al. (2019), is shown in Figure 11A. The IA comprises
a capacitive feedback single-stage cascaded OTA. An open-
loop OTA is employed as a Gm-cell along with the SAR ADC
capacitors to implement the WIS filter and to further amplify
the signal (Figure 11B). This reduces the high-frequency noise
components from the IA. The timing diagram of this operation
is shown in Figure 11C. It can be seen that the integration
period, Ti, lasts for most of the sampling period Ts. After that,
before the capacitors of the ADC (φrst) are reset and the input
channel is changed, the conversion phase, Tconv, takes place for
only 11% of the sampling period. This short-time conversion is
carried out by an asynchronous converter. To remove the DC
offset, a binary search algorithm is implemented externally by
a Python script. This algorithm recomputes the 9-bit code each
second to palliate the input DC offset. This is fast enough to
compensate DC drifts at the input. The code is divided into 4-bits
for DAC1 and 5-bits for DAC2 andmaximizes the useful dynamic

range of the system while reducing the ADC requirements. It
should also be mentioned that both DACs are embedded in the
amplifier structure.

A 1-Encoded TDM AFE was first presented in Smith
et al. (2017) and further developed in Uehlin et al. (2020)
(Figure 12A). In this architecture, after the input multiplexer,
an input switching scheme consisting of a set of switches with
a couple of input capacitors performs two main functions: (i)
autozeroing the inputs to reduce crosstalk between adjacent
channels; and (ii) largely suppressing the CM signals. An 8-
bit capacitive DAC connected to the input node of the OTA
then carries out the 1-operation by subtracting the signal value
previous to the present value. This also minimizes the DC
offset, improving the system’s dynamic range. Afterwards, the
1-signal is amplified by a charge-sampling amplifier consisting
of an open-loop Gm-cell and capacitors CL (Figure 12B). Note
that the value of CL is variable, mainly to set the gain of the
charge-sampling topology and to palliate the φi clock variations.
A timing diagram of this charge-sampling block in normal
recording mode is shown in Figure 12C. Firstly, the signal is
integrated during φi. Then, in the φAZ phase the capacitors are
reset. Once the signal is converted by an 8-bit SAR ADC, it can
follow two paths: (i) through the mixed-signal loop to perform
the encoding technique and (ii) to the output. The first step of the
mixed-signal loop is a user-programmable threshold block which
determines the update quantity of the tracking signal. The update
values, which can be −1, 0, or +1, are added to the previous
tracking value. A 64x8-bit register stores the previous values of
the correction signal for each channel. This register, together with
the tracking update, performs an integration loop. The output
signal from this loop feeds the DAC and is also scaled and added
to the ADC output in order to reconstruct the signal. The output
code thereby increases its resolution from 8 to 16 bits.

Another approach to TDM AFE is shown in Figure 13A

(Pérez-Prieto et al., 2019). In this architecture, both IAs are
implemented using narrow-band CDS architectures to filter the
flicker and high-frequency noise components of the circuit and to
provide a robust closed-loop structure against CM interferences.
The scheme of the first IA is shown in Figure 13B. An 8-bit
capacitive DAC is connected to each input virtual ground node
of the IA, Vx. These DACs close the mixed-signal loop which, in
addition to rejecting the DC offset, also implements an artifact
compression technique, thus increasing the dynamic range of the
circuit. The input impedance of the AFE is boosted by a couple
of capacitors, Cib, included in the CDS loop (Fan et al., 2011).
The timing diagram of this stage is shown in Figure 13C. Before
reading the input of the multiplexer, the feedback capacitors are
reset in order to reduce crosstalk between adjacent channels.
The signal is then amplified and flicker-reduced in phase φ2.
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TABLE 2 | Comparison of high-performance AFEs (range of values).

AFE topology Continuous-time Chopper-stabilized Chopper-based 16 16
Time/frequency TDM

based Uehlin et al., 2020

Power/channel
[0.0015d–114.8c] [0.017j–2160i ] [0.8p–9.9n] [0.63s–4.79r ] [3.2y–21x ] 2.98

(µW/ch)

IRN normalized
[0.0068b–1.354d ] [0.0038i–0.7518l ] [0.0443p–0.2656q] [0.0492r–0.0716t ] [0.0325x–0.639w ] 0.0884

(µVrms/
√
Hz)

Area/channel
[0.0098f–0.26e] [0.017k–0.81j ] [0.018n–0.55q] [0.013u–0.023t ] [0.01y–0.135v ] 0.0023

(mm2/ch)

Input impedance
[4b–61a] [1i–5400h] [20o–1000n] [1s–1000r ] [50w–∞v ) 92

(M�)

NEF [1.07g–19.4c] [0.86m–126.7l ] [1.81p–26.03q ] [2.86u–5.99r ] [3.33z –57.61w ] 2.35

aLeene and Constandinou, 2017; bZhang et al., 2013 ; cMohseni and Najafi, 2004 ; dHarpe et al., 2015 ; eRai et al., 2009 ; fKuhl and Manoli, 2015 ; gShen et al., 2018; hHa and Yoo,
2016; iJiang et al., 2019; jChen et al., 2015; kChandrakumar and Markovic, 2017; lXu et al., 2014; mMondal and Hall, 2020; nBagheri et al., 2017; oChandrakumar and Markovic, 2018;
pKim et al., 2018; qBang et al., 2018; rMuller et al., 2012; sKassiri et al., 2017; tO’Leary et al., 2018; uMuller et al., 2015; vJiang et al., 2017; wMohan et al., 2017; xTu et al., 2017;
yHuang et al., 2018; zZhao et al., 2020.

It is then oversampled and, after analog-to-digital conversion,
filtered and decimated. The resolution of the signal is thus
increased from 10 to 14 bits. In the mixed-signal loop, the DSL
mainly comprises an integrator, the gain of which sets the sub-Hz
cutoff frequency. This integrator is voltage-triggered so as not to
produce input oscillations.

6.4. Comparison of State-of-the-Art TDM
and High-Performance AFEs
Table 2 shows a final comparison between TDM AFEs and
the high-performance neural AFEs presented during section 3.
Due to the fact that each presented AFE topology comprises
several and different works, this comparison has been carried
out by employing the lowest and highest reported values for
each topology. Thus, it is worth observing how TDM AFEs
provide the lowest values in terms of occupation area without
significantly penalizing the rest of the AFEs’ specifications.
This Table corroborates the comparisons of the state-of-the-art
previously presented in section 3.

7. DISCUSSION AND FUTURE WORKS

This work has presented a review of recording techniques for
high-channel-count, densely-spaced microelectrode arrays. Two
of the main concerns when increasing the number of read-
out channels in neural recording devices are the occupation
area and the power consumption of the silicon-based signal
conditioning circuitry. Although the design effort has to be
focused on these two factors, other significant neural AFE
specifications such as low noise contribution, low crosstalk
between channels and high input impedance also have to
be satisfied.

Firstly, the issue of whether or not to employ active electrode-
AFE interfaces was introduced. With regard to crosstalk, the
reported analysis in Du et al. (2009), Seidl et al. (2012), Lopez
et al. (2014) has shown how placing the amplifier adjacent
to the electrodes significantly minimizes crosstalk between
the interconnection wires. However, the power consumption

and occupation area of the amplifier are severely limited
by the heating and the form factor of the active area. The
noise contribution of the active electrode-AFE interface will
therefore be larger than for an amplifier placed on the base
of the neural probe. With regard to thermal noise, the power
constraints of these interfaces depend on the device employed,
and this improves the design flexibility to reduce the thermal
noise floor. On the other hand, flicker noise is larger for
the active interfaces due to the small size of the employed
amplifier. The main consideration when using or not using active
electrode-AFE interfaces is therefore the reported crosstalk-
flicker noise tradeoff.

High-performance neural AFE topologies have been disclosed
and briefly introduced and compared. Herein, one commonly
employed method for reducing the number of recording blocks
is the TDM technique. This paper proposes a classification of
neural recording architectures into five different topologies
based on the location of the multiplexer in the signal path.
Over the last few years, non-multiplexed AFE topologies have
been consolidated as one of the best techniques in terms
of power consumption and occupation area thanks, among
other things, to their design flexibility. Moreover, different
schemes of non-multiplexed architectures have been introduced,
demonstrating different alternatives for implementing these
topologies without penalizing neural AFE specifications.
Also, novel TDM AFEs have demonstrated the capability of
multiplexing at the AFE input to reduce area and power more
than in conventional ADC or/and PGA sharing topologies.
Although some strategies, such as charge sampling, have been
reported to filter high-frequency noise components, the trade-off
between the number of multiplexed channels and the noise
increment due to aliasing has to be taken into account in the
design process. Furthermore, no TDM structures have been
reported with more than 64 channels. This work also provides
a state-of-art comparison illustrating how non-multiplexed
AFEs and TDM AFEs are generally reported to offer the best
performance, while switch array AFEs have the largest number
of input channels.
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Future advances in neural recording techniques should follow
the trendsmentioned above. Although notmentioned during this
work, one of the main problems associated with these techniques
is the processing and transmission of data. Increasing the
number of channels considerably increases the amount of data
to be processed and transmitted. This increases consumption
in the digital part of neural recording systems, making it
comparable with that of the analog part. Moreover, as these
systems are intended for long-duration implants, the amount
of data to be stored could be too big. New techniques for data
compression and feature extraction must therefore emerge to
address these problems.
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This article presents a versatile neurostimulation platform featuring a fully implantable
multi-channel neural stimulator for chronic experimental studies with freely moving
large animal models involving peripheral nerves. The implant is hermetically sealed
in a ceramic enclosure and encapsulated in medical grade silicone rubber, and then
underwent active tests at accelerated aging conditions at 100◦C for 15 consecutive
days. The stimulator microelectronics are implemented in a 0.6-µm CMOS technology,
with a crosstalk reduction scheme to minimize cross-channel interference, and high-
speed power and data telemetry for battery-less operation. A wearable transmitter
equipped with a Bluetooth Low Energy radio link, and a custom graphical user
interface provide real-time, remotely controlled stimulation. Three parallel stimulators
provide independent stimulation on three channels, where each stimulator supports
six stimulating sites and two return sites through multiplexing, hence the implant can
facilitate stimulation at up to 36 different electrode pairs. The design of the electronics,
method of hermetic packaging and electrical performance as well as in vitro testing with
electrodes in saline are presented.

Keywords: hermetic seal package, implantable stimulator, microelectronics, power and data telemetry, wireless
stimulation control

INTRODUCTION

Direct interaction with neural pathways through active implantable devices has become an
increasingly effective therapeutic approach for treating neurological disorders and organ defects,
or replacing lost body function. Traditional clinical applications include cochlear implants for
hearing loss, deep brain stimulation (DBS) for epilepsy and Parkinson’s disease, and pacemakers
for heart defects. More recent research includes epidural spinal cord stimulation for restoring
coordinated locomotion in lower limbs (Capogrosso et al., 2016; Formento et al., 2018), peripheral
nerve stimulation for creating tactile sensation after amputation (Raspopovic et al., 2014; Zollo
et al., 2019), and vagus nerve stimulation for regulating organ function through neuromodulation
in order to reinstate a healthy balance (Famm et al., 2013; Pavlov and Tracey, 2017).
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Research on implantable active neural interface devices
require chronic studies in animal models in order to gain a
thorough understanding of the mechanism of neural diseases
and disorders. Implantable devices used in these studies require
accurate and highly selective neural stimulation at multiple
sites. The stimulation should be highly programmable to
support closed-loop neural intervention. A variety of implantable
stimulator designs has been reported in the literature in the past
two decades. They can be divided into three major categories:

1) Implants adapted from commercially available devices
(Capogrosso et al., 2016; Boutros et al., 2019): Although
these implants have proven reliability, they are often
limited by their inflexibility, coarse programmability, and
low channel count;

2) Implants without hermetic packaging (Xu et al., 2015; Lee
et al., 2018; Williams et al., 2020): In these implants the
electronics are encapsulated in silicone rubber or epoxy.
This is a widely adopted approach because of its simple
process and low cost. These devices, however, are often
used only in short-term animal studies due to the lack of
adequate hermetic protection;

3) In-house made prototype chronic implants: Some of these
devices are packaged in precious metals (Hart et al., 2011;
Sun and Morrell, 2014; Zamora et al., 2020) and are
expensive for production. Others are simple electronic
circuits sealed in miniaturized glass packages (Loeb et al.,
2001; Sivaji et al., 2019), where the channel count and
programmability are limited.

This article presents the design, implementation, and
evaluation of a versatile fully implantable multi-channel
stimulator implant for chronic animal studies targeting the
peripheral nervous system. The implant is hermetically packaged
in a ceramic enclosure and is cost effective as a research platform.
Inductive wireless powering removes the need for an implanted
battery, avoiding potential battery failure. A bidirectional, high-
speed communication channel facilitates real-time programming
of the implant from a remote external host computer allowing
free movement of the animal. Results from accelerated aging
tests at 100◦C for 15 consecutive days demonstrate that the
implantable stimulator is suitable for chronic implantation.

The rest of the paper is organized as follows. Section “Materials
and Methods” describes the design and fabrication of the
hardware system, and the operation procedure for remote real-
time stimulation control. Section “Results” show the electrical
performance of the device as well as its suitability for chronic
implantation. Section “Discussion and Conclusion” elaborates
on the findings and provides concluding remarks and future
directions.

MATERIALS AND METHODS

System Architecture
The wireless multi-channel stimulator system consists of a
hermetically sealed, fully implantable stimulator, as shown in
Figure 1C, and a wearable transmitter, as shown in Figure 1B.

The implant does not contain a built-in energy source. Power
is supplied by the wearable transmitter over a wireless power
transfer link comprising two inductively coupled coils, which also
provides bidirectional half-duplex communication between the
transmitter and the implant. The operation of the transmitter
is managed by a CC2640 microcontroller (MCU), which also
provides a Bluetooth Low Energy (BLE) radio link. This allows
the stimulation from the implant to be controlled from a
remote host computer. A custom BLE dongle was designed and
fabricated for the radio link of the host computer, as shown in
Figure 1B. Dedicated software with a graphical user interface
(GUI) has been developed for wirelessly controlling the operation
of the implantable stimulator from the host computer. In
experiments with free-moving animals, the wearable transmitter
could be mounted onto the animal subject in a jacket or
backpack, with the transmitter (Tx) coil in the inductive link
aligned to the implanted receiver (Rx) coil. Researchers can
set stimulation parameters on-the-fly from the GUI, where the
setting commands are transmitted via an USB-UART interface
on the BLE dongle, then over the BLE link to the wearable
transmitter, where the commands are relayed to the implant via
the inductive link. This arrangement allows real-time control of
neurostimulation by the implantable stimulator without the need
to attach a cable to the animal subject.

The architecture of the wireless multi-channel stimulator
system is shown in Figure 1A. The wearable transmitter
comprises a rechargeable battery, power management modules,
a class-D driver for driving the inductive link, wireless
communication modules and a MCU. The implantable
stimulator has three parallel stimulators. The primary stimulator
facilitates communication and manages the stimulation
settings on all the three stimulators. It has a current pulse
generator providing biphasic current pulses up to 1 mA,
which are multiplexed to six stimulating electrodes and two
return electrodes, supporting up to 12 different electrode
configurations. The primary stimulator control unit has
three parallel finite-state machines (FSMs) for managing the
stimulation settings on each stimulator. The FSMs for the two
secondary stimulators trigger the local secondary stimulation
control units to operate the current pulse generators, where
the current amplitude is amplified by a current booster to up
to 3 mA. Each secondary stimulator also supports up to 12
electrode configurations. Therefore, the implant can provide
three independent channels of parallel current stimulation for up
to 36 different electrode pairs.

As shown in Figure 1B, the implantable stimulator comprises
a hybrid unit, where the stimulation electronics are mounted
and sealed inside a ceramic package, a Rx coil printed circuit
board (PCB) with a solenoid coil and tuning capacitors
for inductive coupling, and three miniature connectors for
connecting electrode arrays. The Rx coil PCB also has a
neodymium rare earth magnet (8 mm × 3 mm, Duratool) to
aid alignment with the Tx coil PCB outside the body, which
also has a magnet, as shown in Figure 1C. The optimal working
distance between the Tx and Rx coils is ∼ 1 cm. The hybrid,
Rx coil PCB and connectors are joined with Cooner wires. The
length between the hybrid and the Rx coil PCB is ∼ 55 mm, and
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FIGURE 1 | Wireless, fully implantable multi-channel stimulator: (A) System architecture; (B) Implantable stimulator; (C) Wearable transmitter and BLE dongle.

between the hybrid and the connectors is up to 180 mm. This
arrangement allows the Rx coil PCB to be implanted close to
the skin for strong coupling, whilst the hybrid can be implanted
in a relatively deeper, surgically suitable location. In addition,
the implantable electrode connectors provide the flexibility
of having the electrode cable at any desired length required
to reach the targeted nerve. All the units are encapsulated
in medical grade silicone rubber. The hermetic package and

silicone encapsulation ensure the suitability of the stimulator for
chronic implantation.

Stimulator Circuits
The circuits of the three stimulators are integrated onto three
application specific integrated circuits (ASICs) using a high-
voltage (HV) 0.6 µm CMOS technology. Figures 2A,B show
the microphotographs of the primary and secondary stimulator
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FIGURE 2 | Stimulator circuits: (A) Microphotograph of the primary stimulator ASIC; (B) Microphotograph of the secondary stimulator ASIC; (C) Layout of the
stimulator circuits inside the hybrid; (D) Schematic of the power isolation scheme for crosstalk reduction; (E) Integrated pulse generator on Stimulator Secondary #1
(the circuits for the integrated pulse generator on Stimulator Secondary #2 are identical).

ASICs, respectively. Bare dies of the stimulator ASICs, as
well as two commercially available THAT380 ICs, are wire-
bonded directly to printed pads inside the hermetically sealed
hybrid as shown in Figure 2C. In a conventional multi-channel
stimulator design, channel interference is addressed by either
interleaving the pulses from multiple channels (Zeng et al.,
2008), or physically isolating the electrodes (Wong et al., 2007).
The former approach correlates the channels hence reduces the
degree of stimulation independence, while the latter approach
increases the size of the electrode array, which may be limited by
surgical constraints. To ensure truly multi-channel stimulation,
the implant uses a novel power isolation scheme (Jiang et al.,
2015). Figure 2D shows the circuit arrangement for this scheme.
The two secondary stimulator ASICs are supplied from the 16 V
supply rails VDDH and VSS through a switched connection,
where the switches are controlled by the primary stimulation
control logic. Before the onset of a biphasic pulse from a
secondary stimulator, for example, Stimulator Secondary #1,
the primary control logic sends the pulse amplitude setting to
the secondary stimulation control logic via ac coupled data
connections CLK1 and Data1, so that the secondary logic can
control the local pulse generator to generate a biphasic pulse at
the specified amplitude. During the biphasic pulse, the primary
logic switches off SW1 and SW2 to isolate the Secondary

#1 ASIC from the other stimulators. This isolation prevents
a potential current path from the stimulating electrodes to
electrodes connected to other stimulators and minimizes inter-
channel electrical crosstalk. During isolation, the secondary ASIC
is supplied by the energy storage capacitor, C1. At the completion
of the biphasic pulse, SW1 and SW2 are turned on again to
recharge C1 until the next biphasic pulse. SW1 and SW2 are
implemented in the primary ASIC with complementary HV
MOSFETs. When Secondary #1 ASIC is isolated, the voltage at the
negative terminal of C1, VSS_S1, may be lower than the substrate
voltage of the primary ASIC at VSS. To ensure the NMOS in SW2
remains off, a diode D2 is added in series with SW2. Similarly, the
voltage at the positive terminal of C1, VDDH_S1, may be higher
than VDDH, which is the bias voltage of the NWELL for the
PMOS in SW1. Diode D1 in series with SW1 ensures the PMOS
in SW1 remains off. The storage capacitors C1 and C5 are 2.2 µF.
When supplying a biphasic pulse at 3 mA with an overall pulse
width of 1 ms, the voltage drop across the storage capacitor is
(3 mA × 1 ms)/2.2 µF = 1.36 V. The on resistance of SW1, SW2,
SW3, and SW4 is 28 � each, and the RC time constant when
recharging the storage capacitors is 123.3 µs. For the maximum
specified pulse frequency is 500 pulse per second (pps), this time
constant is sufficiently fast for recharging the storage capacitors
during the pulse interval.
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Figure 2E shows the circuits of the pulse generator in
Stimulator Secondary #1. The pulse generator in each ASIC
consists of an 8-bit binary-weighted current digital-to-analog
converter (DAC) with a resolution of 1 µA, an output stage
with active feedback to amplify the DAC current by four times,
and a “H-bridge” formed by S1–S4 to shape the current into a
stimulus biphasic pulse. The width of the cathodic phase and
anodic phase are programmable so that the biphasic pulse can
be either symmetrical or asymmetrical with a longer anodic
phase at a lower current amplitude. This is specified by the
stimulation settings, which can be programmed from the remote
host computer. The anode node between S1 and S3 connects via
a 1 µF blocking capacitor (Cb1) to a 1-to-6 multiplexer, and the
cathode node between S2 and S4 to a 1-to-2 multiplexer, also via a
1 µF blocking capacitor (Cb2); thus, the stimulation is selectable
between 1 of 6 stimulating electrodes and 1 of 2 return electrodes.
In each secondary stimulator a 1:3 current booster outside the
ASIC further increases the maximum stimulating current to
3 mA. As shown in Figure 2E the current booster is implemented
as a source-degenerated current mirror using a discrete matched
transistor array (THAT380 IC). Between current pulses, the pulse
generator is connected to VDDH and VSS but switches S1, S2,
Sc, and S5 are off to isolate the electrodes from VDDH and
VSS, preventing stimulating current from other stimulators from

flowing into these electrodes. S3 and S4 stay on during the pulse
interval for removing any remaining charges on the electrodes
due to mismatch or charge leakage.

Power and Data Telemetry
The implantable stimulator is powered by and communicates to
the wearable transmitter via a power and data telemetry over an
inductive link (Donaldson and Perkins, 1983; Schormans et al.,
2018). The circuit arrangement of the power and data telemetry
is shown in Figure 3A. The inductive link comprises a 5-turn,
32-mm diameter Tx coil and a 7-turn, 28-mm diameter Rx coil.
Both coils are solenoids wound using 0.5 mm gauge enameled
copper magnet wires. The Tx coil, L1, is driven by a class-D
amplifier consisting of two NMOS transistors, M1 and M2, using
discrete IRLML2030 N-channel power MOSFETs. M1 and M2 are
switches turning on and off at 9.6 MHz. Their gates are driven
by the secondary sides, S1 and S2, of a toroidal transformer,
in opposite polarity. The toroidal transformer arrangement
ensures a non-overlap time between the switching on of M1 and
M2 to avoid shoot through current. The primary side of the
toroidal transformer, P, is driven by a Xilinx XC2V256 complex
programmable logic device (CPLD) through a buffer 74AC14.
The supply voltage of the class-D amplifier is provided by a
dc-dc converter LT1615 with a programmable feedback resistor

FIGURE 3 | Stimulator circuits: (A) Schematic of the power and data telemetry; (B) Schematic of the integrated OOK demodulator; (C) Photo of the top side of the
wearable transmitter; (D) Photo of the bottom side of the wearable transmitter.
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implemented with a potentiometer AD5220; thus, the transferred
power over the inductive link can be controlled by the MCU.
The Rx coil, L2, is tuned at 9.6 MHz with capacitor C1. The
voltage across coil L2 is rectified by the Schottky diode D2 and
a 10 µF capacitor C2, and regulated by a high voltage regulator
(MIC5233) to a stable dc supply voltage VDDH of 16 V. There is
also a middle tap on L2, where the voltage is rectified by D3 and
C3 and then is regulated by a 5 V linear regulator in the primary
ASIC to a 5 V supply for the low voltage circuits in the implant.
The wearable transmitter is supplied by a lithium polymer battery
LP-443440 (3.7 V, 560 mAh). The battery can be recharged from
a USB port, regulated by a power management IC (LTC4160).

The inductive link also functions as a bidirectional half-duplex
communication channel. The downlink data stream consisting
of control commands and stimulation parameters are sent to
the implant using on-off keying (OOK) modulation. The uplink
data from the implant are transmitted using passive phase-
shifted keying (PPSK) modulation (Jiang et al., 2017). During
downlink data transfer, the MCU on the wearable transmitter
sends stimulation settings received from the host computer over
the BLE radio to the CPLD via a serial peripheral interface (SPI).
The data frames are shifted in series at 400 kb/s to control an
internal switch to turn on and off a 9.6 MHz output signal,
which drives the class-D amplifier. On the Rx side, the data
stream is recovered from the modulated carrier at the middle
tap of L2, where the carrier is first rectified by D4, and then the
envelope is extracted by an integrated envelope detector (ENV)
and a Schmitt trigger in the primary ASIC. The circuit of the
integrated OOK demodulator is shown in Figure 3B. The uplink
data transfer is implemented with an integrated PPSK modulator.
A logic “1” transmitted shorts L2 using an integrated switch SW
when the voltage across L2 crosses zero from the negative value
and holds for 1.5 carrier cycles. As a result, a current surge is
caused in L1 and causes a transient voltage peak on the tuning
capacitors C4 and C5. The transient voltage on C5 is demodulated
through a passive envelope detector formed by D5, R3, and
C6, and then is filtered and amplified. The bitstream is then
extracted using a comparator. Details of the PPSK demodulation
circuits are presented in Jiang et al. (2017). L1, C4, C5, D5, R3,
and C6 are mounted on the Tx coil PCB and the rest of the

transmitter circuitry is located inside a wearable unit, as shown
in the photos in Figures 3C,D. In the implant, L2, C1–C3, and
D1–D4 are located on the Rx coil PCB, and the rest of the implant
electronics are mounted on the hybrid which is hermetically
sealed with a ceramic lid.

Implant Packaging and Encapsulation
The implantable hybrid was constructed from a 36 mm × 38 mm
ceramic substrate (96% alumina) with a thickness of 0.635 mm.
Two layers of tracks were screen printed in thick film gold (8844-
G Au) of 8 ± 1 µm thickness, with solder pads in the top layer
over-printed with thick film platinum-gold (5837-G PtAu) of
12 ± 2 µm thickness. Thick film multilayer dielectric (4913-
G) was over-printed between the layers and also on top of the
top layer, covering all tracks except for the solder pads. A seal
ring was formed by screen printing a platinum-gold layer; this
also created hermetic feedthroughs for dielectric covered tracks
from the hybrid circuit. All discrete components were soldered
to the hybrid and flux residue was cleaned by sequential washes
in acetone, propan-2-ol (isopropanol), and de-ionized water with
ultrasonication. The primary stimulator ASIC, two secondary
ASICs and two THAT380 bare dies were wire-bonded to the
substrate, as shown in Figure 2B, and covered with epoxy glob
top (Ablestik 968-2), as shown in Figure 4A. The hybrid was
dried and sealed hermetically using a custom-made metallized
ceramic lid (A473, Kyocera) of 32.13 mm × 28.55 mm size,
6.2 ± 0.5 mm height, and 3 mm thickness, soldered to the screen-
printed seal ring while the assembly was placed on a hot plate at
150◦C. Figure 4B shows the hermetically sealed hybrid.

The circular Rx coil PCB was constructed on an FR4 printed
circuit board with a diameter of 34 mm, onto which were
mounted discrete passive components in individual hermetic
packages, the alignment magnet, and a coil of 0.5 mm gauge
enameled copper magnet wire. The PCB was constructed without
solder resist and silkscreen, and with exposed copper traces (no
pad finish) to improve encapsulant adhesion.

The hybrid and Rx coil PCB were joined with multistrand
fluoropolymer insulated stainless steel Cooner Wire (AS632,
Cooner Wire Company, Chatsworth, CA, United States), which
was also used for electrode connection cables. Connection wires

FIGURE 4 | Implant fabrication and encapsulation: (A) Stimulator circuits assembled on a ceramic substrate with the bare dies covered in epoxy glob top;
(B) Stimulation circuits hermetically sealed in a metallized ceramic lid; (C) 3D-printed mold for encapsulation: mold for the hybrid (top) and mold for the Rx coil PCB
(bottom); (D) fully encapsulated implant with a £2 coin as reference for the size.
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were threaded through 1 mm bore silicone rubber tubes and
soldered to form implantable cables. Three electrode connection
cables were formed, one for each parallel stimulator ASIC
with the associated two stimulation and six return lines.
Electrode cables were terminated with miniature connectors
(Nano 360 R© Plastic Circulars, NCS-11-DD, Omnetics Connector
Corporation, Minneapolis, MN, United States).

The hermetically sealed, soldered hybrid and the Rx coil
PCB were cleaned by sequential washes in acetone, propan-
2-ol, de-ionized water, Leslie’s soup, and de-ionized water,
with each cleaning stage ultrasound assisted. Leslie’s soup is
a mixture of 0.5 wt% detergent (Teepol-L, Teepol Products,
Kent, United Kingdom), and 25 wt% trisodium phosphate
(anhydrous, 13438, Alfa Aesar, Heysham, United Kingdom), in
de-ionized water. Cleanliness before encapsulation is essential
for the survival of long-term implants (Vanhoestenberghe and
Donaldson, 2013; Lonys et al., 2017; Kiele et al., 2020). Following
rinsing, the conductivity of the rinse solution was monitored to
confirm adequate cleanliness.

The cleaned implants are encapsulated in silicone rubber.
A low viscosity, two-part silicone adhesive (EPM-2420, Avantor-
NuSil, Radnor, PA, United States) was used to reduce the risk
of voids and bubbles. EPM-2420 is mixed in a 1:1, Part A:
Part B ratio using a speed mixer for 2 min at 2500 rpm (Dual
Asymmetric Centrifugal Laboratory Mixer System, DAC 150
FVZ-K, Synergy Devices Ltd). Two molds were designed in
Autodesk Inventor Fusion 2013 for the hybrid and Rx coil PCB.
The molds were 3D printed in Verowhite Plus plastic with
its gloss finish, to 0.1 mm precision, as shown in Figure 4C.
Companion “Dural” plates were machined so the mold halves
could be bolted together. Implants were held in the cleaned molds
using pre-formed silicone spacers. Implants were encapsulated
under vacuum (60 mBar) in a centrifuge (up to 200 g) to
remove air bubbles. Because of the 65◦C temperature limit of
the Verowhite mold, the silicone rubber was cured at 60◦C for
4 h. The implants were extracted from the mold, and sections
of Dacron reinforced silicone rubber sheet were glued to the
encapsulated implant with EPM-2420 to create suture sites for
surgery. Free from the molds, the silicone rubber was further
cured for 1 h at 80◦C to complete the encapsulation. The
encapsulated implant is shown in Figure 4D. An alternative
medical grade silicone (MED-6215, Avantor-NuSil) is under
investigation for long-term implantable devices.

Cleaned miniature connectors are also encapsulated
in silicone rubber (Lancashire et al., 2021). Silicone tubing
was placed at the base of each connector, surrounding the
soldered wire ends. EPM-2420 silicone was degassed at 30 mbar
in a vacuum centrifuge for between 1 and 3 min, until bubbles
were no longer visible, nor flew onto the wire ends, covering all
exposed solder. Silicone was cured at 80◦C for 3 h under pressure
(2.5 bar) to shrink any bubbles present.

Stimulation Control Procedure
Graphical User Interface
A GUI was developed in Matlab R2020a (MathWorks, Natick,
MA, United States) for remotely controlling the stimulation

on-the-fly. The GUI controls the Bluetooth connection, implant
connection, and stimulation parameter settings. The layout of
the GUI is shown in Figure 5A. The top panel “Serial Ports
Control” controls the Bluetooth and implant connect/disconnect
functions, including selecting the COM port number and setting
the baud rate. The default baud rate is 9600 b/s. The middle
panel “Implant Control” sets the stimulation parameters, where
the three identical setting tags, “Stimulator 1,” “Stimulator 2,”
and “Stimulator 3,” are provided for each stimulator ASIC. The
setting parameters for each stimulator ASIC include selection of
the stimulating and return electrodes, the amplitude and width
of the biphasic current pulses, the delay between the cathodic
and anodic phases, the pulse rate, the shape of charge-balanced
biphasic pulses (symmetrical or asymmetrical), and the length
of a pulse train. The lower panel “Status Monitor” displays the
received stimulation parameters and the expected waveform of
current pulses. In the example shown in Figure 5A, the setting
parameters specify stimulation between electrodes E1 and E8
on Stimulator ASIC Primary, with symmetrical biphasic current
pulses with 80 µA (setting step size 4 µA) in amplitude, 10 µs
width (setting step size 1 µs) and a pulse period of 1 ms [after
reverse exponential conversion (Jiang et al., 2011)]. The expected
waveform is shown in the Status Monitor.

Control Procedure
The backend software communicates with the wearable
transmitter via a BLE radio link, relayed by the BLE dongle. The
communication facilitates four different procedures: establishing
connection, sending stimulation parameters, reset implant, and
terminating connection, as shown in Figure 5B (the operations
in the light boxes are executed by the host computer and
those in the shaded boxes by the MCU module CC2640 on the
wearable transmitter).

The overall communication procedure between the GUI and
the implant for controlling multi-channel stimulation is shown in
Figure 5C. During the “establishing connection” procedure, the
link between the implant and the wearable transmitter, and the
link between the wearable transmitter and the PC, are established
separately. After the implant is powered, it sends a handshake
request to the wearable transmitter via the inductive link every
250 µs until it receives confirmation from the transmitter, after
which communication over the inductive link is established. The
communication between the PC and the wearable transmitter
is established after a “connecting” request is sent from the
GUI with a specified baud rate and serial port number, where
the host computer then wakes up the BLE dongle to establish
Bluetooth connection with the wearable transmitter. The MCU
on the wearable transmitter classifies the received command
and sends a confirmation back to the host computer, hence the
communication between the host computer and the implant is
established, as shown in Figure 5B.

Stimulation from the implant can be controlled from the PC
following the “setting parameters” procedure, where stimulation
parameters set in the GUI are sent in packets via the Bluetooth
link to the transmitter, which repackages the data into frames
shown in Figure 5D and forward the frames to the implant
over the inductive link. The implant verifies the received setting
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FIGURE 5 | Stimulation control protocol: (A) Graphical user interface; (B) Four procedures for operating the implant from a host computer, with flowcharts on the
wearable transmitter in each procedure; (C) Overall communication procedure between the host computer and the implant for establishing connection and setting
stimulation parameters; (D) Structure of the data frames over the inductive link; (E) Block diagram of the stimulation control logic in the implant, with an example of
changing stimulation parameters on-the-fly.

parameters using cyclic redundancy check (CRC) in the frames,
and sends back an acknowledgment frame to the transmitter
with indicating whether the parameters are correctly received
or a resend is needed. When all parameters are correctly
received, the wearable transmitter sends confirmation back
to the host computer to complete the “setting parameters”
procedure. This procedure is repeated when changes to the
stimulation are needed. After each procedure, the stimulation
control logic in the primary stimulator ASIC stores the settings
in a built-in memory, where the state-machine for the selected
stimulator repeatedly loads the parameters from the memory

for continuously generating stimulation pulses as specified,
as illustrated in Figure 5E (Jiang et al., 2011). Figure 5E
illustrates the change in stimulation pulses by the two “setting
parameters” procedures.

The operation of the implant can be reset by the “reset
implant” procedure. When reset is requested from the GUI to
the transmitter, as shown in Figure 5B, the transmitter will
temporarily terminate the power delivery to the implant, which
forces the implant to conduct a power-on reset. This safety feature
provides an emergency exit to terminate stimulation from the
implant during experiments. After an experiment session, the
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Bluetooth link between the PC and the transmitter can be released
by the “terminate connection” procedure, as shown in Figure 5B.

RESULTS

The performance of the fully implantable stimulator was
evaluated by electrical and in vitro experiments with electrodes
in saline, and by accelerated lifetime testing.

Feasibility for Chronic Implantation
The quality of the seal of the implantable hybrid was tested
according to the MIL-STD-883 (MIL-STD-883L, 2019) standard
test for hermeticity. After sealing the lid, the package was bombed
in helium for 2 h at 2 bars, then transferred (maximum delay
1 h) to a mass spectrometer for a fine leak test. The test was
considered passed if the leak rate was lower than 5 × 10−8 atm
cc/sec helium. After passing this fine leak test, the hybrid was
placed in gross leak tank at 125◦C for 1 min, and the package
was considered to be sufficiently hermetic if no bubbles were
observed. Following this procedure, for hybrids that pass the
tests, the minimum time for the internal humidity was estimated
to reach 60% RH to be at least 151 days, or 47 days minimum
to reach 30% RH. Note that the actual times are likely to
be much longer because the actual leak rate is likely to be
much lower, but the exact leak rates is not available as the
MIL-STD-883 standard only specifies a pass/fail fine leak test
(Vanhoestenberghe and Donaldson, 2011).

The suitability of the implantable stimulator for chronic
implantation was evaluated by accelerated lifetime testing. The
test setup is shown in Figure 6A. The implant was placed inside a
round bottom flask filled with de-ionized water. Deionized water
was used to reduce the challenge of evaporation changing saline
concentration. The silicone rubber used has low permeability
to metal salts (Donaldson et al., 2011) and high permeability

to water vapor, the most likely failure mode is driven by
the penetration of moisture through the encapsulation layer
(Donaldson, 1996). Should there be any ionic contamination
on the implant surface (underneath the silicone encapsulation
layer), then the osmotic gradient driving water molecules toward
the contaminant and contributing to forming a pocket of
liquid water, is worse in deionized water than in saline, further
accelerating the failure rate. Therefore, for an implant of this type
fully encapsulated in silicone, long-term tests in deionized water
are appropriate. The flask was continuously heated on a heating
mantle (Thermo Fisher Scientific, Waltham, MA, United States)
at the boiling temperature for 15 consecutive days. A reflux
condenser was installed on the flask to keep the volume of the de-
ionized water unchanged. The implant was inductively powered
by the first version of the wearable transmitter (Jiang et al., 2016)
continuously during the entire course of the accelerated lifetime
test. Data packets from the implant were frequently checked
to monitor the status of the implant electronics and to ensure
the wireless power transfer at a level sufficient for operation.
Figure 6B shows the Rx coil PCB before the accelerated lifetime
test, and Figure 6C shows the Rx coil PCB immediately after the
implant was extracted from the flask at the end of the 15-day test.
No corrosion was observed.

After returning to room temperature, the implant was placed
in de-ionized water at room temperature but with the top surface
exposed to open air. The implant was inductively coupled with
the wearable transmitter and the three stimulators were set to
generate current pulses at the maximum amplitude at 500 pps.
Immediately after the stimulation starts, a thermal image was
taken using a FLIR E4 thermal imaging camera (FLIR Systems,
Wilsonville, OR, United States). The surface temperature was
25.5◦C, as shown in Figure 6D. The implant was allowed to
continuously operate for 1 h at the same settings, then the surface
temperature was measured again, which increased to 26.7◦C, as
shown in Figure 6E.

FIGURE 6 | Evaluation of feasibility for chronic implantation. (A) Setup of accelerated lifetime test; (B) Photo of the Rx coil PCB before the accelerated lifetime test;
(C) Photo of the Rx coil PCB after accelerated lifetime test for 15 days; (D) Thermal image of the implant immediately after switched on at room temperature;
(E) Thermal image of the implant 1 h after switched on in room temperature.
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Electrical Performance Evaluation
The electrical performance of the implantable stimulator was
evaluated with in vitro experiments both before and after the
accelerated lifetime test. No changes were observed. Figure 7
illustrates the setup of the in vitro experiments, where the
implant was submerged in saline solution (16.7 mS/cm2) and was
inductively coupled with the wearable transmitter. An epidural
electrode array (Courtesy of Fraunhofer IMM) (Capogrosso et al.,
2016) was connected to the implant and was also submerged
in saline solution. There are 15 gold electrodes in a size of
1.8 mm × 1 mm on a polyimide substrate distributed to the three
stimulators. Sensing resistors were connected in series with the
electrode array for measuring the current pulses using a DSO-
X 2024A oscilloscope (Keysight, Santa Rosa, CA, United States).
Stimulation was set from the GUI on a remote host computer.
Note that the epidural electrode array was not included in the
accelerated lifetime test.

The results shown in Figures 8A–C, 9 were recorded after the
accelerated lifetime test. Figure 8A shows parallel stimulation
from the three stimulators. The modulation patterns in this
test were prestored in the CPLD on the wearable transmitter,
where the remote host selected the patterns by their identification

number. All stimulators were set to generate symmetrical
biphasic pulses with a pulse width of 200 µs. Pulses on the
primary stimulator were at a constant pulse rate of 100 pps but
the amplitude was modulated sinusoidally at 4.5 Hz between
250 µA and 1 mA. Pulses on Stimulator Secondary #1 were at
a constant amplitude of 800 µA but the pulse rate was modulated
sinusoidally at 4.5 Hz between 400 pps and 53 pps. Pulses on
Stimulator Secondary #2 were modulated both in frequency and
amplitude, where the frequency modulation was the same as
that on Stimulator Secondary #1, and the amplitude modulation
was a 2-level step change between 700 µA and 1 mA, also at
4.5 Hz. Figure 8B demonstrates multiplexing stimulation among
electrode pairs on the primary stimulator. In the first 300 ms,
stimulation was from electrodes E1 and E8, with a current
amplitude of 800 µA at a pulse rate of 100 pps. From 300 ms
to 400 ms, the pulse rate was increased to 200 pps, and the pulses
were multiplexed between E1 and E2 at a fixed interval of 5 ms,
as highlighted in the zoom-in view, effectively providing 100 pps
stimulation at both E1 and E2. After 400 ms, the pulse rate was
changed back to 100 pps and stimulation was from E2 only. This
process repeated after 500 ms between E2 and E3. The tests shown
in Figures 8A,B were repeated for all the 36 electrode pairs.

FIGURE 7 | Diagram of the in vitro benchtop performance evaluation setup. Insert: photo of the wearable transmitter and implantable stimulator during the in vitro
experiment.
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FIGURE 8 | In vitro electrical performance evaluation: (A) Parallel stimulation on the three stimulators in different modes of modulation; (B) Pulses multiplexed among
electrodes on the primary stimulator; (C) Concurrent stimulating pulses from the two secondary stimulators with minimized crosstalk; (D) Concurrent stimulating
pulses from a benchtop setup with the same circuits but without the power-isolation scheme.

Figure 8C shows the two secondary stimulators delivering
concurrent biphasic pulses to the electrode array in saline
solution (16.7 mS/cm2). The pulses from Stimulator Secondary
#1 are symmetrical, and the pulses from Stimulator Secondary
#2 have anodic phases 8 times longer in width than the cathodic
phases, and 8 times lower in amplitude to retain charge balance.
Minimal spikes can be seen on the pulses from Stimulator
Secondary #2 when they occur at the same time as the pulses from
Stimulator Secondary #1. To compare the crosstalk reduction

FIGURE 9 | Measured carrier waveform on the Tx tuning capacitor showing
both OOK and PPSK modulation, alongside the measured downlink bitstream.

performance, a benchtop stimulator using the same stimulator
ASICs in the same circuit arrangement was tested in the same
setup, but the two secondary stimulator ASICs are constantly
connected to the power rails without isolation. The measured
pulses are shown in Figure 8D. Significant distortion can be
observed on pulses from both stimulators when they occur at
the same time. As shown in Figure 2E, the stimulating current
between an electrode pair is generated from the current source
and passes through the electrode pair via the H-bridge formed
by S1 – S4 toward VSS_S1. When current pulses on both the
stimulators occur at the same time, if VDDH_S1 and VDDH_S2,
as well as VSS_S1 and VSS_S2, are shorted, part of the stimulating
current on Stimulator Secondary #2 finds a pathway to VSS_S1
via the stimulating electrode pair on Stimulator Secondary #1,
resulting in the distortion on the current pulses, as shown on
the last two pulses in Figure 8D which are measured on the
stimulators on the current path from the electrode pair to VSS_S1
(or VSS_S2), as shown in Figure 7. The first two biphasic pulses
on Stimulator Secondary #2 in Figure 8D occur in the pulse
interval on Stimulator Secondary #1, while S1, S2, and S5 in
Stimulator Secondary #1 are off, as the crosstalk current pathway
does not exist and the measured pulses are intact.

The charge balancing performance of the stimulators was
evaluated using the test setup shown in Figure 7, where the dc
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voltage across the sensing resistor was measured after a second-
order low-pass filter with a cut-off frequency of 0.28 Hz. The
stimulator under test was set to generate biphasic pulses at
500 pps, with a current amplitude of 1 mA and a pulse width
of 100 µs per phase. The stimulation operated continuously
for 8 h, and the dc voltage across a 790 � sensing resistor
was measured every 30 min. The measured voltage remained
constant at ∼ 1 µV, suggesting a residue dc current of ∼ 1.27 nA.
There are various safety limits for neurostimulation reported in
literature on the residue dc current, for example, 25 nA (Sit
and Sarpeshkar, 2007) and 100 nA (Huang et al., 1999). The
actual safety threshold should be placed in context with the
equivalent charge density and the location of the electrodes.
Nevertheless, the measured dc current is much lower than
these safety limits.

Figure 9 shows the measured modulation on the carrier over
the inductive link for sending bitstreams in both directions. The
upper waveform is the voltage measured at the input of the
envelope detector in the Tx coil PCB, i.e., the voltage across
capacitor C5 in Figure 3A, and the lower waveform is the control
signal for the OOK modulation switch in the CPLD. It shows
a carrier modulated first in OOK to send a 28-bit stimulation
setting frame to the implant at 400 kb/s, and then is modulated
in PPSK by the implant to send back a 11-bit acknowledgment
frame at 600 kb/s.

A battery life test showed the voltage of a fully charged lithium
polymer battery (LP-443440, 3.7 V, 600 mAh) dropped from 3.7 V
to 3 V after 4 h continuous operation powering and controlling
the implantable stimulator.

DISCUSSION AND CONCLUSION

The design, implementation and testing of a wireless fully
implantable multichannel neural stimulator was described. The
features and performance of the stimulator are summarized in
Table 1.

The goal of this research was to develop a fully implantable
device capable of multisite neural stimulation suitable for
chronic studies in free moving animals, where the stimulation
can be precisely delivered to the target sites and can be
modified wirelessly in real-time from a remote-control host.
The feasibility of the implantable stimulator for implantable
operation and chronic implantation was evaluated. The device
surface temperature rise and the external wearable device battery
life for continuous operation were examined. According to
BS EN 45502-1:2015 (BSI, 2015), the temperature rise caused
by heat dissipation of an implantable device should be lower
than 2◦C. The tests conducted in this study show a 1.2◦C
surface temperature rise after 1 h continuous operation at
the maximum stimulation capacity, which satisfies the safety
criterion. The battery in the wearable device can support the
system continuously working for 4 h before the battery voltage
drops by 0.7 V to 3 V; 4 h is sufficient for one session of an
animal experiment. The 4-h time window could be extended by
increasing the supply voltage of the class-D amplifier to increase
the reduced power transfer level.

TABLE 1 | Features and performance of the implant system.

Hybrid dimensions 46 mm × 42.8 mm × 8.8 mm

Weight 35.2 g

Packaging Hermetically sealed ceramic package with silicone
encapsulation

Stimulator ASICs 0.6-µm HV CMOS

Supply voltage 5 V (digital circuits), 16 V (stimulator output stage)

Implant supply Wireless inductive powering

Wearable transmitter
supply

Rechargeable 3.7 V battery

Power consumption
(stimulators)

31 mW*

Stimulation type Biphasic constant current pulsatile stimulation

Stimulation amplitude Primary ASIC: 8-bit current DAC, 0 µA – 1 mA, step size
4 µA
Secondary ASICs: 8-bit current DAC, 0 µA – 3 mA, step
size 12 µA

Pulse rate 1–500 pps, resolution ≤0.5 pps

Pulse duration Cathodic phase: 0–500 µs
Anodic phase: 1–8 times cathodic width

Number of stimulators 3, each driving 6 stimulating electrodes and 2 return
electrodes

Number of electrode
configurations

36

Inductive link
parameters

Primary coil: 32 mm diameter, 0.5 mm gauge, 5 turns,
1.85 µH Secondary coil: 28 mm diameter, 0.5 mm
gauge, 7 turns, 2.52 µH

Inductive link working
distance

3–11 mm

Received DC supplied
voltage

<17 V on the full receiver coil

Inductive link data rate 9.6 MHz carrier frequency, 400 kb/s OOK downlink,
600 kb/s PPSK uplink

Remote control radio
link

Bluetooth Low Energy

Control interface Matlab-based GUI for real-time stimulation control

Stimulator response
latency

9.4 ms

*Measured with the three stimulators all generating biphasic pulses at 40 pps with
1 mA in pulses amplitude and 100 µs per phase.

To examine the feasibility of chronic implantation, the
implant was evaluated in accelerated lifetime testing at 100◦C
for 15 consecutive days while powered on continuously. To
estimate the equivalent lifetime at body temperature, instead of
the empirical “10-degree rule” (Leenson, 1999), the Arrhenius
equation (Zhou and Greenbaum, 2010) was used. Activation
energies are rarely published, and none for hybrid circuits on
alumina were found, but similar work suggests it may range from
0.7 eV to 0.4 eV (Vanhoestenberghe and Donaldson, 2013; Lonys
et al., 2015). Using the lowest published activation energy of
0.4 eV, the acceleration factor is 18, or about 270 days at body
temperature. For activation energy of 0.7 eV, the acceleration
factor is roughly 84, suggesting an equivalent lifetime of ∼

1,260 days at body temperature, which is sufficient for most
chronic animal studies with active implantable devices reported
in the literature. The ceramic packaging approach has the
advantage of hermetic sealing over polymer packaging methods
(Dahan et al., 2012; Au et al., 2020), and is cheaper than
approaches using metallic protection.
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The electrical performance evaluation demonstrates the
stimulator’s capability of providing versatile stimulation on
multiple channels under real-time remote control. More
importantly, it demonstrated that the implantable stimulator can
provide truly parallel multichannel stimulation where current
pulses on different channels can occur at the same time with
minimal channel interference due to crosstalk. This feature
allows simultaneous, highly selective stimulation to multiple sites,
especially with different stimulation patterns on each site.

The implantable stimulator provides a versatile platform for
chronic experimental studies with freely moving animals for
applications involving peripheral nerves, such as vagus nerve
stimulation, spinal cord injury and hand neural prostheses.
Stimulation for up to 36 different electrode pairs can be facilitated
and connections to the electrodes are “plug & play” allowing the
use of different electrodes to suit each particular application.

Future work could consider the following enhancements in
the electronics:

1) Power Consumption: As the ASICs are implemented in
0.6 µm CMOS technology, the control logic and the low
voltage analog modules such as the 8-bit current DAC are
operating at a 5 V supply voltage. The power consumption
of these modules is over 20 mW. Implementation in a
more advanced CMOS process technology (e.g., 180 nm
HV CMOS), allows the supply voltage to the control logic,
biasing circuits and the current DAC to be reduced to
1.8 V or lower, reducing the power required. For example,
the integrated stimulator presented in Jiang et al. (2021)
is implemented 180 nm CMOS and consumes only 1 mW
when generating 50 Hz, 50% duty cycle current pulses of
16 mA. The energy consumed by the output stage circuit
can be reduced by dynamic compliance voltage techniques
(Samiei and Hashemi, 2021) and energy recycling methods
(Ha et al., 2019);

2) Physical Size: The power isolation scheme requires the
substrate of the parallel stimulators to be separated.
Using 0.6 µm CMOS technology, the stimulators have to
be implemented in separate ASICs. The use of silicon-
on-insulator (SOI) CMOS technology would allow a
single chip solution for all the stimulator circuits in
the implant. In addition, a high-frequency stimulation
scheme (Jiang and Demosthenous, 2018) allows on-chip
energy storage capacitors, which could further reduce
the physical size of the circuit layout. Furthermore, the
external current booster using THAT380 was external to

the stimulator ASICs, and could be eliminated with a new
stimulator ASIC design.

3) Communication Latency: In the first version transmitter
design (Jiang et al., 2016), an easyRadio ISM module
eRA900TRS was used for the communication with the
remote host, chosen for its low power consumption, but it
was found that the inter packet delay is not optimal. A BLE
radio link is chosen for the second version transmitter
design. In the 9.4 ms communication latency, 8.3 ms is from
the slow UART communication between the host computer
and the BLE dongle. This latency could easily be shortened
by selecting a higher UART baud rate.
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Novel neural stimulation protocols mimicking biological signals and patterns have
demonstrated significant advantages as compared to traditional protocols based on
uniform periodic square pulses. At the same time, the treatments for neural disorders
which employ such protocols require the stimulator to be integrated into miniaturized
wearable devices or implantable neural prostheses. Unfortunately, most miniaturized
stimulator designs show none or very limited ability to deliver biomimetic protocols
due to the architecture of their control logic, which generates the waveform. Most
such designs are integrated into a single System-on-Chip (SoC) for the size reduction
and the option to implement them as neural implants. But their on-chip stimulation
controllers are fixed and limited in memory and computing power, preventing them from
accommodating the amplitude and timing variances, and the waveform data parameters
necessary to output biomimetic stimulation. To that end, a new stimulator architecture
is proposed, which distributes the control logic over three component tiers – software,
microcontroller firmware and digital circuits of the SoC, which is compatible with existing
and future biomimetic protocols and with integration into implantable neural prosthetics.
A portable prototype with the proposed architecture is designed and demonstrated in a
bench-top test with various known biomimetic output waveforms. The prototype is also
tested in vivo to deliver a complex, continuous biomimetic stimulation to a rat model of a
spinal-cord injury. By delivering this unique biomimetic stimulation, the device is shown
to successfully reestablish the connectivity of the spinal cord post-injury and thus restore
motor outputs in the rat model.
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INTRODUCTION

Electrical stimulation has been long employed as a treatment
for neural disorders, such as Parkinson’s (Benabid et al., 1991),
epilepsy (Mogul and van Drongelen, 2014); treatment for pain
(Gerasimenko et al., 2008); restoration of sensory disorders, such
as vision (Weiland et al., 2005) and hearing (Moore and Shannon,
2009); rehabilitation of locomotion for spinal cord injury patients
(Taccola et al., 2018), among others. In most applications
the stimulation treatment is delivered in the form of charge-
controlled, constant-current or voltage pulses, usually repeating
as uniform pulse trains (Merrill et al., 2005). Accordingly, most
novel neural-prosthetic stimulator designs focus on this type of
conventional stimulation waveforms. Such stimulator designs, as
in work (Stanslaski et al., 2012), fundamentally employ circuits
with constant current or voltage sources and timers to turn
the sources on and off with a predefined uniform frequency
(Figures 1A,B).

Novel stimulation waveforms, shaped unlike the uniform
pulse trains, have been shown to be advantageous for specific
applications in therapeutics and research. Neural prosthetics

FIGURE 1 | Previously demonstrated novel protocols, uniquely different from
the traditional uniform pulse train (A) require additional stimulator features to
be generated. High frequency bursts (B,C) pulse frequency modulation (FM)
(D) varying inter-pulse-interval (E) and the biomimetic waveform (G) require
dynamic control of timing of individual stimulus pulses. Amplitude ramp (C)
energy efficient stimulus (F) and biomimetic waveform (G) also require
dynamic amplitude during the stimulus output. Uniquely, the biomimetic
waveform (G) requires an ability to store, process and output a relatively large
amount of stimulus data points to recreate the protocol. Some, but not all
such features were demonstrated in previous works. All these features are
available in the proposed stimulator architecture.

require unique design architectures to accommodate such
waveforms (Figure 1). For example, amplitude ramps, which
require dynamic control of amplitude in each stimulation pulse
(Figure 1C), have been shown to induce asynchronous neural
firings in the targeted tissue, leading to a more natural neural
activity (Formento et al., 2020). Neural stimulator employed by
Wagner et al. (2018) produces stimulation trains with multiple
discrete frequencies (Figure 1D) to enable locomotion in patients
with a spinal cord injury. Brocker et al. (2013), Eles et al.
(2020), and Soto-Breceda et al. (2018) demonstrate delivery of
a series of pulses with irregular inter-pulse-intervals to reduce
synaptic fatigue in retina tissue or improve therapeutic effects in
Parkinson’s treatments. Stimulators designed for these protocols
require a dynamic control of timing of each individual pulse
in the series (Figure 1E). Energy efficient waveforms with
exponential decaying amplitudes (Figure 1F) are demonstrated
by Lee et al. (2018), and require additional circuitry to control
the amplitude of the current pulse during its output. Finally,
Figure 1G shows a novel biomimetic stimulation waveform from
work by Taccola et al. (2020a,b) which was titled Dynamic
Stimulation (DS) and was created from an electromyography
(EMG) recording of the soleus (Sol) muscle of a healthy rat
during stepping. The complex waveform is empirically shown to
be significantly more effective than pulse trains in increasing the
excitability and neural connectivity of the spinal cord, potentially
advantageous in therapy post spinal cord injury. This protocol
requires a stimulator architecture which can dynamically control
all above parameters of the output current and reproduce a
relatively long, continuous, arbitrary waveform data, posing the
most complex challenge for stimulator design.

At the same time, long-term treatments using the above
stimulation protocols often require implementation of the
stimulator as an implantable neuroprosthetic, prompting
integrated and miniaturized design in the form of a System-on-
Chip (SoC) (Stanslaski et al., 2012; Sun and Morrell, 2014; Yip
et al., 2015). Although commercial stimulators, such as STG
4008 (Multi Channel Systems, Reutlingen, Germany) used by
Taccola et al. (2020a,b) support continuous arbitrary waveforms,
they cannot be translated to miniaturized implantable neural
prosthetics. Several state-of-the-art SoC-based designs, targeting
implantable applications, have been shown to support arbitrary
stimulation waveforms (Noorsal et al., 2012; Yip et al., 2015;
Kassiri et al., 2017; Piech et al., 2020). Yet, designs (Noorsal et al.,
2012; Yip et al., 2015; Kassiri et al., 2017) allow for maximum
length of the arbitrary waveform of 8–64 points, limiting the
application to controlling the shape of short repeating pulses,
rather than stimulating with true complex biomimetic signals.
Architecture of the design in Piech et al. (2020) allows for a longer
stream of arbitrary parameters for the output stimulus, but limits
the output signal’s duty cycle to <50% at amplitude resolution
of 3-bits, due to the inherent power limitations of the design, in
which a millimeter-sized neural implant is remotely powered by
ultrasound waves. This restricts the output to a series of discrete
stimulus pulses rather than a continuous biomimetic waveform.

A novel stimulator system is proposed to address the need
for supporting existing and future novel arbitrary biomimetic
waveforms, as well as all other waveforms outlined above,
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while also being suitable for implantable applications. The
proposed 3-tier control architecture, described in section “System
Architecture”, distributes the waveform generating logic onto
SoC, adopted from prior work (Lo et al., 2016), and the
external components of the system. Empowered by an additional
firmware layer, it provides flexibility to support a multitude of
stimulation protocols, while being compatible with implantable
neural prosthetics. A prototype is built and its performance is
demonstrated in section “Bench-Top Test” at the benchtop level.
Finally, the prototype is tested in vivo to increase excitability
of the spinal cord and restore connectivity in animal subjects
with spinal cord injury, and the results are discussed in section
“In vivo Tests”. This work expands on our previous report (Wang
et al., 2019), by adding further design details, signal analysis, new
bench-top test results and in vivo animal testing.

MATERIALS AND METHODS

Quantifying the Biomimetic Stimulator’s
Performance
The main requirement for the proposed system is to preserve
the key desired features of the biomimetic stimulation protocol.
These features are derived and quantified by analysis of the
biomimetic signal in the section below. Additional electrical
performance considerations, related to the data link and the
analog circuitries, are discussed in a further section. The
theoretical values and the values measured from the prototyped
system are summarized Table 1.

Signal Analysis of the Biomimetic Protocol
The novel biomimetic waveform, DS (Figure 1G) is used in
the in vivo test of our proposed stimulator prototype. DS
contains two key features – amplitude modulation (AM) and
frequency modulation (FM) – which are thought to contribute
to its unique efficacy in recruitment of neural networks.
A biomimetic stimulator design thus needs to preserve such
key modulation characteristics in its output. However, a high-
resolution stimulation output requires a hardware design that
has a larger size and a higher power consumption, which
conflicts with the design requirements of implantable or
wearable applications. The miniaturization of critical stimulator
components as SoCs results in decreased resolution in timing
and output current and reduced memory sizes, which may
distort the output stimulus signal and change its key AM and
FM modulations, as compared to desktop-sized, non-portable
commercial neural stimulators. In order to evaluate the impact
of reduced resolution on the key AM and FM features, the
DS signals are analyzed (blue trace in Figure 2A). The signal
is linearly scaled to limit the amplitude peaks to ±225 µA
(450 µA peak-to-peak), which was previously found to be
therapeutically effective in rat-model experiments similar to the
in vivo testing in section “In vivo Tests”. Next, the signal is
cropped in time domain from 30 to 3 s, retaining the original
2 ksps sampling rate. The chosen length of the crop at the original
sampling rate preserves the frequency variation of the signal. The
location of the crop is strategically selected to retain the large

amplitude variations of complete EMG bursts (orange trace in
Figure 2A).

To evaluate effects of the DS signal’s transformation on its
key features we plot a histogram of peak amplitudes and the
fast fourier transform (FFT) of the signal at each step, which
are displayed in Figure 2. A peak is defined as an extremum
(positive or negative) between each pair of consecutive zero-
crossings. Figure 2B shows that the original signal contains
peaks with amplitude values spanning from signal’s minimum to
maximum. The high count around the 0-amplitude represents
noise in the recorded physiological signal. The signal’s distinct
high-amplitude EMG peaks represent the motoneuron outputs
and are fewer compared to low-amplitude peak activity. The
histogram’s y-axis is plotted on a log scale to increase visibility of
both high-count and low-count bins. The FFT spectrum is plotted
on a 10-log dB scale after the signal is squared to represent its
power. The FFT spectrum shows a notch at 60 Hz created by a
line noise filter and a relatively higher power in the 100–1000 Hz
band as typical of EMG signals.

Figure 2C shows that cropping the signal in time domain
by 10× reduces the values on the bin counts in the histogram
proportionally, as expected, but the distribution of the peak
amplitudes remains the same. The number of points of the
FFT plot is reduced proportionally to the signal length but the
frequency content is otherwise unchanged. The quantization
step shown in Figure 2D transfers some peak amplitudes across
histogram bins but otherwise no notable difference is seen.

TABLE 1 | Performance of the biomimetic stimulator prototype.

System’s Signal Analysis: Theoretical vs. Measured

Parameter Original DS
signal

Time-cropped
and quantized
signal

Measured
system
output

1 (Original DS –
measured output)

Amplitude
range of
positive
peaks

181 µA/0.344 V4 176 µA/0.334 V4 0.376 V +9.3%1

Amplitude
range of
negative
peaks

225 µA/0.428 V4 223 µA/0.424 V4 0.418 V −2.3%1

Wiener
entropy

−2.19 dB −2.17 dB −1.87 dB +3.8%(+0.32 dB)1

System’s electrical performance

Parameter Stimulation data
bitrate

Output
compliance
voltage3

Maximum
accepted
electrode
impedance3

Charge balance
mechanism3

Value 133 kbps ± 10 V 24 k�+2 Passive charge
dissipation

1Values include 60 Hz noise and a high-frequency noise aliased into the signal band
during the oscilloscope data capture.
2Upper impedance limit is stated for maximum stimulation current of 500 µA; if
current is lowered, the limit increases.
3Values presented for reference from prior work (Lo et al., 2017).
4Current values of the signal are converted to voltage through RS resistor of the
Randles Cell model.
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FIGURE 2 | A physiological recording used as a biomimetic stimulation protocol Dynamic Stimulation (DS) is transformed to conform to the typical hardware
limitations of the System-on-Chip (SoC)-based stimulators. The key characteristics responsible for therapeutic efficacy of this signal (amplitude and frequency
modulations) are preserved through the transformation process. (A) Original signal (blue) contains bursts corresponding to rhythmic stepping of an animal on a
treadmill. The signal was strategically time-cropped, from 30 to 3 s, to preserve the wide range of peak amplitudes and frequencies while saving memory space in
the proposed stimulator system. (B) Original signal’s statistic of peak amplitudes and frequency content defines a baseline for the comparison. The dip in the
spectrum at 60 Hz is created by the “line” noise filter. (C) The time-cropped signal’s peak amplitude counts and the number of FFT samples are reduced
proportionally with the length. The general shape of the histogram and frequency content is notably generally unchanged. A dip at the ∼140 µA bin results from a
reduced number of high amplitude peaks in the time-cropped signal as it contains less high amplitude bursts as compared to the original signal. (D) The quantization
step reduces the resolution from the 14-bit precision of the recording amplifier that captured the original signal to the 8-bit output resolution of the neural stimulator
SoC employed in this work. The amplitude statistics are and FFT are notably unchanged and this final signal is used in the proposed system and the in vivo testing.

In addition to qualitative observations of the histograms,
the modulation of the amplitude is also quantified by the
range between the largest and the smallest amplitude peaks,
measured separately in positive and negative directions. The peak
amplitude ranges are 181 and 225 µA for the original DS signal
(positive and negative, respectively), and 176 and 223 µA for the
pre-processed signal.

The modulation in frequency is quantified by the flatness
of the frequency spectrum, which indicates how uniformly the
signal power is distributed over its bandwidth. Wiener entropy
defines spectral flatness as the ratio of geometrical mean to
arithmetic mean of the power in all frequency bins, usually
reported in decibels.

Wiener entropy =
N
√∏N−1

n=0 x(n)∑N−1
n=0 x(n)
N

=
exp( 1

N
∑N−1

n=0 ln x (n))
1
N

∑N−1
n=0 x(n)

,

N = number of frequency bins (1)

This measurement will thus be much below 0 dB for a
signal with a frequency content concentrated in single or few

frequency bands, as is the case for traditional tonic stimulation
protocols. The biomimetic protocol should instead measure close
to 0 dB, signifying that the frequencies are modulated more
evenly across the spectrum. Indeed, the Wiener entropy for
the original DS signal and the pre-processed signal are −2.19
and −2.17 dB, respectively. These quantities are recorded are
recorded in Table 1.

The preliminary signal analysis suggests that the key AM and
FM features of the DS waveform can be retained while it is
carefully condensed to reduce the resource usage in the proposed
stimulator. To ensure that the prototyped stimulator can deliver
this signal correctly, its output is measured in section “Bench-
Top Test” at bench-top test and compared to the quantities
above, and its efficacy is empirically validated in vivo in section
“In vivo Tests.”

Electrical Performance of the Biomimetic Stimulator
A key requirement for the implementation of the proposed
architecture is to adhere to the maximum bitrate available for
its data link. Compared to the conventional, tonic stimulation,
the biomimetic protocol contains more information due to
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FIGURE 3 | Possible ways to distribute control logic to create the required stimulation waveforms. (A) The logic is integrated solely into the digital circuits of the SoC.
Provisions are made for a limited set of output waveforms with short, periodically repeating patterns. The design is fixed and future waveform protocols would require
challenging and costly redesign of the SoC. (B) The control logic is distributed into 3-tiers and accommodates a variety of arbitrary and biomimetic stimulation
waveforms. The logic can be reprogrammed for future protocols relatively easily and at low cost.

its longer length and varying amplitude, which needs to be
transmitted to the stimulating component (here: the SoC). In
the case of a wireless implementation, the available bitrate
depends on the data telemetry link employed. Prior art on
neural implantable interfaces by Noorsal et al. (2012) and Piech
et al. (2020) report transmission bitrates of 2 and 1.85 Mbps,
respectively. Additionally, a commercially available medical-
band RF transceiver chip ZL70103 (Microchip, Chandler, AZ,
United States) can support 800 ksps raw wireless data rate
distributed as 70% effective data and 30% communication
overhead. Finally, the SoC adopted here includes an on-
chip telemetry with a previously demonstrated continuous
transmission rate of 2 Mbps, free of overhead aside from what
is already included into the native stimulation data packets.
The actual command bit rate to the SoC during output of
biomimetic protocol is measured in section “Bench-Top Test”
and recorded in Table 1, to confirm compatibility with reported
maximum data rates.

Other commonly cited analog electrical performance
measurements of the stimulator, such as output compliance
voltage, accepted electrode impedance range, charge cancelation
mechanisms, are independent of the proposed control
architecture, and are instead specific to the in vivo applications
targeted by the stimulator. These properties of the adopted
stimulator SoC were measured in prior works for application to
spinal cord implants and are summarized in Table 1 for reference.

System Architecture
Neural stimulators take stimulation parameters as an input
and administer the stimulation by repeatedly turning its
output current or voltage sources on and off at designated

times according to control logic. Specifically, traditional
implementations of a miniaturized or implantable neural
interface typically achieve this by employing an on-chip
controller designed to deliver a specific type of stimulation.
An external device communicating with the stimulator then
only serves the purpose of updating a limited set of stimulator’s
parameters and triggering a start and stop of a predefined
protocol (Stanslaski et al., 2012; Shahdoost et al., 2018; Zhou
et al., 2019). Such designs have no or limited abilities to support
the next-generation biomimetic protocols discussed in sections
“Introduction” and “Quantifying the Biomimetic Stimulator’s
Performance.” If the physiological research evolves to require
a significant update to the in vivo experiment design, a need
to change the default mode of stimulation can arise which can
require a difficult hardware revision.

For example, Wagner et al. (2018) collaborated with
Medtronic (Minneapolis, MN, United States) to upgrade the
hardware of a single-frequency periodic stimulator Activa
RC (Medtronic, Minneapolis, MN, United States) to enable
support for multiple discrete frequencies as needed during the
experiments. Any future changes to experiment requirements,
such as a need to modulate amplitude, phase and/or frequency
across an arbitrary continuous range, would necessitate further
hardware changes, which are especially expensive in implantable
systems. This expense can be avoided in a design where the
controller of the stimulation waveform is partially distributed
outside of the neural interface itself, where the changes can be
easily made by firmware and software updates.

To this end, the stimulator architecture proposed here
provides the flexibility to support both conventional pulse-train
protocols and other existing and future biomimetic protocols by
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FIGURE 4 | A continuous, gapless arbitrary stimulation waveform is created
by interleaving two stimulation channels for each electrode. (A) A gap
between stimulus pulses arises while using the custom SoC (Lo et al., 2016)
adopted for this work, as each channel’s local controller is unable to receive
parameters of the next stimulus pulse, while outputting the current one. Thus,
SoC ch1’s local controller can accept a new command only after ch1
completes its current output pulse. The resulting gap between current and
next pulses equals command length plus command-processing time.
(B) While ch1 output is in progress, a command is sent and accepted at ch2’s
controller, which sets up and fires the next pulse without the gap. (C) Arbitrary
continuous waveform at each stimulation electrode can be created by
connecting it to the output of two channels on the stimulator and assigning
odd and even waveform samples to each respective channel.

integrating software, firmware, as well as digital circuitry into a
unified control logic.

Logic Architecture for Arbitrary Waveform Generation
Figure 3 shows options for an architecture of a stimulator’s
control logic. A traditional approach in Figure 3A uses on-
chip digital circuits to form a memory register and stimulation-
specific finite-state machines to generate the output signal. The
memory register receives basic configuration parameters from an
external device, and the state machine executes “hardwired,” fixed
stimulation patterns, which are typically periodic square waves
with constant frequency, amplitude and pulse-width. While the
on-chip digital circuits can be designed to support multiple types
of waveforms, this option is constrained by the available chip
area, due to high-cost of custom silicon wafer fabrication and
utilization of the area by the increasing output-channel count
in novel stimulators. Additionally, the set of waveforms remains
fixed, and is not adaptable to new stimulation protocols without
a major chip redesign.

Figure 3B instead proposes a control architecture distributed
among three tiers of devices, all typically present in a miniature
neural stimulator system. The system architecture requires
the SoC logic to only execute a single stimulation pulse per
each data packet received, which relieves the need to define
the full stimulation waveform by on-chip circuits. Instead
this information is defined and programmed in the external
computing device such as a handheld tablet, typically with a
graphical interactive User Interface (UI). The UI software takes
input from the users or the experiment subjects and generates
the necessary, arbitrary-shaped stimulation waveform in a form
of a data structure, such as a multidimensional array. The data
structure is then transmitted to the Data Relay (DR) module
using a ubiquitous link such as Wi-Fi or Bluetooth.

The DR module is located close to the stimulator SoC, either
in the same physical enclosure for non-implantable stimulators

FIGURE 5 | The components of the proposed system can be arranged for wireless or wired implementations. (A) While the wired option is easier to implement and
provides a stable and constant power, an external connector can disturb normal behavior and has increased risks of infection due to wire-through-skin. This option
is best used for prototype testing and acute testing. (B) The wireless option is more complex due to challenging wireless data and power links. But the intact skin
reduces chances of infection, and chronic experiments can be conducted with normally behaving animals. The wireless approach is further translatable for chronic
human therapeutics.
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FIGURE 6 | Design details of the biomimetic stimulator prototype. (A) Block diagram and schematic of the hardware. Wired arrangement was chosen for initial rapid
prototyping and in vivo verification. (B) Functional blocks of the software and firmware of the prototype.

or just outside of the body for implantable ones. The DR
module’s purpose is to establish a reliable transmission (wired
or wireless) of stimulation information to the SoC in the form
of data packets. Each packet contains parameters for a single
stimulation pulse for each channel and a trigger command to

“fire” the pulse when received by the SoC. The timing of the
packets defines the sampling rate of a continuous arbitrary
stimulation waveform, such as in section “Quantifying the
Biomimetic Stimulator’s Performance,” or the repetition rate for
discrete pulses. As the processing power required to convert a
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FIGURE 7 | Physical implementation of the wired prototype of the biomimetic
stimulator. (A) The stimulator SoC in a Quad Flat Package (QFP). (B) CC3200
Microcontroller Unit (MCU) from the Data Relay circuits. (C) Power relay
circuits. Other system components are arranged below the visible ones.

stimulation waveform table to individual data packets is low, the
module can be implemented using a low-cost, low-size and low-
power Microcontroller Unit (MCU) with a built-in memory. In
the implantable configuration, the externally positioned DR is
wirelessly linked to the implanted SoC, thus the quality of the
wireless link is critical to transmit an uninterrupted stimulation
protocol. Reliable wireless connection to the SoC can be readily
achieved by one of the integrated data links described in section
“Electrical Performance of the Biomimetic Stimulator.”

A unique challenge in the proposed architecture can arise due
to limitations of the on-chip digital controller which leaves a
small gap in time between any two consecutive output stimulus
pulses (Figure 4). This gap may be irrelevant for stimulation
protocols with discrete pulse patterns, but it must be carefully
managed for continuous biomimetic stimulation waveforms
such as in section “Quantifying the Biomimetic Stimulator’s
Performance,” where the gaps would add undesired frequency
content and thus alter the key characteristics of the waveform.
The mitigation of this challenge is illustrated in Figure 4.

In the SoC stimulator employed in this work (Lo et al., 2016)
local digital-control circuits for each stimulation channel are
individually collocated with the corresponding output current
drivers (Kuanfu and Liu, 2009). This enables independent control
of each channel’s output timing and amplitude, as demonstrated
in section “Bench-Top Test,” and scalability for a higher channel
count. But the individual memory register at each channel’s local
controller, which holds that channel’s stimulus pulse parameters,
does not accept any updates while it’s reading these parameters
and outputting the corresponding pulse. The command for
the following pulse must be thus sent only after the present
pulse is completed (Figure 4A). This creates a minimum gap
between each channel’s output pulse equal to the length of the
command’s bit stream plus the processing time taken by the local
controller. To eliminate the gap, two current output channels
can be connected together (Figure 4B). When the first channel

is firing an output pulse, a configuration command is sent to
and processed by the second channel’s controller, which is set
to fire immediately after, without a gap. The gap-less continuous
stimulation output with interleaved channels is demonstrated in
a bench-top test in section “Bench-Top Test” and the in vivo
demonstration in section “In vivo Tests.”

Implementation of the Stimulator
Prototype
The multi-tier control architecture can be implemented as either
a wired or a wireless neural interface. Both options integrate
all three components and are shown in Figure 5. The wired
arrangement can house the DR circuit on the same substrate, such
as a Printed Circuit Board (PCB), as the stimulator SoC and has
a physical connection to the stimulating electrode. The wireless
implementation instead has an implantable SoC and electrode
and usually places the DR module outside of the skin. The UI
device can be a detached, handheld device in both cases, making
it convenient for the operating user.

While the wired option is easier to implement due to reduced
complexity and provides a stable and constant power supply
to the SoC, it increases the risk of skin infection due to the
protruding physical wire, and is most useful for acute testing of
the device or protocols. Even so, the small component-count of
this architecture can reduce the size of such “wired” devices and
make them portable and convenient for research applications.
The wireless configuration requires a wireless data and optionally
a wireless power link, although a battery can be implanted as well.
This also requires an antenna (for a far-field link) or a coil (for a
near-field link). The absence of wires enables chronic applications
for therapeutics or testing, assuming a biocompatible packaging
for the implanted device. It also allows experiments with freely
behaving animals. The Wi-Fi or Bluetooth link between the UI
module and the DR module is easily implemented for both
options as the two modules are externally positioned and thus
are not power or space constrained. The biomimetic stimulator
prototype in this work is implemented with the wired option.

Figure 6A shows the detailed block diagram of the prototype’s
hardware. The hardware is designed in three parts: the power
module which provides the required supply voltages, the DR
module which receives control from the UI device and sends the
necessary command packets to the SoC, and the stimulator SoC
whose outputs connect directly to the electrode array. The SoC
has an output current range of −500+500 µA per channel with
8-bit resolution (including the sign bit), an output compliance
voltage of ±10 V (accounting for headroom required for current
sources), can thus accept electrodes with impedance up to
∼20 k� at maximum current, and higher for reduced current.
The SoC also supports passive charge cancelation to dissipate any
residual unbalanced charge during stimulation as needed. These
SoC parameters aren’t affected by the control architecture, are
directly inherited by the system and recorded in Table 1.

The DR module employs the CC3200 MCU board with
custom firmware which takes input from the UI device via Wi-
Fi and outputs data via serial to parallel interface (SPI) to the
data level shifters. The voltage level shifters translate MCU’s logic
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FIGURE 8 | In vivo test results I. The stimulator prototype delivers a DS protocol and increases excitability of an intact spinal cord of an animal subject during and
post protocol delivery. (A) Animal type used in this experiment. (B) The diagram of the epidural electrode array shows the electrodes to which stimulation was
delivered. Two DS stimuli were delivered simultaneously in a bipolar configuration (red arrows) using the stimulator prototype. An auxiliary stimulation “test pulse” is
delivered in the middle of the spinal cord (gray arrow) to test the responsiveness of the motor outputs. The test pulse intensity is adjusted to evoke consistent
electromyography (EMG) responses in all muscles. (C) DS protocol increases the responsiveness of the motor outputs to test pulses at the right Sol muscle. (D) Five
evoked response plots were randomly selected from the pre-DS and post-DS recording section to illustrate the resulting range of amplitudes. (E) EMG response
levels at the right Sol are quantified over time of the experiment. Middle response notably increases due to DS protocol. (F–H) The test pulse intensity is reduced to
emulate a decreased spinal cord connectivity occurring in cases of spinal cord injury. (F,G) While pre-DS responses are relatively decreased or absent, post-DS
responses are restored in all muscles. (H) Sustained increases of Middle Responses are noted in motor outputs of all four EMG electrodes.

levels (0−3.3 V) to levels compatible with the SoC (−1.8–0 V).
The power module converts 3.7 V from a rechargeable battery to
five regulated supply voltages: ±12 and ±1.8 V for the SoC and
3.3 and −1.8 V for the DR module. The power module uses an
off-the-shelf DC-to-DC converter and five low-dropout voltage
regulators by Analog Devices (Norwood, MA, United States).
The DC-to-DC converter (ADP5070) generates ±15 V from the
battery. The±15 V are then down-converted to±12 V to supply
the SoC by ADP7142 and ADP7182 regulators, respectively. The
±1.8 V for the SoC are then generated from±12 V through other
ADP7142 and ADP7182 regulators. The 3.3 V for the DR circuits
is regulated from the battery directly by ADP7158 regulator.
Figure 7 shows a photo of the wired prototype hardware which
is sized 14 cm× 10 cm× 5.5 cm. The SoC is packaged in a Quad

Flat Package (QFP) to interface with the peripheral electronics
and the stimulation outputs.

Figure 6B shows the functional diagram of the prototype’s
software for the UI device and firmware for the MCU. The
software algorithm translates user input, which describes the
chosen stimulator protocol, into a sequence of configuration
parameters compatible with the stimulator SoC and sends them
to the MCU. The MCU generates one data packet on-the-fly for
each stimulus pulse in the protocol sequence and sends it to
the SoC by the serial interface, following the logic architecture
described in section “System Architecture” and Figure 3. The
time interval between pulses is controlled by the MCU’s timer
and can be a constant or a randomized value, as selected in the
user input. The MCU firmware periodically checks for presence
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FIGURE 9 | In vivo test results II. The stimulator prototype repeats the in vivo test in a rat subject with a completely transected spinal cord. (A) Animal type used in
this experiment. (B) Transection is made at the Th10 level (white vertical bar). While the DS protocol is delivered to the same electrode locations as in in vivo test I,
the test pulse is delivered to different electrodes, which were experimentally chosen to ensure the presence of EMG responses with the spinal cord transection prior
to application of DS. (C–E) Notably, although consistent responses were not present in the left motor outputs pre-DS, due to the transection, consistent responses
appeared on all four EMG electrodes at significantly increased amplitude levels post-DS. This demonstrates the efficacy of the stimulator prototype, which effectively
delivers the DS protocol to exploit any spared spinal cord connectivity and restore the motor outputs following a spinal cord injury.

of updated protocols from the UI device, to accommodate a
closed-loop experiment setup.

In vivo Animal Preparations and Test
Procedures
Experiments were performed on two adult rats (250–300 g
body weight, one female Sprague Dawley and one male Long
Evans). All procedures received approval by the Animal Research
Committee of UCLA, and abide by the guidelines provided by the
National Institutes of Health (NIH) Guide for the Care and Use
of Laboratory Animals. Initially, the animals have been sedated
with isoflurane gas, constantly flowing at 1.5−2.5%, followed by
urethane (1.2 mg/Kg, i.p). Afterward, the tibialis anterior (TA)
and Sol muscles have been bilaterally implanted with recording
wire electrodes (AS 632, Cooner Wire Co., Chatsworth, CA,
United States) for intramuscular EMG. The recorded EMG

signals were band-pass filtered to a 10 Hz to 5 KHz band,
notch filtered at 60 Hz, amplified with gain 100 or 1000 using
a differential AC amplifier (DP-304A, Warner Instruments, CT,
United States) and finally digitized at 20 or 100 KHz (PowerLab R©,
ADInstruments, Australia). Electrical stimulation was delivered
using a high-density multi-electrode array fabricated with three
longitudinal columns and five horizontal rows of platinum-
based electrodes (Chang et al., 2014; Taccola et al., 2020b). The
array was implanted in the epidural dorsal space from L1 to
S1 spinal levels following a Th12 to L2 vertebrae laminectomy,
which dorsally expose the spinal cord. The second rat received a
complete transection of the spinal cord performed at Th10 spinal
level. To determine the threshold intensity for each preparation,
rectangular pulses were delivered at 0.33 Hz starting from 100 µA
and increasing at 100 µA increments. The threshold was defined
as the minimum intensity which elicited a consistent EMG
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FIGURE 10 | Bench-top test setup is used for verification and demonstration of the prototype of the proposed biomimetic stimulator. (A) The illustrated arbitrary
waveform is sent to the stimulator, which delivers the current-mode protocol to the emulated loads. The resulting voltage output is captured by the oscilloscope.
(B) The electrode-tissue interface of the spinal cord epidural electrode is modeled by a Randles cell to investigate the stimulator performance under delivery of DS
protocol. Vtissue node represents the resulting voltage potential experienced by the neural tissue, which doesn’t include the capacitive effects of CDL. Velectrode node
represents the voltage experienced by the SoC’s output current sources, which includes the effect of CDL.

response from all muscles. Lowering the strength of stimulation
to sub-threshold level caused seldom deletions in at least one
muscle’s responses. In the intact Sprague Dawley the threshold
was equal to 500 µA, was regularly checked during the course
of the experiment and remained consistent. To continuously
monitor the motor responses, a 0.33 Hz train of test pulses at
threshold was delivered before, during and after the application
of DS. The effect of DS was quantified in the first 60 s of its
application as the change in the peak amplitude of the responses,
expressed as a percentage of the respective pre-DS, baseline
values. Additionally, animals were kept under anesthesia over a
heating pad (37◦C) throughout the duration of each experiment.
At the end of all experiments (4 h), animals were sacrificed
with isoflurane and sodium pentobarbital (IP, 80–100 mg/Kg)
followed by a cervical dislocation.

Both the DS and the square test-pulses were delivered
concurrently to the same epidural electrode array but at different
electrode locations. The prototype stimulator delivered DS to
the four corner electrodes of the array, marked by the red
arrows in Figures 8B, 9B. As demonstrated previously, this
positioning allows this novel protocol and its key properties
(section “Quantifying the Biomimetic Stimulator’s Performance”)
to increase the recruitment or excitability of the myelinated fibers

of the spinal cord under the full area of the electrode array.
Simultaneously, a 0.1 ms-wide square pulse repeating at 0.33 Hz
was delivered to electrode locations marked with gray arrows
(Figures 8B, 9B) by a commercial stimulator STG 4008 (Multi
Channel Systems, Reutlingen, Germany). The electrode locations
for these square pulses were chosen experimentally in each rat
to evoke the EMG responses in the TA and Sol muscles of left
and right legs. To ensure consistent EMG responses, the intensity
of test-pulses was adjusted as described above and in the section
“Results.”

RESULTS

Bench-Top Test
The biomimetic stimulator prototype is demonstrated in a bench-
top test by generating a variety of waveforms, including a
random-period pulse train, a multi-channel arbitrary pulse trains,
each with independent parameters, and a continuous biomimetic
DS stimulation pattern. The hardware prototype is controlled
by the UI app on an Android tablet, which has preloaded
test protocols including the biomimetic DS waveform. During
the initial functionality demonstration, each stimulation output
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FIGURE 11 | Bench-top test results demonstrate a variety of pulse trains
protocols. (A) Multi-channel stimulation with random inter-pulse-interval,
which follows an exponential distribution. (B) Magnified view of panel (A)
shows the different pulse widths and start delays among different channels.
(C) Multi-channel stimulation with independent control of waveform,
frequency, amplitude and pulse timing. (D) Magnified view of panel (C).

channel is connected to a 10 k� resistor. The oscilloscope
captures the resulting waveforms and thus measures the output-
current stimuli delivered to the resistive loads (Figure 10A).

Additionally, to better emulate the epidural multi-electrode
array used in the in vivo experiment during DS protocol output,
the resistive load was substituted for a Randles cell circuit
(Randles, 1947), which models the electrode-tissue interface
(Figure 10B) and its capacitive effects. The CDL, RCT , and RS
values of the model were set to 220 nF, 15 and 1.9 k�, as measured
during the electrode characterization in previous work.

Importantly, the voltage in a tissue is generally not affected by
the RCT and CDL effects at the electrode interface. This is because
the stimulation current will flow into the RS of the tissue and
out of the ground electrode unaltered by the CDL, following the
Kirchhoff’s laws. Thus, the voltage potential in the tissue, Vtissue,
which affects the membrane potentials of the targeted neurons,
will be created by the stimulation current and only RS (reduced
in magnitude depending on how far the neuron is located from
the site of stimulation). The stimulator’s performance is then
validated using the recorded Vtissue signal. Still, for the above to be
valid, Velectrode potential must not exceed the compliance voltage
of the SoC current sources, otherwise the output current will be
distorted from the intended values. This is validated by analysis
of Velectrode signal recorded during the DS output.

The randomized period pulse train stimulation is
demonstrated in Figures 11A,B The resulting multi-channel
pulse trains exhibit random IPI which follows an exponential
random distribution and has been shown to reduce undesired
neural adaptation in epiretinal stimulation (Soto-Breceda et al.,
2018). The mean period is 30 ms with current amplitudes set
to 0.5 mA and pulse width set between 1 and 4 ms among the
available channels. Pulse timing offset (phase) can be set among
the stimulation channels during this random IPI protocol,
which further demonstrates versatility of the prototype’s
logic architecture. Figures 11C,D demonstrates the capability
to output multi-channel arbitrary pulse trains, each with
independent control of waveform, frequency, and amplitude.
This protocol was output simultaneously on 16 channels but
only the first four channels are shown due to the limitation
of the four-channel oscilloscope. The oscilloscope’s channel 1
(yellow) demonstrates a ramp waveform on both anodic and
cathodic phases at 200 Hz with a 10 Hz pulse train frequency.
Channels 2 (pink) and 3 (blue) demonstrate random firing
patterns at low and high frequency (40, 250 Hz). Channel 4
(green) demonstrates a high frequency burst (500 Hz) with a
burst-repetition frequency of 40 Hz.

Figure 12 demonstrates the prototype’s ability to generate
a continuous biomimetic stimulation waveform. The signal
is preprocessed as in section “Quantifying the Biomimetic
Stimulator’s Performance” and loaded into the UI device. The
UI device’s software further interleaves the signal onto two SoC
outputs for gapless waveform. Figure 12A shows the resulting
DS output (blue) generated by the stimulator as measured at
Vtissue Randles cell node. The desired DS current-mode protocol
(orange) from section “Quantifying the Biomimetic Stimulator’s
Performance” is then multiplied by the RS value to convert the
data to voltage and to match the scale of the recorded signal.
The zoomed in bottom panel shows that the two waveforms
are similar, aside from the high-frequency noise aliased into the
signal band due to low sampling frequency of the oscilloscope
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FIGURE 12 | Bench-top demonstration of multi-channel continuous DS waveform mimics a recorded EMG signal, which has been shown to be effective in epidural
spinal cord stimulation for restoring motor function. (A) Stimulator output recorded at Vtissue (blue) is compared to the desired biomimetic protocol waveform
(orange). The signals are similar as intended, demonstrating the prototype’s ability to deliver gapless and continuous stimulation protocols. (B) Output recorded at
Velectrode (green) is compared to the signal at Vtissue (blue). The electrode signal is higher in amplitude due to the added voltage drop across the CDL capacitor, which
integrates the output current pulses, but is within the compliance limits of the SoC output current sources with significant margin. (C) The DS output of the stimulator
(blue) is analyzed against the desired biomimetic protocol (orange).The biomimetic current protocol is multiplied by the RS value to convert it to voltage units.
Histograms of amplitudes of signal peaks and frequency spectrums of the signals are plotted. (D) Clock and data digital inputs to the SoC are plotted. Spacing
between data packets identifies the sampling rate of the output stimulus signal. Total time period of a packet helps calculate the number of bits it contains, by using
the clock period (E). Combination of information in panels (D,E) yields the total data bitrate of the DS biomimetic stimulation waveform.

when recording long signals, and its lack of anti-aliasing filter.
The signal is quantized as expected and the temporal resolution
of 500 µs preserves the original signal’s sampling rate of 2 ksps.

Next, Figure 12B compares the signal recorded at Velectrode
(green) against the signal at Vtissue (blue). The Velectrode signal
is larger in amplitude because the RCT and CDL voltage drop
is in series with the RS voltage. The minimum and maximum
potentials at the Velectrode during DS output are measured to be
−0.903 and 0.760 V, respectively. These values are much lower
than the ±10 V compliance limits of the SoC current sources,
facilitating them to deliver the intended output current. The
bottom panel zooms in on the Velectrode waveform, which exhibits
RC exponential settling as the current pulses are integrated by

the CDL, which is also superimposed on the Vtissue potential. The
charge build-up on the capacitor is frequently discharged when
the DS signal changes polarity. This DS protocol output delivered
by the stimulator prototype was tested in vivo as described in
section “In vivo Tests.”

Following the methods of section “Signal Analysis of the
Biomimetic Protocol,” the histogram of peak amplitudes, and the
frequency spectrum of the signal are plotted in Figure 12C (blue).
The desired DS signal multiplied by RS (as above) is also analyzed
and superimposed on the plot (orange). The comparison of the
two signals demonstrate that the modulations in amplitude and
frequency at the output are largely preserved as intended. Still, a
few differences are noted.
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TABLE 2 | Comparison of state-of-the-art SoC-based arbitrary waveform neural stimulators.

State of art IOUT max IOUT resolution,
bits

# of stim chan Continuous gapless
stim?

Max. length of arbitrary
waveform, (# points)

Demonstrated in vivo?

Piech et al. (2020) 400 µA 3-bits 1 No Not SoC limited1 Yes

Yip et al. (2015) 500 µA 6-bits 8 No 8/phase No

Kassiri et al. (2017) 1.35 mA 8-bits 64 No 32/phase Yes

Noorsal et al.
(2012)

1 mA 5-bits2 1024 No 64 Yes

This work 500 µA 8-bits 32 Yes Not SoC limited1 Yes

1Waveform is stored outside of the SoC in an external device and is limited by the PROM size, which can be chosen arbitrarily large with respect to the length of known
biomimetic waveforms.
2Design provides limited control of the shape of the 64-point arbitrary waveform within the IOUT resolution. E.g., each subsequent point can be increased or decreased
by 1 LSB relative to the previous or scaled by 0.5× or 2× relative to previous, but the absolute value of each point can’t be set.

The FFT of the prototype’s output has higher content in the 60-
Hz band due to 60 Hz noise present on the bench top setup. Low
frequency band exhibits higher power, possibly due to aliased
high-frequency switching noise as explained above. The same
added noise likely affected the output signal’s histogram (blue)
by pushing some of the peaks from their original bins into the
neighboring ones. It’s noticeable in the −0.250 V bin, where the
peak count was low to begin with.

Quantitatively, the range of the amplitude peaks of the output
signal are 0.376 and 0.418 V in positive and negative directions,
respectively. These values deviate by +9.3% and −2.3% from
the corresponding values of the original DS signal. The Wiener
entropy for the captured output is −1.87 dB, which deviates by
+0.32 dB or 3.8% on a linear scale. The measured values have
deviated from the ideal by less than 10%, mostly in the direction
of higher levels of modulation in amplitude and frequency. The
values are recorded in Table 1, and the efficacy of the resulting
output signal with respect to the therapeutic effect is empirically
verified in vivo as described in the next section.

Finally, the command data rate is verified by capturing the
data and clock signals at the SoC digital inputs (Figure 12D). The
number of bits in a data packet can be calculated by measuring
the distance between the start and end of the packet (133 µs) and
dividing it by the clock period (here: 0.5 µs, Figure 12E). Each
resulting 266-bit command packet produces two consecutive
pulses in an output with 0.5 ms width each (per the gapless
schema in section “Logic Architecture for Arbitrary Waveform
Generation”). This command repeats with a period of 1 ms. The
total data bitrate is 266 bits/packet× 1000 packets/sec = 133 kbps.
The value is recorded in the Table 1 and is well within the bitrate
supported by the data links discussed in sections “Quantifying the
Biomimetic Stimulator’s Performance” and “Simultaneous Power
and Data Telemetry in an Implantable Implementation.”

In vivo Tests
The efficacy of the proposed architecture was demonstrated
in vivo with DS protocol. The in vivo test is a shorter version
of the previously published in vivo works with this protocol. As
shown, DS delivered by the prototyped device is able to increase
the excitability of intact and transected spinal cords in rats.
The excitability was concurrently measured by administering a
series of current-mode square test-pulses at the spinal cord and

recording the amplitude of the EMG responses from leg muscles.
The details of the in vivo results are described below.

In vivo Test I Results: Intact Spinal Cord
A Sprague Dawley rat with the intact spinal cord (Figure 8A)
exhibited consistent motor responses in all four EMG electrodes
for 0.1-ms test-pulses at threshold amplitude of 500 µA
administered to L3/L4 levels (Figure 8B). EMG responses from
right Sol muscle before, during and after DS protocol, are
shown in Figure 8C. Zoom-in plots in Figure 8D show distinct
early response (ER), middle response (MR) and late response
(LR) (Gerasimenko et al., 2008) with different amplitudes
pre-DS as compared to post-DS. Pre-DS peak values are:
ER = 17.98 ± 1.35 µV, MR = 22.67 ± 2.59 µV and
LR = 10.06 ± 1.78 µV, averaged for n = 20 repeated pulses,
as quantified in Figure 8E. Based on the same plot, the change
in EMG responses due to the delivery of DS protocol can be
calculated as percentage of pre-DS levels. The MRs increased to
167%, while ERs and LRs changed to 77 and 102%, respectively,
as averaged for n = 10. The effect of DS on the amplitude of MRs
persisted for at least 1 min after its end, peaking at 170%, averaged
for n = 20.

The experiment was repeated with test pulses at a reduced,
sub-threshold level of 350 µA, while DS was kept at the
same level. This test emulates the reduced signaling condition
which occurs when an injury to the spinal cord decreases
its connectivity. Due to the sub-threshold level of test pulses,
pre-DS MRs were minimal (Figure 8F) and inconsistent, with
noted deletions. Again, the DS protocol increased the responses
in all muscles (Figure 8G). Average pre-DS MR levels were
measured as 27.56 ± 4.01 µV for rTA; 20.52 ± 1.51 µV for rSol;
17.22 ± 8.38 µV for lTA and 29.12 ± 3.52 µV for lSol at n = 20
(Figure 8H). During DS the levels increased to rTA = 134%;
rSol = 148%; lTA = 124%; lSol = 126% of pre-DS with n = 10.
The increase has persisted post-DS, peaking at rTA = 164%;
rSol = 153%; lTA = 148%; lSol = 113% of pre-DS levels, with
n = 20.

In vivo Test II Results: Transected Spinal Cord
A Long Evans male rat with a transected spinal cord (Figure 9A)
was used as the test subject. Unlike in the first rat experiment
with intact spinal cord, no intensity of test-pulses, including
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maximum available 800 µA, was able to produce consistent EMG
responses on all four leg muscles pre-DS administration due to
spinal cord transection, which intentionally damaged the neural
connectivity. Instead, 0.1 ms, 0.33 Hz, and 650 µA test-pulses
were delivered to the epidural electrode array (Figure 9B), which
consistently evoked EMG responses on the right Sol and TA
muscles only. It is desired to restore the responses on the left
muscles by increasing the spinal cord excitability post-transection
using the prototype system with DS protocol (Figure 9C). In
Figure 9D, left, five sample pre-DS responses are shown with
average (n = 5) response levels of 3.97 ± 1.02 µV for right
Sol and 1.81 ± 2.37 µV for right TA. The asymmetry in the
response levels and consistencies among left and right side is
most likely due to the transection which unequally affects each
specific motor pool.

During DS, responses continued on the right side, but
also appeared on the left TA (Figure 9C, red box). Post-DS
average (n = 5) response levels on the right side increased
to 17.41 ± 10.08 µV for rSol and 11.81 ± 3.39 µV for rTA
(Figure 9D, right). Also, post-DS responses appeared on the left
side with average (n = 5) levels of 5.91 ± 2.49 µV for left Sol and
5.97± 3.75 µV for left TA. Figure 9E shows the EMG peak levels
over time. During DS response levels on the right side increased
to 127% for right Sol and 896% right TA relative to pre-DS, and
remained increased post-DS at 520% right Sol, 599% right TA
for up to 1 min. Most notably, the left TA responses, absent
pre- and during DS were noticeable post-DS for up to 1 min at
3.06 ± 2.39 µV for n = 23. Also left Sol responses appeared and
persisted post-DS for 3 min at 2.67± 1.77 µV for n = 59. The test
data strongly suggests that the administration of DS, rendered by
the prototype system, has successfully increased excitability of the
spinal cord and thereby effectively re-established its connectivity
after the complete transection.

DISCUSSION

In addition to implantable applications, the prototype can also
be advanced to provide biomimetic or other versatile stimulation
waveforms in closed-loop neuromodulation. To that end this
section includes the relevant design considerations for the
wireless link between DR and SoC components and an additional
neural recording component.

Comparison to State of the Art
Table 2 compares the proposed architecture and its prototype
with other state of the art. To the best of the authors’ knowledge,
this work is the first in vivo demonstration of an SoC-based
stimulator architecture which supports a continuous, gapless
biomimetic waveform and is fully compatible with integration
into implantable neural prosthetics.

Simultaneous Power and Data Telemetry
in an Implantable Implementation
In an implantable implementation, the proposed control
architecture requires the SoC component to continuously receive
data packets containing the biomimetic stimulation protocol,

while simultaneously receiving wireless power. The SoC used in
this system employs dedicated circuits on-chip to receive data and
power transmission using a near-field, inductive coupling. In an
implant, the SoC is connected to a pair of coils which receive the
data carrier signal at 20 MHz and the inductive power signal at
2 MHz. The 10× difference in frequencies allows on-chip filters
to separate the data signal from the 2 MHz interference. The data
is transmitted at a rate of 2 Mbps with DPSK modulation and is
decoded by the SoC into packets for the digital controller. On-
chip quad-level rectifier and regulators convert the power signal
into four supply voltages required for SoC operation.

This wireless schema was previously demonstrated in a spinal
implant, as well in a high-density epiretinal prosthesis (Lo et al.,
2013). Importantly, the data rate of 2 Mbps enabled the epiretinal
implant to receive a 1024-pixel (i.e., stimulator channels) image,
continuously refreshed at 60 frames per second, with each pixel
sample requiring a 19-bit packet, under wireless power. This
resulted in a data rate of 1.17 Mbps plus overhead, which is
significantly higher than the one measured for the proposed
biomimetic stimulator, as indicated in Table 1, and thus meets
the needs of the implantable implementation.

Stimulation Safety Mechanisms
Importantly, the proposed control logic, which distributes the
control over three components of the system, does not increase
the risk of delivering an unsafe amount of charge during
stimulation. Moreover, three safety mechanisms are built into the
proposed system, to further mitigate this risk.

First, the biomimetic signal is chosen to have a zero DC
component. This is achieved by recording the EMG (DS) signal
with a high pass filter, thus eliminating any arithmetic mean
component and resulting in net-zero charge during stimulation.
Second, every command sent to the SoC includes one bit
which can turn on an optional passive charge dissipation at the
electrode. The MCU can periodically enable it at predefined
time intervals dissipated any net charge during the stimulation.
Third, if any command between UI Device and MCU, or between
MCU and SoC is corrupted, the built-in error check mechanism
would discard the command. This check is a part of the Wifi
standard, and is included as CRC and checksum in our SoC
command structure. If the corrupted command is discarded
then no corresponding stimulation pulse will occur, thus safely
underdelivering the stimulus charge. No reasonable chance exists
for a corrupted command to be accepted and erroneously
overdeliver an unsafe, large amount of charge.

Stimulation Artifacts in Neural
Recordings During Continuous
Biomimetic Stimulation
To gain new insights into the mechanisms and efficacy of novel
biomimetic stimulation protocols, it can be advantageous to
record neural activity concurrently with stimulation to help
investigate the neural network’s dynamics under these protocols.
For example, DS protocol is speculated to increase the excitability
of spinal networks and specifically the recruitment of spinal cord’s
interneurons to generate a more robust motor response. Further
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evidence may be acquired by monitoring the cord’s neural signals
before, during and after DS stimulus. Yet, the stimulation signal
injected into the electrode-tissue interface creates an undesired
stimulation artifact that is recorded alongside the neural activity.
The artifact is frequently larger than the neural signal of interest
and can confound the latter (Hottowy et al., 2012). Although
solutions to artifact removal have been developed for protocols
with periodic stimulation pulses (Stanslaski et al., 2012; Mendrela
et al., 2016; Basir-Kazeruni et al., 2017; Culaclii et al., 2018;
Zhou et al., 2019), removal of artifacts from continuous complex
stimulation waveforms, such as DS, are yet to be demonstrated.
Still, a system level approach in Culaclii et al. (2018), which
learns the initial artifact template and subsequently subtracts it
from the recurring artifacts in the recordings, can be extended to
accommodate the continuous artifacts from DS. This approach
uses an MCU and data converters which interact with the
recording amplifiers to perform the learning and removal.
The MCU’s memory can be increased as needed to store the
continuous artifact spanning the full duration of the DS protocol.

CONCLUSION

A novel architecture is proposed for next generation neural
stimulators to support a multitude of irregular, non-tonic
stimulation waveforms, simultaneous multi-frequency output
on multiple channels, and most notably continuous, gap-less
arbitrary biomimetic waveforms from pre-recorded physiological
signals. In contrast to the conventional approach which places
the waveform generation onto the SoC component only, the
proposed architecture additionally integrates firmware and
software components and distributes the waveform generating
logic over all three resulting domains in the stimulator system.
The proposed approach is fully compatible with a design of
a neural implant. A portable stimulator prototype is built and
tested at bench-top to demonstrate the supported waveforms.
The stimulator is also used in vivo in animal experiments, where it
successfully delivers a biomimetic waveform to exploit the spared
connectivity along a transected spinal cord and to restore the

motor output in a rat model. The integration of the proposed
system as a neural implant and its in vivo demonstration in freely
behaving animals is planned for future work.
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Hottowy, P., Skoczeń, A., Gunning, D. E., Kachiguine, S., Mathieson, K., Sher, A.,
et al. (2012). Properties and application of a multichannel integrated circuit

Frontiers in Neuroscience | www.frontiersin.org 16 July 2021 | Volume 15 | Article 697731129

https://doi.org/10.1109/NER.2017.8008322
https://doi.org/10.1109/NER.2017.8008322
https://doi.org/10.1016/0140-6736(91)91175-T
https://doi.org/10.1016/0140-6736(91)91175-T
https://doi.org/10.1016/j.expneurol.2012.09.008
https://doi.org/10.1016/j.expneurol.2012.09.008
https://doi.org/10.1109/EMBC.2014.6945198
https://doi.org/10.1109/EMBC.2014.6945198
https://doi.org/10.1109/TBCAS.2018.2816464
https://doi.org/10.1109/TBCAS.2018.2816464
https://doi.org/10.1088/1741-2552/abc29c
https://doi.org/10.1088/1741-2552/abc29c
https://doi.org/10.1088/1741-2552/aba4fc
https://doi.org/10.1016/j.expneurol.2007.07.015
https://doi.org/10.1016/j.expneurol.2007.07.015
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-697731 July 24, 2021 Time: 17:14 # 17

Culaclii et al. Biomimetic Arbitrary-Waveform Neural Stimulator

for low-artifact, patterned electrical stimulation of neural tissue. J. Neural Eng.
9:066005. doi: 10.1088/1741-2560/9/6/066005

Kassiri, H., Salam, M. T., Pazhouhandeh, M. R., Soltani, N., Perez Velazquez, J. L.,
Carlen, P., et al. (2017). Rail-to-rail-input dual-radio 64-channel closed-loop
neurostimulator. IEEE J. Solid State Circuits 52, 2793–2810. doi: 10.1109/JSSC.
2017.2749426

Kuanfu, C., and Liu, W. (2009). “Highly programmable digital controller
for high-density epi-retinal prosthesis,” in Proceedings of the 2009 Annual
International Conference of the IEEE Engineering in Medicine and Biology
Society, Minneapolis, MN, 1592–1595. doi: 10.1109/IEMBS.2009.5334120

Lee, H. M., Howell, B., Grill, W. M., and Ghovanloo, M. (2018). Stimulation
efficiency with decaying exponential waveforms in a wirelessly powered
switched-capacitor discharge stimulation system. IEEE Trans. Biomed. Eng. 65,
1095–1106. doi: 10.1109/TBME.2017.2741107

Lo, Y., Kuan, Y., Culaclii, S., Kim, B., Wang, P., Chang, C., et al. (2017). A fully
integrated wireless SoC for motor function recovery after spinal cord injury.
IEEE Trans. Biomed. Circuits Syst. 11, 497–509. doi: 10.1109/TBCAS.2017.
2679441

Lo, Y. K., Chang, C. W., Kuan, Y. C., Culaclii, S., Kim, B., Chen, K., et al. (2016).
“22.2 A 176-channel 0.5cm3 0.7g wireless implant for motor function recovery
after spinal cord injury,” in Proceedings of the 2016 IEEE International Solid-
State Circuits Conference (ISSCC), San Francisco, CA, 382–383. doi: 10.1109/
ISSCC.2016.7418067

Lo, Y. K., Chen, K., Gad, P., and Liu, W. (2013). A fully-integrated high-compliance
voltage SoC for epi-retinal and neural prostheses. IEEE Trans. Biomed. Circuits
Syst. 7, 761–772. doi: 10.1109/TBCAS.2013.2297695

Mendrela, A. E., Cho, J., Fredenburg, J. A., Nagaraj, V., Netoff, T. I., Flynn, M. P.,
et al. (2016). A bidirectional neural interface circuit with active stimulation
artifact cancellation and cross-channel common-mode noise suppression. IEEE
J. Solid State Circuits 51, 955–965. doi: 10.1109/JSSC.2015.2506651

Merrill, D. R., Bikson, M., and Jefferys, J. G. R. (2005). Electrical stimulation of
excitable tissue: design of efficacious and safe protocols. J. Neurosci. Methods
141, 171–198. doi: 10.1016/j.jneumeth.2004.10.020

Mogul, D. J., and van Drongelen, W. (2014). Electrical control of epilepsy. Annu.
Rev. Biomed. Eng. 16, 483–504. doi: 10.1146/annurev-bioeng-071813-104720

Moore, D. R., and Shannon, R. V. (2009). Beyond cochlear implants: awakening
the deafened brain. Nat. Neurosci. 12, 686–691. doi: 10.1038/nn.2326

Noorsal, E., Sooksood, K., Xu, H., Hornig, R., Becker, J., and Ortmanns, M. (2012).
A neural stimulator frontend with high-voltage compliance and programmable
pulse shape for epiretinal implants. IEEE J. Solid State Circuits 47, 244–256.
doi: 10.1109/JSSC.2011.2164667

Piech, D. K., Johnson, B. C., Shen, K., Ghanbari, M. M., Li, K. Y., Neely, R. M.,
et al. (2020). A wireless millimetre-scale implantable neural stimulator with
ultrasonically powered bidirectional communication. Nat. Biomed. Eng. 4,
207–222. doi: 10.1038/s41551-020-0518-9

Randles, J. (1947). Kinetics of rapid electrode reactions. Discuss. Faraday Soc. 1:11.
doi: 10.1039/df9470100011

Shahdoost, S., Frost, S. B., Guggenmos, D. J., Borrell, J. A., Dunham, C., Barbay,
S., et al. (2018). A brain-spinal interface (BSI) system-on-chip (SoC) for closed-
loop cortically-controlled intraspinal microstimulation. Analog Integr. Circuits
Signal Process. 95, 1–16. doi: 10.1007/s10470-017-1093-1

Soto-Breceda, A., Kameneva, T., Meffin, H., Maturana, M., and Ibbotson, M. R.
(2018). Irregularly timed electrical pulses reduce adaptation of retinal ganglion
cells. J. Neural Eng. 15:056017. doi: 10.1088/1741-2552/aad46e

Stanslaski, S., Afshar, P., Cong, P., Giftakis, J., Stypulkowski, P., Carlson, D.,
et al. (2012). Design and validation of a fully implantable, chronic, closed-
loop neuromodulation device with concurrent sensing and stimulation. IEEE

Trans. Neural Syst. Rehabil. Eng. 20, 410–421. doi: 10.1109/TNSRE.2012.218
3617

Sun, F. T., and Morrell, M. J. (2014). The RNS system: responsive cortical
stimulation for the treatment of refractory partial epilepsy. Expert Rev. Med.
Devices 11, 563–572. doi: 10.1586/17434440.2014.947274

Taccola, G., Gad, P., Culaclii, S., Ichiyama, R. M., Liu, W., and Edgerton, V. R.
(2020a). Using EMG to deliver lumbar dynamic electrical stimulation
to facilitate cortico-spinal excitability. Brain Stimul. 13, 20–34. doi:
10.1016/j.brs.2019.09.013

Taccola, G., Gad, P., Culaclii, S., Wang, P.-M., Liu, W., and Edgerton, V. R. (2020b).
Acute neuromodulation restores spinally-induced motor responses after severe
spinal cord injury. Exp. Neurol. 327:113246. doi: 10.1016/j.expneurol.2020.
113246

Taccola, G., Sayenko, D., Gad, P., Gerasimenko, Y., and Edgerton, V. R. (2018).
And yet it moves: recovery of volitional control after spinal cord injury. Prog.
Neurobiol. 160, 64–81. doi: 10.1016/j.pneurobio.2017.10.004

Wagner, F. B., Mignardot, J.-B., Goff-Mignardot, C. G. L., Demesmaeker, R., Komi,
S., Capogrosso, M., et al. (2018). Targeted neurotechnology restores walking in
humans with spinal cord injury. Nature 563, 65–71. doi: 10.1038/s41586-018-
0649-2

Wang, P., Culaclii, S., Yang, W., Long, Y., Massachi, J., Lo, Y., et al.
(2019). “A novel biomimetic stimulator system for neural implant,” in
Proceedings of the 2019 9th International IEEE/EMBS Conference on Neural
Engineering (NER), San Francisco, CA, 843–846. doi: 10.1109/NER.2019.87
16942

Weiland, J. D., Liu, W., and Humayun, M. S. (2005). Retinal prosthesis.
Annu. Rev. Biomed. Eng. 7, 361–401. doi: 10.1146/annurev.bioeng.7.060804.10
0435

Yip, M., Jin, R., Nakajima, H. H., Stankovic, K. M., and Chandrakasan, A. P.
(2015). A fully-implantable cochlear implant SoC with piezoelectric middle-ear
sensor and arbitrary waveform neural stimulation. IEEE J. Solid State Circuits
50, 214–229. doi: 10.1109/JSSC.2014.2355822

Zhou, A., Santacruz, S. R., Johnson, B. C., Alexandrov, G., Moin, A., Burghardt,
F. L., et al. (2019). A wireless and artefact-free 128-channel neuromodulation
device for closed-loop stimulation and recording in non-human primates. Nat.
Biomed. Eng. 3:15. doi: 10.1038/s41551-018-0323-x

Conflict of Interest: WL and Y-KL hold shareholder interest in Niche Biomedical
Inc. P-MW was employed by the company Niche Biomedical Inc.

The remaining authors declare that the research was conducted in the absence of
any commercial or financial relationships that could be construed as a potential
conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2021 Culaclii, Wang, Taccola, Yang, Bailey, Chen, Lo and Liu. This is an
open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Neuroscience | www.frontiersin.org 17 July 2021 | Volume 15 | Article 697731130

https://doi.org/10.1088/1741-2560/9/6/066005
https://doi.org/10.1109/JSSC.2017.2749426
https://doi.org/10.1109/JSSC.2017.2749426
https://doi.org/10.1109/IEMBS.2009.5334120
https://doi.org/10.1109/TBME.2017.2741107
https://doi.org/10.1109/TBCAS.2017.2679441
https://doi.org/10.1109/TBCAS.2017.2679441
https://doi.org/10.1109/ISSCC.2016.7418067
https://doi.org/10.1109/ISSCC.2016.7418067
https://doi.org/10.1109/TBCAS.2013.2297695
https://doi.org/10.1109/JSSC.2015.2506651
https://doi.org/10.1016/j.jneumeth.2004.10.020
https://doi.org/10.1146/annurev-bioeng-071813-104720
https://doi.org/10.1038/nn.2326
https://doi.org/10.1109/JSSC.2011.2164667
https://doi.org/10.1038/s41551-020-0518-9
https://doi.org/10.1039/df9470100011
https://doi.org/10.1007/s10470-017-1093-1
https://doi.org/10.1088/1741-2552/aad46e
https://doi.org/10.1109/TNSRE.2012.2183617
https://doi.org/10.1109/TNSRE.2012.2183617
https://doi.org/10.1586/17434440.2014.947274
https://doi.org/10.1016/j.brs.2019.09.013
https://doi.org/10.1016/j.brs.2019.09.013
https://doi.org/10.1016/j.expneurol.2020.113246
https://doi.org/10.1016/j.expneurol.2020.113246
https://doi.org/10.1016/j.pneurobio.2017.10.004
https://doi.org/10.1038/s41586-018-0649-2
https://doi.org/10.1038/s41586-018-0649-2
https://doi.org/10.1109/NER.2019.8716942
https://doi.org/10.1109/NER.2019.8716942
https://doi.org/10.1146/annurev.bioeng.7.060804.100435
https://doi.org/10.1146/annurev.bioeng.7.060804.100435
https://doi.org/10.1109/JSSC.2014.2355822
https://doi.org/10.1038/s41551-018-0323-x
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-663204 August 4, 2021 Time: 14:49 # 1

REVIEW
published: 06 August 2021

doi: 10.3389/fnins.2021.663204

Edited by:
Ming-Dou Ker,

National Chiao Tung University,
Taiwan

Reviewed by:
Toshihiko Noda,

Toyohashi University of Technology,
Japan

Aria Samiei,
University of Southern California,

United States
Alexandre Schmid,

École Polytechnique Fédérale
de Lausanne, Switzerland

*Correspondence:
Hao Yu

yuh3@sustc.edu.cn

Specialty section:
This article was submitted to

Neural Technology,
a section of the journal

Frontiers in Neuroscience

Received: 02 February 2021
Accepted: 08 July 2021

Published: 06 August 2021

Citation:
Li J, Liu X, Mao W, Chen T and
Yu H (2021) Advances in Neural

Recording and Stimulation Integrated
Circuits. Front. Neurosci. 15:663204.

doi: 10.3389/fnins.2021.663204

Advances in Neural Recording and
Stimulation Integrated Circuits
Juzhe Li1, Xu Liu1, Wei Mao2, Tao Chen3 and Hao Yu2*

1 College of Microelectronics, Beijing University of Technology, Beijing, China, 2 School of Microelectronics, Southern
University of Science and Technology, Shenzhen, China, 3 Advanced Photonics Institute, Beijing University of Technology,
Beijing, China

In the past few decades, driven by the increasing demands in the biomedical field aiming
to cure neurological diseases and improve the quality of daily lives of the patients,
researchers began to take advantage of the semiconductor technology to develop
miniaturized and power-efficient chips for implantable applications. The emergence
of the integrated circuits for neural prosthesis improves the treatment process of
epilepsy, hearing loss, retinal damage, and other neurological diseases, which brings
benefits to many patients. However, considering the safety and accuracy in the neural
prosthesis process, there are many research directions. In the process of chip design,
designers need to carefully analyze various parameters, and investigate different design
techniques. This article presents the advances in neural recording and stimulation
integrated circuits, including (1) a brief introduction of the basics of neural prosthesis
circuits and the repair process in the bionic neural link, (2) a systematic introduction
of the basic architecture and the latest technology of neural recording and stimulation
integrated circuits, (3) a summary of the key issues of neural recording and stimulation
integrated circuits, and (4) a discussion about the considerations of neural recording and
stimulation circuit architecture selection and a discussion of future trends. The overview
would help the designers to understand the latest performances in many aspects and
to meet the design requirements better.

Keywords: electrical stimulation, biomedical, stimulation artifact, neural recording, closed-loop system

INTRODUCTION OF NEURAL RECORDING AND STIMULATION
CIRCUITS

The neural prosthesis chip for biomedical use includes the neural/muscular stimulators and neural
recording circuits. In these circuits, the stimulator has been widely used in biomedical applications
for decades, such as cardiac pacemaking, cochlear/retinal prosthesis, and cell activation (Chen et al.,
2010; Sooksood et al., 2011; Noorsal et al., 2012; Wagner et al., 2018; Lee and Im, 2019; Lin and Ker,
2020; Yen and Ker, 2020). The neural recording circuit is also involved in these applications to sense
the neural signal or assess stimulation efficacy and the tissue status to enable closed-loop control
in simultaneous neural recording and stimulation (Yoshida and Horch, 1996; Blum et al., 2007;
Rolston et al., 2009, 2010; Venkatraman et al., 2009; Xu et al., 2012; Ando et al., 2016; Ramezani
et al., 2018; Lancashire et al., 2019; Carmona et al., 2020). The circuits for simultaneous neural
recording and stimulation are used in neural prostheses, such as the bionic neural link for limb
function restoration (Xu et al., 2012; Sadeghi Najafabadi et al., 2020; Żebrowska et al., 2020).
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FIGURE 1 | Concept of (A) the Bionic Neural Link and (B) the epileptic seizure
detection and suppression using neural recording and stimulation circuits.

The bionic neural link includes neural recording circuits,
stimulation circuits, and action potential (AP) detection circuits
(Xu et al., 2017). As shown in Figure 1A, once the AP is detected
in the circuit, the bionic neural link bypasses the injury and
triggers the stimulator to stimulate the distal nerve/muscle and
restore the limb function. The integrated circuit (IC) modules
and the working theories will be illustrated in detail in the
following sections.

ADVANCES IN NEURAL RECORDING
AND STIMULATION INTEGRATED
CIRCUITS

Neural Stimulation
The essence of electrical stimulation is charge delivery. When
the charge accumulation in tissues reaches the threshold, an AP
will be produced and muscle contraction will be trigged. The
most widely used electrical stimulation method is the current-
controlled stimulation (CCS), which benefits from the advantages
of controllable charge and high integration. The traditional
bidirectional current stimulation scheme is shown in Figure 2A,
which consists of two highly matched current sources (Ip and
In), an electrode for stimulating charge transfer (VE is the voltage
of electrode), and an electrode for providing a reference voltage
VCM (Changhyun and Wise, 1996; Liu et al., 2000; Ortmanns
et al., 2007). The electrode–tissue interface can be equivalent to a
model with capacitance and resistance. The cathodic stimulation
is used for AP triggering and the anodic stimulation is used
for charge compensation. In Figure 2B, the intermediate delay

ensures the transfer of AP. The bidirectional current with high
matching is required to ensure that the nerve tissue has no charge
accumulation to avoid nerve tissue damage.

Though the CCS has become the most common method,
the stimulation voltage is greatly affected by the electrode
impedance, especially in multi-channel stimulation cases. The
supply voltage needs to ensure the minimum necessary voltage
level applicable for various loads, to achieve the required power
efficiency. Other stimulation methods such as switched-capacitor
stimulation (SCS) can control the amount of stimulus charge
better and achieve higher power efficiency. However, it is difficult
to integrate the large capacitors into the chip. Recently, the
feasibility of high-frequency stimulation has been proved (van
Dongen et al., 2015), and a high-frequency switched capacitor
stimulation (HFSC) method has been proposed in Hsu and
Schmid (2017). As shown in Figure 2D, a method using high-
frequency switching for stimulation is introduced. Due to the
small amount of charge transferred in each switching process,
the required capacitance Cstim can also be reduced exponentially,
which is convenient for on-chip integration and reduces the chip
area and cost. The switching timing and the voltage waveform of
the electrode (VE) are shown in Figure 2E. The phase difference
is introduced between S1 and S2 to remove the dead zone. VE
increases with the number of switching, and AP will be triggered
when the charge accumulation reaches the threshold.

During the stimulation process, the bidirectional current
cannot match completely, which causes the residual charge in
the nerve tissue. The accumulation of residual charge will cause
irreparable damage to the nerve tissue. Considering the safety of
neural stimulation, the designed stimulator requires minimum
residual charge in a single cycle, and the accumulated charge after
multiple cycles also needs to be removed in time. The real-time
monitoring of VE is necessary to eliminate the residual charge in
time when the voltage does not return to the reference voltage
at the end of the stimulation cycle (Ortmanns, 2007). A variety
of the accumulated charge balance methods are introduced, such
as the electrode short-circuit technology (Rothermel et al., 2009)
and the short-time pulse insertion technology (Ortmanns et al.,
2007; Yao et al., 2015; Chen et al., 2020). In Figure 2C, the
electrode short-circuit technology uses switch S to connect the
electrode and ground. This method will produce unpredictable
discharge time, which depends on the electrode impedance.
As for the short-time pulse insertion technique, it can achieve
controllable compensation. As shown in Figure 2F, when VE is
detected to be out of the reference voltage range at the end of each
stimulation cycle, a series of short-time pulses will control the
switch for charge compensation to recover the VE voltage level
(Sooksood et al., 2010). However, the frequent short-time pulse
stimulation will introduce more switching noise and reduce the
signal-to-noise ratio (SNR) of the recorded signal.

A cooperative compensation method is proposed (Butz et al.,
2018) to ensure that the residual charge is unable to damage
nerve tissue under long-term stimulation by using the “cause-
based and consequence-based systems.” As shown in Figure 2H,
the stimulation mode is CCS in this method. The consequence-
based system is named Inter-Pulse Charge Control (IPCC)
due to its instantaneous compensation properties between the
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FIGURE 2 | (A) Traditional structure of a bidirectional current stimulator. (B) The current and voltage waveforms of the bidirectional current stimulator. (C) The
structure of the stimulator with an electrode short-circuit technique. (D) The structure of the high-frequency switched-capacitor stimulator (HFSC). (E) The voltage
waveform on the electrode with the switch control signals of the stimulator. (F) The structure of a stimulator using the short-time pulse insertion technique. (G) The
structure of the adiabatic stimulator. (H) The structure of the stimulator with IPCC and OC.

stimulations. When the voltage VE changes greatly at the
end of the stimulation cycle, the high-voltage output stage of
the IPCC will generate a constant compensation current and
compensate the residual charge until VE returns to the reference
voltage. The cause-based compensation method is called offset
compensation (OC). A stable feedback system is introduced
through the PI control, and the compensation will be performed
in the next stimulation cycle. When the OC is working, the
PI control will add extra bias current to the cathode current.
In the next stimulation cycle, the accumulated charge would
be compensated by the improved bidirectional current. After
each bidirectional current stimulation, the two compensation
methods work independently using S1 and S2 control, which

avoids disturbance caused by simultaneous sampling. As the OC
time is shorter, the voltage sampling should be finished before the
IPCC starts working.

In addition, the power efficiency of the stimulator is also
an important design consideration, as higher power efficiency
means less thermal power consumption. Excessive thermal power
generation will not only cause nerve tissue damage, but also
affect the working environment of the stimulator. A new type of
adiabatic current-controlled stimulator architecture is adopted in
Ha et al. (2019). Under the condition of ensuring better power
efficiency, a complete wireless power supply is realized. The
adiabatic stimulator can track the change of VE and minimize the
voltage drop across the current source. The adiabatic waveforms
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are provided by the on-chip resonant coil, which are directly
synthesized by cascading and folding auxiliary rectification stages
under the demand of stimulating voltage. In addition, the whole
circuit is improved with better energy-saving performance by
realizing the function of recovering electric charge from nerve
tissue. The process is shown in Figure 2G. The stimulation
is supplied by VDD-stm and VDD-stm at first. After the AP is
triggered, reverse current compensation is carried out. In the
second stage, the charge inflows to VDD and VSS, which delivers
the energy back to the supply rails. Compared with the traditional
methods which draw the charge down to a negative power supply
or ground, this method prevents energy loss in the stimulation
process and improves power efficiency.

Table 1 shows the comparison of the important parameters in
the design of neural stimulation circuits. It can be seen that the
CCS is still the main stimulation type for the neural stimulators,
because the charge injected into the tissue during stimulation can
be controlled using CCS. For the power supply, the implantable
stimulator requires a wireless power supply with inductive
link, while the external wearable stimulator uses a battery. The
stimulation safety and energy efficiency are important for neural
stimulator design. It is necessary to monitor and remove the
residual charge remaining in tissue on time through the voltage
detection circuits and the pulse injection circuits or other circuits
with better current matching. The performance of peak efficiency
refers to the ratio of the maximum output power to the power
supply. The highest peak efficiency is 80% among the listed prior
works. The maximum stimulation current represents the strength
for neural or muscular stimulation. Considering the stimulation
effectiveness, most stimulators have the maximum output current
not less than 1 mA.

Neural Recording
In a closed-loop neural system, in addition to the stimulator that
triggers the AP, neural recording is required to sample local field
potentials (LFPs). If the stimulator is regarded as the executor, the
neural recording part is the digital back end of the whole system.
Different from stimulation signals, LFPs are the electric potentials
in the extracellular medium around neurons, which have very
small amplitude (µV) and low frequency (1–200 Hz). Due to the

microvolt level of the nerve signal, it is not reliable to implement
direct digital quantization before amplifying. The most common
way is to add a low noise amplifier (LNA) to the front end of the
recording (Harrison and Charles, 2003; Harrison et al., 2007) and
then to add the digital quantization circuits (Zou et al., 2009; Liu
et al., 2017; Yu et al., 2018). As shown in Figure 3A, the recording
is completed by the cooperation of the LNA and analog-to-digital
converter (ADC). The gain of the amplifier is determined by the
feedback capacitor C2 and the input capacitor C1, and CL is the
load capacitance. The PMOS transistors with diode connection
(Ma–Md) act as pseudo resistors. Besides, a high-pass filter (HPF)
with low cutoff frequency is formed with input capacitors. The
HPF is used to eliminate the DC offset in neural signals to prevent
recording saturation.

In the traditional methods, the HPF is used to block the DC
offset by using the input in an ac-coupled form. However, due
to the information at low frequency carried by nerve signal, the
HPF needs a large input capacitance, which reduces the input
impedance of the neural recording circuit. In Jeon et al. (2019), a
neural-recording IC using a voltage-controlled oscillator (VCO)
is proposed, which can quantize the input signal directly and
achieve a high dynamic input range. The circuit structure of
the recording is shown in Figure 3B. This method is adopted
and converts voltage into differential currents by an ac-coupled
input transconductance circuit. Then, the current is fed into the
current control oscillators (CCOs) CCOP and CCON. According
to the phase difference between CCOP and CCON, the quantizer
generates the digital output Dout. The digital-to-analog converter
(DAC) controls the input resistance through a negative feedback,
and reduces the difference between Iin+ and Iin−. Due to this
negative feedback action, the values of Iin+ and Iin− assume
almost the same value even if the input voltage is large, which
results in a wide input linear range. In addition, the input of the
circuit is directly connected to the gate of the MOSFET, which has
a large input impedance and improves the recording stability.

Another new architecture uses a continuous-time delta-sigma
modulator (CTDSM) as the recording front end (RFE), and
the researcher establishes the structure based on a second-
order CTDSM (Nikas et al., 2019). As shown in Figure 3C,
it has a cascaded integrator and a feedforward compensation

TABLE 1 | Comparison of the parameters in neural stimulation circuits.

Hsu and
Schmid, 2017

Ha et al., 2019 Butz et al.,
2018

Noorsal et al.,
2012

Lee et al.,
2015

Sooksood
et al., 2010

Lee et al.,
2013

Song et al.,
2012

Technology (nm) HV180 180 350 350 350 PCB 500 130

Stimulation type HFSC CCS CCS CCS SCS CCS CCS CCS

Supply voltage (V) 5 0.8 22 20 4 30 5 3.3

Power source Battery Inductive link Battery Battery Inductive link Battery Inductive link Battery

Safe voltage detection N/A Current
matching

IPCC/OC OC/Short pulse
injection

Charge
monitoring

OC/Short pulse
injections

Charge
monitoring

Current
matching

Safety window (mV) N/A – ±100 ±100 N/A ±100 ±50 N/A

Peak efficiency (%) 49 63.1 – 62 80.4 – 68 80

Maximum stimulation current (mA) N/A 0.145 5.12 1 4 1 2.48 1

Power/CH (mW) 0.063 – 11 1.16 – – 3.75 6.8

Area/CH (mm2) 0.035 0.0484 1.5 0.2 3 N/A 0.3 1.25
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FIGURE 3 | (A) Traditional structure of the neural recorder. (B) Structure of the
VCO-based neural recorder. (C) Structure of the neural recording circuit based
on CTDSM.

architecture with distributed feed-in paths and a single-bit
quantizer. The first integration stage is realized by using
an improved instrumentation amplifier (IA), and the second
integrator is implemented with the Gm-C-OTA circuit. The
feedforward branches are summed up by the switched capacitor
adder, and the quantizer generates digital signals. The feedback
IDAC adjusts the bias current of the IA and improves the
stability of the first stage. Similar to the way of using voltage-
controlled oscillators, the input of the recording is directly

connected to the gate of the MOSFET, showing a large input
impedance. In addition, both the VCO and CTDSM use quantizer
output and feedback DAC modulation, which improves the linear
input range of the circuit. The difference recording method has
large-signal common-mode rejection. In fact, with the growing
demand for neural recording, such as monitoring nerve signals
from hundreds of electrodes at the same time, it is necessary
to realize intelligent data acquisition systems in the case of low
power consumption and small area. Due to the various interface
impedance caused by the differences in electrode sizes and
materials, a high input impedance front end for neural recording
is required. Currently, the recording method based on the gain
stage and ADC is gradually replaced. On the contrary, direct
conversion to analog front end (AFE) has the advantages of high
input impedance, low power consumption, and small area, which
would become the future development direction.

Table 2 shows the comparison of neural recording circuits.
According to the recorded signals, the designed bandwidth is
different. LFP occupies a low-frequency band from 1 to 200 Hz,
and AP occupies a higher frequency band from 200 Hz to 10 kHz.
The peak input refers to the linear input range of the neural
recording, which limits the maximum input range of the circuit.
The input-referred noise (IRN) affects the quality of the neural
recording. The SNR can be improved by reducing the IRN. To
prevent the attenuation of the neural signals, the input impedance
(Zin) of the neural recording circuit must be significantly greater
than the electrode impedance (Zin > 1G), and the DC current
of the electrode should be limited within 100 pA. The high-
gain LNA (>40 dB) may cause poor artifact tolerance, as the
large-scale artifacts would cause saturation of the amplifier.

In neural recording, the artifact-induced problem of
stimulation sometimes emerges and affects the function of
biomedical devices for brain stimulation and recording (Asfour
et al., 2007; Chen et al., 2011; Lin et al., 2013; Caldwell et al.,
2019). As shown in Figure 1B, in the closed-loop neural
recording and stimulation circuit for epileptic seizure detection
and suppression, the stimulator is triggered, and it generates
stimulation pulses in certain regions of the brain to suppress the
epileptic seizure when an epileptic seizure episode is detected
from the intracranial electroencephalogram (iEEG). However,
the large stimulation pulse causes the artifact that is subsequently
picked up by the recording amplifier as a false AP, and a false
stimulation will be triggered. This situation is even worse in the
multi-channel neural recording and stimulation circuit (Ng et al.,
2012; Joseph et al., 2018).

The detailed artifact origin and the corresponding artifact-
removal techniques are presented in the next sections.

KEY ISSUES IN NEURAL RECORDING
AND STIMULATION CIRCUITS

Stimulation Induced Artifact in the
Closed-Loop System
Most neural/muscular recording and stimulation circuits in
biomedical devices consist of multiple recording and stimulation
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TABLE 2 | Comparison of the parameters in neural recording circuits.

Jeon et al.,
2019

Samiei and
Hashemi,

2019

Nikas et al.,
2019

Zou et al.,
2009

Shen et al.,
2018

Park et al.,
2018

Muller et al.,
2015

Jiang et al.,
2017

Chandrakumar
and Markovic,

2018

Technology (nm) 180 180 180 350 180 180 65 40 40

Supply voltage (V) 1.2 0.6/1.2 1.8 1 1.0 0.5/1.0 0.5 0.45/1.2 1.2

Target application LFP AP and LFP LFP LFP AP and LFP AP and LFP LFP LFP AP and LFP

Peak input (mV) 200 – 208 5 – 3 ±50 ±50 200

Input referred noise (µVrms) 1.3 3.2/2.0 2.3 2.5 5.5 3.32 1.3 5.2 6.35

Zin (�) 0.16G 3.0G ∞ – ∞ ∞ 28M ∞ 1.5G

Gain (dB) N/A 41–59 N/A 60 25.6 37.5–52.9 N/A N/A 18

Bandwidth (Hz) 200 0.5–5k 250 0.005–292 4–10k 0.4–10.9k 1–500 1–200 1–5k

Power/CH (µW) 3.9 2.6 23 0.895 0.25 1.22 2.3 7 7.3

Area/CH (mm2) 0.225 0.08 0.694 1 0.29 0.05 0.025 0.135 0.113

channels, AP detection and data processing circuits, stimulation
circuitry, and electrodes. During the operation, the large
stimulation current causes the tissue potential to change and the
tissue potential fluctuation will propagate to the recording site
and cause artifacts (McGill et al., 1982). For bipolar stimulation,
there are two stimulation electrodes, namely, a working electrode
and a reference electrode. During the stimulation, most of the
biphasic current flows between the working and the reference
electrodes through the stimulated tissue. In the cathodic phase,
the electric potential near the working electrode decreases since
the stimulator sinks current from the reference electrode. While
in the anodic phase, the electric potential near the working
electrode increases since the stimulator generates current to
the reference electrode through the tissue–electrode interface.
The amplitude of this voltage variation is usually from several
hundred millivolts to several volts (Xu et al., 2017), which
depends on several factors, including the electrode impedance
and the power-supply voltage at the output stage of the
stimulator. The voltage variation would also be recorded by the
neural recording circuit and cause saturation of the recording
amplifier, which produces the artifact (Johnson et al., 2017; Jeon
et al., 2019). Such a stimulation artifact can be observed in most
of the closed-loop recording and stimulation circuits (Yoshida
and Horch, 1996; Blum et al., 2007; Venkatraman et al., 2009;
Mc Laughlin et al., 2012; Ng et al., 2012; Xu et al., 2012).
The amplitude of the recorded artifact spike is determined by
several factors such as the distance between the recording and
the stimulation sites, the gain of the amplifier, and the electrode
impedance (Johnson et al., 2017; Pazhouhandeh et al., 2018; Jeon
et al., 2019; Uehlin et al., 2020). The artifact is typically hundreds
of millivolts in amplitude, and 10 to 100 times higher than the
amplitude of the recorded neural signals (Dabbaghian et al., 2019;
Lee and Je, 2020).

Several stimulation artifact cancelation techniques have been
reported previously. The blanking technique and digital signal
processing (Erez et al., 2010) have been used to cancel the
artifact (Olsson et al., 2005; Venkatraman et al., 2009; Kent
and Grill, 2011; Myers et al., 2011; Zoladz et al., 2012; Wei-
Ming et al., 2013; Yi et al., 2013; Bozorgzadeh et al., 2014;
Elyahoodayan et al., 2019). In the blanking technique, the RFE

is switched off or disabled (input is shorted to ground) during
the stimulation period and turned on after the stimulation is
completed to continue the recording. As shown in Figure 4A,
the recording amplifier and two capacitors (C1 and C2) are used
to amplify nerve signals. A very large resistor R1 is used in the
feedback path to provide a DC current path to bias the input.
The discharge amplifier helps the electrode return to its pre-
stimulation voltage after stimulation. The recording amplifier is
disabled through Sblank during stimulation and enabled after 2 ms
when the stimulation ends (Blum et al., 2007). This method is
effective in some applications, such as EMG signal acquisition.
Because the evoked neural spike usually emerges with a latency,
the AP and the artifact spike will not overlap. However, in
some other applications, such as neural prosthesis or deep brain
stimulation (DBS), the neural responses in the cathodic and
anodic stimulation phases also need to be recorded. In such
applications, if the blanking technique is employed, the neural
signals during the “blanking” period cannot be recorded and thus
some important neural information may be missed.

The artifact cancelation using digital signal processing can
be divided into two categories: real-time signal processing and
signal post-processing, such as active electrode discharge in
real-time signal processing (Brown et al., 2008). As shown in
Figure 4B, Rdischarge is a variable resistance and the impedance
is very large under normal conditions. When a large artifact is
detected, Rdischarge can be changed to a value with low impedance,
then the RC time constant of the path is reduced and thus
it makes the electrode voltage quickly return to the reference
voltage. This method reduces the recovery time from 10 ms
to approximately 200 µs, but the problem of artifact recording
has not been solved. In signal post-processing, the recorded
neural signal together with the artifact are acquired. One
processing method is adaptive filtering (Mahajan and Morshed,
2015; Rozgic et al., 2019; Samiei and Hashemi, 2021). The
template of the artifact waveform can be obtained by the least-
mean-square algorithms, genetic algorithms (Qiu et al., 2015),
principal component analysis (Deprez et al., 2017), and wavelet
algorithms (Yochum and Binczak, 2015). As shown in Figure 4D,
the neural signal can be recovered by subtracting the artifact
template from the collected signal. One disadvantage of signal
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FIGURE 4 | (A) Artifact elimination circuit with blanking technique, (B) active electrode discharge technique, (C) iterative hardware loops, (D) adaptive filtering
technique in post-processing, (E) chopper technique, (F) track-and-zoom (TAZ) neural ADC, (G) localized stimulation technique, (H) dual electrode in-phase
stimulation, and (I) RTPPS technique.

post-processing is that the RFE must have a large dynamic range
so that the artifact does not saturate the amplifier. The merit
of removing artifacts using digital processing compared with
blanking is that no neural spikes are missing in the recording.
However, the digital processing is computationally intensive. The
artifact templates produced by different tissue parts are also
inconsistent. Some improved schemes have been proposed in
Culaclii et al. (2018), in which both hardware and software are
implemented to optimize the system. As shown in Figure 4C,
the amplitude of artifacts is reduced by iterative hardware
loops instead of filtering them completely. The hardware
loop stores the artifact as the template and then iteratively
updates the template according to the recording difference,
until the template converges within the resolution range of

the hardware component. Finally, the artifacts are removed by
signal post-processing. However, the hardware implementation
may introduce the noise caused by other electronic components
from the PCB boards. Besides, the software implementation also
consumes extra computation resources.

At present, all kinds of signal post-processing methods have
become mature. The research focus on artifact suppression has
been changed to establishing a high input dynamic range RFE,
removing the amplifier saturation caused by artifacts. A common
combination composed of a chopper amplifier and the ADC
is proposed in Chandrakumar and Markovic (2017; 2018) and
Samiei and Hashemi (2019; 2021). As shown in Figure 4E,
chopping is an effective way to reduce the low-frequency flicker
noise of the amplifier. The gain of the capacitive feedback
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amplifier is determined by the ratio of C1 to C2. To eliminate
the influence of the operational amplifiers’ low-frequency noise
and the DC offset, the chopper is used to up-convert the
low-frequency biological signal to the carrier frequency (Fclk),
away from the DC offset and flicker noise. After band-pass
amplification, the up-converted signal is down-converted to its
original frequency, and the DC offset and flicker noise are up-
converted away from the signal. However, due to the large input
capacitor C1, the input impedance is restricted.

A track-and-zoom (TAZ) neural ADC is proposed in Reza
Pazhouhandeh et al. (2020). As shown in Figure 4F, a recording
amplifier and an ADC are combined. When fast artifact transients
are detected, the multi-bit DAC will feedback to the TAZ ADC.
Then, the dynamic input range of the RFE is exponentially
expanded, which prevents the saturation of neural recording and
saves chip area and power consumption. In another innovative
method, the recording amplifier is replaced by VCO (Jiang et al.,
2017; Jeon et al., 2019). As shown in Figure 3B, the proposed
circuit in this method quantizes the frequency of the sample
by counting the phase increment. Applying this method, the
neural signals recording can be done in the frequency domain.
The feedback DACs compensate the nonlinearity of Gm,in.
Thus, VCOs can keep good linearity in a large input range of
neural recording. However, in order to ensure high sensitivity of
recording with large input range, the noise of VCOs dominated
by flicker noise needs to be further reduced.

Another artifact suppressing technique reported is the
localized stimulation (Wong et al., 2007; Yung-Chan et al.,
2009), as shown in Figure 4G, where the stimulation current
returns to a local ground. Although this reduces the artifact
amplitude at the input of the recording amplifier and allows the
amplifier to quickly recover to the normal state, the artifact is
still not effectively suppressed. An improved method is shown
in Figure 4H. The dual-electrode in-phase stimulation and
differential acquisition at the recording electrodes are carried
out (Nag et al., 2015). This method uses the common mode
suppression characteristics of a differential input to reduce
the artifacts. The experimental result showed good artifact
suppression effect, but this method requires the electrode
impedance to be highly matched. In order to ensure the
consistency of the common-mode level, it is necessary to establish
an additional accurate impedance matching network.

To avoid impedance mismatching in differential acquisition
at the recording electrodes, the referenced and tuned push–
pull stimulation (RTPPS) scheme with a tri-polar electrode is
proposed (Xu et al., 2017). The problem of the artifact can be
solved and no blanking of the recording channels is needed.
As shown in Figure 4I, the RTPPS uses a tri-polar stimulation
configuration with two working electrodes and one reference
electrode. The stimulation currents delivered by the two working
electrodes are complementary to each other. By doing so, the
amplitude of voltage fluctuation at the recording site can be
significantly reduced.

Several other artifact cancelation methods have also been
proposed. In Liu et al. (2011), neural recording is carried
out only in the mid-phase between cathodic and anodic
stimulation phases to avoid the artifact. In Dura et al. (2012)

and Chu et al. (2013), high-frequency short-duration pulses or
other specific patterns are adopted for stimulation. However,
the stimulation parameters (i.e., pulse width, amplitude, and
frequency) are usually determined by the application and not by
the artifact cancelation.

Artifact is a key issue in neural recording. Table 3 compares
various methods of artifact suppression. These methods can be
divided into two categories. In the first category, the artifact
suppression is done at the RFE by using optimized neural
recording circuits, while in the second category, the artifact
suppression is implemented by using the digital signal processing
after recording. The methods of suppression at the RFE can
reduce the maximum artifact amplitude of neural recording and
reduce the design complexity. The methods using digital signal
processing after recording rely on different algorithms (adaptive
filtering, etc.). By comparing the prior works in Table 3, it is
found that the method (Hardware and Software) using both
RFE optimization and digital processing can achieve the highest
artifact suppression ratio (100 dB).

Probes in Neural Recording
The purpose of neural recording is to record the activities of
neurons; however, how to record a large number of neurons in
multiple regions for a long time is a key issue. The implanted
probes must contain multiple electrode arrays and ensure
the reliability of long-time recording. A 100-electrode neural
recording circuit with a Utah probe is proposed in Harrison
et al. (2007), and the probe design is shown in Figure 5A.
This Utah probe uses a 10 × 10 array of platinum-tipped
silicon extracellular electrodes. The silicon-based electrodes were
inserted into the cerebral cortex and the researchers can record
the electrical activities of nearby neurons. The flipped chip is
connected to all 100 electrodes through the back of the Utah
array, and it can sample in a plane approximately parallel to
the brain surface.

However, the best way to record in layered or deep structures
(striatum, hippocampus, or superior colliculus) is to take a
dense sample in a plane perpendicular to the brain surface.
A breakthrough development named Neuropixels probe is
proposed (Jun et al., 2017). This is the first report of a large
(10 mm) dense (100 sites per millimeter) implantable nerve
recording device. The structure of the probe is shown in
Figure 5B. The 12 × 12 µm sites are arranged in a four-column
checkerboard and 20 µm center-to-center nearest neighbor
spacing. The probe is 10 mm long and contains 960 sites.
In addition, it has a user-programmable switch that allows
us to address 384 of the 960 sites simultaneously. Titanium
carbide (TIN) is selected as the recording site material, which is
compatible with CMOS processing and has the advantages of low
and uniform impedance. The researchers used two Neuropixels
probes to record the activities of more than 700 neurons.
This combination of high-performance electrode technology and
scalable chip manufacturing opens a way to record the brain-wide
neural activities and neuron behaviors.

Chronic recording is essential for understanding the processes
that evolve over time, such as learning, memory, and plasticity.
In the latest research, the problem of stable recording of a
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TABLE 3 | Comparison of the artifact suppression methods.

Samiei and
Hashemi,

2021

Xu et al., 2017 Culaclii et al.,
2018

Pazhouhandeh
et al., 2018

Uehlin et al.,
2020

Rozgic et al.,
2019

Reza
Pazhouhandeh

et al., 2020

Jiang et al.,
2017

Technology (nm) 180 180 N/A (SOC) 130 65 40/HV180 130 40

Supply voltage (V) 1/3 1 5.25 1.2/3.3 1.2/2.5 0.6/1.2/1.8 0.6/1.2/3.3 0.45/1.2

Artifact suppression FE filter RTPPS Hardware and
software

Differential
Acquisition

Digital adaptive
filter

Online adaptive
filter

Track-and-zoom Direct
digitization

Bandwidth (Hz) 200–9k 200–5.8k 1–10k – <32k 1–250 1–500 1–200

ADC type SAR N/A – 1 Nyquist
1-Encode

– 126 SAR

ADC ENOB (bit) 8.6 – 9.7 14 12.8 11.3 12.0

Maximum tolerated artifact (V) 0.7 1 5 0.01 0.11 0.1 0.2 ±0.05

Artifact suppression ratio (dB) – 30 100 78 60 42 N/A N/A

Power/CH (µW) 4.3 2.4 – 0.73 0.62 8.2 4.913 7

Area/CH (mm2) 0.66 – N/A 0.0054 0.0025 0.12 0.023 0.135

FIGURE 5 | (A) The structure of a 100-electrode neural recording circuit with Utah array. (B) Neuropixels 1.0 probe with the sites arranged in a four-column
checkerboard. (C) Structure of Neuropixels 2.0 probe with the sites arranged vertically in two columns.

single neuron on a long-time scale from several weeks to several
months has been overcome (Steinmetz et al., 2021). Based on
Neuropixels 1.0, the team has successfully developed a more
miniaturized Neuropixels 2.0 with more recording sites. The
electrode structure is shown in Figure 5C. The probe consists
of four slices inserted into the brain and a probe base (the
voltage signal is filtered, amplified, multiplexed, and digitized
on the base). The weight of the probe plus a headstage is about
1.1 g. The base is fixed on a rigid printed circuit board (PCB)
and a slender flexible ribbon cable that plugs into a headstage.

Compared with the 20 µm of Neuropixels 1.0, the recording sites
are arranged vertically in two columns rather than staggered,
and the vertical distance from center to center is 15 µm. The
length of the probe is still 10 mm and the number of recording
sites per handle is 1,280. The four-shank version supports 5,120
recording sites and the headstage is miniaturized to about one-
third of the size of those for Neuropixels 1.0, which is more
suitable for chronic recording in a freely moving mouse. Using
two four-shank probes, combined with a motion correction
algorithm, the success rate of neuron tracking is more than
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FIGURE 6 | (A) Traditional structure of the wireless powered neural recorder. (B) Block diagram of the neural recorder using the UWB transmitter for BMI. (C) The
block diagram of an energy-efficient wireless transmitter using dual-band on–off keying modulation. (D) The block diagram of the four-coil inductively powered
wireless neural recording and stimulation system.

90% in 2 weeks and more than 80% successful for up to 2
months. These experimental data are acquired based on chronic
recording, and the results prove that the proposed recording
electrode (Neuropixels 2.0) is very suitable for brain recording
with stable insertion and contact.

Wireless Power Supply and Wireless
Communication
In the system-level design of neural stimulation and recording,
another necessary module is the power supply. To achieve a
complete closed-loop system and satisfy the needs of large-
scale electrode array such as the applications in the brain
and wireless power supply is necessary for implantable neural
chips. The traditional wireless power supply design is shown
in Figure 6A, which introduces an inductive RF telemetry link
(Wise et al., 2004). The outside part includes the receiving unit
and the driving unit. The power supply of the implantable chip
is provided by the inductors. The neural recording requires
multiple channels, and each channel supports several recording
sites. The recorded neural signal is converted into a digital
signal by the ADC, and transmitted to the outside receiver unit
through an RF link. The clock needed for the implantable chip
is generated from the RF carrier. The demodulator is used to
decode the received data. Then, the data can be transmitted to
the computer for storage.

Recent research in nerve prosthesis chips demands high-
quality data transmission from multiple neural electrodes.
When the data throughput is large in multiple-channel neural
recording, wireless transmission is needed as it can reduce
the number of connected wires and simplify the interface.

A multi-channel neural recording for brain–machine interface
(BMI) is proposed (Ando et al., 2016), which adopts an
ultra-wideband (UWB) transmitter. The high transmission rate
ensures the stable recording of multi-electrodes, and the low
output power has stronger anti-interference ability. In addition,
the neural recording module and the wireless data transmission
module are implanted in the brain and abdomen, respectively.
The separated modules are connected by a flexible coaxial
subcutaneous cable, which can transmit high data rate signals.
The structure of the system is shown in Figure 6B, achieving
a transmission rate of 128 Mbps, which is enough to support
the application of thousands of electrodes. However, the system
also has some limitations. The ZigBee module is added to
control the implant because the communication direction of
UWB can only be unidirectional (from inside to outside).
The communication range is only 20 mm, which means that
the external communication device must be carried at any
time. Besides, the space for implantation is constrained due to
the short range.

In the application of multi-electrodes, to break the limitation
of power efficiency, the transmitter needs to have a high energy
efficiency. Recently, a high energy-efficient wireless transmitter
using dual-band on-off keying modulation has been proposed
(Lyu et al., 2020), which supports 2.4-GHz and 3.2-GHz bands.
The structure of the transmitter is shown in Figure 6C, including
a fractional-N frequency synthesizer and a 6-bit Class-D digital
power amplifier (DPA). The frequency range of the VCO is from
2.39 to 3.75 GHz, covering the working frequency band of the
transmitter. The output carrier of the synthesizer is modulated
by the coded data from the data processing unit (DPU). Then, the
data are sent to the DPA for amplification, and finally transmitted
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TABLE 4 | Comparison of the parameters of wireless power supplies.

Piech et al., 2018 Jia et al., 2017 Mei et al., 2017 Lee et al., 2019 Kassiri et al., 2016 Lee et al., 2016 Lo et al., 2016

Power frequency (Hz) 1.85M 13.56M 346.6M 13.56M 1.5M 13.56M 2M

Distance (cm) 0.5 20 18 18 15 18 –

Coupling Ultrasound 4 coils 3/4 coils 4 coils 2 coils 3/4 coils 2 coils

Recording N/A N/A EEG Spike EEG Spike EMG

Stimulation CCS CCS N/A CCS CCS N/A CCS

Uplink data LSK BLE 2.4 GHz RF OOK/BLE UWB/FSK FSK LSK/WiFi

Downlink data OOK BLE N/A BLE ASK N/A DPSK/WiFi

Area (mm2) 3.1 × 1.9 × 0.89 20 × 22 × 11 14 × 25 × 14 19 × 19 × 30 20 × 20 25 × 35 × 8 4.4 × 5.7

Power (mW) 0.15 43 6.4–13 35 6.9 51.4 –

Experiment area (cm3) N/A 20 × 46 × 20 61 × 61 × 30 24 × 46 × 20 26 × 45 30 × 28 × 18 0.5 × 0.5 × 0.5

to the SMD antenna for transmission. This structure is based on
the interfacing system-on-a-chip (SoC) mode, which achieves a
transmission rate of 54 Mbps and a transmission distance of 4
m. Due to the reservation of the wired communication for SPI
interface, the circuit can only transmit unilateral wireless data
(from inside to outside), which is not applicable for implantation.

Due to the lack of sufficient power budget and two-way
wireless communication, most of these devices only support
independent neural recording or stimulation function. It is
necessary to combine the two functions. A SOC with four-
coil inductive power supply is proposed (Lee et al., 2019),
which integrates 32-channel neural recording and 4-channel
stimulation circuits, and achieves a data transmission rate of
434 MHz. As shown in Figure 6D, the four-coil induction power
supply mode improves the power efficiency, and the CC2540
micro-controller unit (MCU) connects the DC–DC converter
to realize power control. SDR Rx is the external software-
defined radio wideband receiver, and PA is a power amplifier.
In addition, the MCU sends stimulation parameters and setting
parameters to the headstage through the BLE link. The headstage
includes a WINeRS-8 ASIC, a Schottky rectifier, an RX MCU
(CC2541), and a 2.5-V LDO. The WINeRS-8 ASIC consists of
32-channel neural recording and 4-channel CCS circuits. Because
the BLE link does not have enough transmission rate to meet 32-
channel applications, a 434-MHz OOK transmitter is added to
transmit AFE recorded data. The system integrates the functions
of nerve recording and stimulation and achieves a high data
transmission rate. However, the four-coil power supply mode
limits its application, which can only be used in an energy cage
formed by four coils. The BLE link is not based on peer-to-
peer communication, but on multiple inputs to multiple outputs
mode, which might be vulnerable to radio interference.

The implanted neural chip requires a wireless power supply
and a wireless communication system. Table 4 shows the
comparison of the parameters of the circuits with wireless power
supplies. The power frequency refers to the frequency of the
alternating current (AC) of the induction link, and the external
power supply is generally realized by using the inductive coils.
The transmission distance is related to the size of the inductive
coil, and the transmission distance ranging from 15 to 20 cm
can be achieved in the prior works. According to the comparison
in Table 4, only a few designs incorporate both the function

of neural recording and stimulation in one implanted neural
chip. The uplink data and downlink data are related to the
data transmission mode between internal and external. With the
increase of the number of channels, the data transmission rate
also needs to be improved consistently.

DISCUSSION

Since several advances in neural recording and stimulation
integrated circuits are introduced in this article, it is
worthwhile to present a discussion about key indicators for
the design, which will help the circuit designer improve the
chip performances.

In the design of neural stimulators, the important parameters
are safety and efficiency. The essence of stimulation is the
injection and recovery of electric charge. For fragile nerves,
excessive injection of electric charge will cause irreparable
damage. Therefore, we need to restrict the stimulation current
and reduce the influence of residual charge in the tissue. CCS
is still the mainstream design for neural stimulation. In recent
years, the combination of multiple control methods to reduce
the residual charge has gradually become the mainstream. As
for efficiency, the electrode voltage is highly dependent on the
electrode impedance, so more energy loss will be generated.
The generation of large energy in the form of heat could be
harmful for the tissue around the implantable neural chips.
How to effectively reduce heat generation is still an issue for
implantable chip design.

For the design of neural recording, accuracy is a key
parameter. Due to the small amplitude and low-frequency
characteristics of neural signals, the difficulty of sampling is
greatly increased. In addition, the impact of the stimulation
artifact, the attenuation of neural signals, and the crosstalk of
electrical signals are needed to be further researched. There are
several irrelevant signals in the collected signals that are difficult
to filter out. In the design process, both front-end processing and
back-end adaptive filtering are the common ways to solve the
problem. In the latest technology, the direct optimization of the
AFE has the advantages of achieving high input impedance, high
dynamic range, low power consumption, and small area, which
would become the future development direction.
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At present, the diversity and miniaturization of neural
recording and stimulation circuits is a trend. For the requirement
of chip implantability, due to the large volume of wired
power supply, the application of wireless power supply is
necessary. Through wireless transmission, the recorded data are
transmitted to the computer terminal, and then the terminal
transmits stimulation instructions back after computation. For
multi-electrode recording demands, the transmission rate and
transmission distance of wireless communication also need to
be improved. The trade-off between area and power needs to be
carefully considered for different applications. In addition, as the
common-mode voltage affects the nerve signals recording, the
technique of stimulation artifact suppression is still important
to be further researched. The current solution could be divided
into two aspects. One is the artifact suppression of the RFE,
such as iterative hardware loops or RTPPS technology. The other
is to sample the artifact signal followed by filtering or digital
post-processing to get the complete neural signal at the neural
recording site. The combination of the two schemes for artifact
reduction could greatly improve the quality of neural recording
in a closed-loop system.

CONCLUSION

In this article, the circuit structures and the latest technologies of
neural recording and stimulation circuits are summarized. The
key design directions of a closed-loop neural prosthesis chip and

advances of neural recording and stimulation integrated circuits
are introduced. Due to the different characteristics of neural
recording and neural stimulation, we discuss the important
parameters in the design process. The various latest technologies
mentioned and an analysis of the future trend in this article could
help the designers meet their performance requirements in future
biomedical device development.
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This paper presents the design and the utilization of a wireless electro-optic platform

to perform simultaneous multimodal electrophysiological recordings and optogenetic

stimulation in freely moving rodents. The developed system can capture neural action

potentials (AP), local field potentials (LFP) and electromyography (EMG) signals with

up to 32 channels in parallel while providing four optical stimulation channels. The

platform is using commercial off-the-shelf components (COTS) and a low-power digital

field-programmable gate array (FPGA), to perform digital signal processing to digitally

separate in real time the AP, LFP and EMG while performing signal detection and

compression for mitigating wireless bandwidth and power consumption limitations. The

different signal modalities collected on the 32 channels are time-multiplexed into a single

data stream to decrease power consumption and optimize resource utilization. The data

reduction strategy is based on signal processing and real-time data compression. Digital

filtering, signal detection, and wavelet data compression are used inside the platform

to separate the different electrophysiological signal modalities, namely the local field

potentials (1–500 Hz), EMG (30–500 Hz), and the action potentials (300–5,000 Hz) and

perform data reduction before transmitting the data. The platform achieves a measured

data reduction ratio of 7.77 (for a firing rate of 50 AP/second) and weights 4.7 g with

a 100-mAh battery, an on/off switch and a protective plastic enclosure. To validate

the performance of the platform, we measured distinct electrophysiology signals and

performed optogenetics stimulation in vivo in freely moving rondents. We recorded AP

and LFP signals with the platform using a 16-microelectrode array implanted in the

primary motor cortex of a Long Evans rat, both in anesthetized and freely moving

conditions. EMG responses to optogenetic Channelrhodopsin-2 induced activation of

motor cortex via optical fiber were also recorded in freely moving rodents.

Keywords: electrophysiology, optogenetics, photostimulation, freely moving, digital signal processing, wireless,

implantable device
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1. INTRODUCTION

New tools to study the brain microcircuits of laboratory
animals are highly sought after to advance our knowledge of
the brain physiology and pathology. The rapid development
in optogenetics and electrophysiology have allowed a wide
array of different experimental approaches to better understand
neural circuits (Balasubramaniam et al., 2018). Optogenetics
allows the control of specific genetically modified neurons
by light, which improves neural stimulation selectivity and
avoids interference with parallel electrophysiological recordings
compared to electrical stimulation. Small wireless implantable
platforms combining both optogenetic stimulation with
electrophysiological recording capability have been designed to
study the brain dynamics in small laboratory animals (Gagnon-
Turcotte et al., 2017a, 2020; Mesri et al., 2018; Bilodeau et al.,
2020). However, performing high-resolution electrophysiology
recordings and optical stimulation in small freely moving
animal without interfering with their natural behavior remains
challenging (Buzsáki et al., 2015).

Assessing multiple electrophysiological signal modalities in

parallel is a critical requirement in several experimental settings
(Mehring et al., 2003; Jackson et al., 2006; Ethier andMiller, 2015;

Watson et al., 2018). Simultaneous recording of LFP and AP
signals is crucial in understanding their respective roles, relations,

and complementarity (Watson et al., 2018). The information
extracted from these two distinct signal modalities has shown
to yield better prediction results during reach and grasp tasks
in non-human primates (Mehring et al., 2003; Abbaspourazad
et al., 2021). Moreover, the development of reliable brain
machine interfaces often require to perform parallel recording
and stimulation in the motor cortex or other brain structures,
while monitoring the EMG signals in muscles (Jackson et al.,
2006; Ethier and Miller, 2015). LFP and AP signals are typically
recorded from the same electrode implanted in the central
nervous system, while EMG is recorded from a separate electrode
inserted in the muscle or located under the skin. The amplitudes
and frequency bands of AP, LFP, and EMG, respectively range
from 300 to 5,000 Hz and 50 to 500 µV (Liu et al., 2013), 1
to 500 Hz and 250 to 5,000 µV (Soltani et al., 2019), and 10
to 300 Hz and 50 to 500 µV (Soltani et al., 2019). Capturing
all these waveforms concurrently requires a dedicated strategy.
A minimum sampling rate of 10 kS/s is needed, while 25
kS/s is most desirable (Gagnon-Turcotte et al., 2017b), which
can produce very high data rates that cannot be handled with
low power telemetry in a system including multiple channels.
Recording the full neural signal bandwidth on 32 channels in
parallel, at 20 kS/s and on 16 bits yields a data rate above 10.24
Mb/s, which cannot be supported by low-power BLE transceivers.
Data reduction and/or data compression strategies have proven
essential to increase the channel count and resolution, while
decreasing the size and the power consumption of such resources
constrained devices.

Since the APs are discreet events with high frequency content,
data reduction methods mainly focus on this specific modality
(Wu and Tang, 2011; Liu et al., 2013; Gagnon-Turcotte et al.,
2017b), but eachmodality has its specific characteristics requiring

a custom data reduction scheme. For instance, AP data reduction
often initiates by performing high-pass filtering and signal
detection (Wu and Tang, 2011; Liu et al., 2013) using a fixed or
a dynamic threshold which cannot be performed on continuous
low-frequency signals such as LFP. Only the detected APs are
transmitted in this scheme, which can greatly reduce the data
rate. A combination of AP detection and data compression
can yield compression ratios (CR) above 500 (Gagnon-Turcotte
et al., 2017b). This type of method, known as activity dependent
reduction method, can significantly decrease the amount of data,
but requires the signal to be high-pass filtered to avoid any
LFP contamination, thus, in this approach, the LFPs, which lies
at low frequencies, must be separated from the APs right at
the beginning.

Neural signal recording systems that rely on custom integrated
circuits (IC), often use a sophisticated analog signal processing
front-end including different types of analog filters to isolate the
preferred signal band directly before digitization (Wu and Tang,
2011; Biederman and al., 2015; Kassiri et al., 2017; Lopez et al.,
2017; Gagnon-Turcotte et al., 2018). These solutions can be really
effective when recording within only one signal band, or when
the data rate is not representing a bottle neck, as it is the case
in tethered settings. A custom IC using one dedicated filter and
one analog-to-digital converter (ADC) per signal modality has
been described before (Liu et al., 2017). This solution, which
aims at performing closed-loop control, is trading signal integrity
for extracted features. The solutions presented in Perelman
and Ginosar (2005) and Bihr and Ortmanns (2012) both use
custom chips including two separation filters and 2 ADCs per
channel to capture the two separate bands i.e., low- and high-
frequency bands simultaneously. This is because the amplitude
of the LFP signals can be 10 times higher than the amplitude
of extracellularly recorded AP signals. The dynamic range can
then be optimized a posteriori to reduce the number of bits
needed for each modality. However, this approach is limited to
only small data reduction factors (e.g., RD < 2 for APs as shown
in Bihr and Ortmanns, 2012) at the cost of a lot of additional
hardware. Additionally, custom chip solutions typically require
longer development time compared to COTS solutions.

Wavelet compression has been applied to AP before in
real-time (Schmale et al., 2013; Gagnon-Turcotte et al., 2018).
The study presented in Schmale et al. (2013) provides a
comparison to determine the best suited wavelet to process
AP and LFP, but does not provide insight on how to utilize
the results inside a miniaturized device. In contrast, Gagnon-
Turcotte et al. (2018) has demonstrated a fully integrated wavelet
detection and compression core embedded inside a 10-channel
electrophysiology chip for recording AP and LFP separately, but
this system cannot capture AP and LFP simultaneously, and was
not validated in freely moving rodents.

Here, we present the design of a wireless electro-optic
platform providing multimodal electrophysiology recording
from 32 channels as well as optogenetic stimulation, and
its validation in freely moving laboratory animals. The
presented platform, which is based on commercial off-the-
shelf components, can (i) extract AP, LFP and/or EMG signals
concurrently, over 32 channels, (ii) perform optogenetics
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stimulation over four channels along with the electrophysiology
recording, and (iii) be utilized in freely moving rodents without
any hardwired connection. The system includes a real time
digital signal processing core running on a low-power FPGA
embedded in the platform to detect and separate the different
signal modalities on the fly, and a data compression core to
increase the resolution. We validated the system in vivo in
both anesthetized and freely moving rodents and showed that
the system can separate different types of electrophysiological
waveforms simultaneously while compressing and transmitting
the data wirelessly and in real time.

2. MATERIALS AND METHODS

2.1. System Overview
The concept of the proposed wireless electro-optic platform is
shown in Figure 1A. A detachable platform is connected to
an implantable interface, i.e., an optrode or a microelectrode
array (Figure 1B), which is secured on the head of a laboratory
animal. It can record different types of electrophysiology signals
using up to 32 microelectrodes in parallel at 20 ksps (16-
bits per samples), and perform optical stimulation using four
fiber-coupled LEDs. The presented platform improves the
system described in Gagnon-Turcotte et al. (2017b) with a
new signal processing core to capture simultaneously multiple
electrophysiology signal modalities and a new light-weight
format. Additionally, the platform was tested with freely moving
rodents. It includes a robust digital signal processing strategy to
capture and separate the electrophysiological signal modalities,
i.e., LFP/EMG and AP on the fly. Separating these signals in
multiple paths inside the system allows to decrease the data
rate and the power consumption by performing signal detection
and wavelet compression inside the low-power embedded FPGA.
Using multiple data paths to separate both LFP and AP inside
the platform is the key to perform AP detection and data
compression in this design. The system includes a new strategy to
extract three signal modalities (i.e., AP, LFP, and EMG) in parallel
within the same system. The platform benefits from an optimized
integration strategy leveraging a lightweight printed circuit board
and a low-power FPGA to implement the custom digital signal
processing cores.

The platform encompasses four main building blocks
implemented on a rigid-flex printed circuit board (PCB)
including (1) a RHD2132 neural recording interface from Intan
Technologies, USA, (2) a AS1109 4-channel precise LED driver
for optical stimulation from AMS, Austria, (3) a nRF24l01p 2
Mbps (on-air) wireless transceiver from Nordic Semiconductor,
Norway, and (4) a small-sized Spartan-6 (XC6LSX16, 8 ×
8 mm2 196-CSPBGA package) low-power field-programmable
gate array (FPGA) from Xilinx, USA.

2.1.1. Neural Recording Interface
The RHD2132 from Intan Technologies provides the platform
with a 32-channel neural recording interface which can collect
differential signal from 32 electrodes and a common reference,
with a maximum amplitude of −5 to 5 mV and a sampling rate
of up to 30 ksps. The low-pass cutoff frequency of the bandpass

filter is configurable from 100 Hz to 20 kHz, while the high-pass
is configurable from 0.1 to 500 Hz, which allows targeting a wide
range of electrophysiology signals. It should be noted that every
channel reuses the same bandpass filter parameters. The chip uses
a small 56 pins QFN package, the size of which is only 8× 8mm2.

2.1.2. Optical Stimulation
The optical stimulation module uses the AS1109 LED driver
circuit from AMS, Austria which can drive up to 8 LEDs. Each
output channel of the chip can supply 0.5–100 mA with a 8-bits
resolution. Each LED is driven by two driver output channels
in parallel to provide a maximum current of 200 mA to each
LED. The system can use 8 LEDs, like the LB G6SP from
OSRAMOpto Semiconductors, which can deliver 250 mW/mm2

at the output of the optical fiber (Gagnon-Turcotte et al., 2017b)
when a driving current of 150 mA is provided by the LED
driver, for triggering neuronal activity in transgenic animals
over-expressing an opsin (LeChasseur et al., 2011). The AS1109
LED driver uses a pins QFN package, the size of which is only
4× 4mm.

2.1.3. Wireless Transceiver
The platform uses a nRF24l01p wireless transceiver chip from
Nordic Semiconductor. This transceiver uses a center frequency of
2.45 GHz in the corresponding Industrial, scientific and medical
frequency band and a custom protocol by Nordic Semiconductor.
It provides a maximum data rate of 2 Mbps in the air, a 11.3
mA current in data transmitting mode and 13.5 mA in receiving
mode at 2 Mbps. This wireless transceiver chip allows flexibility
with respect to the communication protocol and provides a high
effective data rate of up to 1.4 Mbps (Gagnon-Turcotte et al.,
2017b) for a low-power consumption. This chip uses a 20 pins
QFN package, the size of which is only 4× 4mm.

2.1.4. Digital Signal Processing Cores
In this design, a the XC6SLX16 Spartan 6 FPGA from Xilinx
Inc, USA is utilized to perform signal processing inside the
platform in real-time. A custom DSP core module developed
and described previously by our group (Gagnon-Turcotte et al.,
2017b; Bilodeau et al., 2020) is used to perform signal separation
of the LFP, EMG, and AP and AP detection and wavelet signal
compression. The FPGA controls all the custom digital cores
as well as other modules and chips, i.e., the neural interface,
the wireless transceiver and the optical stimulation, using a
Microblaze microcontroller (MCU) softcore. The block diagram
of the system along with the internal modules implemented
inside the FPGA are depicted in Figure 1B.

2.1.5. PCB System Design
The platform was implemented on a thin rigid-flex printed
circuit board as shown in Figure 2A. Since the system is
designed for enabling experiments in small rodents, it has
a low weight (<3.5 g; Gagnon-Turcotte et al., 2017a) and
provides sufficient autonomy to accommodate different types
of behavioral experiments (30–60 min). All components are
mounted on a rigid-flex PCB including two rigid sections and
a flexible section. The top rigid section holds the low-power
transceiver and the FPGA, while the bottom rigid section holds
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FIGURE 1 | (A) On the left, the concept of the platform connected on an optrode secured on the head of a rodent and to EMG electrodes going to its arm. On the

right, the base station with the computer host communicating with the platform. (B) System level concept of the platform.

the optical stimulator components (i.e., the LED driver), the
neural recording interface and aMolex connector (#0559090574)
for connecting the system to an optrode (see Figure 1B). The
rigid sections are connected to each other using flexible sections.
The system is folded around the battery to achieve a very compact
size (Figure 2B). The final weight of the system is 4.68 g including
a 100 mAh battery (Model 051417, MYD Technology), a plastic
packaging and an on/off switch. The electronic system represents
only 36% of the total weight (∼ 1.7 g), thus lower final weight
can be achieved by reducing the battery size and capacity and/or
by removing the protective plastic. This specific packaging and
battery size are suited for experimental settings involving live
laboratory mice or rats.

2.2. Multimodal Extraction Strategy
Our signal extraction strategy allows collecting AP, LFP, and EMG
signals in parallel using all or a subset of the 32 channels available.

The separation strategy uses both the analog filters inside
the RHD2132 neural recording interface and the digital filters
implemented inside the FPGA using Xilinx’s IP core. Two types
of digital filters are utilized: (1) a high pass filter to extract
the AP signal and (2) a low pass filter to extract the low
frequency signals (LFP/EMG). The same filter design is used both
for the LFP and the EMG for preserving the signal integrity,
while the sampling rate of the system is set to 20 ksps (4 >

2 × the AP bandwidth) for all signal modalities. Then, the
LFP/EMG signals are decimated by a factor of 10 (2 ksps). The
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FIGURE 2 | (A) Two-sided view of the rigid-flex PCB when not folded. (B) System in its plastic enclosure.

FIGURE 3 | Block diagram of the platform illustrating the data paths for both AP and LFP/EMG signals, and showing the ideal output frequency response for both

data paths on the right hand side.

data flow for the AP and the LFP/EMG data is illustrated in
Figure 3.

First, a tunable analog band-pass filter (0.25–500 Hz 1st
order high-pass and 0.1–20 kHz 3rd order Butterworth low-pass)
implemented inside the neural recording interface is applied
to the neural signal in order to remove any DC offset voltage
coming from the electrodes polarization, drift, or high frequency
noise and to avoid any aliasing. Then, the FPGA separates the
low-frequency from the high-frequency i.e., the AP bands and
processes the signals inside two distinct data paths implemented
inside the FPGA, as shown in Figure 3. The data paths can be
described as follow:

• High frequency band data path for AP signal processing and

extraction: The raw signal is passed through a finite impulse
response (FIR) high-pass filter including 41 symmetrical
coefficients to remove any frequencies below 300 Hz. The
high-pass filtered AP signal is then sent to the AP detection
core. Then, the detected and compressed APs are buffered
into a FIFO before being sent to the wireless transceiver over
the SPI bus. This path corresponds to the bottom branch in
Figure 3.

• Low-frequency band data path for LFP and EMG signal

processing and extraction: The raw signal is passed through
a FIR low-pass filter including 39 symmetrical coefficients to
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remove any frequency content above 500 Hz. The filtered
LFP/EMG signal is then decimated by a factor of 10, to bring
its sampling rate down to 2 ksps. The decimated signal is then
buffered before being sent to the wireless transceiver. This path
is presented in the top branch in Figure 3.

2.2.1. FIR Filters Implementation
The filter designs are optimized to reduce the area utilization
inside the FPGA. Since the LFP/EMG signal amplitude is roughly
10 times larger than the AP signal (a little more in the case
of the EMG), the AP high pass filter poses an optimization
challenge. The stop band attenuation and the filter main lobe
width must be optimized to remove any LFP signal at lower
frequencies. However, since the FPGA has limited resources
and the filtering has to be done in real time, the number of
coefficients in the filter is limited, which in turn limits the stop
band attenuation and the main lobe width. On the one hand,
an optimization must be done to get the maximum number
of filter coefficients without generating a delay larger than the
sampling frequency. Additionally, the stop band attenuation at
low frequencies must be sufficient to remove any other signal
modalities, the amplitude of which would be bigger than the APs,
so the AP detector can work properly. On the other hand, the
main design parameters of the LFP/EMG filter are the stop band
attenuation and the number of coefficients. The signal processing
inside the FPGA and the window design must be optimized to
meet these design requirements.

Performing all signal processing and system management
inside the platform, requires a minimization of the area utilized
in order to fit inside the limited FPGA resources, and to
reduce power consumption. Therefore, both low and high pass
FIR filters, are implemented by reusing the same data path
for the 32 channels through a multiplexing scheme. This way,
memory and logic blocks utilization is reduced compared to a
parallel implementation, which would result in twice the resource
used for each additional channel. In addition, the total latency,
meaning the time needed to process 32 channels, should be kept
lower than one sampling period (1/20kHz). Since the FPGA clock
(fCLK) is set to 20MHz, we can estimate the maximum number of
clock cycles (NCYCLES) needed for processing one single sample
as follows:NCYCLES = fCLK/(fs ∗ 32). This leads to a maximum
processing time of 31.25 clock cycles per sample to avoid any
excessive accumulating delay in the filter. To meet this design
requirement while maximizing the filter’s order, the coefficients
in both filters need to be symmetrical. A symmetrical coefficients
filter is designed so the first half of the coefficients are repeated
in the second half. Having symmetrical coefficients in the filter
results in a smaller latency by reusing the multiplication results of
the convolution. Since the filter performs a convolution between
the filter and the data, we can show that the outcome of each
of the multiplication between a sample and a coefficient can be
reused when the sample reaches the second appearance of the
coefficient in the filter.

In order to meet the attenuation requirements of the
filters without exceeding the maximum number of coefficients
allowed, windowing optimization was performed. Both filters
were designed following the guidelines presented in Rakshit and
Ullah (2014). The maximum number of coefficients per window

is set to 41 for both filters, so the FPGA module fulfills the
latency requirements. However, this can limit the attenuation
and the main lobe width of the filters, which are crucial for the
AP filter. A Kaiser window was used as suggested in Rakshit
and Ullah (2014) for its smaller main lobe width compared to a
Chebychev or a Blackman Harris window for an acceptable stop-
band attenuation. The Kaiser window, with a β of 0.1 and 41,
yielded the highest attenuation in the low frequency band, and
has a low ripple in the pass band.

The main parameters of the LFP/EMG filter are the stop band
attenuation, and the filter’s main lobe width. The Kaiser window
also offers a better attenuation in the stop band of a small main
lobe width. A Kaiser window including 41 coefficients and a β of
3 was used for this filter.

2.2.2. AP Detection and Compression
In order to achieve 32 neural recording channels, the platform
detects the AP waveforms and compresses them. The APs are
detected using a digital adaptive threshold and compressed
using a four level discrete wavelet transform (DWT) applied on
each AP sample. The utilized detection and the compression
strategies were previously presented in detail by our group in
Gagnon-Turcotte et al. (2019).

2.3. Control and Software Management
The platform processes the AP and LFP/EMG data using
a dedicated DSP module implemented with custom VHDL
modules inside the embedded FPGA. These modules are
connected to a Microblaze softcore MCU via an AXI-Lite
bus. The system can handle the high level functions, like the
communication with the wireless transceiver and the commands
interpretation, using a firmware written in C code and running
inside the Microblaze, while the VHDL custom modules sends
their critical notifications through the interrupt controller. The
firmware triggers an interrupt when a detected/compressed
AP sample or a LFP/EMG sample is ready to be sent to
the transceiver.

Each compressed AP (48 samples on 6-bits) is inserted within
a single 28 bytes packet, which also includes the type of packet
code (8 bits AP packet code), the AP detection timestamp (24
bits), and the channel number (5 bits). Similarly, the LFP/EMG
data are packetized and sent within separate packets, each of
which includes the packet type (LFP/EMG) and the channel
number of the first sample of the packet.

On the base station side, the LFP/EMG data is routed directly
to the user interface for plotting and/or storing the data, while the
AP data is routed to the decompression module for waveforms
reconstruction before the reconstructed signals can be sent to the
user interface. The reconstructed AP and LFP/EMG signals are
displayed separately inside the user interface using distinct time
and amplitude scales.

2.4. Experimental Setups for the in vivo

Experiments
2.4.1. Multimodal Electrophysiology Recordings
The encapsulated system is used with an adaptor to interface with
a 16-microelectrode implant. This adaptor allows to interface a
Molex connector (on the platform) with anOmneticsA79042-001
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FIGURE 4 | (A) Packaged system connected to a Molex to Omnetics adaptor, a 16 channels microelectrode array and a ground wire. (B) Packaged system

connected to a Molex to Molex adaptor and a three electrodes and 1 optical fiber optrode from Doric Lenses.

including 16 pins (on the microelectrode implant). The implant
consists of a 16 electrode Omnetics based microwire array from
Tucker-Davis Technologies Inc. (TDT, 2021). The electrodes are
separated in two rows of eight electrodes. Electrodes within
rows are separated by 250 µm, and rows were 500 µm apart.
Each microwire electrode, the diameter of which is 33 µm, is
made from polyimide-insulated tungsten. The implant has one
reference wire and uses an Omnetics A79043-001 connector to
interface with the adaptor. Figure 4A shows all the components
of the platform before implantation.

All animal manipulations were performed with the approval
of Université Laval’s Animal Protection Committee (CPAUL)
Protocol # VRR-2019-007. A Long-Evans rats (300 g female)
was implanted with a 16-channel electrode array made of a
2 × 8 assembly of 33 µm tungsten microwires (Tucker-Davis
Technologies Inc.) to acquire electrophysiological data in vivo.
The tips of the microelectrodes were inserted ∼1.25 mm deep
into the left primary motor cortex (centered at 1 and 3 mm
anterior and lateral with respect to bregma). A first set of data was
recorded peri-operatively during Ketamine-Xylazine anesthesia
(10–100mg/kg). A second set of recordings was performed 7 days
later during live behavior with the same rat.

2.4.2. Optogenetic Stimulation and AP Recording
The extracellular signals were recorded with a Fi-Wi opto-
electric cannula (3x tungsten 25 µm probes; 1x optical
fiber 245 µm 0.37 NA; Doric Lenses, Canada) connected
to the platform. The setup, which is using a Molex to
Molex adaptor and the optrode, is shown in Figure 4B. The
Thy1::ChR2-EYFP mouse was purchased from the Jackson Labs
[B6.Cg-Tg(Thy1::COP4/EYFP)18Gfng/J]. A small craniotomy
was made over the CA1 of dorsal hippocampus (rostro-caudal:
−2.5, medial-lateral: 2.5, from Bregma) while the mouse was
maintained on isoflurane anesthesia. The cannula was lowered
above the CA1 pyramidal cells (dorso-ventral: −1.75), 500 ms
pulses of light were delivered with a delay of 4.5 s between the

pulses while the raw electrophysiological signal was recorded at a
sampling rate of 20 ksps.

2.4.3. EMG Responses to Optogenetic Stimulation of

the Motor Cotex
A Long-Evans rat was used to conduct an optogenetic
stimulation experiment in the motor cortex. Channelrhodopsin-
2 was virally expressed in the rat’s motor cortical pyramidal
neurons following an injection of the AAV2/php.eB-CaMKIIa-
hChR2(H134R)-mCherry viral construct, developed at the
Canadian Neurophotonics Platform Viral Vector Core Facility
(RRID:SCR_016477). In brief, the AAV was prepared in the
absence of helper virus. It was purified on an iodixanol gradient
from cell culture. The virus was resuspended in PBS 320
mM NaCl + 5% Sorbitol + 0.001% Pluronic F-68. This rat
was implanted with a 400-µm optical fiber, tapered over 1.5
mm, to illuminate the infected cortical tissue in the primary
motor cortex. Additionally, three pairs of multi-stranded, PFA-
coated stainless steel microwires (41AWG, A-M Systems Inc.)
were inserted intramuscularly in the right trapezius, extensor
carpi radialis and flexor carpi radialis muscles, and tunneled
subcutaneously to a connector (Samtec Inc.) secured on the rat’s
skull using dental acrylic. A custom-made adapter was made to
perform simultaneous optogenetic cortical stimulation and EMG
recordings using the wireless platform. During this experiment,
EMG signals were recorded and transmitted directly to the base
station using the wireless platform, which also provided a control
signal to drive the activation of an external light source (488 nm
laser diode, Doric Lenses Inc.), to which the animal was tethered
using an optical patch cord.

3. RESULTS

3.1. Measured Performance and Results
3.1.1. Filters Responses
The measured frequency responses of the AP filter and the
LFP/EMG filter are shown in Figure 5. The responses address
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FIGURE 5 | In blue/plain, frequency response of the digital AP high-pass filter.

In red/dotted, frequency response of the digital LFP low-pass filter.

TABLE 1 | Platform’s characteristics and performance.

Parameter Value

Nb of recording/stimulation channels 32/4

Targeted signals AP/LFP/EMG

ADC resolution 16 bits

Sampling rate 20 ksps

Analog low-pass filter cut-off freq. 0.1–20 kHz

Analog high-pass filter cut-off freq. 0.1–500 Hz

Digital low-pass filter cut-off freq. 500 Hz

Digital low-pass filter stop-band att. 45 dB

Digital high-pass filter cut-off freq. 300 Hz

Digital high-pass filter stop-band att. 38 dB

Digital filters coefficient number 40

Combined data reduction ratio* 7.77

Dimensions(LxDxH) packaged 2.8 × 1.5 × 1.1 cm3

Maximum current per stim. channel 200 mA

Power consumption(w/o stim.) 37 mA

Weight(w/ and w/o battery) 4.4/1.7 g

*AP firing rate of 50 AP/s.

the design requirements i.e., 500 Hz low pass cut frequency for
the LFP filter with −50 dB attenuation in the stop band, and 300
Hz high pass cut frequency with −40 dB attenuation in the stop
band. A summary of these characteristics is presented in Table 1.

3.1.2. Power Consumption
The system’s total current consumption without the filtering
core and the dual data path was measured at 36 mA while
recording AP and LFP signals that were recorded in the brain
of a mouse in the course of previous in vivo experiments that
were played at the inputs of the platform using a Tektronix AFG
3101 arbitrary waveform generator over 32 channels. The digital
filtering core and additional digital signal processing cores, which
are critical to enable multimodal electrophysiological recordings
in this application, was found to add only 1 mA (1.2 mW in the
FPGA core powered at 1.2-V) while the system is recording from
32 channels over both signal frequency bands. The measured
recording autonomy with the dual data path activated over 32

FIGURE 6 | Recordings of synthetic signals are presented. (A) Digitally filtered

and decimated LFP signal. (B) Recorded, digitally filtered, detected, and

compressed APs. The magnification shows the uncompressed AP signal

(black) superimposed with the decompressed detected APs (red). (C)

Recorded original raw signal. (D) EMG recorded in parallel with the neural

signal.

channels in parallel and without light stimulation was 94 min,
using a 100-mAh battery.

3.1.3. System Performance
TheCombined Data Reduction Ratio (CDRR)metric presented in
Table 1 was evaluated using a typical firing rate of 50 AP/s, while
recording both AP and LFP separately at 20 ksps on 16 bits. This
ratio was calculated as follows:

CDRR =
fSH

NFR×SamplesAP
CR + fSL

(1)

where fSH is the sampling frequency of the raw signal in ksps,
NFR is the neuron firing rate, SamplesAP is the number of samples
in each AP, CR is the compression ratio for the AP (CR) and fSL
is the decimated sampling frequency in the low frequency band.
With a fSH of 20 ksps, a NFR of 50 AP/s, a SamplesAP of 48
Samples/AP, a CR of 4.17 and a fSL of 2 ksps, the CDRR was 7.77.
This metric takes into account the data reduction induced both
by the AP detection core and by the wavelet compression core.
These characteristics of the system are summarized in Table 1.

3.1.4. Synthetic Recording Results
To validate whether the system can effectively record and
separate AP, LFP, and EMG signals simultaneously in real time,
the EMG, AP and LFP signals recorded in the brain of a
mouse in the course of previous in vivo experiments were
played at the inputs of the platform using a Tektronix AFG
3101 arbitrary waveform generator. The signal was attenuated
using a precise voltage divider, and then applied on 31 recording
channels simultaneously, while the last channel (channel 32) was
connected to the pre-recorded EMG signal. The EMG signal
was recorded on the arm of a human volunteer using Ag/AgCl
surface electrodes and then passed through a 60 Hz notch filter
in post processing. Both the real EMG signal and synthetic
neural signal references were connected to the ground of the
system and on the Intan RHD2132 input reference pin. Figure 6
presents the recorded data on one channel of both LFP and AP
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and on the EMG channel. Figures 6A,B show the results for
the digitally separated signal shown in Figure 6C. This former
subfigure shows that both the AP and LFP signals were properly
extracted, which allows to correctly detect and compress the APs
during subsequent steps. Figure 6D shows the EMGdata that was
recorded in parallel on channel 32.

3.2. In vivo Results
Four separate experiments were conducted to validate the critical
functionalities of the presented system in vivo and with freely
moving rodents. First, an electrophysiological experiment was
performed in vivo in an anesthetized rat with a 16-microelectrode
array implanted in the primary motor cortex to demonstrate the
real-time separation of the APs and LFPs over a high channel
count. Secondly, electrophysiology recordings were performed
in freely moving conditions with the same implanted rat. Third,
EMG recordings and optogenetic stimulation of the motor
cortex were performed in vivo in a Long-Evans rat expressing
ChR2 delivered with a viral construct. In this experiment, three
pairs of electrodes were inserted intramuscularly in the right
trapezius, extensor carpi radialis and flexor carpi radialis muscles
and paired with optogenetic stimulation performed in the
primary motor cortex. Finally, the system was used to perform
optogenetic stimulation in the brain of a transgenic Thy1::ChR2-
EYFP mouse implanted with an optrode manufactured by Doric
Lenses, Canada including three recording channels and one
stimulation channel. The methods of these in vivo tests and their
experimental results are reported in the following sections.

3.2.1. Multimodal Electrophysiology Recording

Results
To validate the platform ability to properly collect and separate
LFP and AP signals during a freely moving experiment,
electrophysiological recordings were conducted in vivo in an
anesthetized and a freely moving rat using a 16 micro-electrode
array recording both LFP and AP signals in parallel. AP were
detected and compressed using wavelet compression by the
system on 16 channels in real time. The LFP signals were
decimated by the DSP core that is implemented inside the FPGA.
The DSP core could successfully reduce the output data rate of
the platform below the maximum data rate which can handle the
wireless transceiver. Indeed, we can show that the minimum data
rate needed to record the full signal bandwidth over 16 channels
in parallel at 20 ksps, without data reduction, is 5.12 Mbps. Our
data reduction strategy implemented in the platform reduces the
data rate below the maximum effective data rate of the wireless
transceiver, which is limited to∼1.4Mbps.

3.2.2. Anesthetized Multimodal Recording Results
The data presented in this section comes from recordings that
were performed during the implantation procedure described in
section 2.4.1, while the rat was anesthetized and remained still.
These recordings were taken after the implantation and before
solidifying the implant for chronic use. The platform recorded
AP and LFP signals on 16 electrodes during this experiment. The

APs that were detected and compressed by the platform were
wirelessly transmitted to the base station during the experiment.

In order to analyze the AP and LFP signals recorded on
the 16 microelectrodes, the AP trains were reconstructed by
temporally placing the AP samples according to their timestamps
with respect to their detection time point. They were then
superimposed with the decimated LFP signals (Figure 7A). As
expected, under ketamine-xylazine anesthesia cortical activity
revealed slow oscillation pattern (major frequency about 1
Hz). The recorded neurons were silent during the depth-
positive components and they fired AP during the depth-negative
components of the slow oscillations. For channels 2, 14, 15, and
16 large APs (up to 250 µV peak to peak) were detected in
separated rapid spike-trains which is expected under ketamine-
xylazine anesthesia in the neo-cortex. In the rest of the channels,
smaller APs (< 100 µV peak to peak) and spiking activity
was recorded. Among the LFP shown in Figure 7A, a large
low-frequency component can be seen over the 16 channels.
Figure 7B shows AP and LFP signals superimposed over 20 s of
a 30 s recording on electrode 2, with a zoom on a section of the
signal, to show the relation between AP firing and phase of LFP.
This correspondence between both measured modalities show
the correct parallel recording capability of the presented platform
when utilized into an in vivo setting.

The APs that were detected during 30 s over 16 channels
were clustered and superimposed (Figure 8). The decompressed
APs recorded during the experiments were re-filtered from 300
Hz to 5 kHz and re-centered around their peak value in post-
processing. A Principal component analysis (PCA) has been
performed on the resulting extracted APs for each channel and
followed by a clustering task using the Kmeans algorithm to
identify and sort the different AP shapes collected over each
electrode, which result from different neurons. While channels
5, 6, and 7 showed small waveforms (<20µV), most channels
showed at least one AP shape that is repeated throughout the
recording, indicating that the electrodes were effectively picking
up genuine neural activity for these channels. This shows that the
AP detection and compression strategy implemented inside the
platform and utilized to perform this experiment, works properly
along with our signal separation method to capture different
signal modalities in parallel over several channels.

The data reduction on the platform during recording was
calculated using a 30 s sample of the recording session. The total
number of APs detected during 30 s over the 16 channels was
5,547 (Figure 7A). Given that each AP includes 48 samples on 16
bits per sample, the decimated sampling frequency of the LFP is
2 ksps and the compression ratio is 4.17. The total data reduction
ratio can be calculated as follows:

CDRR =
20ksps× 30s× 16

5547APs×48samples/AP
4.17 + 2ksps× 30s× 16

(2)

The resulting total data reduction ratio for this experiment
was 9.38, which reduces the data rate from 5.12 Mbps, for
full bandwidth neural signals, to 0.55 Mbps, which is well
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FIGURE 7 | In vivo recordings for 16 channels of both LFP and AP in the brain of a freely moving Long-Evans rat under anesthesia. (A) 20 s of recording during the

experiment with the AP and LFP superimposed. (B) A magnification of the signals on channel two during the same recording to highlight the correspondence between

AP spike-trains and LFP activity.

below the limits of our low-power wireless transceiver chip after
data reduction.

In order to obtain the frequency content of the LFPs during
the recording session, a fast Fourier transform (FFT) was
performed on the LFP recorded on channel 2 (Figure 9A).
The result of the FFT was then normalized using the 2-norm

method. The typical frequency bands used in the LFP analysis
(Liu et al., 2017) are added to Figure 9A as an indicator to better
analyze the spectrum presented here. Figure 9B shows the power
distribution in each frequency band. The majority of the activity
is contained in the two frequency bands below 10 Hz, which is
typical with Ketamine-Xylazine anesthesia in the neocortex.
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FIGURE 8 | Clustered APs detected for 16 channels recorded simultaneously during a 30 s period. The average AP for each cluster is displayed in red in order to

better visualize its shape. Each AP waveform is 2.4ms.

FIGURE 9 | (A) Frequency content for a 30 s LFP recording on one electrode of the 16 electrode implant in the primary motor cotex of the Long-Evans rat under

anesthesia with the traditional frequency bands used for analysis identified on the graph. (B) Power percentage contained in each band for the specific recording in

anesthesia. (C) Frequency content for a 20 s LFP recording on the same electrode as in (A), a week after implantation while the rat is freely moving with the traditional

frequency bands used for analysis identified on the graph. (D) Power percentage contained in each band for the specific recording for the freely moving experiment.

3.2.3. Freely Moving Results
The results presented in this section show the device’s ability
to record multimodal electrophysiology signals simultaneously

in a freely moving laboratory animal. Recordings were taken 1
week after implantation in the same Long-Evans rat that was
used in section 2.4.1. AP and LFP signals were simultaneously
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FIGURE 10 | In vivo recordings for 16 channels of both LFP and AP in the brain of a freely moving Long-Evans rat with the implant and system on its head. On the

left, 20 s of recording during the experiment with the AP and LFP superimposed is shown. On the right, the clustered and superimposed APs are shown along with

the average AP waveform (in red) for the channels were some activity was detected is shown.

recorded from the 16 electrodes using the method described in
section 3.2.2, while the animal was freely behaving. The packaged
system weight 4.68 g, which represents only 1% of the 300 g Long
Evans rat.

As in section 3.2.2, the AP and LFP signals recorded on the 16
microelectrodes were reconstructed by temporally replacing the
AP samples according to their timestamps with respect to their
detection time point and were superimposed with the decimated
LFP signals (Figure 10). Figure 10 shows the superimposed
results of both signals collected during a 20 s part of the
recording. The APs detected on their respective channels were
sorted and clustered using a PCA and the Kmeans algorithm
to identify and sort the different AP shapes collected over each

electrode, which result from different neurons. The result is
shown on the right hand side of Figure 10. An AP shape was
detected consistently during the experiment for channels 1, 2, and
11–16. Little to no activity was detected on the other channels.

In order to compare the frequency content of the LFP
during exploration with the frequency content during anesthesia
(section 3.2.2), an FFT and 2-norm normalization were
performed on the LFP recorded on channel 2 during the
freely moving experiment (Figure 9C). The power distribution
was calculated comparing the total power with the power in
each power bands identified in Figure 9D. These results show
a shift between the frequency content measured during the
anesthesia (Figures 9A,B) and the beginning of the freely moving
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FIGURE 11 | (A) Recorded signal from one electrode of the optrode implanted in the Thy1::ChR2-EYFP transgenic mouse. Five hundred milliseconds of stimulation

pulses were applied with a 4.5 s delay between each pulse. The simulation pattern is shown in blue, the recording in black and the detected AP waveforms in red. A

zoom on an action potential of about 200 µV is added to better visualize the activity present during the light pulses. (B) The AP firing rate at each moment of the

experiment. (C) The clustered AP waveforms w/o stimulation and during the stimulation pulses.

experiment (Figures 9C,D), as expected, during exploration
LFP signal was dominated by activities in theta and beta
frequency range.

3.3. Optogenetic Stimulation and AP

Recording Results
The extracellular activity of CA1 pyramidal neurons was
recorded with the system in an anesthetized Thy1::ChR2-EYFP
mouse with the setup described in section 2.4.2. The recorded
signal was filtered from 300 Hz to 3 kHz for the three recording
electrodes. A fixed threshold of 60 µV (inside stimulation pulses)
and 45 µV (outside stimulation pulses) was applied after the
experiment to better identify the events during the recording
and highlight the increase in activity during the optogenetic
stimulation shown in blue (Figure 11A). The firing rate during
the experiment was also calculated for each 0.25 s segment
of the recording (Figure 11B) and revealed a relation between
stimulation and an increase in AP firing rate for the experiment.
The APs detected during and in between stimulation were
sorted and clustered separately using a PCA and the Kmeans
algorithm (Figure 11C). The AP shapes identified were higher in
amplitude during stimulation as compared to the APs in between
the stimulation pulses. Overall, delivering 500 ms light pulses
resulted in an increased firing rate and higher AP amplitude
during the pulses. The optical stimulation also introduced small
stimulation artifacts (likely due to photoelectric effect, shown in
Figure 11A) in the recorded signal when turning the LED on
and off.

3.4. Results of EMG Responses to

Optogenetic Stimulation of Motor Cortex
In order to demonstrate the capability of the system to record
EMG and to control a stimulation light source, EMG were
recorded using the setup described in section 2.4.3. This setup
served as a proof-of-concept experiment mainly for the EMG

recording, as the platform’s capability to generate light for
optogenetic stimulation was already demonstrated in section 3.3.

During the experiment, a stimulation train of 10 pulses
of 5 ms each 50 ms is repeated every 5.5 s to the optical
fiber for 20 s in order to generate sustained activity during
every stimulation train. Since the platform measures the signal
between 2 wire electrodes and a common reference, which is
located far from each muscle, signals are subtracted together
to reduce the background noise from the nearby muscle fibers.
Figure 12 shows EMG signals recorded during the experiment.
The muscle’s EMG activity level increases during the optogenetic
stimulation pulse-trains.

4. DISCUSSION

We presented the design of a wireless electro-optic platform
and its utilization to perform multimodal neural recording
and optical stimulation in parallel with freely moving rodents.
The system allows the digital separation of AP and LFP/EMG
signals in real time, provides AP detection and AP wavelet
compression to minimize the data rate of the wireless link and
the overall power consumption. This unique feature, combined
with the decimation of the LFP, allows to significantly reduce
the amount of data to be transmitted over the low-power
wireless data link, while preserving the integrity of the extracted
signal modalities. The platform was thoroughly measured and
validated in the Smart Biomedical Microsystems Lab and at the
CERVO Brain Research center during in vivo neurophysiological
experiments. Electrophysiology recordings were performed
during both anesthetized and freely moving conditions using
a 16-channel microelectrode array implanted in the primary
motor cortex of a rat. AP and LFP were recorded in parallel
using the platform on 16 channels, thanks to the real-time signal
separation, AP dectection/compression and LFP decimation,
during a behavioral experiment. Optogenetic stimulation along
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FIGURE 12 | In vivo EMG recording in the extensor carpi radialis and flexor carpi radialis muscles of a freely moving rat. The stimulation trains are shown in blue to

show when a response should be evoked.

with electrophysiology recordings were performed in parallel in
the brain of a transgenic mouse using an optrode including 3
electrodes and 1 optical fiber. EMG recordings along with optical
stimulation were also performed respectively in the arm and in
themotor cortex of a rat expressing ChR2 via a viral vector. These
three experiments allowed to validate the platform thoroughly
in many experimental scenarios. In future work, we intend to
use the presented platform inside a real-time closed-loop scheme
where electrophysiological recordings obtained from one specific
area will be used to trigger and control optical stimulation into
other areas of the brain.
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