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Editorial on the Research Topic
 Atrial Fibrillation: Technology for Diagnosis, Monitoring, and Treatment




INTRODUCTION

Atrial fibrillation (AF) is the most common sustained clinical arrhythmia. With a 2.4-fold risk increase, AF is the leading cause of embolic stroke. It also increases the risks for heart failure 5-fold and mortality 2-fold (Benjamin et al., 2017; Roth et al., 2017). AF is reaching an epidemic proportion estimated to affect 0.51% of the population and its prevalence is estimated at more than 37 million worldwide. That prevalence increased by a 33% in the last 20 years and is expected to increase by more than 60% in 2050 (Chugh et al., 2014; Lippi et al., 2021). Overall, AF is a major societal burden with immense financial costs associated with the care of patients, mostly on hospitalization and complications (Kowalski et al., 2022). It is estimated that the total annual incremental costs of AF care can reach $26 billion in the US (Kim et al., 2011) and AF costs across several European countries account for 0.28–2.60% of their total healthcare spending (Chugh et al., 2014; Zoni Berisso et al., 2017; Velleca et al., 2019).

The reasons for the high burden of AF may lay in its heterogenous, multi-factorial and progressive nature; despite intense research efforts, its initiation, sustenance and termination mechanisms are still poorly understood, and therapy remains suboptimal (Heijman et al., 2018). It is widely accepted that both AF research, healthcare delivery and outcomes can be improved by advancement of technology (Kowalski et al., 2022). This Research Topic presents a collection of 37 original and review papers focusing on technological challenges and advances for improved understanding of AF and better diagnosis, monitoring and management of the arrhythmia. A total of 262 students and faculty of diverse scientific background have contributed to the papers and highlight the important role of a multi-disciplinary research, particularly by next generation investigators, in advancing AF therapy.



AF DETECTION AND STRATIFICATION

Early diagnosis of AF, most commonly achieved through analysis of ECG signals, could help in timely therapy and machine learning (ML) approaches have been proposed for improvement of the ECG analysis for AF detection. In this issue Rouhi et al. utilize the ML game theory Shapley Additive exPlanations technique along with random forests (RF) decision scheme to rank the importance of the ECG features to enhance classification of ECG signals and AF detection. Garcia Isla et al. use heart rate variability and ECG morphological features together with a RF algorithm to classify premature atrial complexes. Halvaei et al. propose a convolutional neural network (CNN) for transient noise identification in AF detection showing that a reduction of false AF detections can be significantly reduced by identification of transient noise. Today, identification of AF episodes in long-term ECG recordings is mostly performed manually. To reduce the workload for reviewers, the ECG time-series can be reconfigured to present sequential beats in a stacked form termed electrocardiomatrix (ECM) to assist in visualization of long-term ECG information. Salinas et al. developed a CNN approach based on ECM images for automatic detection of brief AF episodes.

Apart from effective early AF detection, adequate patient stratification is important for improving the success rate of first ablation. In the work by Saiz-Vivo et al., clinical and heart rate variability features extracted from an implantable cardiac monitor were used to predict rhythm output using an ensemble classifier formed as the weighted combination of three classifiers: Support Vector Machine, Classification and Regression Trees, and K-Nearest Neighbor. The proposed method aims for a more effective pre-ablation patient selection. McCann et al. propose ECG measures of organization that can be used to identify patients unlikely to benefit from catheter ablation, albeit without association with ablation outcome.



AF CHARACTERIZATION AND ABLATION

When pharmacological cardioversion fails, atrial arrhythmias are typically treated with catheter ablation. In such case, characterizing the atrial electrical activity and structure in patients may constitute an important step toward a successful intervention. This step mostly relies on various methods for electrical activity and tissue characteristics mapping to identify the arrhythmogenic substrate. Salinet et al. review the use of non-invasive electrocardiographic imaging for AF characterization for ablation guidance and discuss the technological and validation requirements. Muffoletto et al. propose image-based computational modeling combined with deep learning to assist in catheter ablation strategy planning. Nothstein et al. present an openly available pipeline for the automatic evaluation of atrial signals recorded during pacing from other electrodes of the same circular catheter even with low signal-to-noise ratio. Williams et al. developed the open-source OpenEP software and database structure for the analysis of electroanatomic mapping data from a number of commercial systems. A network theory approach is used in Vila et al. to identify the electric propagation patterns in atrial flutter allowing for the automatic identification of reentry circuits facilitating localization of ablation targets in patients. The dominant frequency (DF) of atrial electrograms during AF reflects local activation rate, with highest DF sites potentially driving AF. Li et al. developed a tool to automatically detect recurrent spatial DF patterns in persistent AF patients. Their method successfully identifies and quantifies the spatiotemporal repetition of high DF sites showing that recurring patterns offer a more comprehensive dynamic insight of persistent AF. The potential benefit of ablating such regions remains to be shown. An important element of catheter ablation intervention is a pacing protocol to test for non-inducibility of arrhythmia post-ablation. Azzolin et al. perform an in-silico investigation searching for a standardized protocol to induce arrhythmia after an intervention. They propose a novel method of pacing at the end of the effective refractory period for assessment of arrhythmia vulnerability. The openly available protocol can become a standard for in silico and clinical arrhythmia inducibility testing.

Successful AF termination by ablation is thought to dependent on the detection of drivers and their interactions with the atrial activity at large. Among the different possible driver types, reentrant and rotor patterns have gained the most attention. Spector et al. show in a computational propagation model that the degree to which a focal reentrant driver and the surrounding chaotic activation interact depends on the relative characteristics of the anatomical and functional (rotor) reentrant substrates. Ganesan et al. developed a quantitative birth-death framework providing insight into the wavelet and rotor dynamics in AF and their spontaneous termination. In the clinic, rotor detection typically relies on signals recorded by multi-electrode catheters, which can be influenced by a number of structural parameters and therefore, an efficient design is key. Bartolucci et al. propose a tool for testing the ability of different catheter shapes to detect rotors in different conditions that could assist in the design of new mapping catheters.



RISKS FOR AND FROM AF

A possible factor contributing to AF is atrial stretch. Lee et al. show that higher left atrium (LA) wall stress was associated with poorer rhythm outcomes after catheter ablation. Further, Eichenlaub et al. report in a fifty-patient study how LA hypertension, electrical conduction slowing, and mechanical dysfunction are all associated with relevant atrial cardiomyopathy. Their study suggests the use of these atrial cardiomyopathy markers for risk stratification of arrhythmia recurrence following catheter ablation.

Heterogeneous intra-atrial conduction is known to facilitate both initiation and perpetuation of AF. In the work by Gaeta et al., a method for high resolution measurements of local activation time (LAT) differences for characterizing local changes in myocardial conduction velocity was developed. The methodology was tested with in vivo bipolar electrograms (EGMs) which showed a good agreement with standard LAT annotations and unipolar waveforms. Ye et al. developed a patient-specific signal fingerprint based on EGM features to characterize the severity and extensiveness of heterogeneity in conduction. Riccio et al. simulate impulse propagation to demonstrate a modified version of the omni-polar electrogram method for improved characterization of substrate and propagation, reduction of residual sensitivity to directionality over the standard approach and improved robustness against noise. The role of substrate heterogeneities causing conduction velocity inhomogeneities—often related to fibrosis—was investigated using a computational model by Pagani et al. Their simulations show how substrate characteristics may contribute to inducing and sustaining arrhythmias and demonstrate how localized reentries tend to anchor in areas of severe slow conduction in persistent AF.

The consequences of AF are not only related to heart rhythm and rate alterations but could also importantly lead to thrombus formation, most likely in the LA appendage. Sanatkhani et al. imaged the LA appendage in a cohort of 16 AF patients and simulated the hemodynamic therein. Quantification of the appendage geometrical complexity and its characteristic time of blood residency during stasis could enhance ability to stratify stroke risk in AF patients. Similarly, Paliwal et al. investigate with personalized LA hemodynamic in silico modeling the mechanisms for increased stroke risk in patients with atrial fibrotic remodeling, indicating that patients with high LA fibrotic burden have a higher probability for clot formation and thus a higher risk of stroke.



AF AND THE AUTONOMOUS NERVOUS SYSTEM

The autonomic nervous system (ANS) has an important role in the generation and maintenance of cardiac arrhythmias. Therefore, characterizing ANS activity during AF may facilitate personalized treatment. The activity of the ANS during AF can be quantified in a number of ways as for example through the magnitude of respiratory induced modulation of the f-wave frequency during AF as shown by Abdollahpur et al. The ANS consists of multiple ganglionated plexi (GP) and axons, which innervate the neighboring atrial myocardium and control their electrophysiological properties. GP ablation has been associated with a decreased risk of AF recurrence; however, accurate localization of GPs is required for ablation to be effective. Celotto et al. performed an in-silico study and propose a method to locate the GPs by a robust analysis of the small amplitude unipolar signals during the repolarization phase of action potentials. Zhang et al. report that superior left GP ablation suppressed chronic AF in a chronic obstructive sleep apnoea canine model of sympathovagal hyperactivity inhibition. From the same group, Guo et al. suggest that low level vagus nerve stimulation could decrease the inducibility of AF in that animal model.



ELECTROPHYSIOLOGICAL REMODELING AND PHARMACOLOGICAL TREATMENTS OF AF

Several articles in this Research Topic demonstrate how underlying AF factors may be inherited, remodeled, or both. Computational studies show increased propensity for AF in gain-of-function genetic mutations encoding potassium channel proteins (Belletti et al.) and metabolic hypokalemia (Clerx et al.). Big and small conductance calcium activated potassium channels (BKCa and SKCa) and two-pore-domain potassium channels (TASK1) are among the family of channels experiencing electrical remodeling during AF. The study by Jakob et al. investigates the electrophysiological phenotype of cultured fibroblasts from patients with sinus rhythm and AF and observed the presence of BKCa channels with reduced open probability in AF, confirming previous studies. The identification of channels principally expressed in the atria and remodeled in AF patients has motivated the study of atria-selective pharmacological therapies. Along this line of thought, Darkow et al. studied the mRNA expression of atrial and ventricular SKCa channels in AF and heart failure (HF) patients. Their study reports a downregulation of KCNN2 in AF patients but no significant difference between AF and HF patients, suggesting that those channels are not likely to be an atria-selective target, especially in failing human hearts. The efficacy of SKCa inhibition to terminate AF and its dependence on AF duration is further investigated in Fenner et al. on an equine model of persistent AF. The study reports divergent effects on the right and left atria that impeded cardioversion and leave an open door for further investigations. Wiedmann et al. report that pharmacological inhibition of TASK1 can be employed for rhythm control in a porcine model of persistent AF.

AF can also remodel calcium channels and affect Ca2+ diffusion and handling. In a computational simulation study by Vagos et al., downregulation of the L-type calcium current induced by atrial tachycardia is shown to play a predominant role in the calcium silencing. On the other hand, AF can induce overexpression and oxidation of calcium/calmodulin-dependent protein kinase II (CaMKII) that could severely affect calcium flux through the sarcolemma and intracellular handling within the cell, promoting arrhythmic behavior of atrial cells. Wang et al. performed an in-silico study in a mouse atrial cell model showing how CaMKII oxidation and overexpression would affect the electrophysiological behavior and arrhythmogenic delayed afterdepolarization mechanisms.

Finally, pharmacological rate control during AF can be an alternative to attempting to terminate AF in rhythm control strategies. Karlsson et al. developed a network model to estimate conduction delay and refractory period of the atrio-ventricular node from ECG data from a patient at baseline and during treatment with a heart rate control drug. They demonstrate the ability of the methodology to assess the effect of rate control drugs.



CONCLUSION

We are excited to present a collection of studies describing recent laboratory, computational and clinical AF approaches and investigations. We hope that scientists, engineers and clinicians, as well as patients, interested in the Research Topic will find this overview of basic and translational research trends to be inspiring and promoting improved understanding and therapies of AF.
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This simulation study aims to investigate how the Calcium/calmodulin-dependent protein kinase II (CaMKII) overexpression and oxidation would influence the cardiac electrophysiological behavior and its arrhythmogenic mechanism in atria. A new-built CaMKII oxidation module and a refitted CaMKII overexpression module were integrated into a mouse atrial cell model for analyzing cardiac electrophysiological variations in action potential (AP) characteristics and intracellular Ca2+ cycling under different conditions. Simulation results showed that CaMKII overexpression significantly increased the phosphorylation level of its downstream target proteins, resulting in prolonged AP and smaller calcium transient amplitude, and impaired the Ca2+ cycling stability. These effects were exacerbated by extra reactive oxygen species, which oxidized CaMKII and led to continuous high CaMKII activation in both systolic and diastolic phases. Intracellular Ca2+ depletion and sustained delayed afterdepolarizations (DADs) were observed under co-existing CaMKII overexpression and oxidation, which could be effectively reversed by clamping the phosphorylation level of ryanodine receptor (RyR). We also found that the stability of RyR release highly depended on a delicate balance between the level of RyR phosphorylation and sarcoplasmic reticulum Ca2+ concentration, which was closely related to the genesis of DADs. We concluded that the CaMKII overexpression and oxidation have a synergistic role in increasing the activity of CaMKII, and the unstable RyR may be the key downstream target in the CaMKII arrhythmogenic mechanism. Our simulation provides detailed mechanistic insights into the arrhythmogenic effect of CaMKII overexpression and oxidation, which suggests CaMKII as a promising target in the therapy of atrial fibrillation.

Keywords: atrial fibrillation, calcium cycling, CaMKII overexpression, CaMKII oxidation, cardiac modeling


INTRODUCTION

Atrial fibrillation (AF) is the most common persistent arrhythmia, affecting ~33 million of the world's population (Chugh et al., 2014), while the treatment of AF is difficult due to its self-reinforcing and structural remodeling properties. Therefore, the mechanistic understanding of AF becomes necessary. Recent studies suggest that Ca2+-deregulation plays an important role in atrial fibrillation, which may be linked by the Calcium/calmodulin (Ca2+/CaM)-dependent protein kinase II (CaMKII) (Heijman et al., 2014). CaMKII is a multifunctional protein kinase widely expressed in the heart, which can phosphorylate and regulate the functions of many substrate proteins in myocytes. The CaMKII dependent phosphorylation of L-type Ca2+ channel (LTCC) can promote the opening of LTCC and slower the channel inactivation process (Xiao et al., 1994), leading to larger L-type Ca2+ current (ICaL) density. The phosphorylation of ryanodine receptor (RyR) by CaMKII can increase the sensitivity of RyR to Ca2+, thereby RyR would have a closer connection with the intracellular concentration of Ca2+ ([Ca2+]i) (Wehrens et al., 2004). The CaMKII dependent phosphorylation of phospholamban (PLB) increases the affinity of SR Ca2+-ATPase (SERCA) for Ca2+, leading to an enhancement of its Ca2+ transportation rate (Odermatt et al., 1996). Particularly in atria, sarcolipin can undergo CaMKII dependent phosphorylation, which also influences SERCA and results in an increased SR uptake (Heijman et al., 2014). Besides these targets directly related to calcium cycling, CaMKII also regulates other membrane currents, including INa, INaL, IKur, Ito, IK1, INCX, etc. (Tessier et al., 1999; Maltsev et al., 2008; Wagner et al., 2009). The above-mentioned CaMKII regulation of downstream target proteins enables cardiomyocytes to adaptively enhance the speed of intracellular Ca2+ circulation when the heart rate increases, thereby continuously and effectively contracting at a higher heart rate.

However, increased CaMKII activity and AF have been found to have a mutual promoting effect. On the one hand, CaMKII expression and activity increases were observed in various species with atrial tachycardia and fibrillation, such as human with chronic AF (Neef et al., 2010; Voigt et al., 2012), goat with long-standing AF (Greiser et al., 2009) and canine with pacing-induced atrial tachycardia remodeling (Wakili et al., 2010), showing the role of AF in promoting CaMKII overexpression and hyperactivities. On the other hand, CaMKII abnormities were considered to promote ectopic activities such as early afterdepolarizations (EAD) (Qi et al., 2009) and delayed afterdepolarizations (DAD) (Dobrev et al., 2011), and to improve reentry generations by increasing the repolarization dispersion (Yue et al., 2011) or slowing the conduction velocity of the electrical wave (Wagner et al., 2006; Wang et al., 2018), all of which were the key mechanisms related to AF. In addition, AF was found to relate to a higher level of oxidative stress and CaMKII oxidation also increased in AF patients. Purohit et al. (2013) have shown a direct link between oxidative CaMKII activation and AF by using MMVV mice, which presented knock in mice without oxidation sites in CaMKII were failed to induce AF induction with Angiotensin II infusion. Increased excessive reactive oxygen species (ROS) in cardiomyocytes will oxidize and activate more CaMKII (Münzel et al., 2015), which may aggravate existing heart diseases.

Above evidence showed that the overexpression and oxidation of CaMKII may play an important role in AF, whereas the detailed mechanism remained insufficient elucidation. With the advancement of cardiac modeling, an appropriate cardiac model can interpret more experimental observations and help explore the underlying mechanisms and their interrelationships (Clayton et al., 2011; Wang et al., 2019; Ye et al., 2019; Luo et al., 2020). In this study, we investigated the arrhythmogenic mechanism underlying CaMKII overexpression and oxidation by using a mathematical mouse atrial model incorporated with the CaMKII overexpression and oxidation module. We demonstrated that how the CaMKII influenced downstream targets under different abnormal conditions, and how these changes further induced calcium transient (CaT) instabilities or DADs, revealing the mechanism behind CaMKII overexpression and oxidation to AF and cardiac arrhythmias.



METHOD

In this study, the mouse atrial model constructed by Zhang et al. (2020) was incorporated with the CaMKII activation module developed by Morotti et al. (2014) and used as the baseline model. We further integrated a new built CaMKII oxidation module and a refitted CaMKII overexpression module into the baseline model for investigating the role of CaMKII oxidation and overexpression in AF. The details of each model are described in the following part. The source code of the model is available under the request to the authors (wangwei2019@hit.edu.cn).


CaMKII Activation Model

CaMKII is a multimeric enzyme assembled by 10 to 12 subunits, each of which can be activated by binding calmodulin (CaM) and further autophosphorylate adjacent subunits to maintain the activation (Saucerman and Bers, 2008). For modeling this activation process of CaMKII, the 6-state Markov chain model proposed by Saucerman and Bers (2008) as shown in Figure 1A was used. In this model, the inactivated state Pi can bind with the Ca4CaM (a CaM binding with 4 Ca2+) and transform to the active state Pb. CaMKII in this state Pb can phosphorylate neighboring subunits in the presence of ATP, transforming them to the state Pt, which process is called the autophosphorylation of CaMKII. Autophosphorylated subunits have long-lasting activity, even if they dissociate with CaMs and further transform to the state Pa. In addition, CaMKII may also bind with Ca2CaM in an environment of more unsaturated CaM (shown as the state Pi to Pb2 and the state Pa to Pt2), waiting for another two Ca2+ for activation. Finally, CaMKII under the state (Pa, Pt2) can be dephosphorylated by protein phosphatase 1 (PP1) to the state (Pi, Pb2), respectively. For the whole model, there are two inactive states (Pi, Pb2) and four active states (Pb, Pt, Pt2, Pa), and all active states are assumed to have 100% activity. Morotti et al. (2014) incorporated this CaMKII activation module into a mouse ventricular model and reimplemented a CaMKII dependent RyR phosphorylation part, which was also inherited by this study as we assume the CaMKII activation process is the same in mouse atria and ventricles.


[image: Figure 1]
FIGURE 1. The schematic diagram of the Markov chain model of CaMKII activation model and oxidation model. (A) 6-state Markov chain model of CaMKII activation model. (B) 4-state Markov chain model of CaMKII oxidation model.


In this study, the cell model incorporated only this CaMKII activation module was defined as the wild type (WT) model.



CaMKII Oxidation Model

For modeling CaMKII behaviors under oxidative stress, we built a new four-state Markov chain model (Figure 1B). CaMKII under the state Pb was reported being able to be oxidized by ROS, after which CaMKII can have long-lasting activity (Erickson et al., 2008). This process is called CaMKII oxidation, which is quite similar to its autophosphorylation process. Due to the unraveled interaction between the CaMKII oxidation and auto-phosphorylation, we assumed that these two processes were conflicting with each other, which means CaMKII being autophosphorylated cannot be further oxidized. According to this assumption, only CaMKII under the state Pb can be oxidized by ROS and then transfers to the active state Pot, which can dissociate with Ca4CaM but still remain active (state Po). Oxidized CaMKII (state Pot and Po) can be deoxidized by methionine sulfoxide reductases (MsrA) to the inactive state (Pi and Pb), respectively. Each state transition equation can be written as:

[image: image]

where Tother denotes all other transitions with the original model, [ROS], [MsrA], and [Ca4CaM] represent the concentration of ROS, MsrA and Ca4CaM. Details of all parameters in the equation are listed in Table 1.


Table 1. Parameters in the CaMKII oxidation model.

[image: Table 1]

Parameters including kbi and kib were inherited from the original model (Saucerman and Bers, 2008). The enzyme activity of MsrA including the reduction rate (kredox) and the Michaelis-Menten constant of MsrA (Km_MsrA) were used as those measured in experiments (Kim and Gladyshev, 2005). For deciding the oxidation rate (kox) and the Michaelis-Menten constant of ROS (Km_ROS), we replicated the Erickson et al. (2008)'s experiment, which presented the relationship between the kinase activity of CaMKII and various concentration of ROS (shown in Figure 2). Considering the similar electrophysiology of the mouse atrium and ventricle, we also incorporated the oxidation module into the mouse ventricular model (Morotti et al., 2014) for investigating the chamber-specificity of oxidative CaMKII arrhythmogenicity in mouse. More details about this can be found in Supplementary Document 1.


[image: Figure 2]
FIGURE 2. Fitted model data (line) to experimental data (dot) of normalized kinase activity of CaMKII by oxidative activation.


In this study, the CaMKII oxidation model was activated by adding ROS. As normal ROS level can reach about 35 μM and increase as much as 100 times under oxidative stress (Foteinou et al., 2015), we applied 200 μM ROS to the model for mimicking a pathophysiological condition.



CaMKII Overexpression Model

In this study, we increased the total concentration of intracellular CaMKII to 6-fold of the WT model for modeling its overexpression as suggested by the previous study (Zhang et al., 2003; Morotti et al., 2014). We named this model the CaMKII-OE model. Since the main downstream proteins influenced by CaMKII including LTCC, RyR, and PLB had been dynamically linked to the total amount of activated CaMKII, i.e., the phosphorylation levels of the above three proteins will change with the increase of CaMKII concentration, they were not modified independently again. Besides, other membrane currents, which were reported influenced by CaMKII overexpression, but did not directly connect with the concentration of CaMKII in the model, were modified separately by refitting the experimental data (Maier et al., 2003; Wagner et al., 2006, 2009, 2011; Maltsev et al., 2008) to reproduce the CaMKII overexpression effect. In total, these currents include late-sodium current (INaL), transient outward potassium current (Ito), inward rectifier potassium current (IK1) and Na+-Ca2+ exchanger current (INCX). Details of modifications on these membrane currents were summarized in Table 2.


Table 2. Changes of in the CaMKII-OE model based on experimental data.

[image: Table 2]

The comparison of the action potential (AP) and main membrane currents between the CaMKII-OE and WT model is shown in Figure 3. Experimental data have shown that the CaMKII overexpression can lead to increased current density of INaL (Wagner et al., 2011) and shift the steady-state inactivation of the channel to more positive voltage (Maltsev et al., 2008). In this model, we achieved this variation by shifting the inactivation curve of INaL 6.8 mV toward the positive potential. Compared with the WT model, the peak current density of INaL during the action potential has increased by ~50% (Figure 3C), consistent with experimental data (Wagner et al., 2011). Physiological experiments also found that Ito showed accelerated recovery from inactivation, a more negative steady-state inactivation curve, and smaller current density under the CaMKII-OE condition (Wagner et al., 2009). We increased the rate constant that control the transition of Ito from the closed and open states to their corresponding inactivated states to its 5 times to reproduce this observation. As shown in Figure 3D, Ito in the CaMKII-OE model reached an ~60% decrease in current amplitude measured in experiments (Wagner et al., 2009). The maximum conductance of IK1 was decreased by 40% to fit the experimental data (Wagner et al., 2009). Simulation results of the model showed (Figure 3E) that the peak current amplitude of IK1 in the CaMKII-OE model decreased significantly, whereas IK1 increased during the resting period due to an increased resting potential of the model. Meanwhile, it is worth noting that although the maximum conductance of INCX was increased by 30% in the CaMKII-OE model to replicate the influence of CaMKII (Maier et al., 2003), INCX itself did not change much at the steady state (Figure 3F), which was mainly due to the effect of CaMKII overexpression on intracellular ion concentrations.


[image: Figure 3]
FIGURE 3. Comparison of the action potential (AP) and main membrane currents between CaMKII-OE and WT model. (A,B) Action potential, (C) late-sodium current (INaL), (D) transient outward potassium current (Ito), (E) inward rectifier potassium current (IK1), (F) Na+-Ca2+ exchanger current (INCX).




Simulation Protocols

In this study, the steady-state protocol was used to investigate the influence of CaMKII overexpression and oxidation on the action potential and intracellular calcium cycling. The cell model was paced for around 5 min (cell time) at 1 Hz until the steady state was reached. The steady state was defined as the situation when differences in ion concentrations between two consecutive beats were lower than one hundred thousandths of the basal level.

To further study the effect of abnormal CaMKII at higher heart rates, the widely used burst pacing protocol was applied to induce abnormal cell behaviors. The cell model was first initialized with 1-Hz pacing, then stimulated at 10 Hz for 12 s (burst pacing period). Finally, we resumed the stimulation frequency to 1 Hz to see how myocytes react.

We also carried out a series of clamping simulations to investigate the RyR property, in which we recorded its release amplitude and activation threshold at different sarcoplasmic reticulum (SR) calcium concentration ([Ca2+]SR) and phosphorylation levels. The cell model was first initialized with 1-Hz pacing, then the stimulus ceased and the [Ca2+]SR and CaMKII dependent RyR phosphorylation level were clamped at different levels [ranged from 200 to 800 μM for [Ca2+]SR, and from 10% to 80% for RyR phosphorylation] for 10 s. After that, the clamp on [Ca2+]SR was released and 200 stimuli at 1-Hz were applied to the model, the amplitude of RyR release of the first beat was recorded for corresponding [Ca2+]SR and RyR phosphorylation levels. A similar clamp protocol was also used for obtaining the RyR activation threshold, whereas the differences are: (1) we substituted the ICaL with a manually constructed calcium current (named ICa) in order to control the transmembrane calcium influx; (2) no stimulus current was applied since the RyR could be activated purely by Ca2+ influx. The ICa had a square waveform with a 5-ms duration. The RyR was tested by increasing the amplitude of ICa, until at least 1/4 Ca2+ in the SR was released, where this amplitude of ICa was defined as the RyR activation threshold. The RyR activation threshold was recorded under various levels of [Ca2+]SR (from 200 to 800 μM) and RyR phosphorylation (from 10 to 80%) to produce a RyR activation threshold map.




RESULTS


Role of CaMKII Overexpression and Oxidation in Action Potential and Calcium Cycling

We have recorded the steady-state APs for the WT and CaMKII-OE model with and without ROS addition in Figures 4A–E. We can see significant changes on the AP morphology under the CaMKII overexpression condition. The APD is prolonged in the CaMKII-OE model, not only in APD90 but also APD50 and APD25 (Figure 4B). Meanwhile, a decreased AP amplitude (Figure 4C) and dV/dtmax (Figure 4D), and a slightly increased resting potential (Figure 4E) can be observed. The prolongation in APD25 and APD50 is not surprising since the Ito, which contributes in the early repolarization period, substantially decreased in the CaMKII-OE model. And due to the decrease of IK1 and increase of INaL, the increase in APD90 is also obvious. These changed AP characteristics manifest that CaMKII overexpression can influence the whole cardiac cycle of the AP. However, no significant impact of ROS can be observed on the AP in neither the WT nor the CaMKII-OE model, which suggests that CaMKII oxidation has limited influence on membrane currents.


[image: Figure 4]
FIGURE 4. Effects of overexpression and oxidation of CaMKII on the characters of action potential (AP) and the calcium cycling process. Figure shows the superimposed AP (A), recorded APD25, APD50 and APD90 (B), AP amplitude (C), dV/dtmax (D) and resting potential (E), intracellular Ca2+ concentration (F), sarcoplasmic reticulum (SR) Ca2+ concentration (G), the SR Ca2+ release current (H), the SR Ca2+ reuptake current (I) of the WT model and the CaMKII-OE model with and without additional ROS.


On the other hand, CaMKII abnormality had a more apparent impact on calcium cycling, whose related proteins including LTCC, SERCA and RyR are the main downstream targets of CaMKII. As shown in Figures 4F,G, both the [Ca2+]i and [Ca2+]SR are lower in the CaMKII-OE model compared with the WT model during the whole cardiac cycle, manifesting there was intracellular Ca2+ depletion under CaMKII overexpression. Interestingly, the SR Ca2+ uptake current increased with CaMKII overexpression (Jup, Figure 4I), which should be smaller with decreased [Ca2+]i. This was because the CaMKII dependent phosphorylation of PLB led to a quicker Ca2+ transportation rate through SERCA, and this influence was larger than that caused by decreased [Ca2+]i itself. On the other hand, no significant variation of CaT amplitude was found (Figure 4F), and the increase of the SR Ca2+ release current (Jrel) was also ignorable (Figure 4H). After the ROS application, oxidized CaMKII augmented the CaT compared with the WT model, manifesting as a larger CaT amplitude and a faster [Ca2+]i increasing and decreasing rate (Figure 4F), which was mainly due to the increase of Jrel and Jup (Figures 4H,I). However, the opposite situation was found in the CaMKII-OE model. CaMKII oxidation decreased Jrel and Jup, which may be attributed to the Ca2+ depletion caused by CaMKII overexpression. As a result, [Ca2+]i and [Ca2+]SR further decreased, and the CaT amplitude also declined (Figures 4F,G).



Role of CaMKII Overexpression and Oxidation in DAD and AF

To further study the effects of CaMKII overexpression and oxidation on DAD generation and AF, simulations in this section used the burst pacing protocol described in section Simulation Protocols. The simulation results of the WT and CaMKII-OE model were compared in Figure 5. We can see before the fast pacing (from time point 0 to 2 s), the activity level of CaMKII was significantly higher in the CaMKII-OE model, which presented around 160 μM activated CaMKII (CaMKIIact) during the diastolic phase and about 700 μM during the systolic phase (Figures 5ci,ii). Accordingly, the downstream targets of CaMKII including LTCC, PLB and RyR were phosphorylated to higher levels. Specifically, CaMKII overexpression led to nearly 100% phosphorylation of LTCC, 10 times phosphorylation of PLB and doubled phosphorylation of RyR compared with the WT model, respectively (Figures 5ei,ii–gi,ii). Both [Ca2+]i and [Ca2+]SR were lower in the CaMKII-OE model (Figures 5gi,ii,hi,ii). Meanwhile, the steady-state intracellular Na+ ([Na+]i) was 3 mM higher in the CaMKII-OE model than that in the WT model (Figures 5Ii,ii).


[image: Figure 5]
FIGURE 5. Simulation results of the WT model [a(i)–i(i)] and the CaMKII-OE model [a(ii)–i(ii)] under the burst pacing protocol. (a) recorded AP during the whole simulation time; (b) enlarged AP record after burst pacing (from time point 13.5–17.5 s); (c) the concentration of activated CaMKII in cell junctional area; (d–f) the phosphorylation level of LTCC (d), PLB (e) and RyR (f); (g) intracellular Ca2+ concentration; (h) sarcoplasmic reticulum (SR) Ca2+ concentration; (i) intracellular Na+ concentration. Generated DADs are marked by “*”.


During the fast pacing period (from 2 to 14 s), diastolic CaMKII activity was significantly increased compared with the slow pacing rate while systolic CaMKII activity almost remained the same (Figures 5ci,ii). In the WT model, since the total amount of CaMKIIact was at a relatively low level, only the LTCC phosphorylation level apparently increased, whereas PLB and RyR phosphorylation level grew slightly (Figures 5di–fi). On the contrary, LTCC phosphorylation in the CaMKII-OE model was already nearly 100% before the fasting pacing (Figure 5dii), therefore it cannot further increase with higher CaMKIIact, leading to negligible changes on [Ca2+]i influx. Meanwhile, PLB and RyR phosphorylation level increased considerably (Figures 5eii,fii), resulting in Ca2+ depletion in the SR content [see the [Ca2+]SR decrease as shown in Figure 5hii].

When the pacing rate returned to 1 Hz (from 14 to 40 s), DADs appeared in the next several cardiac cycles in both models (Figures 5bi,ii). This is mainly because fast pacing stimuli led to instability of RyR and extra SR Ca2+ release during the diastolic period. This suddenly increased [Ca2+]i gave rise to an abruptly enhanced forward mode of INCX (Ca2+ extrusion mode), therefore a depolarizing current was formed. However, this instability cannot last since the cell is adaptive to the variation in the pacing rate. In the WT model, only three DADs were seen in the next two cardiac cycles, whereas six DADs were found in the next three cardiac cycles in the CaMKII-OE model, showing the disturbing role of CaMKII overexpression in cell's adaptive ability.

We further added ROS into the WT and CaMKII-OE model, respectively (results are shown in Figure 6), for investigating the reaction of cardiomyocytes under oxidative stress. We found that ROS had a limited impact on the WT model. Adding ROS in the WT model only noticeably increased LTCC phosphorylation level (From 60% in Figure 5di to 87% in Figure 6di), while other targets phosphorylation varied negligibly. Consequently, ion homeostasis of the WT model retained under oxidative stress, no significant variation of [Ca2+]i, [Ca2+]SR, [Na+]i was observed (Figures 6gi,hi). The main reason for this is that the basal amount of CaMKII in the WT model was relatively low, therefore the influence of ROS was limited since ROS mainly increased the diastolic activity of CaMKII. As a result, After the burst pacing, only three DADs presented (Figure 6bi), which was the same as the WT model, showing the adaptive ability of myocyte to ROS under the normal condition.


[image: Figure 6]
FIGURE 6. Simulation results of the WT model [a(i)–i(i)] and the CaMKII-OE model [a(ii)–i(ii)] with the application of ROS under the burst pacing protocol. (a) Recorded AP during the whole simulation time; (b) enlarged AP record after burst pacing (from time point 13.5–17.5 s); (c) the concentration of activated CaMKII in cell junctional area; (d–f) the phosphorylation level of LTCC (d), PLB (e) and RyR (f); (g) intracellular Ca2+ concentration; (h) sarcoplasmic reticulum (SR) Ca2+ concentration; (i) intracellular Na+ concentration. Generated DADs are marked by “*”.


On the contrary, additional ROS hugely influenced the CaMKII-OE model. Due to the overexpression of CaMKII, ROS led to an increase in diastolic CaMKIIact to 600 μM (Figure 6cii), which was about 4.5 times of the total CaMKII in the WT model. Therefore, the phosphorylation levels of all targets including LTCC, PLB and RyR were significantly increased (all over 65% shown Figures 6dii–fii). Substantial low [Ca2+]i, [Ca2+]SR, and high [Na+]i was observed (Figures 6gii,hii), manifesting severer Ca2+ depletion. As a result, more DADs presented (Figure 6bii) after the burst pacing, and lasted till the end of the simulation. Therefore, we conclude that oxidative stress could significantly disrupt the ion hemostasis under the CaMKII overexpression scenario, during which the stability of AP and CaT would decrease, which might become the origin of AF and cardiac arrhythmias.



Influential Factors of the CaT Stability

CaT stability is determined by many factors, especially ion concentration hemostasis and Ca2+ handling related channel properties. Morotti et al. (2014) has shown that the CaT stability disturbed by CaMKII overexpression in mouse ventricles was closely related to the increasing [Na+]i. For further verifying if high [Na+]i is the leading arrhythmogenic mechanism of CaMKII overexpression under oxidative stress in mouse atria, we clamped the [Na+]i to find out its role in the CaT stability and DAD generation. We first clamped [Na+]i at a high level [14.6 mM, the [Na+]i level in the CaMKII-OE+ROS model, results not shown], and found that the number of generated DADs slightly decreased but still maintained, indicating that a small increase in [Na+]i during rapid stimulation had limited effect on DAD generation. However, when we clamped the [Na+]i at a low level of 12 mM [the [Na+]i level in the WT model], the presence of DADs significantly decreased (Figures 7ai–ii), reflecting restored cell stability with a lower level of [Na+]i.


[image: Figure 7]
FIGURE 7. Simulation results of the CaMKII-OE model with the application of ROS under the burst pacing protocol, the [Na+]i [a(i)–i(i)] or the level of RyR phosphorylation [a(ii)–i(ii)] in the model was clamped. (a) Recorded AP during the whole simulation time; (b) enlarged AP record after burst pacing (from time point 13.5–17.5 s); (c) the concentration of activated CaMKII in cell junctional area; (d–f) the phosphorylation level of LTCC (d), PLB (e) and RyR (f); (g) intracellular Ca2+ concentration; (h) sarcoplasmic reticulum (SR) Ca2+ concentration; (i) intracellular Na+ concentration. Generated DADs are marked by “*”.


Moreover, CaMKII hyperactivity resulting from overexpression and oxidation increased the phosphorylation levels of downstream targets, which also has a great impact on CaT instability. For investigating the leading phosphorylation target which connects to the DAD generation, we clamped the CaMKII dependent phosphorylation levels of LTCC, PLB, and RyR, respectively, to the WT level. Results showed that only the clamp on RyR phosphorylation significantly inhibited the DAD generation (Figures 7aii–iii). We found [Ca2+]i instability maintained in just two cardiac cycles after fast pacing and became stable quickly. Interestingly, both of the [Ca2+]i and [Ca2+]SR increased during the fast pacing period (Figures 7gii,hii), manifesting an increased net Ca2+ transmembrane influx. Therefore, the CaT amplitude also returned to the WT level quickly (Figure 7gii), presenting the high effectiveness of RyR phosphorylation inhibition. It is worth noting that the [Na+]i in this case was still high (Figure 7iii), but it did not impair the cell stability, indicating the high [Na+]i may not be the leading arrhythmogenic mechanism of CaMKII overexpression and oxidation in mouse atria. Instead, the diastolic SR Ca2+ release originated from unstable RyRs may be the direct cause of DADs.

To further study the main factors that related to the instability of RyR, we carried out the clamping experiments to obtain the RyR activation threshold map under different levels of [Ca2+]SR and RyR phosphorylation as shown in Figure 8a. It presents that when [Ca2+]SR and RyR phosphorylation level were both low [e.g., [Ca2+]SR = 300 μM, RyR phosphorylation level = 20%, marked as condition A in Figure 8a], a large calcium ion current (ICa = 56pA/pF) was required to induce the SR Ca2+ release. With the increase of [Ca2+]SR and RyR phosphorylation level, this RyR activation threshold gradually decreased, e.g., a calcium current of only 2.9 pA/pF can induce the SR Ca2+ release for condition B [[Ca2+]SR = 450 μM, RyR phosphorylation level = 40%], which indicated that RyR was more easily activated and its stability was impaired. When the [Ca2+]SR and RyR phosphorylation level increased to a certain extent [e.g., [Ca2+]SR = 600 μM, RyR phosphorylation level = 60%, marked as condition C in Figure 8a], RyRs opened immediately after the [Ca2+]SR clamp was released and would not close anymore, i.e., it remained open without any Ca2+ influx stimulus, which means that the RyR channel was extremely unstable.


[image: Figure 8]
FIGURE 8. Simulation results of RyR phosphorylation level and [Ca2+]SR clamping. (a,b) The RyR channel activation threshold map (a) and the amplitude of the first RyR release current map (b) under corresponding RyR phosphorylation level and [Ca2+]SR, the top right area shown as the white color means the RyR channel kept open without any stimulus. A, B, C are three representative conditions, which are condition clamping at 20, 40, 60% RyR phosphorylation level and 300, 450, 600 μM [Ca2+]SR, respectively. Arrows in (b) show the condition movement direction after [Ca2+]SR unclamped; (c,d) The current traces (i) and their maximum values for each beat (ii) of the RyR release current (c) and [Ca2+]SR (d) for the three representative condition marked as A, B, C in (a); (e,f) The value of the RyR release current (e) and [Ca2+]SR (f) for the three representative condition for the 1st, 20th, 60th beat; (g) The time period for the model to reach a stable RyR release current from the three representative initial conditions.


Furthermore, according to the RyR release map (Figure 8b), we found that SR Ca2+ can release normally (the amplitude of Jrel is over 5 μM/ms) only when the level of [Ca2+]SR and RyR phosphorylation was in a certain range, which we named as the balance region (shown as the color region from yellow to blue in Figure 8b). For condition A in the left side of the balance region, the [Ca2+]SR rise rapidly after releasing the clamp (red line in Figure 8d), which was alike to the model moving from A to the right side as marked in Figure 8b. After around 15 beats, the model moved into the balance region and the SR Ca2+ release gradually recovered. For condition C in the right side of the balance region, [Ca2+]SR decreased rapidly after unclamping (blue line in Figure 8d), which equaled that the model moving from C to the left as marked in Figure 8b, and the fluctuation of SR Ca2+ release became intense. Through the record of RyR release (Figures 8c,e) and [Ca2+]SR (Figures 8d,f) through the time course and in the 1st, 20th and 60th beats of condition A, B and C we can clearly see that condition A was accompanied by the rapid increase of Jrel and [Ca2+]SR, condition B had a relatively stable Jrel and [Ca2+]SR, and condition C was noticeably unstable. By recording the time cost for each condition to achieve stability (Figure 8g), which is defined as the situation when variation between two beats is <1%, we can see that condition B firstly became stable, then condition A became stable in about 71 s and condition C took a long time to finally stabilize.

Therefore, we believe that the balance between RyR phosphorylation and [Ca2+]SR level is the key factor affecting the stability of the RyR channel. We found that the higher the RyR phosphorylation level is, the narrower and lower range of the concentration of [Ca2+]SR is in the corresponding balanced region (Figure 8b). This explains why the high [Na+]i can affect the stability of the RyR channel. The elevated [Na+]i can lead to relatively high [Ca2+]SR while RyR phosphorylation level is also high due to CaMKII hyperactivity, therefore the balance between RyR phosphorylation and [Ca2+]SR level was broken, leading to the generation of DADs.




DISCUSSION

In this study, we built a new CaMKII oxidation module and a refitted CaMKII overexpression module and incorporated them into a mouse atrial model to investigate the arrhythmogenic mechanism of CaMKII overexpression and oxidation. Our simulation results showed that: (1) The overexpression of CaMKII significantly increased the phosphorylation levels of its downstream target proteins, resulting in prolonged AP, increased [Na+]i, decreased [Ca2+]i, smaller CaT amplitude, decreased CaT stability and generating more DADs after burst pacing; (2) ROS oxidized CaMKII led to continuous high level of CaMKII activation in both systolic and diastolic phase. The malignant influence of ROS was much more significant with CaMKII overexpression, which considerably disturbed CaT stability and led to persistent DADs that might become the trigger of ectopic activities for AF; (3) The increase in [Na+]i could worsen the cell instability, but this may be a secondary cause. Clamping simulations showed that this instability is highly related to the balance between the RyR phosphorylation and [Ca2+]SR level, which may be the underlying mechanism of the DAD and AF induced by CaMKII hyperactivity.


Effect of CaMKII Overexpression and Oxidation on Ca2+ Cycling

CaMKII can regulate cardiac excitation-contraction coupling by phosphorylating several target proteins including LTCC, RyR, and PLB. Specifically, this process leads to enhanced LTCC, bringing stronger calcium induced calcium release. RyR phosphorylation enhances RyR's sensitivity to [Ca2+]i. This, on the one hand, brings stronger SR Ca2+ release; on the other hand, lowers the [Ca2+]i threshold to induce the SR Ca2+ release. The phosphorylation of PLB by CaMKII brings a stronger SR Ca2+ reuptake current, leading to a faster Ca2+ reuptake process. Overall, CaMKII accelerates the intracellular calcium cycling (from SR Ca2+ release to reuptake), and has the effect of strengthening cardiac contraction and relaxation, so that contributes to myocyte adaptation to frequency changes.

In our simulations, when CaMKII was overexpressed, excessive activity of CaMKII led to the increased phosphorylation levels of LTCC, RyR, and PLB. The increased RyR phosphorylation resulted in more Ca2+ release from SR and these Ca2+ were further transferred out of the myocyte by enhanced forward mode of the INCX. Although increased LTCC phosphorylation led to slightly increased Ca2+ influx, this increment was smaller than Ca2+ efflux by the INCX, which resulted in a decrease in the total intracellular calcium content at the new steady state ([Ca2+]i and [Ca2+]SR decrease simultaneously, see Figures 4f,g). Therefore, the role of CaMKII in increasing SR Ca2+ release was counteracted by the decrease in [Ca2+]SR, which could explain why the Jrel in the CaMKII-OE model was similar to that in the WT model (Figure 4h). These effects of CaMKII overexpression were amplified by rapid pacing, during which the phosphorylation level of RyR increased, therefore the sensitivity of RyR to Ca2+ increased, causing instability of CaT and finally led to extra SR Ca2+ release during diastole, which induced DADs.

Simulations with ROS showed that both of the WT and CaMKII-OE models presented a higher activity of CaMKII under oxidative stress. For the WT model, ROS did not have a significant effect on the stability of CaT due to the small basal amount of CaMKII, but only a cardiac strengthen effect (stronger SR Ca2+ release and uptake) was observed. On the contrary, serious calcium depletion was found in the CaMKII-OE model with ROS, which reduced the amplitude of CaT and impaired the contraction ability of myocytes. After rapid stimulations, the CaMKII-OE model with ROS showed sustained DADs, indicating a decrease in intracellular Ca2+ stability. It is also worth noting that, unlike the overexpression of CaMKII, the effect of ROS on CaMKII activity was slow and sustained. Although ROS did not increase the maximum amount of activated CaMKII, it significantly increased the amount of CaMKIIact during diastole. In other words, ROS can activate CaMKII diastolic phase and reduce the response space of CaMKII to rapid stimulations, therefore leading to increased instability of calcium transients after the fast pacing.



Mechanistic Insight of CaMKII Overexpression and Oxidation in DAD Generation

As shown in the simulations, the overexpression of CaMKII results in the overall increase of basal activity of CaMKII, and the oxidative stress further increases the diastolic activity of CaMKII, whose superposition eventually leads to the continuous hyperactivity of CaMKII (Figure 9). This hyperactivity of CaMKII, on the one hand, directly affects the phosphorylation levels of downstream proteins; on the other hand, it also affects some membrane currents.


[image: Figure 9]
FIGURE 9. The schematic diagram for the mechanism role of CaMKII overexpression and oxidation in DAD generation.


Among all membrane currents, the influence of CaMKII on INaL was considered to play an important role in arrhythmia (Wagner et al., 2006). CaMKII dependent phosphorylation of INaL increased the Na+ influx, resulting in a higher level of [Na+]i. A large increase in [Na+]i was associated with myocyte dysfunction and arrhythmia, which had been shown in previous experimental and simulation studies (Sossalla et al., 2010; Morotti et al., 2014). In this study, our simulation results agreed with their findings. The high level of [Na+]i reduced the forward mode of INCX, leading to increased [Ca2+]i and [Ca2+]SR, which played an enhancing role in the activity of CaMKII. This CaMKII-Na+ feedback mutually promoted CaMKII activity and [Na+]i, then enhanced the sensitivity of RyR to Ca2+, induced spontaneous SR Ca2+ release, and finally led to DAD generation. Experiments found that the application of the sodium channel blocker tetrodotoxin (TTX) can eliminate the above-mentioned arrhythmia, which proved that sodium channel had an important role in the occurrence of DADs. Similarly, our simulation results showed that when [Na+]i was clamped at a lower level, most of the DADs caused by CaMKII overexpression and oxidative stress could be eliminated (Figure 7, left), supporting the conclusion of physiological experiments.

Besides, we found that clamping the RyR phosphorylation level to the WT condition could also eliminate the DAD generation (Figure 7, right). Comparing the simulation results of the two clamping methods, it can be found that although the clamping of [Na+]i can eliminate DADs, the amplitude of CaTs was still small and the depletion of intracellular calcium ion retained (Figure 7gi). However, the clamping of RyR phosphorylation level substantially limited the loss of intracellular calcium, which supported a larger CaT amplitude and a faster cell recovery after the rapid stimulations (Figure 7gi), which fundamentally reversed the adverse effects of CaMKII overexpression and oxidation.

Our clamping simulations gave a good explanation for this result. It is well-accepted that the generation of DAD is mainly due to the forward model of INCX, which is promoted by the abnormal release of RyR during diastole. Therefore, the stability of the RyR channel plays a key role in the DAD generation. Two main aspects affect the RyR channel. One is the phosphorylation level of RyR and the other is the [Ca2+]SR, which have greatly influenced each other. By investigating the RyR properties in different clamping conditions, we found that SR Ca2+ can release normally only when RyR phosphorylation and [Ca2+]SR level reached a balance region, and other clamping conditions always tended to move toward this balance region when they were not in it (Figure 8b). When the model condition was on the left side of the balance region, the RyR channel can hardly open but can move to the balance region rapidly; when the model condition was on the right side of the balance region, the RyR channel was difficult to close, which can be considered as the situation that any small change of Ca2+ may lead to the SR Ca2+release and it required a long time to return to the balance region (Figure 8g), i.e., the stability of RyR in this condition was extremely low. It can be seen that a higher RyR phosphorylation level are corresponding to a narrower and lower range of [Ca2+]SR in the balance region. Since the [Na+]i is a key factor affecting [Ca2+]SR, clamping [Na+]i at lower level contribute to lower [Ca2+]SR that helps the model moves to the balance region. On the other hand, clamping the phosphorylation level of RyR at a lower level not only leads to a wider range of [Ca2+]SR in the balance region, but also induces a larger size of SR Ca2+release. This could explain why the stability and release strength of RyR was restored by clamping the RyR phosphorylation level, although the [Na+]i was still high.

Therefore, we think that the CaMKII-Na+ feedback is an important factor that promotes the cell instability, whereas the high phosphorylation level of RyR due to the hyperactivity of CaMKII may be the leading cause of DADs, which may further become the origin of atrial fibrillations.



CAMKII May Be a Promising Target for Treating Atrial Fibrillation Patients With Heart Failure

Atrial fibrillation (AF) and Heart failure (HF) are closely related. The incidence rate of AF may increase by 6–8 times in patients with HF (Benjamin et al., 1994), and reduced cardiac output was also observed in AF patients (Medi et al., 2009). The co-existing AF and HF can facilitate each other due to many shared pathophysiological mechanisms, which would considerably increase the mortality and morbidity (Prabhu et al., 2017). However, although AF and HF clearly associate with each other, developing a widely applicable treatment, which benefits both diseases, remains a major challenge. This is due to the increased risk of sudden cardiac death by the application of inotropic drugs (Krell et al., 1986), and arrhythmogenic side effects of traditional antiarrhythmic antagonists on HF patients (Echt et al., 1991). Therefore, it is of great significance to find out the molecular mechanism that can simultaneously benefit the treatment of AF and HF.

Some studies suggested that CaMKII may be a promising target (Swaminathan et al., 2012). It was observed that CaMKII activity and expression significantly increased in AF patients (Tessier et al., 1999; Chelu et al., 2009). And there is also evidence showing CaMKII hyperactivity may contribute to or promote AF (Chelu et al., 2009). On the other hand, CaMKII hyperactivity was found to contribute to HF as well. For example, transgenic CaMKII overexpression mice were exhibited to develop heart failure (Zhang et al., 2003). Also, myocardial infarction causing HF accompanied by CaMKII hyperactivity was observed in mice (He et al., 2011), rabbits (Currie and Smith, 1999) and patients (Sossalla et al., 2010). All evidence suggests that abnormal CaMKII may involve in the development and promotion of both AF and HF. In our simulations, we can observe CaMKII hyperactivity reduced stability of the CaT and produced DADs (Figures 5bii, 6bii), which may develop into the origin of AF. At the same time, our model showed a significant calcium depletion when the model reached the steady state (Figures 5gii, 6gii), i.e., [Ca2+]i was greatly reduced with CaMKII hyperactivity, which is related to the reduction of the myocardial contraction force and cardiac output.

Also, more and more evidence shows that cytoplasmic ROS increased in cardiomyocytes under the condition of HF, which has been identified in not only animal models but also patients with systolic and diastolic dysfunction and congestive HF (Heymes et al., 2003; Ijsselmuiden et al., 2008). In our simulations, we found significantly increased CaMKIIact during the diastolic period (Figure 6c) under the application of ROS, especially in the CaMKII-OE model. This not only led to sustained DAD generations, but also further reduced the difference of intracellular calcium concentration between diastolic and systolic phase (Figure 6g), resulting in reduced contractile strength, which may lead to the aggravation of heart failure.

Therefore, the overexpression and hyperactivity of CaMKII with extra oxidative stress may be an important mechanism which facilitated both AF and HF. Simulation results suggested CaMKII inhibitors (reduce the total amount of CaMKII or reduce its activity) lead to more stable and larger CaT amplitude, therefore can reduce the incidence of malignant arrhythmia and improve myocardial mechanical function, which may become an important treatment strategy for AF patients with HF.




LIMITATION

This study inherited limitations from the baseline model as described in Zhang et al. (2020). Apart from that, this model did not consider the mechanism of sarcolipin undergo CaMKII dependent phosphorylation. Sarcolipin is a key regulator of cardiac SERCA and is expressed widely in atria, which may have a more important effect on SERCA than PLB particularly in atria. The implementation of the sarcolipin may give a more comprehensive understanding on the role of CaMKII in cardiomyocytes. In addition, the ROS in our model only directly affected the CaMKII activity. And the direct influence of ROS on other proteins was not considered. For example, ATP sensitive K+ current is an important membrane current that would be greatly affected by the ROS concentration (Bhatnagar, 1997), which is not included in the current model. The energy metabolism system is also absent from our model, albeit it is closely related to the generation of ROS. Finally, the implementation of CaMKII overexpression module in mouse atria may be insufficiently validated due to limited atrial experimental data. However, considering the homology of mouse atrium and ventricle, the difference of CaMKII-OE's effect on electrophysiology between the atrium and ventricle may not be great. Therefore, the proposed model is satisfactory at this stage, and will be further improved with updated experimental data in the future.



CONCLUSION

In conclusion, we investigated the arrhythmogenic mechanism of CaMKII overexpression and oxidation by using a mouse atrial cell model, which incorporated a new-built CaMKII oxidation module and a refitted CaMKII overexpression module. Our results showed that the CaMKII overexpression and oxidation had a synergistic role in increasing the kinase activity of CaMKII, leading to CaMKII hyperactivity in both systolic and diastolic phases, which significantly altered the cardiac electrophysiology, calcium cycling, and stability of RyR. The hyperactivity of CaMKII could also induce sustained DADs. We found that the stability of RyR was highly related to the balance between the RyR phosphorylation and [Ca2+]SR level, which might be the key mechanism underlying the DAD and AF induced by CaMKII hyperactivity. Finally, we discussed the interrelationship between CaMKII, AF and HF, and CaMKII as a potential target in the treatment for patients with co-existing AF and HF.
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Rationale: A quantitative framework to summarize and explain the quasi-stationary population dynamics of unstable phase singularities (PS) and wavelets in human atrial fibrillation (AF) is at present lacking. Building on recent evidence showing that the formation and destruction of PS and wavelets in AF can be represented as renewal processes, we sought to establish such a quantitative framework, which could also potentially provide insight into the mechanisms of spontaneous AF termination.

Objectives: Here, we hypothesized that the observed number of PS or wavelets in AF could be governed by a common set of renewal rate constants λf (for PS or wavelet formation) and λd (PS or wavelet destruction), with steady-state population dynamics modeled as an M/M/∞ birth–death process. We further hypothesized that changes to the M/M/∞ birth–death matrix would explain spontaneous AF termination.

Methods and Results: AF was studied in in a multimodality, multispecies study in humans, animal experimental models (rats and sheep) and Ramirez-Nattel-Courtemanche model computer simulations. We demonstrated: (i) that λf and λd can be combined in a Markov M/M/∞ process to accurately model the observed average number and population distribution of PS and wavelets in all systems at different scales of mapping; and (ii) that slowing of the rate constants λf and λd is associated with slower mixing rates of the M/M/∞ birth–death matrix, providing an explanation for spontaneous AF termination.

Conclusion: M/M/∞ birth–death processes provide an accurate quantitative representational architecture to characterize PS and wavelet population dynamics in AF, by providing governing equations to understand the regeneration of PS and wavelets during sustained AF, as well as providing insight into the mechanism of spontaneous AF termination.

Keywords: atrial fibrillation, phase singularity, Markov model, birth–death process, wavelet


INTRODUCTION

Atrial fibrillation (AF), the most common human arrhythmia, is characterized by aperiodic and disorganized electrical activation of the atria (Nattel, 2002). In its clinical spectrum, AF episodes may occur in spontaneously terminating paroxysms lasting for as short as a few seconds at a time, through to the most persistent forms of AF, which may self-sustain for many decades (Michaud and Stevenson, 2018). Despite a century of research, the mechanisms sustaining AF are incompletely understood, and a compact quantitative representational architecture with the capacity to accurately summarize and explain the sustained dynamics of AF is lacking.

Here, we aimed to develop such a parsimonious mathematical representational paradigm with the potential to explain the complex dynamics of AF. We postulated that such a representational structure, if established, should have the following properties: (i) it should be able reframe the complexity of AF dynamics in the form of simple governing equations; (ii) these equations should be able to make predictions that can be tested by experimental observation; (iii) the predictions made by the equations should be accurate in as wide a possible range of experimental AF conditions, and be invariant under transformation of scale. Such a quantitative framework could be an important advance in AF dynamics to facilitate reasoning about the underlying pathobiology of AF.

We reasoned that such a quantitative conceptual paradigm could potentially be established by understanding the properties of unstable reentrant circuits in AF. Unstable reentrant circuits, whose pivots are known as phase singularities (Winfree, 1987) (PS), have been a near universal observation in the past century of AF research, occurring at regions of anatomical and functional conduction block, as well as at the center of rotating reentrant circuits (Garrey, 1914; Moe, 1962; Allessie et al., 1985; Mandapati et al., 2000).

In an earlier study, we demonstrated that the formation and destruction of PS in human and experimental AF could be represented as renewal processes (Dharmaprani et al., 2019). Specifically, we showed that the inter-formation and lifetimes of both short and long-lasting PS in human and experimental AF consistently followed exponential distributions (Dharmaprani et al., 2019). These exponential distributions imply quasi-stationary rates of PS formation and destruction, whose rate constants we defined as λf and λd (Dharmaprani et al., 2019). We confirmed in a systematic review, this hallmark of a renewal process was identifiable in all studies of cardiac fibrillation reporting PS lifetime data (Chen et al., 2000a,Chen et al., 2000b; Rogers, 2004; Kuklik et al., 2017; Child et al., 2018; Christoph et al., 2018), suggesting renewal processes as a potentially universal paradigm to explain PS formation and destruction in cardiac fibrillation (Dharmaprani et al., 2019).

Here, we seek to build on the renewal process paradigm by using the governing parameters established in our previous study, λf and λd, to develop a model to understand the dynamics of PS and wavelets at the steady state population level. Given the finding that PS formation and destruction occur at a constant rate, we reasoned that this could be achieved using an M/M/∞ birth–death process; a specific type of continuous time Markov chain in which the population dynamics of a system can be conceptualized as a multi-server queue if arrivals (in the AF case PS or wavelets) occur at a constant renewal rate (λf), and each arrival experiences immediate service and is thereby available for destruction (at a constant rate given by λd) (Kleinrock, 1976). M/M/∞ birth death processes are characterized by a Markov birth–death transition matrix and well-defined quasi-stationary state equations, and are considered an important foundational concept in probability theory (Figure 1) (Kleinrock, 1976).
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FIGURE 1. Study overview. (a) PS and wavelet lifetimes and inter-formation times are measured, and rate constants of PS/wavelet formation and destruction are obtained by constructing probability distributions of inter-event times (b). Rate of formation (λf) gives a measure of how fast PS/wavelets are created, while rate constant of destruction (λd) gives a measure of how fast they are destroyed. (c) We hypothesized that an M/M/∞ Markov Birth–Death model would provide governing equations of PS/wavelet population, but also potentially provide insights into spontaneous AF termination. An example transition diagram (left) and transition matrix (right) is shown (Supplementary Material S9) (d) This hypothesis was investigated across model systems and mapping modalities. (e) In order to establish an M/M/∞ framework, three key areas were investigated.


In a multispecies and multimodality investigation, we analyzed human, animal experimental and computer simulated AF, hypothesizing the M/M/∞ framework could provide governing equations to explain the steady state average number and population distribution of PS. Due to the intrinsic topological property of PS that connects these circuits to the free ends of wavelets (Winfree, 1987), we further hypothesized that the rate constants λf and λd for PS would be correlated with those for wavelets. Additionally we hypothesized that although λf and λd would vary with coarse graining and decreased field of view (as occurs with human catheter based mapping), that the M/M/∞ governing equations themselves would show the property of scale invariance, and continue to apply at each of these different scales of observation. Finally, we sought to use the M/M/∞ framework to understand the persistence and termination of AF, with the hypothesis that episodes of terminating AF would be distinguished by alterations in spectral properties of the eigenvalues of the birth–death matrix. We specifically reasoned that slowing of the mixing rate at which the quasi-stationary PS birth–death steady state is achieved would be associated with the spontaneous termination of AF, by allowing greater opportunity for the PS population distribution to deviate from the quasi-stationary steady state, and thereby facilitating spontaneous termination. Collectively, this study aimed to establish whether M/M/∞ birth–death processes could be used as a quantitative representational framework to understand how AF self-sustains.



MATERIALS AND METHODS

This study tests the hypothesis that the steady state number of rotors and wavelets could be modeled as a Markov M/M/∞ birth–death process, characterized by rate constants λf and λd, respectively. Human, animal, and computational models of AF were used to test this hypothesis at different scales and using different mapping modalities. Methods are presented in two parts: (i) Part 1 provides data acquisition and signal processing details; (ii) Part 2 introduces the M/M/∞ birth–death process.


Part 1: Data Acquisition and Signal Processing


Atrial Fibrillation – Computational Simulation, Experimental and Human AF Data

Phase singularities formation and destruction was modeled using a birth–death process in computer simulated AF. Computer simulations were carried out on two-dimensional square grids [Courtemanche-Ramirez-Nattel cell model (Courtemanche et al., 1998), 7 × 6 cm]. Differential equations were solved with a 25 μs time-step, with simulations of up to 5 s. AF epochs were initiated by a standard S1–S2 cross-shock protocol (Supplementary Material S1). The human AF study extends our previously published study (Dharmaprani et al., 2019). The study was a multi-center observational design analyzing electrograms acquired prior to ablation. The inclusion criterion was AF undergoing ablation. Patient participation was by informed consent, with recruitment from Flinders University and Hamburg University. The patient cohort included n = 26 patients [age 62 ± 8, 21/26 male (81%), BMI 29 ± 5, non-paroxysmal 18/26 (69%)]. Patient baseline characteristics for the human AF cohort are provided in Supplementary Material S2. Basket catheter recordings were performed as previously (Dharmaprani et al., 2019). 64-electrode basket catheters [Constellation, Boston Scientific, 48 mm (4 mm spacing), 60 mm (5 mm spacing)] were utilized. Unipolar electrogram (1–500 Hz, 2000 Hz sampling) and surface electrocardiogram were obtained in spontaneous or induced AF lasting > 5 min. In a subset of patients, simultaneous basket and grid catheter (AdvisorTM -HD grid, Abbott, IL, United States) recordings were obtained, with the HD-grid a 3–3–3 mm catheter with 16 electrodes. During these recordings, the HD grid catheter was placed on the anterior LA, or posterior LA with basket in situ. The animal models used included an ovine persistent AF model (mapped with basket catheters) and rat AF model (mapped with optical mapping). Ovine persistent AF was induced via atrial tachypacing for 16 weeks at ≥300 beats per minute as described (Supplementary Material S3) (Dharmaprani et al., 2019). Unipolar electrograms were obtained during electrophysiology study, using 64-electrode Constellation catheters (48 mm). Electrograms were filtered from 30–500 Hz and sampled at 1 kHz for sheep (Supplementary Materials S3, S5). Five-minute or greater recordings from the LA and RA were obtained in AF. Optical mapping in a rat AF model was performed as previously described (Supplementary Material S4) (Dharmaprani et al., 2019). The heart was excised and perfused in Langendorff mode with Krebs solution at 30 ml/min and 37°C. After stabilization and blebbistatin electrical–mechanical decoupling, the heart was loaded with di-4-ANEPPS (Dharmaprani et al., 2019). A charge-coupled device was used to record fluorescence (Dharmaprani et al., 2019) (Supplementary Material S4).



Cleaning, Filtering and Signal Processing

Signal processing was performed as previously (Supplementary Materials S3, S5) (Dharmaprani et al., 2019) (Figure 2). Unipolar electrograms, surface ECG, and 3D data were exported from EnSite Velocity. QRS subtraction was performed (Dharmaprani et al., 2019). Further pre-processing was applied using Butterworth filters applied in forward and reverse mode for sheep and human data (Supplementary Materials S3, S5) (Dharmaprani et al., 2019). Sinusoidal recomposition was applied with dominant frequency used as the wavelet period (Dharmaprani et al., 2019) and phase computed using the Hilbert transform (Dharmaprani et al., 2019). In optically mapped data, a Gaussian kernel (σ = 4) was used to perform lowpass spatiotemporal filtering on the transmembrane potential (Dharmaprani et al., 2019). The Hilbert transform was applied to filtered optically mapped and simulated transmembrane voltages, respectively (Supplementary Material S5).
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FIGURE 2. Data acquisition, signal processing, example phase maps and tracking. (a) Left anterior oblique (LAO) and right anterior oblique (RAO) projection showing a basket catheter in situ in the atrium. (b) Three-dimensional visualization of the same basket catheter within the anatomic shell, mapped on Velocity. (c) Atrial electrograms undergo QRS subtraction to remove ventricular artifacts, a series of filtering steps, and sinusoidally recomposed. (d) Phase maps in basket-mapped human AF, with PS denoted by (∙PS) and wavelets by (W). A wavelet can be seen at t = 300–350 ms, whilst a rotor at t = 1040–1060 ms. (e–g) Phase maps of HD-grid mapped human, optically mapped rat, and computer simulated AF. Note that phase map resolution in catheter-mapped data corresponds to the respective electrode interspacing.




Phase Singularity and Wavelet Detection and Tracking

Phase singularities are topological defects at the pivots of rotors, and at the free ends of wavelets (Figure 1a) (Winfree, 1987). PS were detected using two topological charge methods: (i) a convolutional kernel method (Bray and Wikswo, 2002; Nash et al., 2006; Child et al., 2018) and (ii) the double ring method (Kuklik et al., 2017) (Supplementary Material S7 and Supplementary Figure 23, S16). PS and wavelets were tracked using a previously implemented tracking algorithm (Nash et al., 2006; Bradley et al., 2011; Child et al., 2018; Dharmaprani et al., 2019). New PS were defined as the detection of a PS not falling within the surrounding electrode neighborhood of radius r of another PS, and existing for a duration of τ. Primary analysis was performed with τ = 10 ms and r = 4 mm in human basket AF, with sensitivity analyses performed for a range of τ and r values to validate the consistency. Wavefronts were identified as lines of zero phase, and tracked using graph theory approach as described (Rogers, 2004) (Supplementary Material S7). To determine wavelet and PS lifetime and inter-formation times, a look-up table indexing onset time, offset time and electrode location for each new PS and wavelet detection was created (Dharmaprani et al., 2019).




Part 2: Study Methodology


Establishing Summary Equations of PS and Wavelet Population Dynamics in AF

A birth–death process is a continuous-time Markov chain used to represent the number of entities in a dynamical system (Kleinrock, 1976). An introduction to Markov birth–death processes is provided in Supplementary Materials S8–S10, and Figure 1. In a birth–death process, there are two types of state transitions: (i) ‘births,’ which increase the population size by one, and (ii) ‘deaths’ that reduce the population by one (Figure 1c). In AF, we hypothesized, based on our earlier demonstration that PS and wavelet formation rates (λf) and destruction (λd) are quasi-stationary (Supplementary Material S9), that the population dynamics of PS and wavelets could be summarized as an M/M/∞ birth–death process. The M/M/∞ is a type of birth–death process in which there is a quasi-stationary rate of arrivals into the system (with renewal rate constant λf), and a similarly stable rate of destruction (with renewal rate constant λd), that occurs in the scenario that arrivals into the system are immediately available for service. In AF, we reasoned that because as soon as PS and wavelets are formed, they are immediately accessible for potential destruction, we reasoned the M/M/∞ birth–death process could potentially be used to model AF PS population dynamics. A characteristic of M/M/∞ birth–death processes is the presence of a well-defined transition matrix (Supplementary Material S10) that converges to a quasi-stationary steady state population dynamics with fixed, predictable conditional limiting distributions (Van Doorn, 1991). It can be noted that Markov chain theory allows for the state space to be infinite, and any calculations of quasi-stationary states equations, would be exact in the limiting case. However, in this study, the birth–death matrix was estimated using the maximum number of PS/WF tracked states in the birth–death design matrix. From this, two key M/M/∞ equations were used to model: (i) the average number of PS and wavelets, and (ii) the population distribution of PS and wavelets.

For an M/M/∞ birth–death processes, the average number N of PS and wavelets may be summarized using the steady-state equation (Kleinrock, 1976):
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where λf and λd are the rates of PS/wavelet formation and destruction, respectively.

The second equation summarizes the PS and wavelet population distribution, which gives the steady-state probability (Pn) of having a phase singularity or wavelet population size of n (Kleinrock, 1976):
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To test the hypothesis that these equations explain and summarize PS and wavelet population dynamics, λf and λd were obtained as described previously (Dharmaprani et al., 2019) and used to model the number and population distribution of PS/wavelets present in the recording. This modeled prediction was compared to the observed number and population distribution of PS and wavelets.



Effect of Mapping Scale on PS and Wavelet Population Dynamics

As the size of the mapped area would influence the number of PS and wavelet formation and destruction events captured, we hypothesized that this would in turn affect the calculated λf and λd, relevant to the clinical application of the steady state equations. To test this hypothesis of scale dependence, we investigated PS/wavelet population dynamics and renewal rates in: (i) basket catheter recordings of human persistent AF, (ii) HD-grid recordings of human persistent AF and (iii) computer simulated AF. To gain insight into this effect, decimation was also used in AF computer simulations to investigate how the spatial density of the mapped area affects PS and wavelet formation and destruction processes (Supplementary Material S11). Spatially uniform pixels were selected at progressively coarse-grained spatial densities in simulated AF. Phase between the remaining pixels was interpolated, and PS/wavelet rates and population measured.



Insights Into Spontaneous AF Termination

An interesting, yet incompletely understood characteristic of AF is its ability to spontaneously terminate into sinus rhythm (Lin et al., 2017). We hypothesized because termination is a deviation from the quasi-stationary state, the eigenvalue spectrum of the birth–death transition matrix could explain termination (further detail in Supplementary Material S10). The spectral gap, calculated as the difference between the first and second largest eigenvalues, is the key determinant of the rate at which a Markov matrix approaches its quasi-stationary distribution (Boyd et al., 2004).

We specifically reasoned that spontaneous AF termination would likely occur when steady state is reached more slowly, thereby providing a greater opportunity for the process to diverge from the quasi-steady distribution and break the cycle of PS and wavelet regeneration. To test this hypothesis, we examined the eigenvalue spectral gap in computer simulated and human AF, comparing cases where AF spontaneously terminated to cases where it sustained. The spectral gap determines the ‘mixing rate’ at which a Markov matrix approaches its quasi-stationary state, and we hypothesized that the spectral gap should be smaller in self-terminating episodes, along with a slower mixing rate (Supplementary Material S10). Mixing rates, λf, λd were estimated from epochs of spontaneous AF termination, and compared to epochs of sustained AF.



Cross Validation and Sensitivity Analyses

To cross-validate, several sensitivity analyses were conducted. To ensure that study findings were not due to PS/wavelet annotation method, analyses were repeated with a second PS detection method (Kuklik et al., 2017). We also systematically checked the sensitivity of the PS and wavelet tracking algorithm to confirm the study findings, such that PS were required to be present for τ ≥ 5–40 ms, and tracked within a radius r (2.83 pixels, 5.67 pixels, 8.49 pixels and 11.31 pixels on the interpolated 29 × 29 pixel grid). Analyses were also performed for long-lasting PS > 150 ms, corresponding to more stable re-entrant activity, to assess if there were differences in the efficacy of the M/M/∞ equations in more sustained reentry. We also reasoned that due to the intrinsic topological connection whereby PS must occur at the free ends of wavelets, that rate constants of wavelet formation and destruction should be linearly correlated to those for PS λf and λd.



Statistical Analysis

To calculate λf and λd, data was fitted to exponential distributions using maximum likelihood (Dharmaprani et al., 2019). Data fitting was performed in Matlab 2017b (Natick, MA, United States) to create a probability distributions for each epoch. Chi-squared (χ2) goodness-of-fit tests were used to assess adequacy of distributional fit. Shapiro–Wilk tests were performed to assess normality for reported variables. To assess statistical significance, t-tests were used for independent groups, and in non-normally distributed data the non-parametric Mann–Whitney U test was utilized. Comparison of predicted vs. directly observed parameters was performed using bivariate Pearson’s correlation and χ2 goodness-of-fit tests. Two-tailed P-values were considered significant at P < 0.05.





RESULTS


M/M/∞ Equations and PS and Wavelet Number in Simulated, Experimental and Human AF

We tested the ability of the M/M/∞ equations to summarize and explain PS and wavelet dynamics by conducting a multimodality multispecies study comparing the average number and population distribution of PS and wavelets predicted by the M/M/∞ equations. Figure 3a shows phase maps for an example computer simulated AF case (Courtemanche model) (Courtemanche et al., 1998), corresponding to a PS formation rate of λf = 0.27/ms and a PS destruction rate of λd = 0.05/ms. A worked example using the M/M/∞ equation is shown in Figure 3a, giving a computed average number of 5.4 PS. The average wavelet number was also calculated for λf = 0.37/ms and λd = 0.11/ms, giving an average computed number of 3.36 wavelets. Computed PS and wavelets number corresponded to the observed number shown in phase maps (Figure 3a). Figures 3b,c shows the running count (number of PS and wavelets) across time, demonstrating close matching of the average computed and observed number of PS and wavelets. The computed and observed population distributions of PS and wavelets were also close matching, giving χ2 values of 0.56 (P = 0.91) and 3.57 (P = 0.98), respectively, failing to reject the null hypothesis that the distributions are statistically different at the accepted significance level of α = 0.05. This implies a good fit between observed and M/M/∞ predicted population distributions.
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FIGURE 3. Summarizing and explaining PS and wavelet number. (a) Example phase maps from a computer simulated AF case showing the PS/wavelets present at different time steps. Computed average number of PS/wavelets approximate the number observed in the example phase maps. (b) Left: running count of PS, showing that the average number of observed PS approximates the computed average number. (c) Right: computed and observed population distributions are close matching. (d) Left: Scatter plots showing average number of PS and wavelets in human AF (basket catheter mapped). Each point represents the average number of PS or wavelets calculated using equation 1, plotted against the average observed number of PS/wavelets that is seen in a single AF epoch. In all cases of basket -mapped human AF, the average computed and observed number of PS (R2 = 0.99; P < 0.001) and wavelets (R2 = 0.99; P < 0.001) are highly correlated. Computed PS and wavelet population distributions are also well fitted to observed PS (χ2 0.56, P = 0.98) and wavelet (χ2 3.57, P = 0.93) population distributions. (e–g) Similar observations were seen in HD-grid mapped AF, (PS: R2 = 0.89; P < 0.001; wavelets: R2 = 0.99; P < 0.001) (PS: χ2 1.66, P = 0.44 wavelet: χ2 0.042, P = 0.98), sheep AF (PS: R2 = 0.99; P < 0.001; wavelet: R2 = 0.99; P < 0.001) (PS: χ2 3.32, P = 0.91; wavelet: χ2 2.29, P = 0.94), rat AF (PS: R2 = 0.99; P < 0.001; wavelet: R2 = 0.92; P < 0.001) (PS: χ2 1.37, P = 0.97; wavelet: χ2 2.44, P = 0.66).


All cases of human basket AF showed similar results. The M/M/∞ predicted and observed average number of PS and wavelets were linearly correlated (PS: R2 = 0.99; P < 0.001; wavelets: R2 = 0.99; P < 0.001). M/M/∞ predicted population distributions of PS and wavelets were similar to the observed distributions in all cases, with P > 0.05 indicating a good fit to predicted distributions (Figure 3d). Similar findings were seen in all cases of human HD-grid mapped AF (PS: R2 = 0.89; P < 0.00; wavelet: R2 = 0.99; P < 0.001, Figure 3e), all cases of sheep basket catheter-mapped AF (PS: R2 = 0.99; P < 0.001; wavelet: R2 = 0.99; P < 0.001, Figure 3f) and optically mapped rat AF (PS: R2 = 0.99; P < 0.001; wavelet: R2 = 0.92; P < 0.001, Figure 3g). In all model systems, predicted PS population distributions were comparable to observed population distributions (Goodness of fit P > 0.05 in all cases, with summary human data presented in Supplementary Table 2 and Supplementary Material S12).

To investigate the relationship between PS and wavelet rates of formation and destruction, the correlation between PS/wavelet λf and λd was studied (Supplementary Material S13). λf and λd for wavelet and PS were correlated (λf: R2 = 0.86; P < 0.001; λd: R2 = 0.60; P < 0.001), implying λf and λd are a common set of rate constants.

The key M/M/∞ findings were cross validated by assessing the correlation between the predicted and observed PS/wavelet number detected using various tracking parameters (Supplementary Material S14) for the PS/wavelet algorithms (Supplementary Material S16) (number of tracked frames τ and tracking radius r). Predicted and observed PS number were linearly correlated for all conditions of the parameters of τ and r (Supplementary Figures 7, 8 and Supplementary Material S14).

As the steady state M/M/∞ equations assume λf and λd are stationary (temporally stable) we systematically validated the stationarity of PS and wavelet renewal rates λf/λd in all model systems (Supplementary Material S15). In all cases, the autocorrelation of PS inter-formation times approached zero for all non-zero lags, and λf and λd from random short-duration windows converged to long-term λf/λd, implying temporal stability of these rate constants.



Effect of Mapping Scale


Effect of Mapped Field of View in Computer Simulated AF

Figures 4a–c shows phase maps for various grid-sizes (number of pixels) in computer simulated AF to represent recordings with variously sized fields of view. For each grid size, the corresponding probability distribution of PS/wavelet inter-formation times and lifetimes was most consistent with an exponential distribution, demonstrating consistency of PS formation and destruction as renewal processes at each scale. As the size of the mapped field was increased, the number of PS and wavelets captured also increased (Figure 4d). The increased number of PS and wavelets captured by larger fields of view caused the timings between observed PS formation events to decrease. This resulted in a faster rate of new PS and formations being captured, in turn leading to an aggregate increase in the long-term average rate of PS formation λf (Figure 4e). The long-term average rate of wavelet formation λf also increased in larger grids (Figure 4f). For PS and wavelet destruction events, although the number of events similarly increased with grid size (Figure 4d), the long-term average rate of PS/wavelet destruction λd is more consistent (Figure 4f). It can be noted that for the largest 500 × 500 grid, a slight decrease in PS λf and λd was observed. This is likely due to the long-lasting PS located at the boundary, which is only captured by the 500 × 500 grid (Figure 4c). Consequently, the rate of formation and destruction is slowed slightly. However, overall, the increased number of PS and wavelets detected in larger grids suggests an aggregate increasing trend in λf and λd.
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FIGURE 4. Effect of mapped field of view size. (a–c) Phase maps and PS/wavelet lifetime distributions in an example case of computer simulated AF, showing the effect of varying the mapped field size. (d) As mapped area increases, more PS/wavelets are captured. (e) Increased number of PS captured results in a higher rate of PS formation (λf), but consistent PS destruction (λd). (f) Wavelet λf also increases, but λd remains consistent. (g,h) Phase maps and probability distributions of PS/wavelets acquired using HD-grid and basket catheter. (i) Basket mapped data with a larger field of view captures a greater number of PS/wavelets. (j) PS λf increases for basket catheter data, but λd decreases. (k) For wavelets, λf increases when mapped with basket catheter, whilst λd decreases.




Effect of Mapped Field of View in Human AF

To further understand the effect of scale dependence on PS formation and destruction rates, λf and λd were calculated for simultaneous basket catheter (8 × 8 electrodes) and HD-grid (4 × 4 electrodes) recordings taken during human persistent AF. Figures 4g,h show example phase maps from the HD-grid catheter recording and the corresponding basket catheter recording of the same human persistent AF epoch. Probability distributions of PS and wavelet inter-formation and lifetimes were most consistent with exponential distributions.

The mean number of PS [1.32, (95% CI, 1.22, 1.42)] and wavelets [0.21, (95% CI, 0.16, 0.25)] captured by the HD-grid catheter was significantly lower than mean the number of PS [2.87, (95% CI, 2.71, 3.04)] and wavelets [1.51, (95% CI, 1.38, 1.65)] captured by the basket catheter (HD-grid: P < 0.00; Basket: P < 0.001) (Figure 4i).

Differences in rate constants were also seen between the two mapping catheters. The mean PS λf for HD-grid recordings was 0.002/ms (95% CI, 0.001, 0.003) and mean PS λd 0.001/ms (95% CI, 0.001, 0.002). For basket catheter recordings the mean PS λfwas 0.030/ms (95% CI, 0.027, 0.033) and mean PS λd 0.012/ms (95% CI, 0.010, 0.013) (Figure 4j). For wavelets, the mean λf and λd measured by the HD-grid was 0.006/ms (95% CI, 0.005, 0.007) and 0.036/ms (95% CI, 0.032, 0.039), respectively, and for basket catheter recordings mean λf and λd was 0.037/ms (95% CI, 0.034, 0.39) and 0.029/ms (95% CI, 0.025, 0.033), respectively (Figure 4k). The HD-grid captured a significantly slower PS/wavelet λf when compared to the basket catheter (HD-grid: P < 0.001; Basket: P < 0.001). However, λd was slightly higher for PS when measured using the HD-grid versus basket catheter (P < 0.001), but not wavelet λd (P = 0.013) (Figures 4j,k). These findings were similar to those for computer simulated AF.



Effect of Mapping Density

Figures 5a–d depict example voltage and phase maps for a computer simulated AF. The original undecimated data (600 × 600 pixels) is shown in Figure 5a, with the PS/wavelets detected shown on the respective phase map. As the spatial density of the mapped area increased, the number of PS detected also increased (Figure 5e), leading to a decrease in λf and λd (Figure 5f). This suggests that PS captured with higher density grids are present for a longer length of time as reflected in the probability distributions (Figures 5h–k), and that new PS formations are captured more quickly. In contrast, λf for wavelets increased as the mapping density decreases, whilst λd increased (Figure 5g). This suggests that wavelets captured may last for a longer length of time with increasing grid size.


[image: image]

FIGURE 5. Effect of mapping density. (a) Voltage and phase map of the original 600 × 600 pixel computed simulated AF grid. (b–d) Top row: selected pixels indicated by the green dot (∙), and used to construct lower resolution grids of 25 × 25, 12 × 12, and 8 × 8 pixels. Corresponding voltage/phase maps are shown (e) As mapping density increases, more PS/wavelets are detected. (f,g) with increasing mapping density PS λf and λd decreases, and wavelet λf increases whilst λd decreases. (h–k) Probability distribution of PS and wavelet lifetimes are exponential for all densities, but λf and λd change.





Insights Into Spontaneous AF Termination

We hypothesized that we could gain insight into the mechanism of AF termination via understanding differences in the M/M/∞ birth–death matrix between AF epochs that spontaneously terminated and those that sustained. AF termination was studied in n = 36 epochs of termination [mean epoch length 88.048 s (95% CI, 70.029, 106.14)], compared to n = 56 epochs of sustained AF lasting at least 5 min. Figure 6a shows intracardiac electrograms from a single example epoch of sustained AF, whilst Figure 6b electrograms for an example terminating AF epoch.
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FIGURE 6. Insights into spontaneous termination. (a,b) Example electrograms are shown, with AF terminating at ∼67 s. (c,d) λf and λd lowers in cases of spontaneous AF termination, suggesting a slowing in the rate of PS/wavelet regeneration. (e,f) Average PS and wavelet number in sustained vs. terminating AF episodes are not statistically different. (g,i) Eigenvalue plots for sustained AF and spontaneously terminating AF cases in computer simulated and human AF. In both model systems, termination cases demonstrated a larger value for the second largest eigenvalue modulus (SLEM), which lead to smaller spectral gaps and slower mixing rates. These changes to the eigenvalue transition matrix likely reflect a deviation from steady state, which promotes termination to occur. (h,j) In both computer simulated and human AF, mixing rates decrease in cases of spontaneous AF termination (P < 0.001).


The mean PS λf was 0.026/ms (95% CI, 0.023, 0.030) for spontaneous termination and 0.035/ms (95% CI, 0.031, 0.039) for sustained cases. All epochs of spontaneous human AF termination showed a statistically significant difference in PS λf when compared to sustained human AF epochs (P < 0.001) (Figure 6c, left). Similar trends were seen for PS λd, with spontaneous termination corresponding to a mean of 0.009/ms (95% CI, 0.008, 0.010) and 0.013/ms (95% CI, 0.012, 0.014) in sustained human AF. A statistically significant difference was also seen for PS λd between all terminating versus sustained epochs (P < 0.001) (Figure 6c, right). This suggests a slowing of the rate of PS formation and destruction prior to spontaneous AF termination.

The mean wavelet λf was 0.032/ms (95% CI, 0.029, 0.035) and λd 0.022/ms (95% CI, 0.021, 0.024) for epochs showing spontaneous termination. In sustained AF epochs, mean wavelet λf was 0.040/ms (95% CI, 0.036, 0.044) and λd 0.027/ms (95% CI, 0.025, 0.030) (Figure 6d, left). Differences between wavelet λf and λd between sustained and terminating cases was statistically significant (λf: P < 0.001; λd: P < 0.001) (Figure 6d, right).

It can be noted that although PS and wavelet λf and λd lowered in cases of AF termination, there was no statistically significant difference between the average number of PS and wavelets in sustained versus terminating episodes of AF (Figures 6e,f). The mean PS number in sustained AF cases was 2.74 (95% CI, 2.62, 2.85) and 2.81 in terminating cases (95% CI, 2.59, 3.03), which was not statistically significant (P = 0.584). Similar results were seen for the average number of wavelets, [sustained: 1.62 (95% CI, 1.43, 1.82); terminating: 1.52 (95% CI, 1.31, 1.73)] which were also not statistically significant (P = 0.469). We reasoned this lack of difference may be due to the fact that the average PS and WF number is calculated throughout the whole epoch rather than at a specific moment, and since spontaneous AF termination happens rather abruptly, the change in PS and WF number would only occur in the very few moments before termination.

We further reasoned that rather than the average number itself, it may be deviations from the steady state population distribution that differentiates terminating episodes. When analyzing the eigenvalue spectrum of the Markov birth–death transition matrix in computer simulated AF, the second largest eigenvalue modulus (SLEM) of termination cases [mean 0.9839 (95% CI, 0.9668, 1.000)] was consistently higher than for sustained AF cases [mean 0.9771 (95% CI, 0.9558, 0.9919)] (P < 0.001) (Figure 6g). This led to smaller spectral gaps, and therefore slower mixing rates for spontaneous AF termination cases. Specifically, the mean mixing rate in computer simulated AF was 0.016 (95% CI, 0.001, 0.034) for spontaneous termination and 0.032 (95% CI, 0.018, 0.045) for sustained cases (P < 0.001) (Figure 6i).

Similar results were seen for human AF. The SLEM of termination cases [mean 0.8815 (95% CI, 0.7746, 0.9885)] was consistently higher than for sustained AF cases [mean 0.7826 (95% CI, 0.6279, 0.9373)] (P < 0.001) (Figure 6h). All epochs of spontaneous human AF termination showed a significantly slower mixing rate when compared to sustained human AF (P < 0.001) (Figure 6j). In human basket AF, the mean mixing rate was also slower in cases of spontaneous AF termination [mean 0.008 (095% CI, 0.007, 0.009)] versus sustained AF [mean 0.013 (095% CI, 0.012, 0.015)].




DISCUSSION

Despite a century of research, the complex and turbulent dynamics of AF remain incompletely understood. The objective of the current study was to develop an ontologically parsimonious mathematical representation of AF dynamics. We reasoned that because of the intrinsically disaggregated nature of wave propagation in AF across the atrial myocardium, over time PS and wavelet formation and destruction inter-event times would converge to exponential distributions associated with stable rate constants λf and λd. By analogy with queueing systems in probability theory, we hypothesized that λf and λd would thus be fundamental rate parameters that could be combined in an M/M/∞ birth–death model to summarize and understand AF dynamics.

We investigated this hypothesis in a multispecies, multimodality study of AF and demonstrated that:


i.λf and λd can be combined using an M/M/∞ birth death process to accurately model the quasi-stationary population dynamics of PS and wavelets in AF.

ii.Wavelet and PS λf and λd are highly correlated in keeping with the topological connection between these two forms of propagation.

iii.Rate constants λf and λd are determined by the field of view of AF mapping, both in terms of the size of the mapped field and the scale effect of coarse graining the system via mapping AF at reduced electrode densities, as is performed in clinical settings. However, the operation of the M/M/∞ birth–death process itself is invariant under scale transformation.

iv.Rate constants λf and λd are slowed in AF cases with spontaneous termination, leading to a reduced spectral gap and slower mixing rate of the M/M/∞ birth–death Markov matrix, potentially providing an explanation for spontaneous AF termination.



These findings suggest the M/M/∞ birth–death process can be used to provide a new quantitative representational framework to understand PS and wavelet population dynamics in AF. We replicated this finding in a range of AF models in different species, using different mapping modalities and densities, to provide evidence of generality. It should be noted an exponential distribution of PS lifetimes has been a consistent observation in both AF and VF (Chen et al., 2000a,Chen et al., 2000b; Rogers, 2004; Kuklik et al., 2017; Child et al., 2018; Christoph et al., 2018), suggesting that the M/M/∞ approach should be readily replicated. The consistency of the M/M/∞ framework over different densities and with coarse-graining suggests that although AF dynamic behavior may appear quite different over various mapping resolutions and fields of view, the underlying fibrillatory process is internally consistent at each level of observation, such that λf and λd measured at any particular observational level give rise to dynamics internally consistent with an M/M/∞ birth–death process operating at the same level.


What This Study Adds to the Renewal Theory Paradigm

In our previous study, we demonstrated that PS formation and destruction could be represented as renewal processes, characterized by rate constants λf and λd (Dharmaprani et al., 2019). We demonstrated that this applied to various model systems (humans, rat, sheep and computer simulation) and across mapping modalities. Although this work allowed us to quantify λf and λd, the previous study did not use these rate constants to develop governing mathematical equations to quantify the population dynamics of PS and wavelets, or study how λf and λd changes under various conditions such as varying mapped fields of view, and in episodes of sustained versus terminating AF. Collectively, the results of the current study extends our previous work by finding a way to utilize λf and λd in an M/M/∞ birth–death process, hence providing a new quantitative representational framework to help further understand AF dynamics.



Important Considerations in Applying the M/M/∞ Approach

In considering the results of the current study, a number of important issues are worthy of consideration. The first is whether or not the results could have arisen purely by methodological experimental error in signal acquisition, or processing. Several studies have suggested a potential for error in electrogram-based detection of PS with basket catheters (Roney et al., 2017; Martinez-Mateu et al., 2018). We would agree a degree of error is certainly possible that with basket catheter based assessment of PS, which would affect the precision of rate constant estimates for λf and λd.

However, several factors would suggest that experimental error alone would be insufficient explain the consistent observation of exponential distributions and the accuracy of the birth–death equations. The first is that an exponential distribution of phase singularity and rotor lifetimes is a consistent finding throughout the history of AF research. The Jalifé laboratory was the first to report an exponential shaped distribution of PS lifetimes in the classic cholinergic sheep model of AF, where PS detection was based on optically mapped data (Chen et al., 2000a). The same pattern was confirmed by the same group in ventricular fibrillation (Chen et al., 2000b). Subsequently, epicardial distributions of rotor lifetimes were observed in careful epicardial recordings, as well as simulations (Kuklik et al., 2017; Schlemmer et al., 2018). We, and others, have observed the same pattern in basket catheter data (Child et al., 2018; Dharmaprani et al., 2019). In our study, we performed we performed careful analyses of PS inter-formation and lifetimes in multiple settings, including simulations, optical mapping, and human data. We undertook multiple steps to minimize the methodological error, including the use of multiple PS detection algorithms, applied with a range of parameters, in multiple systems. It remains possible that there could be some degree of experimental error in our findings. However, it is implausible that the internal consistency of our findings, in conjunction with the consistency of our results with the data has accrued over several decades, could arise purely by chance.

A second important factor to consider in assessing the M/M/∞ framework is to understand that this representational architecture is to understand its logical derivation from the fundamental properties of AF. The fundamental property that separates AF from other atrial arrhythmias is disaggregated electrical activity in the atrium, in both space and time. The intrinsic turbulence of AF as an arrhythmia would suggest that the formation and destruction of PS should be statistically independent events. The exponential distribution of PS inter-formation times, and PS lifetimes, arises as a consequence of this statistical independence, and is a standard finding of probability theory (Ross, 2014). The M/M/∞ equations thus arise as a representational architecture based on this framework. Its consistence concordance with experimentally derived data occurs as a consequence of the intrinsic statistical independence of PS formation and destruction events that are separated in space and time during the disorganized, disaggregated nature of AF.

A third factor in understanding the findings of the current paper is the importance of considering the scale of observation. In our study, we have shown that the M/M/∞ representational architecture can apply at different scales of observation, created by decimation and coarse-graining the observation of AF. We have shown that the rate constants λf and λd are different at each of these scales, but that the equations still apply in each experimental system. This finding has particular relevance to understanding basket catheter data acquired in human, and something that has not previously been considered as an issue before. It is clear based on simulation studies that the under-sampling of AF caused by catheter-based sampling of atrial activity in fibrillation will clearly lead to differences in the nature of PS that are detected (Roney et al., 2017). However, the results of the current study may potentially suggest an alternative interpretation for catheter-based mapping data. We find that that PS and wavefront data from basket- and grid-catheter followed exponential distributions, conformant to the M/M/∞ equations at each specific scale of observation. In a sense, then, an analogy to potentially understand basket catheter and grid data is to consider these as coarse-grained sub-sampling of the fibrillatory process. An analogy to understand this could be the way buoys spaced many kilometers apart in the sea are used to provide information on macro-aggregate phenomena such as ocean currents, but lack the resolution to distinguish very local waves and ripples. Analogously, it is clear that although aggregate phenomena such PS and waves observed at the level of basket, epicardial plaque and grid catheters are quite different to those observed via optical mapping due to differences in spatial resolution, it is clear that the M/M/∞ equations may characterize these phenomena in fibrillation with internal consistency at each of these levels. The reason for this consistency is the statistical independence of PS and wavelet formation and destruction due to the disaggregated, turbulent nature of AF.



The M/M/∞ Framework as a Parsimonious Representational Paradigm

The M/M/∞ birth–death process is a scientifically attractive conceptual representation of AF dynamics. The equations of the M/M/∞ process are well characterized in probability theory, providing an extensive theoretical framework. Additionally, the framework is also parsimonious, in that the complexity of AF dynamics is shown to be compactly represented by two simple parameters λf and λd. This simplicity likely underlies why the M/M/∞ paradigm appears to accurately model PS and wavelet dynamics in a range of model systems. Although these parameters adjust according to the field of view, density of mapping and AF physiology, this consistent model accuracy suggests the M/M/∞ concept itself has the property of invariance under scale.

A key reason the M/M/∞ conceptual paradigm could be quite powerful is that it potentially allows challenging problems within the field to be reframed in quantitative terms, facilitating reasoning about the underlying biology. One such example discussed here is spontaneous termination. The spontaneous termination of AF is a common clinical occurrence that is currently incompletely understood (Kneller et al., 2005; Lin et al., 2017). A common observation prior to termination has been the existence of more organized activity in the pre-termination period (Alcaraz and Rieta, 2009; Thanigaimani et al., 2017). Descriptively, termination has been explained as occurring as a consequence of the final beats of AF occur prior to termination being mediated by the drift of wavelets and PS into the non-conducting atrio-ventricular valves (Allessie et al., 1985; Kneller et al., 2005). Here, we find that a potential explanation for the termination of AF may be differences in the rate of mixing of the birth–death M/M/∞ transition matrix. We find that the rates of PS formation and destruction are consistently slower in AF episodes that terminate compared to those that are sustained, leading to a decreased eigenvalue spectral gap of the birth–death matrix, and slower rate of mixing toward the stationary distribution level. This finding would explain termination as occurring due to the slower rate of return to the quasi-stationary state. This could potentially allow longer stochastic deviations from the equilibrium level of PS to occur, providing a longer window for spontaneous termination to occur.

An important point to recognize is that we would consider the M/M/∞ birth death process a model, or quantitative representation for the dynamics of AF. Although this model appears stable insofar as it provides accurate representations of PS and wavelet behavior, we suggest that this model could potentially be considered as the starting point for a new way of investigating and understanding AF. Much in the way that many scientific conceptual paradigms have been improved by explaining target phenomena outside the frame of reference of particular model abstractions, it is likely that deviations from the M/M/∞ model will provide additional mechanistic and clinical insights, allowing the model to be refined and adapted to particular constraints or scenarios beyond those directly examined. Having said this, to date no such counterexamples have been identified. It is possible the equations may emerge to be considered as idealized governing laws or boundary conditions in AF dynamics.

An interesting issue to consider is why these simple rate constants repeatedly arise. At its core, AF can be considered as a form of chaos, with intrinsically disaggregated and turbulent dynamical behavior arising as a consequence of the intrinsic non-linearity of the atrial myocardium. This non-linearity arises because of the inhomogeneity of individual excitability of atrial myocytes along with the network effects of inhomogeneity due to variability of micro-architecture, and substrate fibrosis. This functional and structural inhomogeneity can be considered as the fundamental substrate for disorganized behavior. The key reason the M/M/∞ pattern repeatedly emerges may be due to the intrinsically turbulent and aperiodic nature of electrical wave propagation that is the defining feature of AF.



How the M/M/∞ Approach Relates to Contemporary Theories of AF Dynamics

Our findings may contribute to the understanding of the multiple wavelet and rotor theories. The multiple wavelet theory postulates that AF self-sustains by a random process of wavelets moving around the atrium (Moe and Abildskov, 1959). Although the average number of wavelets observed in the atrium has been described experimentally in a number of studies (Allessie et al., 1985; Lee et al., 2015), a quantitative explanation for this number has previously not been provided. The M/M/∞ process provides a novel explanation for this observed average number as arising as the quasi-stationary state arising as a consequence of the interplay between wavelet formation and destruction rates. Importantly, the M/M/∞ representation of AF would differ from classical descriptions of the multiple wavelet theory by suggesting that this quasi-stationary steady state is a predictable and stable phenomenon.

The M/M/∞ birth–death process model also makes a potentially important contribution to the rotor theory. According to this theory, AF is sustained by rapid local re-entrant drivers, with new wavebreaks forming PS at locations of anatomical and functional conduction block (Jalife et al., 2002). The findings add to understanding of the rotor theory by developing a quantitative model to understand PS regeneration. It makes the observation that PS dynamics are defined by statistically definable processes. The M/M/∞ birth–death conceptualization of AF thus potentially provides a bridge between the conventional characterization of the rotor and multiple wavelet theories of AF.

The study findings may have important mechanistic and clinical implications. Mechanistically, the M/M/∞ birth–death process provides compact governing equations to summarize and predict the PS and wavelet population dynamics, providing a novel conceptual framework to understand the underlying mechanisms sustaining AF. This could be used to understand the effects of different AF disease pathophysiology, local microarchitectural effects, or disease substrates, or the effect of potential treatments. It is likely each of the above would lead to alterations in the M/M/∞ constants as a way of mediating their particular effects. The universality of the M/M/∞ constants provides a novel way for the effects of these changes under different experimental conditions to have their overall effect on fibrillatory dynamics precisely quantified. This new conceptual paradigm could potentially allow similarities and differences between these conditions to be understood much more clearly. Clinically, it is clear the M/M/∞ equations are able to model PS and wavelet formation when measured at the typical electrode densities and fields of view during catheter level observation. This would enable the same approach to be applied to compare AF from different patient populations, or patients with different burdens of disease, provided mapping is consistent. The association of these rate constants with the spontaneous termination of AF would suggest that measurement in clinical settings could provide insight into the likely persistence of AF. This may provide new ways to classify AF patients beyond the binary paroxysmal and persistent paradigm. It is likely that although the rate constants were temporally stable over the periods of experimental observation, that changes could occur in longer term follow-up. Longitudinal assessment could potentially provide new physiological approaches to AF classification. In clinical ablation, real-time measurement of the rate constants could potentially be combined with existing or novel ablation strategies to determine treatment effect. If rate slowing is observed, it could imply that the effect of a particular ablation strategy may be having impact on overall dynamics. An additional intriguing possibility is combining local measurement of these rate constants with strategies for detection of potential drivers, potentially providing a means of localization of key regions sustaining AF within the atrium.



Limitations and Future Directions

As this study primarily investigates PS and wavelet dynamics in AF, the role of other potentially important adjunctive theories such as endo-epicardial dissociation and focal discharges could not be addressed with the experimental data available to us. Our study is based upon the notion of phase transformation, and we acknowledge that while this is a widely utilized approach, it is not the only approach to understand AF dynamics, and that some have investigators have identified that phase singularity identification may be unable to distinguish scenarios of conduction block and rotational activation (Podziemski et al., 2018). We further acknowledge that not all researchers in the field agree with the notion of phase transformation and the study of phase singularity dynamics in AF (Podziemski et al., 2018). We also note that in the electrogram-based component of the current study that sinusoidal recomposition was used for phase reconstruction, and recognize that other approaches such as linear interpolation of phase between activation times in the unipolar electrogram have been suggested as important alternative approaches to phase recomposition (Zeemering et al., 2020). Although this approach was not utilized in this current investigation, we would anticipate it could also potentially lead to PS dynamics that could be modeled with an M/M/infinity process, as we found that M/M/infinity approaches were effective in the optically mapped and simulated AF data where transmembrane voltage was able to be directly ascertained. Furthermore, as this study did not differentiate between wavelets attached to rotors versus free wavelets, the relative contributions of both events were not quantified.

However, applying the framework presented to such scenarios may be an important area for future work to provide new insights into the AF mechanism. An important consideration in applying the findings of the current study is that we make no claim that this approach is superior to other approaches or conceptual theories of AF, only that this approach may potentially provide a quantitative framework to quantify the dynamics of various pattern phenomena (PS, wavefronts), that are observed during AF.

Future studies are required to address the relationship between M/M/∞ equations and different clinical substrates of AF. Features that could be examined include the relationship between these equations and variant ablation strategies, pulmonary vein behavior, voltage characterization in the atrium, as well as spatial characterization of the rate constants throughout the human atrium (Quah et al., 2020). This will be important to determine the practical utility of the governing equations provided by the M/M/∞ birth–death process.




CONCLUSION

M/M/∞ birth–death processes provide a novel quantitative representational framework to conceptualize and understand PS and wavelet population dynamics in AF. This conceptual paradigm has been shown to apply in all forms of AF studied, at a variety of different scales and densities of mapping, providing opportunities for clinical application. Finally, the spectral properties of the birth–death matrix potentially identify a new way to understand the process of AF termination, suggesting termination of AF may occur due to differences in the mixing rate of the M/M/∞ birth–death matrix. M/M/∞ birth–death processes may thus potentially provide a powerful representational architecture to gain insight into the pathobiology of AF.
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The Experimental TASK-1 Potassium Channel Inhibitor A293 Can Be Employed for Rhythm Control of Persistent Atrial Fibrillation in a Translational Large Animal Model
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Background: Upregulation of the two-pore-domain potassium channel TASK-1 (hK2P3.1) was recently described in patients suffering from atrial fibrillation (AF) and resulted in shortening of the atrial action potential. In the human heart, TASK-1 channels facilitate repolarization and are specifically expressed in the atria. In the present study, we tested the antiarrhythmic effects of the experimental ion channel inhibitor A293 that is highly affine for TASK-1 in a porcine large animal model of persistent AF.

Methods: Persistent AF was induced in German landrace pigs by right atrial burst stimulation via implanted pacemakers using a biofeedback algorithm over 14 days. Electrophysiological and echocardiographic investigations were performed before and after the pharmacological treatment period. A293 was intravenously administered once per day. After a treatment period of 14 days, atrial cardiomyocytes were isolated for patch clamp measurements of currents and atrial action potentials. Hemodynamic consequences of TASK-1 inhibition were measured upon acute A293 treatment.

Results: In animals with persistent AF, the A293 treatment significantly reduced the AF burden (6.5% vs. 95%; P < 0.001). Intracardiac electrophysiological investigations showed that the atrial effective refractory period was prolonged in A293 treated study animals, whereas, the QRS width, QT interval, and ventricular effective refractory periods remained unchanged. A293 treatment reduced the upregulation of the TASK-1 current as well as the shortening of the action potential duration caused by AF. No central nervous side effects were observed. A mild but significant increase in pulmonary artery pressure was observed upon acute TASK-1 inhibition.

Conclusion: Pharmacological inhibition of atrial TASK-1 currents exerts in vivo antiarrhythmic effects that can be employed for rhythm control in a porcine model of persistent AF. Care has to be taken as TASK-1 inhibition may increase pulmonary artery pressure levels.

Keywords: A293, antiarrhythmic pharmacotherapy, atrial fibrillation, cardioversion, KCNK3, TASK-1


INTRODUCTION

Atrial fibrillation (AF) represents a major clinical and socio-economic burden (Hindricks et al., 2020). With about 2–4 percent of the western population suffering from AF, it is by far the most common sustained arrhythmia (Hindricks et al., 2020). Occurrence of AF is strongly correlated with age. Therefore, it can be expected that demographic changes will result in an increased incidence and prevalence of AF. Current therapeutic strategies consist of pharmacological, interventional, and surgical approaches and often show suboptimal effectiveness (January et al., 2019). Novel mechanism-based therapeutic approaches might improve the effectiveness and safety of pharmacologic AF treatment (Peyronnet and Ravens, 2019). In this context, it will be important to find an atrial-selective therapeutic target for AF therapy.

The two-pore-domain potassium (K2P–) channels represent the most recently characterized group of potassium channels (Goldstein et al., 2001). Their 15 members are abundantly expressed throughout the human body and contribute to various physiological processes, including the regulation of cardiac rhythm, blood pressure, neuroprotection and apoptosis (Patel and Honore, 2001; Bayliss and Barrett, 2008; Lloyd et al., 2011; Schmidt et al., 2013, 2015, 2017; Wiedmann et al., 2020b).

TASK-1 (TWIK [tandem of P domains in a weak inward rectifying K+ channel]-related acid sensitive K+ channel; K2P3.1) is a member of the K2P-family that shows atrial-specific expression in the human heart (Limberg et al., 2011; Rinné et al., 2015; Schmidt et al., 2015, 2017). It was recently shown that TASK-1 is upregulated in cardiomyocytes from patients suffering to chronic AF (cAF) (Schmidt et al., 2015, 2017). This results in a shortening of the action potential duration (APD), which represents a fundamental pathophysiological mechanism underlying AF (Nattel et al., 2008; Schotten et al., 2011). In human atrial cardiomyocytes isolated from AF patients, specific blockade of TASK-1 currents prolonged APD to physiological values (Schmidt et al., 2015; Schmidt et al., 2017). TASK-1 inhibition therefore represents a promising novel strategy for mechanism-based AF-therapy.

This preclinical study was designed to investigate whether specific pharmacological TASK-1 inhibition can be used for long-term rhythm control of persistent AF in a translationally relevant porcine AF model. The high-affinity TASK-1 inhibitor A293 was evaluated as an experimental anti-arrhythmic treatment. This aromatic carbonamide represents an experimental compound that is active in the nanomolar to micromolar range (Putzke et al., 2007b; Kiper et al., 2015; Schmidt et al., 2015; Wiedmann et al., 2019, 2020a). As TASK-1 channels are expressed in pulmonary artery (PA) smooth muscle cells where they might contribute to regulation of the vascular tone (Olschewski et al., 2006), hemodynamic effects of TASK-1 inhibition were studied upon acute TASK-1 channel inhibition.



MATERIALS AND METHODS


Ethics Statement

All animal experiments have been carried out in accordance with the Guide for the Care and Use of Laboratory Animals as adopted and promulgated by the United States National Institutes of Health (NIH publication No. 86-23, revised 1985), with the EU Directive 2010/63/EU, and with the German Law on the Protection of Animals. Approval for experiments involving pigs was granted by the local Animal Welfare Committee (Regierungspräsidium Karlsruhe, Germany, reference numbers G-296/14 and G-217/18).



Experimental Design

Fifteen German landrace pigs of both sexes (30–40 kg bodyweight) were randomized to a total of three different groups (Figure 1A). Two reference groups with SR and AF (14 days SR, n = 5; 14 days AF, n = 5), which received sham treatment (NaCl 0.9%), and a treatment group with AF (14 days AF A293, n = 5), which received daily treatment with the high affinity TASK-1 inhibitor A293 to substantiate the hypothesis that anti-TASK-1 treatment would provide rhythm control in AF.
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FIGURE 1. Experimental protocol, surface electrocardiograms and echocardiography parameters. (A) Subsequent to an electrophysiological (EP) investigation and pacemaker (device) implantation, n = 15 pigs were randomized to atrial fibrillation (AF) induction or a sinus rhythm (SR) control group (n = 5). Pigs randomized to the AF group received AV-node ablations to prevent development of tachycardia-induced heart failure. The AF group was divided into subgroups receiving i.v. sham (NaCl 0.9%; n = 5) or A293 treatment (1 mg/kg bodyweight per day; n = 5). During the 14 days treatment period, pigs received daily sham or A293 treatments, and electrocardiogram (ECG) recordings and clinical investigations (CIV) were performed, and blood samples were taken. At the end of the observation period, electrophysiological investigations were repeated and atrial cardiomyocytes were subjected to patch clamp measurements. The protocol of burst-pacing, applied by the implanted pacemakers is visualized as insert. (B) Representative surface ECG measurements, recorded in a SR control pig at days 0 and 14, are shown in the upper part. No significant differences were observed between the 3 groups when comparing RR and PQ intervals, QRS durations, QT and QTc intervals at day 0 and day 14 with Wilcoxon matched pairs single rank tests. No PQ intervals could be measured in animals which underwent AV node ablation. (C) Values of left ventricular ejection fraction, quantified with echocardiography at day 0 and day 14 did not change significantly (means of n = 4–5 animals; error bars, SEM; scale bar, 200 ms). (D) Plasma levels of A293 (trough levels) during the 14 days period, measured by mass spectrometry. The chemical structure of A293 is provided as insert. Please note that blood clots in central vein catheters caused a relevant loss of follow up at some time points (means of n = 1–5 animals; error bars, SEM).


On day 0 of the 14 days experimental follow-up 12-lead ECG recording, transthoracic echocardiographic investigation of left ventricular function, electrophysiological (EP) study, dual chamber pacemaker implantation, and central venous catheter implantation was performed. An atrioventricular (AV) node ablation was performed in animals randomized to AF groups to prevent tachycardiomyopathy as a consequence of AF induction (Schmidt et al., 2019) and ventricular backup pacing was provided via the implanted pacemakers.

In addition to clinical examination and 4-lead surface ECG recording, A293 was applied intravenously (i.v.) daily during the follow-up period. On day 14 prior to final surgery 12-lead ECG recording, echocardiography, and EP study was repeated before euthanization and organ explantation. All surgical procedures and catheter interventions were performed in aseptic technique and a single dose of cefuroxime (750 mg, i.v.; Ratiopharm GmbH, Ulm, Germany) was given prophylactically pre-surgery.

No exclusion criteria were defined and all eligible animals were included in the study. During the follow-up period, pigs were fed restrictively twice a day with complete feeding stuffs (SAF 130M, ZG Raiffeisen, Karlsruhe, Germany) with water being provided ad libitum. A light-dark cycle of 12/12 h, a room temperature of 20°C ± 2°C and a maximum housing density according to directive 2010/63/EU in specific pathogen-free conditions was adhered to at all times. Environmental enrichment was provided with biting woods, chains, and feeding balls.

To further determine acute effects of TASK-1 inhibition on hemodynamic parameters 4 pigs of both sexes (30–40 kg bodyweight) were treated as described below.



Anesthesia

Upon sedation with midazolam (1 mg/kg, intramuscular [i.m.]; Hameln Pharma Plus GmbH, Berlin, Germany), azaperon (5 mg/kg, i.m.; Elanco, Bad Homburg, Germany), and ketamine (10 mg/kg, i.m.; Zoetis Deutschland GmbH, Berling, Germany), a peripheral venous catheter was established and an initial bolus of propofol (1.5 mg/kg, i.v.; Fresenius Kabi, Bad Homburg Germany) and buprenorphine (0.02 mg/kg, i.v.; Bayer Vital GmbH Tiergesundheit, Leverkusen, Germany) was administered. Subsequently pigs were intubated and mechanically ventilated (Dräger Primus system; Dräger, Lübeck, Germany). Anesthesia was perpetuated with propofol (4–8 mg/kg/h, i.v.) and isoflurane (0.5–2 vol.%; Baxter Deutschland GmbH, Heidelberg, Germany). Of note, no isoflurane was administered before completion of EP measurements to avoid interference of volatile anesthetics with cardiac K2P-channel function (Putzke et al., 2007a).



Echocardiography

Pigs were echocardiographically characterized after sedation on day 0 and day 14 prior to surgery, respectively (Philips Healthcare Sonos 5500, Hamburg, Germany). AF was electrically converted to sinus rhythm (SR) before echocardiography examinations. End-diastolic and end-systolic volumes and segmental left ventricular wall motion was visually quantified from the apical 4-chamber and 2-chamber view to determine left ventricular ejection fraction.



Electrophysiological Study

Intracardiac EP studies were performed after intubation on day 0 and day 14. If pigs remained in persistent AF after deactivation of burst stimulation, electric cardioversion was performed in deep anesthesia and EP studies were postponed for at least 30 min. After cannulation of the right jugular vein, two quadripolar catheters (Abbott Laboratories, Chicago, IL, United States) were placed in the high right atrium and the right ventricular apex under fluoroscopic guidance. A UHS 20 stimulus generator (Biotronic, Berlin, Germany) delivered intracardiac stimuli and the EP Lab duo system (Bard Electrophysiology Division, Lowell, MA, United States) was used for recording, analyzing, and storing of electrocardiograms (ECGs). Surface ECGs were recorded as 12-lead ECGs using conventional adhesive electrodes (3M red dot, 3M, Maplewood, MN, United States) in Einthoven/Goldberger/Wilson configuration. QT intervals were corrected using the Bazett’s formula (Bazett, 1920). Upon placement of the catheters, pacing thresholds were determined (0.5–2 V at 2.9 ms pulse width). Effective refractory periods (ERPs) were measured at twice the diastolic pacing threshold using a conditioning train of 9 basic stimuli (S1; 500, 400, or 300 ms as indicated) followed by an extra stimulus (S2) starting 50 ms after the expected ERP. Coupling intervals of extra stimuli were decreased in 5 ms decrements until refractoriness of the S2 stimulus was achieved. The shortest coupling interval eliciting a propagated atrial response was taken as the ERP. To measure sinus node recovery times (SNRTs), atrial simulation was applied at basic cycle lengths (BCLs) of 500–300 ms for 30 s and pre automatic pauses from the last stimulus to the first intrinsic sinus beat were measured. Corrected SNRTs (cSNRTs) were calculated by subtracting the intrinsic cycle length from the respective SNRT. Sinuatrial conduction time (SACT) was measured by applying the Narula et al. (1978) as well as the Strauss et al. (1973) methods.



AV Node Ablation

Prior to pacemaker implantation and AF induction all animals randomized to the AF groups were subjected to AV node ablation to prevent development of tachycardia-induced heart failure, a common limitation of porcine AF models. AV node ablations were accomplished via radio frequency (RF) by a trained interventional electrophysiologist. Following venipuncture, a non-cooled 7F 4 mm tip ablation catheter (Cerablate, Osypka, Rheinfelden, Germany) connected to an Osypka HAT-300 RF generator was navigated to the AV node area under fluoroscopic and electrocardiographic guidance (see Supplementary Figures 1A,B). A permanent third grade AV block was usually achieved within 90 s of temperature controlled RF application (temperature limit 70°C) as shown in Supplementary Figures 1B,C. Autopsy during the final operation 14 days after AV node ablation showed circumscribed scars in the area of the compact AV node without relevant collateral damage (Supplementary Figure 1D).



Porcine Atrial Fibrillation Model

Induction of AF in domestic pigs was carried out by episodes of rapid atrial burst pacing (40 Hz), delivered via an implanted cardiac pacemaker (St. Jude Medical, St. Paul, MN, United States). The pacemakers were programmed to a continuous loop of atrial burst stimulation (40 Hz) for 20 s followed by a 15 s interval without atrial burst stimulation to assess the atrial rhythm. Upon detection of continuing AF episodes, burst stimulation was paused. Whenever the pigs returned to SR for >15 s, the episodes of burst pacing were resumed as describes above.

During the 14 days follow-up period, animals were clinically examined and 4-lead surface ECGs (60 s of recording per ECG) were recorded once per day. Burst pacing was continued during the ECG measurements, and animals were awake and alert at a constant level. For quantification of the pig’s individual AF burden, the rhythm during the 15 s off-pacing intervals was analyzed in each daily 60 s ECG recording. Atrial rhythm was independently assessed by two cardiologists blinded to the study group. The AF burden was calculated according to the equation: [number of daily surface ECGs with AF]/[cumulative number of surface ECG recordings].



Drug Administration

In the pharmacological treatment group, a central venous catheter was implanted on day 0 for daily drug administration. After preparation and cannulation of the left jugular vein the catheter’s outer end was subcutaneously tunneled to the neck of the pig to avoid manipulation and to lower the risk of infections. The aromatic carbonamide high-affinity TASK-1 inhibitor A293, 2-(butylsulfonylamino)-N-[(1R)-1-(6-methoxy-3-3pyridyl)propyl]-benzamide, was applied daily in a dose of 1 mg/kg bodyweight as short infusion (100 ml 0.9% NaCl) over 5 min. A293 was synthesized by ChiroBlock (ChiroBlock, Wolfen, Germany) with a purity of 98% and dissolved in dimethyl sulfoxide (DMSO) to a concentration of 100 mM. Stock solutions were stored at −20°C. Before drug application, plasma samples were drawn for assessment of trough levels of A293.



Hemodynamic Measurements

Four pigs of both sexes (30 to 40 kg bodyweight) were anesthetized, intubated and mechanically ventilated as described above. Femoral artery and jugular veins were cannulated for invasive measurement of blood pressure levels (Dräger infinity system) and a Swan-Ganz catheter (Biosensors International, Morges, Switzerland) was employed for measurement of the PA pressure. Under continuous intravenous propofol infusion A293 1 mg/kg bodyweight was administered as short infusion (100 ml 0.9% NaCl) over 5 min and hemodynamic parameters were compared to values obtain under control conditions.



Tissue Handling and Porcine Atrial Cardiomyocyte Isolation

Porcine hearts were explanted at the end of final surgery after euthanization by i.v. injection of potassium chloride in deep anesthesia. Tissue samples of the anterior right atrium were immediately transferred into preoxygenated Ca2+-free Tyrode’s solution [100 mM NaCl, 10 mM KCl, 1.2 mM KH2PO4, 5 mM MgSO4, 50 mM taurine, 5 mM 3-(N-morpholino) propanesulfonic acid (MOPS) and 20 mM glucose, pH 7.0 with NaOH] supplemented with 2,3-butanedione monoxime (BDM, 30 mM; Sigma-Aldrich, St. Louis, MO, United States). Isolation of single atrial cardiomyocytes was performed as previously described (Schmidt et al., 2015). Atrial tissue samples were rinsed three times for 3 min in Ca2+-free Tyrode’s solution. The solutions were preoxygenated with 100% O2 at 37°C. Subsequently aliquots were digested with collagenase type I (288 U/ml; Worthington) and protease type XXIV (5 mg/ml; Sigma Aldrich) for 15 min before Ca2+ concentration was increased to 0.2 mM and samples were stirred for another 35 min in protease-free solution. Finally, single rod-shaped cardiomyocytes could be obtained and resuspended in storage medium [20 mM KCl, 10 mM KH2PO4, 10 mM glucose, 70 mM K glutamate, 10 mM β-hydroxybutyrate, 10 mM taurine, 10 mM ethylene glycol tetraacetic acid (EGTA), and 1% albumin] prior to electrophysiological characterization in patch clamp experiments.



Patch Clamp Electrophysiology

Patch clamp pipettes were pulled from borosilicate glass (1B120F-4; World Precision Instruments, Berlin, Germany) and filled with patch clamp internal solution [60 mM KCl, 65 mM K glutamate, 3 mM K2ATP, 0.2 mM Na2GTP, 2 mM MgCl2 5 mM EGTA, and 5 mM 4-(2-hydroxyethyl)piperazine-1-ethanesulfonic acid (HEPES), pH 7.2 with KOH]. Tip resistance ranged from 3 to 4 MΩ. Isolated cardiomyocytes were maintained in an extracellular solution containing: 140 mM NaCl, 5.4 mM KCl, 1 mM MgCl2, 1 mM CaCl2, 0.33 mM NaH2PO4, 5 mM HEPES, 10 mM glucose, 0,001 mM, and nifedipine (pH 7.4 with NaOH). Membrane currents were evoked by application of 400 ms voltage steps between −60 and +60 mV in 10 mV increments from a holding potential of −50 mV and measured using the whole cell configuration. TASK-1 current densities were calculated by subtracting background potassium currents before and after administration of 200 nM A293 as described earlier (Limberg et al., 2011; Schmidt et al., 2014, 2019; Wiedmann et al., 2020a). To assess the effects of altered background potassium currents on atrial actions potentials (APs), isolated atrial cardiomyocytes were studied using the patch clamp technique under current clamp conditions. APs were evoked in current clamp mode with holding current of −40 pA by injection of brief current pulse (2 ms, 1 nA) at 0.2 Hz. Patch pipettes for AP recordings were back-filled with 134 mM K gluconate, 6 mM NaCl, 1.2 mM MgCl2,1 mM MgATP, and 10 mM HEPES (pH 7.2 with KOH). The extracellular Tyrode’s solution during current clamp measurements consisted of 137 mM NaCl, 5.4 mM KCl, 2 mM CaCl2, 1 mM MgSO4, 10 mM glucose, and 10 mM HEPES (pH 7.3 with NaOH). Experiments were performed at room temperature (21–25°C), data were not corrected for liquid junction potentials (11.2 mV for voltage clamp measurements and 15.1 mV for AP measurements, calculated with pClamp10) and no leak subtraction was performed.



Measurement of A293 Plasma Levels

Blood samples were collected in lithium-heparinized tubes (SARSTEDT AG & Co. KG, Nümbrecht, Germany) every 24 h, directly before the daily application of A293 and during baseline as well as final operations. Due to blood clots in the central venous catheters, which still allowed daily application of A293 but made blood sampling impossible, sample collection remained incomplete in several pigs.

After centrifuging at 2,500 × g for 10 min at room temperature, the plasma was stored at −20°C until analysis. Plasma concentrations of A293 were measured by an ultra-performance liquid chromatography coupled to tandem mass spectrometry (UPLC-MS/MS) assay. Prior to the analysis, each plasma sample was spiked with the internal standard A293-d8 (kindly provided by Sanofi-Aventis Deutschland GmbH, Frankfurt, Germany) to compensate for potential sample loses during the analysis. A293 was extracted from plasma via liquid-liquid extraction at pH 9.0 using tert-butyl methyl ether (Merck KGaA, Darmstadt, Germany). Chromatographic separation was achieved with an Acquity UPLC® system (Waters Corporation, Milford, MA, United States) equipped with an Acquity UPLC® BEH C18 column (Waters Corporation) in gradient mode (4.5 min). As eluents a mixture of water (Arium® mini Ultrapure Water Systems, Sartorius AG, Göttingen, Germany), 5% acetonitrile (Biosolve BV, Valkenswaard, Netherlands) and 0.01% formic acid (Biosolve BV) (A) and of acetonitrile with 0.01% formic acid (B) was used. After positive electrospray ionization mass-to-charge transitions of m/z 406.3 > 122.1 (A293) and m/z 414.3 > 122.1 (A293-d8) were monitored by a Xevo TQ-S tandem mass spectrometer (Waters Corporation) for the quantification of A293 concentrations in plasma. The assay was linear over a calibration range of 5 to 2,500 ng/ml. The lower limit of quantification was 5 ng/ml. If plasma concentrations exceeded the calibration range, plasma was diluted 10-fold or 100-fold as necessary using blank plasma and reanalyzed. Plasma concentrations of A293 were determined with an accuracy of 90 and 103% and a maximum precision deviation of 12%.



Statistical Analysis

Prism 8.0 (GraphPad, La Jolla, CA, United States) and Excel (Microsoft, Redmond, WA, United States) software was used for data acquisition and analysis. Data are expressed as mean ± standard error of the mean (SEM). Student’s t-tests (two-tailed tests) were applied to compare statistical significance of the results. In cases of small sample sizes where normality could not be assumed, Wilcoxon matched-pairs tests and Mann–Whitney tests were used. P < 0.05 was considered as statistically significant. If the hypothesis of equal means could be rejected at the 0.05-level, pair-wise comparisons of groups were made and the probability values were adjusted for multiple comparisons using the Bonferroni correction. Analysis of variance (ANOVA) was performed before pair-wise comparisons.



RESULTS


A293 Protects From AF-Induced Atrial Effective Refractory Period (AERP) Shortening

To investigate whether A293 can be used for rhythm control in a porcine model of persistent AF, we performed EP investigations and implanted pacemaker devices in 15 pigs. These were randomized to three groups of 5 animals, two groups with induced AF and one SR control group (Figure 1A). In the two AF groups, AF was induced by repeated episodes of atrial burst-stimulation of the implanted pacemakers and AV node ablations (Supplementary Figure 1) were performed to prevent development of tachycardia-induced heart failure, a common limitation among porcine AF models. One AF group received sham treatment and the other AF group was treated with A293 1 mg/kg bodyweight once per day i.v. as short infusion. In the third group of SR control pigs, burst-pacing was deactivated and pacemakers were set to DDD 50/min mode. Following the treatment period of 14 days, all animals with AF were cardioverted before the second EP investigation. Subsequent to cardioversion, no significant differences were observed in surface ECGs in the three groups (Figure 1B; n = 4-5). Notably, PQ intervals could not be recorded after AV node ablations. Due to AV node ablations in animals with induced AF, left ventricular ejection fraction quantified by transthoracic echocardiography did not change over the treatment period (Figure 1C). SNRTs and cSNRTs tended to be reduced by A293 treatment (Figure 2A). Sinuatrial conduction times, measured according to Narula et al. (1978) or Strauss et al. (1973) were not affected (n = 4-5 animals each; Figure 2A).
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FIGURE 2. Electrophysiological studies. (A) Sinus node recovery times (SNRTs), corrected SNRTs (cSNRTs) and sinoatrial conduction times (SACT), measured according to Strauss et al. (1973) and Narula et al. (1978) compared among the three groups (means of n = 4–5 pigs). (B) Atrial effective refractory periods (AERPs) were significantly reduced in the atrial fibrillation (AF) induction group and could be partially restored by A293 (n = 4–5 pigs). (C) No significant differences in ventricular effective refractory periods (VERPs) were observed between the three groups (n = 4–5 pigs). (D) Left panel: Representative surface ECG recordings from all groups on day 14 (left side). Black dots indicate P waves (scale bar, 200 ms). Right panel: AF burden (i.e., diagnosis of AF in daily surface ECGs in relation to the cumulative number of surface ECGs, documented during the 14 days treatment period) was significantly reduced by A293 treatment (means of n = 4–5 animals; error bars, SEM; *P < 0.05 vs. SR; **P < 0.01 vs. SR; ***P < 0.001 vs. 14 days AF from Student’s t-tests).


Shortening of atrial refractoriness is a common hallmark of atrial remodeling. As expected, AERP measured at a BCL of 500 ms (AERP500) were significantly shortened in the AF group receiving sham treatment relative to the SR control group (AF group with sham treatment: 204 ± 13.3 ms; SR control group: 292 ± 4.9 ms; P = 0.0015; Figure 2B). In the AF group receiving A293, the AERP500 values were similar to those observed in the SR control group indicating an antiarrhythmic effect (277.5 ± 22.9 ms; P = 0.58 vs. SR; Figure 2B). Furthermore, AERP400 and AERP300 values were comparable between the AF group treated with A293 and the SR control group but reduced in the AF group receiving sham treatment (AERP400: SR control group: 248 ± 16.6 ms; AF group receiving sham treatment: 190 ± 8.4 ms [P = 0.021 vs. SR]; AF group receiving A293: 242.5 ± 17.5 ms [P = 0.83 vs. SR]; AERP300: SR control group: 207.4 ± 5.8 ms; AF group receiving sham treatment: 172 ± 8.0 ms [P = 0.0082 vs. SR]; AF group receiving A293: 200 ± 14.1 ms [P = 0.65 vs. SR]). Of note, no significant changes were observed in ventricular ERP (VERPs) under continuous A293 treatment indicating that no off-target effects were present at the level of ventricular electrophysiology (Figure 2C).

In animals of the AF group receiving sham treatment, AF was present in 95.0 ± 0.9% of the analyzed surface ECG recordings during the treatment period of 14 days (n = 56 ECG recordings from 5 animals) (Figure 2D). By contrast, in animals of the AF group receiving A293, AF was present in only 6.2 ± 1.5% of the recorded surface ECGs (n = 56 ECG recordings from 5 animals; P < 0.0001 vs. AF group receiving sham treatment).

During daily clinical examinations no relevant side effects of A293 were documented. Of note, no proarrhythmogenic side effects of A293 on the ventricular electrophysiology were observed upon pacemaker interrogation at the end of the 14 days treatment period, and it was further not possible to induce arrhythmia during programmed ventricular stimulation. The average plasma trough levels of A293 during the 14 days period, measured by mass spectrometry are visualized in Figure 1D. Please note that blood clots in central vein catheters caused a relevant loss of follow up at some time points. After 4 days of A293 treatment a steady state could be observed.



Effects of A293 Treatment on the Cellular Electrophysiology of Atrial Cardiomyocytes

To assess the effects of long-term TASK-1 inhibition by A293 at the cellular level, patch clamp measurements were performed in cardiomyocytes isolated from atrial tissue samples. Figures 3A–C shows representative TASK-1 currents recorded from atrial cardiomyocytes of the AF groups receiving sham or A293 treatment and the SR control group. As expected, TASK-1 currents were activated at ≥10 mV and showed open rectification (Goldman-Hodgkin-Katz rectification), a typical feature of K2P currents (Goldstein et al., 2001) (Figure 3D). A293 sensitive current densities, quantified at +20 mV are visualized in Figure 3E. Atrial cardiomyocytes isolated from the AF group receiving sham treatment showed significantly increased TASK-1 currents (0.37 ± 0.12 pA/pF; n = 13 cells from 4 individual animals) compared to the SR control group (0.034 ± 0.028 pA/pF; n = 15 cells from 4 individual animals; P = 0.015). Cardiomyocytes from animals of the AF group treated with A293 showed intermediate TASK-1 currents that were, however, not significantly different in comparison to the SR control group (0.22 ± 0.063 pA/pF; n = 10 cells from 4 individual animals; P = 0.3 vs. SR control group; Figure 3E).
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FIGURE 3. Patch clamp recordings of atrial TASK-1 currents from SR and AF pigs, as well as AF pigs during A293 treatment. (A–C) Representative TASK-1 current recordings, performed in atrial cardiomyocytes isolated from atrial fibrillation (AF) or SR pigs at the end of the 14 days treatment period. TASK-1 currents were calculated as differences to background currents after administration of 200 nM A293. (D) Current-voltage relationships of isolated TASK-1 current densities for the treatment and control groups (n = 10–15 cells, from 4 different animals per group). (E) Comparison of average A293-sensitive current densities among the study groups, quantified at the end of a +20 mV pulse (insert: pulse protocols and scale bars; dotted lines, zero current levels; error bars, SEM; *P < 0.05 from Student’s t-tests).


Figures 4A–C shows representative recordings of atrial APs, elicited by brief current pulse injections (1 nA, 2 ms, 0.2 Hz stimulation rate, holding current of −40 pA). In cardiomyocytes of the AF group receiving sham treatment, APDs at 20% repolarization (APD20) showed a numerical tendency toward smaller values (35.4 ± 4.3 ms; n = 4 cells from 4 individual animals) when compared to the SR control group (53.0 ± 5.4 ms; n = 5 cells from 4 different animals; P = 0.036; Figure 4D). In the AF group receiving A293 treatment, APD20 values were significantly prolonged relative to the AF group receiving sham treatment (66.6 ± 6.1 ms; n = 13 cells from 4 individual animals; P = 0.0008; Figure 4D). In the AF group receiving sham treatment, APD50 values were significantly smaller (92.20 ± 10.7 ms; n = 4 cells from 4 individual animals) compared to the SR control group (150.8 ± 14.9 ms; n = 5 cells from 4 different animals; P = 0.016; Figure 4E). Among cardiomyocytes of the AF group receiving A293 treatment, APD50 values were significantly prolonged relative to the AF group receiving sham treatment (212.0 ± 25.7 ms; n = 13 cells from 4 individual animals; P = 0.024; Figure 4E). Similarly, APD90 values were reduced in the AF group receiving sham treatment (252.6 ± 43.6 ms; n = 5 cells from 4 individual animals) relative to the SR control group (425.2 ± 27.2 ms; n = 5 cells from 4 animals; P = 0.013) and intermediate in the AF group treated with A293 (391.5 ± 44.8 ms; n = 13 cells from 4 individual animals; P = 0.046 vs. AF group receiving sham treatment; Figure 4F). No significant changes were observed among AP amplitude (Figure 4G) or maximum AP upstroke velocity (Figure 4H). Please note that all cardiomyocytes from the three study groups showed comparable cell capacities (Figure 4I).
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FIGURE 4. Action potential recordings from isolated atrial cardiomyocytes. (A–C) Representative action potential (AP) recordings from atrial cardiomyocytes of the SR control group (A), the atrial fibrillation (AF) group receiving sham treatment (B), and the AF group receiving A293 (C). (D–F) Comparison of the corresponding mean AP durations at 20% (APD20, D), 50% (APD50, E) or 90% repolarization (APD90, F). (G,H) No statistically significant differences were observed among AP amplitude (G) or maximum AP upstroke velocity (H). (I) Similar cell capacities were recorded in all 3 study groups. Means of n = 4–13 cells isolated from 4 animals per group; error bars, SEM; dashed lines, zero potential levels; *P < 0.05 **P < 0.01 from Student’s t-tests.
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FIGURE 5. Effects of TASK-1 inhibition on pulmonary artery pressure. (A,B) Systemic arterial (A) and pulmonary artery (B) blood pressure levels of n = 4 anesthetized pigs under control conditions (CTRL) and after intravenous application of A293 (1 mg/kg body weight). Means of n = 4 animals; error bars, SEM; *P < 0.05 from Student’s t-tests; dotted lines mark the normal range in humans.


Taken together, the patch clamp investigations in atrial cardiomyocytes indicated that the long-term A293 treatment reduced the increase of TASK-1 currents and the APD shortening caused by AF.



Implications of TASK-1 Channel Inhibition on PA Pressure

As TASK-1 channel expression was described in PA smooth muscle cells among different species and TASK-1 currents were discussed to regulate the PA vascular tone, TASK-1 current inhibition might induce an increase in PA pressure. Therefore, to study acute hemodynamic effects of TASK-1 inhibition, 4 anesthetized and mechanically ventilated pigs were treated with intravenous infusion of 1 mg/kg bodyweight A293 and systemic as well as PA pressure values were invasively measured. Mean systemic arterial pressure values showed a numerical, albeit not statistically significant increase from 101.3 ± 7.7/57.8 ± 7.1/73.5 ± 7.7 mmHg (systolic/diastolic/mean blood pressure) to 122.5 ± 7.7/72.3 ± 5.8/90.5 ± 5.7 mmHg (Figure 5A). Administration of A293 increased PA pressure levels from 23.0 ± 0.7/12.5 ± 2.5/18.25 ± 0.9 mmHg (systolic/diastolic/mean blood pressure) to 33.75 ± 1.9/19.8 ± 0.3/26.25 ± 0.3 mmHg (Psys = 0.0061; Pdiast = 0.049; Pmean = 0.0041; Figure 5B).



DISCUSSION

Using a translationally relevant large animal model, we showed that blockade of atrial TASK-1 currents by A293 exerts antiarrhythmic effects in vivo that can be employed for rhythm control of AF. Daily treatment with A293 in pigs with induced AF abrogated the ERP shortening and substantially reduced the AF burden. Patch clamp measurement performed on isolated atrial cardiomyocytes again demonstrated TASK-1 involvement at a cellular level. The observations of reduction of AF-related APD shortening and TASK-1 current upregulation under A293 therapy are in line with previous studies in cardiomyocytes isolated from AF patients (Schmidt et al., 2015, 2017). This result suggests that the applied large animal model of persistent AF has important similarities with the pathophysiology of AF in humans.

From in vitro experiments, studying the inhibition of TASK-1 channels by A293 in the heterologous expression system of Xenopus laevis oocytes a half-time of the dissociation rate of 2.81 min can be derived (see Supplementary Materials and Supplementary Figure 2). Accordingly, it might be expected that in cardiomyocytes from the A293 treatment group, the TASK-1 inhibition by A293 is reversible during cell isolation and the reduction in isolated TASK-1 current observed in the patch clamp measurements was indeed due to prevention of atrial electrical remodeling under chronic A293 therapy. These observations are in line with TASK-1 expression data, obtained from pigs that underwent a comparable burst-pacing protocol for AF induction (Schmidt et al., 2019). In this study AF-induced upregulation of single cardiomyocyte TASK-1 current was accompanied by a robust increase in atrial TASK-1 mRNA and protein levels (Schmidt et al., 2019).

The observation that A293 had no effect at the level of the ventricles is consistent with the previous finding that the TASK-1 channel is specifically expressed in the atria of the human and the porcine heart (Schmidt et al., 2015, 2019; Wiedmann et al., 2019). Serial echocardiograms excluded effects of TASK-1 inhibition by A293 on the left ventricular ejection fraction.

Previous in vitro studies performed by our lab and other groups (Putzke et al., 2007b; Schmidt et al., 2015) determined IC50 values of A293 on heterologously expressed TASK-1 channels in the range of 250 nM. At 3 μM A293 a ∼90% TASK-1 inhibition could be observed. IC50 values for KV1.5 were reported to be 10- to 43-fold higher (Wirth et al., 2007; Ehrlich et al., 2008; Kiper et al., 2015). At a concentration of 1 μM TASK-3 was in addition to TASK-1 the only channel to display significant inhibition among all functional members of the K2P family and several other cardiac potassium channels (Putzke et al., 2007b; Schmidt et al., 2015). Of note, the TASK-3 channel did not show cardiac expression (Schmidt et al., 2015). In the concentration range of 30–50 μM increasing off-target effects on IKr, IKACh, and IL–Ca channels were observed (Wirth et al., 2007). Taking into account these preliminary studies, the A293 plasma levels measured in our work are essentially within the range where TASK-1 specificity can be assumed. The fact that, however, no information about plasma protein binding of A293 is available makes a direct comparison of plasma levels measured in our study pigs and in vitro data difficult.

Consistent with our results, two previous studies had shown that A293 prolongs the AERPs in healthy pigs and that it can be used for pharmacological cardioversion of artificially induced acute episodes of AF in a porcine model (Wirth et al., 2007; Wiedmann et al., 2020a). Here, we showed that long-term administration of A293 can further be successfully used for rhythm control of persistent AF.

Among atrial-specific ion channels, the TASK-1 channel represents a promising target for anti-arrhythmic therapy because it is upregulated in AF. The aromatic carbonamide A293 is a TASK-1 channel inhibitor with high affinity which could therefore serve as an anti-arrhythmic drug (Putzke et al., 2007b). A study in rats showed that radioactively labeled A293 (10 mg/kg bodyweight, oral intake) crossed the blood–brain-barrier only to a minor degree (Bittner et al., 2012). This is important because TASK-1 is expressed throughout the central nervous system and inhibition of neuronal TASK-1 currents might cause neurological side effects. Consistently, in this study, no neurological side effects were observed.

When measuring the acute effect of A293 on hemodynamic parameters, however, a significant increase in systolic PA-pressure values from 23.0 to 33.75 mmHg could be observed, while systemic arterial pressure values only showed a mild increase. TASK-1 expression was described in human PA smooth muscle cells (Olschewski et al., 2006). In these cells, TASK-1 currents are crucial for setting the basal membrane potential and consecutively regulating pulmonary vascular tone. Further, TASK-1 loss-of-function mutations were identified in patients suffering from idiopathic PA hypertension (Ma et al., 2013). Experimental data regarding the effects of TASK-1 inhibition on the PA vascular tone remain sparse and partially contradicting. While rats were reported to exhibit elevated PA pressure levels after chronic exposure to a TASK-1 inhibitor (Antigny et al., 2016), TASK-1 knockout mice displayed PA and right ventricular pressure levels that did not differ from their wild-type littermates (Kitagawa et al., 2017; Murtaza et al., 2017). This is to our best knowledge the first report studying hemodynamic effects of TASK-1 inhibition in a clinically relevant large animal model. Even though the clinical significance of this rather mild increase remains uncertain, elevation of PA pressure might constitute a major limitation of systemic TASK-1 channel inhibition. Since A293 does not cross the blood–brain barrier, it is unlikely that the observed effect is due to interaction with central nervous TASK-1 channels, favoring the hypothesis of direct TASK-1 inhibition in PA smooth muscle cells. Further studies will be necessary to clarify whether a range of TASK-1 plasma levels exists where antiarrhythmic effects of TASK-1 inhibition can be utilized without clinically relevant side effects on PA pressure levels.

There are several limitations of this study. Sample sizes were relatively small due to regulations on animal protection. In the present investigation we studied TASK-1 currents or APs not in multicellular preparations but only in isolated cardiomyocytes. Further, the whole cell configuration was used which might disturb the physiologic intracellular milieu. Finally, APs and currents were recorded at room temperature in our study and their regulation may differ at physiological temperature. The porcine model only indirectly resembles AF. The animal model might lack components of atrial cardiomyopathy such as heart failure that is caused by tachymyopathy. In pigs, the development of a tachymyopathy was avoided by AV node ablation. However, in our opinion this reflects the situation in the majority of AF patients, as tachymyopathy is only present in a subset of AF patients. As the investigators performed interventions as well as daily follow-ups they were not blinded.

Our large animal study constitutes the first proof-of-concept that the inhibition of TASK-1 ion channels can be used for rhythm control of persistent AF. Further clinical investigations are, however, mandatory to assess whether TASK-1 inhibitors are applicable for treatment of AF in patients. For acute cardioversion of paroxysmal or persistent AF, the DOCTOS trial (doxapram conversion to SR; EudraCT No: 2018-002979-17) currently evaluates whether TASK-1 inhibition might serve as a strategy for AF treatment. In this trial, the FDA- and EMA-approved respiratory stimulant doxapram that was recently identified as potent TASK-1 blocker is administered to patients with paroxysmal or persistent AF (Cotton, 2013; Chokshi et al., 2015; O’Donohoe et al., 2018; Cunningham et al., 2019; Rödström et al., 2020). In contrast to doxapram, A293 does not cross the blood–brain barrier and might therefore have the advantage of not causing central nervous side effects.



CONCLUSION

Taken together, our translational in vivo study could demonstrate that long-term A293 treatment prolongs atrial refractoriness without relevant alterations of ventricular repolarization. These results confirm the role of TASK-1 as a promising drug target in AF and therefore hopefully promote the translation of a novel, mechanism-based antiarrhythmic paradigm into clinical practice. As TASK-1 inhibition, however, was shown to induce a significant increase in PA pressure, further studies are warranted to clarify its safety in chronic use.
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Background: Previous studies have proved that low-level vagus nerve stimulation (LLVS) could suppress acute obstructive sleep apnea (OSA), which is associated with atrial fibrillation (AF).

Objective: This study investigates the underlying electrophysiological, neural, and cardiomyocyte injury mechanisms on acute OSA-induced AF, examining whether LLVS can attenuate or reverse this remodeling.

Methods and Results: Eighteen mongrel dogs received endotracheal intubation under general anesthesia and were randomly divided into three groups: the OSA group (simulated OSA with clamping of the trachea cannula at the end of expiration for 2min followed ventilation 8min, lasting 6h, n=6), the OSA+LLVS group (simulated OSA plus LLVS, n=6), and a control group (sham clamping the trachea cannula without stimulation, n=6). In the OSA+LLVS group, the atrial effective refractory period was significantly lengthened while the sinus node recovery time and AF duration decreased after the 4th hour, and the expression level of Cx40 and Cx43 was significantly increased compared to the OSA group. Norepinephrine, TH, and ChAT were significantly decreased in the OSA+LLVS group compared with the OSA group. Mitochondrial swelling, cardiomyocyte apoptosis, and glycogen deposition, along with a higher concentration of TNF-α, IL-6 were observed in the OSA group, and the LLVS inhibited the structural remodeling and expression of inflammatory cytokines.

Conclusion: LLVS decreased the inducibility of AF partly by ameliorating sympathetic hyperactivity and atrial myocyte injury after acute OSA-induced AF.

Keywords: obstructive sleep apnea, atrial fibrillation, low-level vagus nerve stimulation, sympathetic hyperactivity, atrial myocyte injury


INTRODUCTION

Obstructive sleep apnea (OSA), the most common and severe form of sleep disordered breathing, is an important potential risk factor for the initiation and maintenance of atrial fibrillation (AF; Gami et al., 2004; Szymański et al., 2014). Previous studies have shown that the prevalence of AF in OSA patients ranges from 32 to 49% (Todd et al., 2010), and the incidence of OSA is also higher in the AF population (Szymański et al., 2014). To date, several pathophysiological mechanisms have been shown to contribute to AF in chronic OSA, including hypoxia, intrathoracic pressure shifts, sympathovagal imbalance, neurohumoral activation, atrial remodeling, oxidative stress, inflammation, and among others (Zhang et al., 2015a).

Recently, increasing evidence shows that sympathovagal imbalance plays a crucial role in the maintenance of AF, and neuromodulation through rebalancing sympathovagal activity has become a research hotspot. Previous studies have shown that low-level vago-sympathetic trunk stimulation (LLVS) at voltages that do not slow the sinus rate or AV conduction, could decrease AF inducibility and AF duration, and prolonged ERP induced by acute OSA on a rabbit model (Gao et al., 2015), but no changes have yet been manifested in the structural remodeling of the left atrium (LA). Yu et al. (2017) demonstrated that noninvasive low-level transcutaneous electrical stimulation could prevent the incidence of AF in a 1-h OSA dog model. They also recorded neural activity from the superior left ganglionated plexus (SLGP), the left stellate ganglion (LSG), and the left renal sympathetic nerve (RSN), as well as changes in fast neuron markers in SLGP and LSG, but the nerve distribution in LA has not yet been investigated. In another study, Linz et al. (2012, 2013) showed reduced AF-inducibility and AERP shortening through renal sympathetic denervation and low-level baroreceptor stimulation in an acute OSA-induced AF pig model. The role of these treatments could inhibit AF by intervening in the activity of the autonomic nervous system (ANS). However, the relationship between neural activity and atrial myocyte injury has not been elucidated.

This study established a 6-h OSA model in dogs to examine changes in electrophysiological parameters, autonomic nervous activities, systemic inflammation, and myocardial damage and explore the possible mechanisms. In doing so, we aimed to provide underlying theoretical support for LLVS as a treatment for acute OSA-induced AF.



MATERIALS AND METHODS

All experiments were reviewed and approved by the Animal Use and Management Ethics Committee of the First Affiliated Hospital of Xinjiang Medical University (IACUC-20170706-09) and were confirmed to adhere to Guide for the Care and Use of Laboratory Animals published by the US National Institutes of Health (NIH Publication No. 85-23, revised 1996).


Animal Preparation

A total of 18 healthy male mongrel dogs (weight, 18±4kg) were used in this investigation. Each animal was anesthetized via intramuscular injection with a mixture of Zoletil (0.1mg/kg; Virbac S.A. France) and xylazine (5mg/kg; Huamu Animal Health Care Products Co., Ltd., China), followed by sodium pentobarbital (50–80mg/kg) as needed every 2h to maintain anesthesia. We assessed the effect of anesthesia by observing the disappearance of the eyelash reflex and tongue drag resistance. All dogs were safe and stable throughout the experiments. Standard surface electrocardiography and arterial blood pressure were continuously monitored using a Lead-7,000 (Sichuan Jinjiang Electronic Technology Co., Ltd. China). At the end of the study, animals were euthanized and heart tissues were harvested for further examination.



Experimental Protocol

All animals were randomly divided into three groups: the OSA group (OSA for 6h, n=6), the OSA+LLVS group (OSA for 6h, of which the 4th to the 6th hour were accompanied by LLVS, at the voltage of 50% below of the slowing the sinus rate, n=6), and the control group (only intubated without clamping the tracheal cannula, n=6). Figure 1A illustrates the acute OSA protocol.

[image: Figure 1]

FIGURE 1. Flow chart of the study protocol. (A). Acute OSA protocol. (B). Changes in blood gases pre- and post-apnea between the OSA and OSA+LLVS groups. (C). *p<0.05 vs. the pre-apnea; OSA, obstructive sleep apnea; LLVS, low-level vago-sympathetic trunk stimulation; EP, electrophysiology; BP, blood pressure; ECG, electrocardiography; PaO2, partial pressures of oxygen; PaCO2, partial carbon dioxide tension; ELISA, enzyme-linked immunosorbent assay; H, hours; min, minute.




Establishment of the Acute OSA Model

All animals under general anesthesia were intubated. The obstructive apnea model was established by clamping the tracheal cannula at the end of expiration for 2min, followed by 8min of ventilation (Ghias et al., 2009; Gao et al., 2015). This protocol for OSA was repeated every 10min for 6h (Figure 1B).



Electrophysiological Study

A 7F catheter was inserted via the left femoral vein and the right jugular vein and inserted into an HRA electrode and a His electrode, respectively. The atrial effective refractory period (AERP), AF duration time, sinus node recovery time (SNRT), atrial-His interval (AH interval), and His-ventricle interval (HV interval) were measured at baseline and during the OSA process. AERP was measured by applying 8 consecutive S1 stimuli (S1-S1-330ms) followed by premature S2 stimuli with 10 times diastolic threshold, which was gradually decreased until capture no longer occurred. The SNRT, which indicated the function of the sinus node, was recorded between the last paced beat and the first spontaneous atrial depolarization (Zipes, 1992). The AF duration, AH interval, and HV interval were also determined (Figure 1A).



LLVS Stimulation

The left vagosympathetic trunk was exposed by dissection and received continuous high-frequency electrical stimulation (HFS: 20Hz, 0.1ms duration, square waves) by a Grass stimulator (S88X, Astro-Med Inc., Warwick, RI). The threshold voltage was set to a voltage that did not slow the sinus heart rate or AV conduction (measured by the A-H interval; Yu et al., 2011). In this experiment, a 50% threshold voltage was administered for LLVS.



Blood Gas Analysis

Arterial blood for blood gas analysis was drawn from the femoral artery via an anaerobic heparinized syringe at baseline, in the 2nd hour, the 4th hour, and the 6th hour (at the pre- and post-apnea event). The pH value, partial pressure of oxygen (PaO2), and partial carbon dioxide tension (PaCO2) were calculated using an i-STAT300 Analyzer (Abbott Laboratories, United States). All the arterial blood samples were analyzed within 10min of being collected.



Blood Pressure Analysis

A blood pressure monitoring device was inserted into the left femoral artery. Blood pressure changes were recorded throughout the experiments. The systolic pressure of the arteries was analyzed. The blood pressure monitoring device was one part Lead-7000 (Sichuan Jinjiang Electronic Technology Co., Ltd. China).



Neural Activity Recording

During the 6th hour of OSA, the left vagal nerve and LSG activity were recorded during the 2min of apnea and followed 40s of re-ventilation with PowerLab (Bio Amp; ADInstruments). The Analysis Module of Lab Chart 8.0/proV7 software (Bio Amp; ADInstruments) was used to analyze the signals. More detailed outlines of these processes are reported in our previous studies (Zhou et al., 2016; Zhang et al., 2018).



Echocardiography

Transthoracic echocardiography was administered at baseline, the 3rd hour, and the 6th hour with a phased-array system (Sonos5500, Philips Ultrasound, United States). The following parameters were recorded: left atrial end-diastolic diameter (LA), right atrial end-diastolic diameter (RA), and left ventricular fractional shortening (FS). Each measurement used an average of three consecutive cardiac cycles.



Enzyme-Linked Immunosorbent Assay

Venous blood was drawn at baseline in the 3rd hour and the 6th hour to measure the concentration of norepinephrine (NE; KA1877, Novus, CO, United States), TNF-α (HSTA00E, Novus, CO, United States), and IL-6 (D6050, Novus, CO, United States) using ELISA kits, respectively. The detection procedure was performed according to the manufacturer’s protocols.



Tissue Staining

At the end of the study, left atrial (LA) tissues were harvested and fixed in 10% neutral buffered formalin for 24h at 4°C. They were then dehydrated, embedded in paraffin and consecutively cut at 5-μm thicknesses, and mounted on glass. These sections were used for staining with HE, PAS, TUNEL, and silver following the manufacturer’s protocols (Western Biomedical Technology, Hubei, China). A microscope (Zeiss, Germany) was used to study histological changes. The area of the interstitial fiber was calculated using image analysis software (Image-Pro Plus: IPP 7.0, Meida Cybernetics LP). The apoptotic rate of cardiomyocytes was calculated by the number of apoptotic cells/total cell number ×100%. The nerve density was calculated as positive nerve area/total area ×100%.



Transmission Electron Microscopy

To detect ultrastructural changes in LA and LSG, transmission electron microscopy (JEM-1220, JEOL Ltd., Tokyo, Japan) was constructed. Briefly, tissues were processed by being fixed (2% glutaraldehyde and 2% paraformaldehyde), stained (1% uranyl acetate), dehydrated (ethanol), and embedded (epoxy resin).



Immunohistochemistry

Immunohistochemistry staining was performed to evaluate the nerve fiber density of the LA tissues. Paraffin-embedded tissue sections were incubated with anti-TH (tyrosine hydroxylase, LS-C354110, 1:100, LifeSpan BioSciences, Seattle, WA, United States), anti-ChAT (choline acetyltransferase, LS-C79271, 1:100, LifeSpan BioSciences, Seattle, WA, United States), and anti-PGP9.5 (1,50, LS-B6518, LifeSpan BioSciences, Seattle, WA, United States) antibodies overnight at 4°C. After being washed with PBS, the sections were incubated with peroxidase-conjugated rat anti-rabbit IgG (LS-C60921, LifeSpan BioSciences, Seattle, WA, United States) for 20min at room temperature, and they were finally evaluated with a microscope at ×200 magnification (Leica, Wetzlar, Germany). Image Pro Plus 6.0 software (Media Cybernetics, United States) was used to analyze the image. Nerve fiber density was calculated as the ratio of positive nerve area to the total area (μm2/mm2). Connexin-40 (Cx40, LS-B959, 1:100, LifeSpan BioSciences, Seattle, WA, United States), and connexin-43 (Cx43, LS-B9771, 1:100, LifeSpan BioSciences, Seattle, WA, United States) were also detected, with quantitative analysis of integrated optical density (IOD) also conducted.



Quantitative Real-Time Polymerase Chain Reaction (qRT-PCR)

At the end of the experiment, all dogs were euthanized, and the left atrial tissues were obtained. The mRNA expression levels of ion channels were measured by qRT-PCR. Total RNA was extracted using TRIzol reagent (Invitrogen, WA, United States) and then reverse-transcribed to cDNA using a PCR Kit (Invitrogen, WA, United States) according to the manufacturer’s instructions. An RT-PCR amplification reaction was performed as follows: 55 amplification cycles of 10s at 95°C, 20s at 58°C, and 20s at 72°C. The specificity of amplification was confirmed by melting curve analysis. A housekeeping gene (β-actin) was used to correct the expression level of the target gene, and the calculation was performed by a comparative method (2−ΔΔCt). The primers used for RT-PCR are presented in Table 1.



TABLE 1. Primers used in RT-PCR.
[image: Table1]



Statistical Analysis

All continuous data were presented as the mean±standard deviation (SD) and analyzed using SPSS 19.0 software. Two-way repeated-measures ANOVA with post hoc Tukey test for three group variances. A paired t test was used to compare blood gas values under the baseline condition and after apnea. Statistical significance was defined at p<0.05.




RESULTS


Arterial Blood Gas Analysis

To validate the OSA model, we analyzed changes in blood gas levels pre- and post-apnea for 2min at baseline, in the 2nd hour, the 4th hour, and the 6th hour. There were no significant differences in characteristics of pre-apnea between the OSA and OSA+LLVS group (p>0.05). A marked reduction in PaO2, with obvious increases in PaCO2 and pH, were observed post-apnea (p<0.05). The alterations were not affected by LLVS intervention. The above experimental data indicated that the OSA model was successfully established (Gao et al., 2015; Figure 1C).



Effect of LLVS on ANS Activity in Acute OSA

Changes in autonomic nerve activity were analyzed to detect the expression levels of PGP 9.5, TH, and ChAT in LA tissues and the concentration of NE in serum. Higher expression levels of PGP 9.5, TH, and ChAT-positive nerve densities and a higher concentration of NE were observed in the OSA group compared with the control group, which were reversed by LLVS treatment during the final 3h (Figures 2A–C). Moreover, the hyperinnervation of nerve fibers in LA was evaluated through silver staining. Compared with that of the control group, the distribution of nerve fibers in LA was significantly increased, which was attenuated by LLVS treatment (Figures 2D,E). Additionally, changes in stellate ganglion were detected by transmission electron microscopy, part of the myelinated nerve fibers in the left stellate ganglion in the OSA group was swollen and degenerated, and the number of myelin sheaths in the OSA+LLVS group was reduced (Figure 6F). The above results indicated that LLVS could modulate the autonomic nerve imbalance in acute OSA-induced AF.
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FIGURE 2. (A) Representative immunohistochemical staining of PGP 9.5, TH, and ChAT on the LA among the three groups. (B) Quantitative analysis of PGP 9.5, TH, and ChAT-positive nerve density in the LA of each group. (C) The concentration of NE among the three groups at baseline, the 3rd hour, and the 6th hour. (D) Representative silver staining in the LA among the three groups. (E) Quantitative analysis of silver staining-positive nerve density in the LA of each group. *p<0.05, **p<0.01 vs. the control group; #p<0.05, ##p<0.01 vs. the OSA+LLVS group; PGP 9.5, protein gene product; TH, tyrosine hydroxylase; ChAT, choline acetyltransferase; NE, norepinephrine; H, hours.




Changes in Sympathovagal Activity, BP, and HR During a Cycle of Apnea and Re-Ventilation

During a cycle of apnea and re-ventilation, changes in sympathovagal activity were recorded at the apnea of 40, 80, 120s, and re-ventilation of 40s. At the first 40s of apnea, the activity of the sympathetic was enhanced, and the activity of the parasympathetic changed a little (Figure 4Aa). At the second 40s of apnea, the activity of the sympathetic was increasingly enhanced, and the activity of the parasympathetic became overdriving (Figure 4Ab). At the third 40s of apnea, the amplitude of sympathetic nerve firing increased significantly, while the frequency decreased, and the vagus nerve firing increased significantly, but the amplitude was significantly lower than that of the sympathetic nerve, the lower BP, slower HR was observed at the same time (Figures 4Ac,C). At the first 40s of re-ventilation, the frequency of sympathetic nerve firing increased and the amplitude decreased, while the vagus nerve continued to be in a state of high firing, manifesting higher BP and faster HR (Figures 4Ad,C).
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FIGURE 3. (A) Representative examples of SNRT in the OSA group at baseline, the 1st hour, the 2nd hour, the 3rd hour, the 4th hour, and the 6th hour. (B) Changes in SNRT between the OSA and OSA+LLVS groups at each hour. (C) Changes in ion channels via gene expression level among the three groups. (D) Representative immunohistochemical staining of Cx 40 and Cx 43 on the LA among the three groups. (E) Quantitative analysis of Cx 43 and Cx 40-positive cells in the LA of each group. *p<0.05, **p<0.01 vs. the control group; #p<0.05, ##p<0.01 vs. the OSA+LLVS group; SNRT, sinoatrial node recovery time; Cx 43, connexin 43; Cx40, connexin 40; H, hours.


[image: Figure 4]

FIGURE 4. (A) Neural activity recording during the process of apnea and re-ventilation, (a) representative examples of the neural recording at the first 40s of apnea, (b) representative examples of the neural recording at the second 40s of apnea, (c) representative examples of the neural recording at the third 40s of apnea, (d) representative examples of the neural recording at the first 40s of re-ventilation; (B) The dynamic changes in HR and BP before and after apnea in OSA; (C) Changes in BP pre and after apnea between the OSA and OSA+LLVS groups at baseline, the 2nd hour, the 4th hour, and the 6th hour. *p<0.05. BS, baseline; H, hours. HR, heart rate; BP, blood pressure.


Within 2min of apnea, both BP and HR also gradually decreased. Once re-ventilation was initiated, BP and HR gradually increased from 0 to 30s, after which the changes gradually decreased and approached baseline levels during the 30–60s (Figure 4B).

These data indicate that both the parasympathetic and sympathetic activity were overdriving in the acute apnea, revealing that the homeostasis of the sympathetic nerve and vagus nerve underwent dramatic changes once the apnea interval switched to ventilation, which subsequently promoted the incidence of AF.



Effect of LLVS on Electrical Remodeling in Acute OSA

Compared with the baseline of the experiment, the AF duration, and SNRT were significantly increased. The atrial ERP, AH interval, and HV interval also gradually decreased over the 6h in the OSA group (all p<0.01), an analogous pattern also emerged in the first 3h in the OSA+LLVS group (all p<0.01), but after the 4th hour, the trends of all the parameters gradually reversed and returned to their baseline values (all p<0.01; Figures 3B, 5B). The representatives of AF and SNRT are shown in Figure 3A and Figure 5A, respectively.

[image: Figure 5]

FIGURE 5. (A) Representative examples of AF episodes in the OSA and OSA+LLVS groups at baseline, the 2nd hour, the 3rd hour, the 4th hour, and the 6th hour. (B) Changes in ERP, AF duration, AH interval, and HV interval at each hour among the three groups. *p<0.05, **p<0.01, ##p<0.05; ERP, effective refractory period; AF, atrial fibrillation; AH, Atrial-His; HV, His-Ventricle; H, hours.


Cx40 and Cx43 were detected through immunohistochemistry staining (Figures 3D,E). Compared with the control group, the expression levels of Cx40 and Cx43 were decreased in the OSA group, and LLVS treatment could increase expression.

These results demonstrate that the electrophysiological changes in the acute OSA-induced AF were consistent with AF features in humans and that the LLVS could reverse these changes.



Effect of LLVS on the mRNA Expression Level of Ion Channels in Acute OSA

To clarify the changes in ion channels that are associated with AF, the qRT-PCR was administered (Figure 3C). The Nav1.5 channel was highly expressed in the OSA group, whereas its expression was lower in the OSA+LLVS group (p<0.01). The Cav1.2 channel was less expressed in the OSA group and the OSA+LLVS group than in the control group (p<0.01). The Kir2.1 channel and the Kir3.1 channel were highly expressed both in the OSA group and the OSA+LLVS group compared with those in the control group (p<0.01), and no significant difference was observed between the OSA group and the OSA+LLVS group (p>0.05). There was no significant difference in the Kir3.4 channel expression between the control and experimental group (p>0.05). Compared with that of the control group, the expression of the HCN4 channel in the OSA group and the OSA+LLVS group decreased (p<0.01), but there was no significant difference between the two groups.



Effect of LLVS on Atrium Structural Remodeling in Acute OSA

Changes in the atrial structure were evaluated by echocardiography at baseline, in the 3rd hour and the 6th hour. In the OSA group, the LA gradually became swollen and spherical, deviating from its original oval shape, and the LA diameter significantly increased. This structural change was also represented in the OSA+LLVS group at the 3rd hour. After the LLVS treatment was administered from the 3rd hour to the 6th hour, the shape of the LA gradually changed from sphere to oval, and the LA diameter decreased (Figures 6A,B). Conversely, the RA showed no statistically significant difference among the three groups in the process of OSA (Figure 6C). Additionally, the fractional shortening (FS) of the left ventricular was also analyzed, and it was found that the FS was significantly shorter in the OSA+LLVS group than in the control group (p<0.05; Figure 6D).
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FIGURE 6. (A) Echocardiography shows images of the LA among the three groups. (B) The LA gradually and significantly increased after OSA, and the LA decreased through LLVS treatment. (C) There was no statistically significant difference in RA among the three groups. (D) OSA-induced FS gradually shorten in the OSA group, and LLVS treatment significantly increased FS. (E) Changes in the mitochondrial and stellate ganglion (F) by transmission electron microscopy among the three groups. **p<0.05 vs. the control group; #p<0.05 vs. the OSA+LLVS group; LA, left atrium; RA, right atrium; FS, fractional shortening; BS, baseline; H, hours.


Transmission electron microscopy was used to observe the ultrastructural changes of cardiomyocytes. We found that the mitochondria in cardiomyocytes evidenced swelling to different degrees in the OSA group compared to those in the control group, and LLVS intervention was able to attenuate the swelling of the mitochondria to a certain extent (Figure 6E).

To evaluate changes in myocardial tissues, HE staining was conducted. The atrial myocytes in LA and RA were arranged tightly and orderly in the three groups, and neither showed any significant difference (Figures 7A,B).

[image: Figure 7]

FIGURE 7. Changes in cardiomyocytes among the three groups. HE staining showed that cardiomyocytes in the LA (A) and RA (B) were arranged tightly and orderly across the three groups. (C) Representative TUNEL staining on the LA across the three groups. (D) Quantitative analysis of TUNEL-positive cells in the LA of each group. (E) Representative PAS staining in the LA among the three groups. (F) Quantitative analysis of the glycogen volume fraction in the LA of each group. (G) The concentrations of TNF-α and IL-6 among the three groups at baseline, the 3rd hour, and the 6th hour. *p<0.05, **p<0.01 vs. the control group; #p<0.05 vs. the OSA+LLVS group; HE, hematoxylin and eosin; TUNEL, terminal deoxynucleotidyl transferase dUTP nick end labeling; PAS, periodic acid-Schiff; TNF-α, tumor necrosis factor alpha; IL-6, interleukin 6; H, hour.


TUNEL staining was used to evaluate atrial cardiomyocyte apoptosis, the OSA group had more brown-stained nuclei compared with the control group, meaning that apoptosis in the OSA group was more serious, LLVS could attenuate cardiomyocyte apoptosis in the atria (Figures 7C,D).

PAS staining was conducted to evaluate glycogen deposition in atrial tissues. In contrast to that in the control group, glycogen deposition was not only observed at the junction of cardiomyocytes but also in cardiomyocytes in the OSA group. After LLVS treatment, glycogen deposition was attenuated (p<0.05; Figures 7E,F).

In conclusion, acute OSA-induced AF could change the structure of LA, and this remodeling could be reversed by LLVS treatment.



Effect of LLVS on the Expression of Inflammatory Cytokines

ELISAs were used to detect the concentrations of TNF-α and IL-6. The concentrations of TNF-α and IL-6 in the OSA group were significantly increased compared to those in the control group, and these levels decreased in the OSA+LLVS group, indicating that LLVS could inhibit the expression of inflammatory cytokines (Figure 7G).




DISCUSSION


Major Findings

This study had the following findings: (1) LLVS reversed OSA-induced vagosympathetic nerve overdriving, including the high expression of ChAT, TH, PGP9.5 and enhanced silver staining in LA tissues, as well as a high concentration of NE. Additionally, both parasympathetic and sympathetic activity increased significantly during apnea, and a high state of sympathetic activity after ventilation was observed. (2) LLVS increased ERP, decreased AF duration, and AF inducibility in the process of OSA-induced AF. The present study is the first to report prolonged SNRT, high expression of Cx43 and Cx40, and ion channel expression abnormality in the acute OSA-induced AF, which could be attenuated by LLVS treatment. (3) Systemic inflammation, glycogen deposition, cardiomyocyte apoptosis, and mitochondrial damage in LA cardiomyocytes were also reported in the acute OSA-induced AF model for the first time, whereas LLVS treatment weakened these harmful effects. In a word, LLVS intervention could attenuate the parameter changes mentioned above, and these effects may occur through modulating the ANS and systematic inflammation.



LLVS Modulated ANS Activity in the Acute OSA Model

There is considerable evidence that ANS plays a crucial part in the initiation and maintenance of AF (Linz et al., 2012). In the present study, we found that the concentration of norepinephrine was significantly increased in the OSA group, as was the level of TH, indicating sympathetic activity was overdriving. Meanwhile, the levels of ChAT, which reflect the activity of the parasympathetic system were also increased. The present study also found that the expression level of PGP9.5 and silver staining was enhanced in the OSA group. This demonstrates that the distribution of nerve fibers was hyperinvernation and that nerve discharge also showed a high activity of ANS during apnea. These findings are consistent with other clinical and animal studies that have shown that both the sympathetic and parasympathetic systems were activated in the paroxysmal AF (Amar et al., 2003; Burashnikov and Antzelevitch, 2003; Patterson et al., 2005; Choi et al., 2010). We also found that the myelinated nerve fibers in the left stellate ganglion in the OSA group was swollen and degenerated, indicating nerve structural remodeling. After the LLVS intervention, both sympathetic and parasympathetic related parameters were attenuated. We also found that during apnea, HR and BP gradually decreased, as SNRT increased; once the apnea interval transitioned to ventilation, BP and HR rose sharply, indicating that the homeostasis of the sympathetic nerve and vagus nerve were undergoing dramatic changes that would promote the initiation of AF. Furthermore, the prolonged SNRT was significantly shortened after LLVS was administered, accompanied by lower AF inducibility. Taken together these results demonstrated that ANS overdriving played an important role in the occurrence of acute OSA-induced AF, while LLVS could suppress the inducibility of AF partly by regulating the imbalance of ANS.



Effect of LLVS on the Level of Ion Channels mRNA Changes in Acute OSA-Induced AF

The present study revealed a change in ion channels in the acute-induced AF. As is widely known, ion channel abnormality plays a very important role in the processes underlying the occurrence and maintenance of AF. Several studies have reported that higher expression of Nav1.5 (Chatelier et al., 2012; Makara et al., 2014), Kir2.1 (Xia et al., 2005; He et al., 2006), Kir3.1, and Kir3.4 (Zhang et al., 2009; Bingen et al., 2013), and lower expression of HCN4 (Macri et al., 2014; Ishikawa et al., 2017) and Cav1.2 (Nakatani et al., 2013; Morishima et al., 2016) can be attributed to the initiation and maintenance of AF. In our present study, we evaluated the level of ion channels through detecting the gene expression with qRT-PCR, and found that a higher expression of Nav1.5 was manifested in the OSA group, followed by a decreased level in the OSA+LLVS group, which was in line with previous studies (Chatelier et al., 2012; Makara et al., 2014). At the same time, the higher gene expression levels of Kir2.1, Kir3.1, and a lower gene expression level of Cav1.2 were also represented in the OSA group, although these levels were not attenuated after LLVS was administered. No obvious change in Kir3.4 was observed between the control and the experimental groups. Furthermore, the gene expression level of HCN4 was lower in the OSA group, indicating that the current of the sinus atrial node was decreased, which could explain the SNRT prolongation observed. This also was consistent with previous reports that the lower current of HCN4 promotes the occurrence of AF (Macri et al., 2014; Ishikawa et al., 2017). However, the present study did not detect an increase in the level of HC4 after LLVS intervention. Combined with our experiment, we speculate that the reason for the inconsistency in the expression levels of ion channels with prior studies might be due to a shorter experiment time. Future studies with a much longer observation time are needed.



LLVS Inhibited Electrical Remodeling in the Acute OSA Model

This study investigated changes in the electrical parameters of AF as a consequence of OSA. Previous research has shown that a shorter ERP is strongly associated with a high incidence of AF (Josephson, 1993). SNRT, reflecting the function of the sinus node, became longer in an aging mouse model, in parallel with increasing AF inducibility (Luo et al., 2013). Clinical studies have also indicated that a longer SNRT is an indicator of AF recurrence after catheter ablation (Yamaguchi et al., 2018). Both animal and human studies have demonstrated that a lengthy AF duration could affect and diminish the function of the AV node, which would manifest in longer AH and HV intervals (Zhang and Mazgalev, 2012; Sairaku et al., 2016). In our present study, we found that ERP was progressively and significantly decreased and that the AF duration time progressively increased during the 6h of OSA, in line with previous studies. For the first time, the present study reports gradually prolonged SNRT in the OSA. All of these changes indicate that the present OSA model could have induced changes in electrical parameters, such as those evident in AF. These findings indicate that this acute OSA-induced AF model was successfully established and could further provide a reliable model for the basic study of OSA. At the same time, we also found that these deteriorated parameters could be attenuated or reversed to baseline by administering LLVS treatment in the final 3h, indicating the crucial role of the ANS in the process of acute electrical remodeling. Moreover, heterogeneous myocardial conduction significantly increased, as shown by the increased expression of Cx40 and Cx43.



LLVS Reversed Systemic Inflammation, Glycogen Deposition, and Cardiomyocyte Apoptosis Induced by OSA

Recently, increasing evidence has pointed to a role played by inflammatory agents in the initiation of AF (Hu et al., 2015). Serval clinical and animal studies have reported that atrial tissues in AF can be infiltrated with neutrophils and lymphocytes, in contrast to those in the sinus rhythm such as TNF-α and IL-6 (Frustaci et al., 1997; Patel et al., 2010; Guo et al., 2012; Smit et al., 2012; Jacob et al., 2014). The serum level of CRP could also be used to predict the risk of developing AF, suggesting that the presence of inflammatory cytokines could promote the initiation of AF (Aviles et al., 2003). In the present study, we showed that the concentrations of TNF-α and IL-6 significantly increased in conjunction with mitochondrial swelling and cardiomyocyte apoptosis, which is consistent with previous reports that the overexpression of inflammatory cytokines promotes cardiac myolysis and apoptosis, and that this effect could be reversed by specific inflammatory cytokine receptor blockers (Liao et al., 2010; Hoogstra-Berends et al., 2012). Recent studies of LLVS are well-known because of the multiple functions, in particular, its anti-inflammatory effects (Andersson and Tracey, 2012; Pavlov and Tracey, 2012; Stavrakis et al., 2015; Koopman et al., 2016). After intervention with LLVS the TNF-α and IL-6 concentrations were decreased, and simultaneously, there was a decreased incidence of AF. The present study also found glycogen deposition in cardiomyocytes in the OSA group, in response to the hypoxic environment, and a strong relationship between sugar metabolism and the inflammatory response was documented (Ma et al., 2020). Therefore, we hypothesize that the hypoxic environment promoted the high glycogen deposition, increased the high expression of inflammatory cytokines, and led to atrial structural remodeling. The mechanism of LLVS treatment inhibited the production of inflammatory cytokines and subsequently reversed the atrial structural remodeling. To the best of our knowledge, the concept of atrial structural remodeling, attributed to the maintenance of chronic AF is widely accepted (Zhao et al., 2014; Zhang et al., 2015b; Sun et al., 2017; Dai et al., 2019; Yang et al., 2019). However, the effect of acute OSA on cardiomyocytes is not fully understood. We found that the LA stretches, similar to the features of atrial changes caused by human OSA (Orban et al., 2008; Linz et al., 2011a,b; Valenza et al., 2014), which could be reversed by the LLVS. In our present study, mitochondrial swelling, glycogen deposition, and myocardial apoptosis were observed in the OSA group, in the absence of fibrosis and hypertrophy. This study is the first to report a change in atrial cardiomyocytes in the acute OSA-induced AF model. These findings indicate that structural remodeling also occurs in the acute process of OSA, and promotes the initiation and maintenance of AF.



Possible Mechanisms of LLVS Reverse OSA-Induced AF

In conclusion, by taking into account the results of the present study alongside our previous studies, we hypothesize the possible mechanisms as follows: (1) In apnea, thoracic expansion generates a negative intrathoracic pressure, which is subsequently transmitted to the thin-walled atrium and leads to LA stretching, which has been recognized as one of the highest risk factors of AF (Orban et al., 2008; Linz et al., 2011a,b; Valenza et al., 2014). (2) In the process of OSA, repeated apneas can lead to hypoxemia and hypercapnia, as well as secondary sympathetic nerve activation and systemic inflammation, both of which promote glycogen deposition, apoptosis, and mitochondrial damage in LA cardiomyocytes, which occur in parallel with abnormally expressed ion channels (including K+, Na+, Ca2+, and HCN4) and Cx43 and Cx40. All these changing parameters ultimately shorten the ERP, increase AF susceptibility and atrial conduction heterogeneity, promoting AF initiation and maintenance. In our present study, although hypocapnia and hypoxemia were not attenuated after LLVS was administered, the sympathetic neural hyperactivation was modulated, and the systemic inflammation was inhibited, also improving the remodeling of myocardial tissue structure, ion imbalance, and abnormal Cx43 and Cx40 expression, while ultimately inhibiting AF occurrence (Figure 8).

[image: Figure 8]

FIGURE 8. Graphic illustration of possible mechanism about acute OSA induced-atrial fibrillation.




Study Limitations

The present study has several limitations. First, the invasiveness of LLVS limits its clinical application. A noninvasive low-level transcutaneous auricular branch of the vagus nerve electrical stimulation has been shown to decrease AF inducibility (Sha et al., 2011; Yu et al., 2013, 2017; Stavrakis et al., 2015). Second, anesthesia inhibits autonomic nervous activity to some degree. However, all animals in the three groups underwent similar anesthesia, and the HR and BP parameters were stable in the control group, which may have neutralized the effect of the anesthesia. Third, we used qRT-PCR to determine the exact level of ion channels because of equipment and technology limitations. However, the most direct description of the ion current can be reflected by the patch-clamp technique. Thus, the next step will be to measure the exact level of ionic current by introducing patch-clamp techniques. Fourth, the present study only described the structural changes occurring only in the LA in detail, and the differences in other chambers were not investigated. Fifth, we only proposed the possible hypothetical mechanism of atrial fibrillation caused by OSA without further verification. Finally, only 6h of OSA and AF was induced in our study’s experiment, the relationship of chronic OSA and AF has not been investigated, and whether LLVS has long term anti-AF properties or whether either can reverse the effects of atrial remodeling in chronic OSA warrants further exploration in future studies.




CONCLUSION

In summary, this study found that OSA induced sympathetic overactivity, enhanced LA sympathetic innervation and systematic inflammation, myocardial mitochondrial swelling, glycogen accumulation, and myocardial apoptosis. We hypothesize that both neural and structural remodeling promoted ion abnormalities, Cx43/Cx40 disturbances, and conduction heterogeneity. Since all of these effects could be attributed to the initiation and maintenance of AF, the present study indicates that LLVS could reverse the related parameters to a degree. This approach might therefore provide a novel option and potential therapeutic target for AF in acute OSA.
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Background: Small-conductance Ca2+-activated K+ (KCa2) channels have been proposed as a possible atrial-selective target to pharmacologically terminate atrial fibrillation (AF) and to maintain sinus rhythm. However, it has been hypothesized that the importance of the KCa2 current—and thereby the efficacy of small-conductance Ca2+-activated K+ current (IK,Ca) inhibition—might be negatively related to AF duration and the extent of AF-induced remodeling.

Experimental Approach and Methods: To address the hypothesis of the efficacy of IK,Ca inhibition being dependent on AF duration, the anti-arrhythmic properties of the IK,Ca inhibitor NS8593 (5 mg/kg) and its influence on atrial conduction were studied using epicardial high-density contact mapping in horses with persistent AF. Eleven Standardbred mares with tachypacing-induced persistent AF (42 ± 5 days of AF) were studied in an open-chest experiment. Unipolar AF electrograms were recorded and isochronal high-density maps analyzed to allow for the reconstruction of wave patterns and changes in electrophysiological parameters, such as atrial conduction velocity and AF cycle length. Atrial anti-arrhythmic properties and adverse effects of NS8593 on ventricular electrophysiology were evaluated by continuous surface ECG monitoring.

Results: IK,Ca inhibition by NS8593 administered intravenously had divergent effects on right and left AF complexity and propagation properties in this equine model of persistent AF. Despite global prolongation of AF cycle length, a slowing of conduction in the right atrium led to increased anisotropy and electrical dissociation, thus increasing AF complexity. In contrast, there was no significant change in AF complexity in the LA, and cardioversion of AF was not achieved.

Conclusions: Intra-atrial heterogeneity in response to IK,Ca inhibition by NS8593 was observed. The investigated dose of NS8593 increased the AF cycle length but was not sufficient to induce cardioversion. In terms of propagation properties during AF, IK,Ca inhibition by NS8593 led to divergent effects in the right and left atrium. This divergent behavior may have impeded the cardioversion success.

Keywords: persistent atrial fibrillation, atrial selectivity, SK/KCa2 channels, NS8593, epicardial contact mapping, AF conduction, inter-atrial heterogeneity, equine/horse model


INTRODUCTION

Atrial fibrillation (AF) is the most common sustained cardiac arrhythmia, which poses a serious public health issue in Western societies as its prevalence increases drastically with age (Heeringa et al., 2006). It is estimated that one in four adults over the age of 40 in Europe and the United States will develop AF during the remainder of their lifetime, which is associated with a twofold increase in all-cause mortality and a markedly impaired quality of life (Kirchhof et al., 2016, 2020). The recently published Early Treatment of Atrial Fibrillation for Stroke Prevention Trial (EAST-AFNET 4) highlights the association between early rhythm-control therapy and a considerably lower risk of adverse cardiovascular outcomes (Kirchhof et al., 2020). Hence, the current unmet need for effective and safe pharmacological treatment options (Waks and Zimetbaum, 2017) vindicates further research efforts in the development of novel pharmacological treatment strategies (Milnes et al., 2012; El-Haou et al., 2015; Ravens, 2017).

Small-conductance Ca2+-activated K+ (KCa2) channels have recently been proposed as a possible atrial-selective target to pharmacologically terminate AF (Diness et al., 2010). KCa2 channel inhibition has indeed been shown to affect atrial repolarization in healthy human atrial myocytes and increase the atrial effective refractory period (aERP) in dissected atrial tissue strips (Skibsbye et al., 2014). However, the role of KCa2 channels in persistent and permanent AF pathophysiology is still unclear.

A genome-wide association study revealed a possible relationship between gene variants encoding the KCa2.3 channel and AF without detectable cause (Ellinor et al., 2010, 2012). Moreover, the atrial IK,Ca current was shown to be enhanced after short-term atrial tachypacing in dogs (Qi et al., 2014). However, Skibsbye et al. (2014) reported a down-regulation of KCa2.2 and KCa2.3 mRNA in atrial cardiomyocytes from chronic AF patients, resulting in the absence of action potential duration (APD) and the aERP prolonging effect of KCa2 inhibition. This was further supported in a canine model of heart failure combined with AF, where IK,Ca inhibition did not prolong atrial APD (Bonilla et al., 2014). It may therefore be hypothesized that the importance of the KCa2 current, and thereby the efficacy of IK,Ca inhibition, depends on AF duration and the extent of AF-induced remodeling.

In contrast, various animal models for short- and longer-term AF reported aERP prolongation and decreased AF inducibility and stability in response to IK,Ca inhibition, none of which had a considerable effect on ventricular electrophysiology (Diness et al., 2011, 2017; Skibsbye et al., 2011; Qi et al., 2014). A recent study investigating the anti-arrhythmic properties of the KCa2 channel modulator NS8593 in horses with acutely induced AF paroxysms supported these findings (Haugaard et al., 2015). Allosteric KCa2 channel modulation by NS8593 exerts an atrial-selective anti-arrhythmic class III drug effect and mechanistically decreases the Ca2+ sensitivity of KCa2 channels, resulting in a decreased potassium outward current (Xu et al., 2003; Strøbæk et al., 2006; Sørensen et al., 2008). However, the prominent class III effect is accompanied by an indirect influence on Na+ channel availability (class I drug effect) (Skibsbye et al., 2015).

To address the hypothesis that the efficacy of IK,Ca inhibition depends on AF duration and thereby the level of atrial remodeling, this high-density contact mapping study was designed to explore the anti-arrhythmic properties of NS8593 and its influence on both global and local atrial conduction during persistent AF.

In continuation of our previous work (Haugaard et al., 2015) we investigated NS8593 in a model of persistent AF in the horse. The central aim was to challenge AF stability by NS8593 and elucidate its electrophysiological effects on basic conduction properties, such as conduction velocity, complexity, and AF cycle length. These effects on basic conduction properties were measured on the left and right atrial free wall simultaneously to identify local and possible chamber specific effects.



MATERIALS AND METHODS


Animals

A total of 11 Standardbred mares (461 ± 56 kg, height 158 ± 4 cm) with a mean age of 7 ± 3 years (range 3–12) were included in the study. The horses had no history of cardiovascular disease prior to the study, as confirmed by clinical examination, cardiac auscultation, 24-h Holter ECG monitoring, and echocardiographic examination. The specific inclusion protocol has been described previously (Carstensen et al., 2017).

The same horses were also included in a previous study, as this study is part of a series on the mechanisms underlying persistent AF and novel atrial-selective, target-based treatment strategies (Fenner et al., 2020). When enrolled in the present study, all horses had been under the influence of tachypacing-induced persistent AF for 42 ± 5 days (Figure 1).
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FIGURE 1. Experimental set-up and timeline in relation to the preceding study (Fenner et al., 2020). The preceding study was conducted using an equine model of tachypacing-induced persistent AF to investigate the effect of selective IKACh inhibition by XAF-1407. The study was based on serial attempts of pharmacologically cardioverting AF over the course of 1 month. The present study (dashed box), investigating the inhibition of small-conductance calcium-activated potassium current (IK,Ca) in persistent AF in horses, succeeds Fenner et al. (2020) as illustrated above. The time-gap between both studies accounts for 11 ± 3 days, to ensure complete drug wash-out. The data acquired from the above illustrated experimental set-up, which is presented in this study, is marked in bold. Time points referred to throughout the main text and in Figures 2–7 are defined above (T–5 to 30). Source and acquisition time points of AFCL data presented in Figure 2 are marked in red. AF, atrial fibrillation; AFCL, atrial fibrillation cycle length; RA: right atrium.


While 11 horses entered the course of this study, five horses had to be excluded from mapping data analysis due to deficiencies in experimental conduct, which potentially influenced cardiovascular stability and thereby cardiac electrophysiology.

All experiments were performed at the Large Animal Teaching Hospital, Department of Veterinary Clinical Sciences, University of Copenhagen, Taastrup, Denmark.

The study was approved by the local ethical committee at the Department of Veterinary Clinical Sciences, University of Copenhagen and by the Danish Animal Experiments Inspectorate (license number 2016-15-0201-01128), and was performed in accordance with the European Commission Directive 86/609/ECC.



AF Induction

A subcutaneous implantable cardioverter defibrillator in pacing mode (ICD; Maximo® II, Concerto®; Medtronic Inc., Minneapolis, MN, United States; equipped with a specialized high rate pacing algorithm) and two right atrial bipolar pacing leads (TendrilTM STS Pacing Leads, 100 cm, St. Jude Medical Inc., St. Paul, MN, United States) were implanted in all horses. Following implantation, all horses were treated with antibiotics (Benzylpenicillin® Panpharma 3 g (5 mill./milj.IE/IU), Benzylpenicillin natr., Panpharma, Luitré, France), and non-steroidal anti-inflammatory drugs (Finadyne® Vet. 50 mg/ml, Flunixin, IV, MSD, Intervet International B.V. AN Boxmeer, Netherlands) for a minimum of 3 days and were allowed a recovery period of 14 days. Subsequently, AF was induced by high-rate pacing (10 Hz) for ≥48 h or until AF was self-sustained. Longitudinal assessment of AF stability and progression was achieved by manual AF cycle length (AFCL) measurements from intra-atrial electrograms (Supplementary Figure 1) on days 3, 5, 11, 17, 29 (Fenner et al., 2020), and ∼40 after AF induction. The AF induction and maintenance protocol was part of a preceding study investigating the efficacy of pharmacological IK,ACh inhibition in cardioverting AF of varying duration by serial cardioversion over a period of 1 month (Fenner et al., 2020).



Open-Chest Mapping Procedure

The electrophysiological effects of KCa2 current inhibition by NS8593 were evaluated in an open-chest experiment. The horses were intravenously premedicated with flunixin-meglumine (Finadyne®vet., MSD, Segré, France, 1.1 mg/kg), detomidine (Domosedan®vet., Orion Pharma Animal Health, Copenhagen, Denmark, 0.01 mg/kg), acetylpromazine (Plegicil®vet., Dechra Veterinary Products A/S, Uldum, Denmark, 0.03 mg/kg), morphine (Morfin DAK 20 mg/ml, Takeda Pharma A/S, Taastrup, Denmark, 0.06 mg/kg), and butorphanol (Torbugesic®, Orion Pharma Animal Health, Copenhagen, Denmark, 0.01 mg/kg). General anesthesia was induced by zolazepam combined with tiletamine (Zoletil®, Virbac Denmark A/S, Kolding, Denmark, 1.5 mg/kg i.v.) and maintained by isoflurane (IsoFlo Vet., Orion Pharma Animal Health, Copenhagen, Denmark, 1.4%). A constant-rate infusion of rocuronium (Rocuronium, Hameln Pharmaceuticals, Hameln, Germany, 0.3 mg/kg/h) was used for muscle relaxation. ECG and blood pressure were continuously monitored. Aortic pressure (PAo) was measured using a pressure catheter (Pressure sensor, Sentron Europe BV, Leek, Netherlands) positioned in the ascending aorta via carotid artery access. A left-sided thoracotomy enabled simultaneous recording of atrial electrical activity by high-density contact mapping (249 electrodes, 2.5 mm inter-electrode distance; Supplementary Figure 2) on the epicardial surface of both atria (Adler et al., 2020). Unipolar AF electrograms were recorded at a sampling rate of 1,039 Hz. The signals were hardware filtered (1st order high pass filter at 0.56 Hz, followed by a 1st order low pass filter at 408 Hz) before digitization using a 16-bit analog-to-digital converter. To avoid interference of ventricular far-field, doubtful waveforms were detected (using a ventricular electrogram) and removed using averaged beat QRST-template cancellation.



Drug Administration and Measurement of the Electrophysiological Parameters

The negative KCa2 channel modulator NS8593 (5 mg/kg i.v, Acesion Pharma ApS) was administered over a 10-min period (Haugaard et al., 2015). Plasma levels in venous blood samples were measured at the time points T = −5, 0, 5, 10, and 30 min (where T = 0 was the start of drug administration) and subsequently analyzed at Syngene International Ltd., Bangalore, India. Plasma protein binding of NS8593 was determined using a standard plasma protein binding assay with tolbutamide as internal standard and warfarin as a reference compound. The assay is based on rapid equilibrium dialysis and subsequent compound detection by quantitative mass spectrometry (additional information in the Supplementary Material).

AF high density maps and ECG parameters were analyzed at the time points T = −5, 10, and 20 min. Mapping files of 10–60 s (dependent on availability) were analyzed to quantify the effects of NS8593 on conduction properties during AF. Local activation times (AT) were identified in all electrograms using a probabilistic algorithm (Zeemering et al., 2012). Based on the work of Kléber and Rudy (2004), we considered conduction block to occur if a putative conduction velocity (CV) of <20 cm/s was measured. Given the interelectrode distance of 2.5 mm, a maximal AT difference of 12 ms in the horizontal/vertical direction and a difference of 17 ms in the oblique direction was deducible. Conduction velocity was determined by plane-fitting through all activation time-points of the direct neighboring electrodes given the limits of 12 or 17 ms. Moreover, ATs were used to reconstruct fibrillatory waves. Wave boundaries were defined as the edge of the electrode or areas of conduction block. Fibrillation waves were classified as “peripheral” if the earliest activation site was located at the periphery of the array, and as a breakthrough if it was within the mapped area and could not be explained by epicardial conduction. Waves and breakthroughs were normalized to the cycle length. Re-entrant activity was identified based on conduction paths. Conduction paths were determined as the shortest continuous trajectory between a starting and end point of a wave, presuming a CV ≥ 20 cm/s. If the trajectory had ≥1 self-intersection after ≥75% of the mean AFCL it was defined as a local re-entry. Isolated activations of <3 adjacent electrodes were considered to be prone to noise or occasional miss-assignment of an AT. These waves were therefore not included in the analysis.

The anisotropy of conduction direction was determined at each electrode and was based on the circular variance of conduction vectors (Maesen et al., 2013).

ECG analysis to determine the heart rate (HR), QRS, and rate-corrected QT interval (QTc) was conducted for 10 subsequent RR intervals. The QTc was corrected for HR using a piecewise linear regression model tailored to horses (Pedersen et al., 2016).



Statistical Analysis

All data are displayed as median with IQR. Analyses were performed using GraphPad Prism 8 software (GraphPad Prism, RRID:SCR_002798) with P ≤ 0.05 considered significant. Parameters were tested for normality using a Shapiro–Wilk test. Conditions with <4 observations were not included in the analysis. The statistical method used was 2-way repeated measures ANOVA with time point as fixed and horse ID as a random variable to account for correlations over time. In this repeated-measures design, multiple comparisons were performed using Sidak’s test for multiple comparisons. The post hoc test was conducted only if the measure of matching effectivity achieved the necessary level of statistical significance (P ≤ 0.05), and significant variance inhomogeneity was not evident. A piecewise linear regression model has been used to correct QT intervals for HR on the data presented in Supplementary Figure 3.



RESULTS


Atrial Fibrillation Maintenance and Atrial Remodeling

On average, AF became sustained after 6 ± 4 days of pacing at 10 Hz (Figure 2A). AF stabilization was accompanied by a progressive reduction in AFCL, from 209 (55) ms on day 3 to 169 (17) ms on day 29 (p < 0.05; Figure 2B), which indicated the progression of atrial electrical remodeling (Fenner et al., 2020).
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FIGURE 2. AF stabilization over 1 month. (A) Percentage (%) of horses in stable, self-sustained AF (≥ 24 h) after induction by high-rate atrial pacing (10 Hz). Induction of stable AF required 6 ± 4 days of pacing. (B) Longitudinal assessment of AF stability and progression by AF cycle length (AFCL) from right atrial intra-atrial electrogram recordings 3, 5, 11, 17, 29, and ∼40 days after AF induction. The red dotted line indicates the time point of the terminal high-density atrial mapping experiments. Statistical significance is defined as p < 0.05 and is marked with an asterisk (∗).




NS8593 Pharmacology and Pharmacokinetics

A maximal total plasma concentration (Cmax) of ∼7,200 ng/ml (27.4 μM) was reached at the end of infusion (Figure 3A). NS8593 had a plasma protein binding rate of 90.5% in equine plasma, corresponding to a free unbound plasma concentration of approximately 2.6 μM (9.5% of total plasma concentration) at Cmax. A rapid decrease in free plasma concentration to 0.33 μM (free unbound concentration) was observed over a period of 20 min after the end of infusion (Figure 3A). During those 20 min, the atrial fibrillatory process was monitored continuously using body surface ECG and atrial contact ECG recording to assess whether cardioversion to sinus rhythm occurred.


[image: image]

FIGURE 3. NS8593 pharmacokinetics and its effect on the atrial fibrillation cycle length (AFCL). (A) Plasma concentration of NS8593 measured at time points T = –5, 0, 5, 10, and 30 min relative to the start of drug infusion. (B) Influence of NS8593 on right atrial tissue refractoriness in persistent AF (blue) and acutely induced AF (gray). The depicted data on acute AF (gray) are derived from unpublished data from Haugaard et al. The shown data points represent the AF cycle length (AFCL) measured at the start of drug infusion (T0) and at the end of the 20-min observational period following the end of drug injection (T30, persistent AF study), as well as immediately before cardioversion (acute AF study), respectively. Inf., infusion. Statistical significance is defined as p < 0.05 and is marked with an asterisk (∗).




Effect of NS8593 on Global and Local Conduction Properties During AF

NS8593 significantly prolonged AFCL by ∼50 ms [Figure 3B: RA: 185 (44) ms to 228 (81) ms; p < 0.05]. Interestingly, AFCL reached values similar to those measured 48 h after initial AF induction, when most animals had not yet developed sustained AF [See Figure 2B – day 3: 209 (55) ms and Figure 3B – T30: 228 (81) ms)]. Despite this prolongation of AFCL, cardioversion of AF was not achieved.

Wave patterns were determined to elucidate changes in conduction during AF. The recordings displayed various patterns, i.e., wavefront collision and fusion, breakthrough, and re-entrant circuits. These patterns were characterized by spatiotemporal instability, leading to a variety of patterns observed in horses and atria, respectively. The combined number of waves/AF cycle, breakthrough, and re-entries were quantified to capture this variety of patterns. We found no significant change in the total number of waves/AF cycle (LA + RA; Figure 4A) or in the relative number of breakthrough waves (Figure 4B). During a 60-s recording (Figure 4C), between 0 and 2 re-entries were observed, limited to 1.3 (4.7)% of the time (Figure 6C). The stability of observed re-entrant circuits was not affected by NS8593 (Figure 4D).
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FIGURE 4. Global influence of NS8593 on conduction patterns contributing to AF maintenance. (A) No significant change in the total number of waves/cycle. (B) No significant change in the number of breakthrough waves relative to the number of waves/cycle. (C) No significant change in the total number of re-entrant circuits/second. (D) No significant change in the re-entrant circuit stability (average number of re-entrant circuit revolutions).


Representative activation maps from the right and left atrium are shown in Figure 5 before and after the administration of NS8593. Activation videos of 10 s of AF before and after drug administration are presented in the Supplementary Figure 4.


[image: image]

FIGURE 5. High-density bi-atrial contact mapping in the horse. Representative examples of isochronal maps recorded from right and left atrial free walls pre- and post-drug infusion. (Further information and isochronal maps can be found in Supplementary Material 4).



[image: image]

FIGURE 6. Influence of NS8593 on conduction patterns accountable for AF maintenance: ectopy and re-entrant circuits with focus on inter-atrial heterogeneity. AF parameters between baseline (T–5), 10 min (T10), and 20 min (T20) after the start of infusion in left atrium (LA) and right atrium (RA) (A) Waves/cycle. Significant increase in the number of waves/cycle in the RA, whereas no change can be observed for the LA. (B) Breakthrough waves. Significant increase in the number of breakthrough waves in the RA, whereas no change can be observed in the LA. (C) Presence of re-entrant circuits. As seen in Figure 3, re-entrant circuits were rarely observed events. There was no significant change in the percentage of time re-entrant circuits were present. (D) Average (∅) maximal rotation. Stability (maximal rotation) of observed re-entrant circuits was not significantly affected. Statistical significance is defined as p < 0.05 and is marked with an asterisk (∗).


When stratifying the changes in AF properties, we observed differences in behavior between the LA and RA. In the LA, the number of waves decreased after NS8593 infusion, while right atrial activation maps displayed narrower waves compared to the baseline. Prior to NS8593 infusion, the number of waves/cycle and breakthroughs displayed higher numbers in the LA [waves/cycle: 3.8 (7); breakthroughs: 1.6 (3.6)] compared to the RA [waves/cycle: 2.7 (4); breakthroughs: 0.7 (1.7); Figures 6A,B], however not statistically significant. There was no significant change in the number of waves and breakthroughs in the LA in response to NS8593 administration [waves/cycle: 3.6 (5); breakthroughs: 1 (1.6)]. In the RA, however, the number of waves and breakthroughs increased significantly [waves/cycle: 2.7 (4) to 6.6 (6), p < 0.05; breakthroughs: 0.7 (1.7) to 2.8 (3), p < 0.05], illustrating a distinct shift in the complexity gradient between the atria (p < 0.05).

We further dissected AFCL and conduction properties for RA and LA, respectively (Figure 7). LA AFCL was shorter compared to the RA (p < 0.05) at baseline. AFCL increased equally in the RA and LA following NS8593 administration, maintaining the same LA-RA gradient (Figure 7A). In contrast, NS8593 had a differential effect on the CV during AF (CVAF). Atrial CVAF decreased significantly in the RA [from 79.5 (29) to 54.5 (17) cm/s, p < 0.05], while it remained unaffected in the LA [from 69 (13) to 70.5 (14) cm/s; Figure 7B]. The slowing of CVAF in the RA was also associated with an increase in anisotropic conduction and dissociation (dyssynchrony) of activation times between neighboring electrodes (Figure 7C). The increase in electrical dissociation was particularly significant in the RA, whereas no change was observed in the LA (Figure 7D).
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FIGURE 7. Influence of NS8593 on conduction properties. AF parameters between baseline (T–5), 10 min (T10), and 20 min (T20) after the start of infusion in left atrium (LA) and right atrium (RA) (A) AFCL. Left atrial AFCL is shorter than right atrial AFCL at T0. After NS8593 administration, both RA and LA AFCL increased equally, maintaining the RA-LA gradient. (B) CVAF. Significant decrease in conduction velocity in AF (CVAF) in the RA, whereas no change can be observed in the LA. (C) Anisotropy index. Significant increase in direction dependence (anisotropy) in the RA, whereas no change was observed in the LA. (D) Electrical dissociation. Significant increase in electrical dissociation in the RA, whereas no change was observed in the LA. Statistical significance is defined as p < 0.05 and is marked with an asterisk (∗).




Influence of NS8593 on Ventricular Electrophysiology and Hemodynamics

The RR interval, QRS duration, QTc interval, and mean PAo were assessed in 5-min intervals. A significant shortening of QTc (Supplementary Figure 3B, p < 0.05) was observed, associated with a trend toward shorter RR intervals (Supplementary Figure 3A). There was no significant change in the duration of the QRS complexes (Supplementary Figure 3C). In addition, no significant effects on systemic blood pressure or cardiovascular stability were noted (Supplementary Figure 3D).



DISCUSSION

To our knowledge, this is the first study to investigate the effect of antiarrhythmic drugs on conduction patterns in a horse model of sustained AF. Based on our previous work, we anticipated a strong possibility that IK,Ca inhibition by NS8593 would terminate AF (Haugaard et al., 2015). However, restoration of sinus rhythm was not achieved in any of the investigated horses following NS8593 administration. The strong AFCL prolonging effect, beyond the point where AF previously had been unstable, suggests that a sufficient dose of NS8593 was administered to affect the electrical substrate in the horses, yet this effect was not accompanied by a reduction in AF complexity (number of waves). Interestingly, we were able to demonstrate differing effects of NS8593 on right- and left-atrial conduction properties. The effect on LA conduction was limited, while in the RA, conduction slowed down, anisotropy increased, and AF became more complex. It is conceivable that these effects on RA conduction impeded successful cardioversion.


Influence of Pharmacological IK,Ca Inhibition by NS8593 on Atrial Tissue Refractoriness

NS8593 has been shown to exert an IK,Ca inhibitory effect by negative allosteric modulation of two specific amino acid residues located in the inner pore interacting with channel-specific gating structures (Jenkins et al., 2011). The resulting shift in Ca2+ sensitivity leads to a decrease in potassium outward current and thereby to APD and aERP prolongation (Simó-Vicens et al., 2017). Furthermore, KCa2 channel inhibition has been suggested to reduce the fast sodium current: a mechanism that may explain the observed decrease in conduction velocity in the RA. Earlier it had been proposed that Na+ channel availability is indirectly influenced via the slight positive shift in the resting membrane potential; however, very recently, a direct inhibition of the sodium current by NS8593 in canine atria has been observed (Skibsbye et al., 2015; Burashnikov et al., 2020). This combination of these class I and III effects in NS8593 has previously been reported effective in horse with acute AF (Haugaard et al., 2015). However, in the present study, none of the horses cardioverted after 40 days of AF, even though a comparable unbound free fraction of NS8593 [2.6 μM (9.5%) at Cmax] was attained. The unbound free fraction of NS8593 was about ∼3 times higher than the IC50 for KCa2.2 and KCa2.3 in human atrial cells (Skibsbye et al., 2014), which may suggest that targeting KCa2 channels alone is not sufficient in horses with persistent AF.

Despite the inability to terminate AF in these horses, NS8593 increased the AFCL substantially by ∼50 ms, corresponding to an AFCL prolongation, which effectively shortened and terminated AF paroxysms in acutely induced AF (Figure 3B). It can therefore be hypothesized that AF stability was further facilitated by additional remodeling processes. It is well known that the efficacy of currently available anti-arrhythmic drugs (AADs) to convert AF reduces with the progression of the atrial substrate (Eijsbouts et al., 2006; Kirchhof et al., 2016; Carstensen et al., 2018), which also seems to be the case for KCa2 channel inhibition.

The apparent lack of cardioversion success despite the global AFCL prolongation of ∼50 ms to values similar to early AF progression agrees with previous observations in goats that the critical AFCL required for pharmacological cardioversion might increase substantially in longer-lasting AF (Eijsbouts et al., 2006). It could be hypothesized that further increasing the NS8593 concentration might have led to a sufficient increase in AFCL. However, this may result in a higher probability of non-specific ion channel block and subsequent loss of atrial specificity (Skibsbye et al., 2014).

When considering the pharmacological selectivity profile of NS8593 on relevant cardiac ion currents (Skibsbye et al., 2014), it is likely that some of the reported effects on atrial and ventricular electrophysiology can be attributed to not only the indirect but possibly also the direct class I drug effect (Burashnikov et al., 2020), as the free unbound Cmax of 2.6 μM is comparable to the compound’s IC50 on Nav1.5 IC50 of 5 μM.

From the present study, we cannot conclude whether the lack of cardioversion was due to insufficient KCa2 channel block, down-regulation of KCa2 channels, or further substrate remodeling (including structural changes) to maintain persistent AF.



AF Complexity and Inter-Atrial Heterogeneity

Similar to the apparent lack of any anti-arrhythmic effect of IK,Ca inhibition in the present study, contrasting efficacy in pre-clinical drug testing has previously been reported for the class III AAD dofetilide. Dofetilide was highly effective in terminating “coarse” atrial fibrillatory patterns, whereas AF of higher complexity could not be terminated, even though AFCL was equally increased. This led to the assumption that class III drug efficacy might be significantly influenced by the underlying mechanism perpetuating AF (Li et al., 2000).

When investigating the coherence of increasing AF stability and the declining efficacy of currently available AADs, it has been shown that AF conduction patterns in the atrial free walls dissociate widely and thereby stabilize over the course of AF (Verheule et al., 2010). The presented differences in anti-arrhythmic efficacy of NS8593 in acute and persistent AF in horses therefore seem to be in agreement with the mechanistic findings of Verheule et al. as we also reported increased dissociated conduction in the right atrial free wall. The inter-atrial heterogeneity in AF complexity seen in response to NS8593 treatment in the persistent AF model is further supported by the class III AAD dofetilide influencing atrial electrophysiology toward stable and persisting AF patterns, particularly maintained by right atrial activity (Li et al., 2000). Similarly, NS8593 increased AFCL equally in both atria but did not affect complexity in the LA, while the RA complexity increased.

In accordance with several studies elaborating inter-atrial differences in AF propensity (Li et al., 2001; Verheule et al., 2010; Embi et al., 2014), LA activation maps reflected distinctively higher electrical complexity prior to drug infusion, suggesting that AF perpetuation was initially driven by left atrial electrical activity. In response to drug administration, however, CV decreased in the RA and remained unaffected in the LA, possibly preventing a global organization of the AF pattern. It, therefore, seems that the class III drug effect exerted by SK channel inhibition in the setting of persistent AF influences right atrial conduction in a way that supports AF perpetuation.

In a recent study investigating clinical AF cases characterized by left-to-right frequency gradients, it has been proven that elimination of the inter-atrial heterogeneity and AF complexity by ablation results in long-term SR maintenance (Atienza et al., 2009). This highlights the clinical importance of atrial specific investigation of pharmacological effects on cardiac electrophysiology in terms of conduction velocity and AF complexity in pre-clinical drug development as well as prospective clinical studies.



Atrial Size and AF Perpetuation

Using the horse model of persistent AF raises the question of whether atrial size, and thereby substrate dimension, constitutes an important factor in AF stabilization and complexity (Kaese and Verheule, 2012). Comparisons made between mapping data in the goat and horse model of AF show a similar degree of AF complexity within the mapped area. Nevertheless, normalization of wave and path length to absolute atrial circumference suggests a relatively higher number of waves/cycle in the horse atria (Gatta et al., 2018). However, it seems unlikely that the evident lack of cardioversion by NS8593 treatment in this study is based on an initially higher relative AF complexity. On the contrary, the observed global increase in AFCL would give us reason to expect an increase in wave length (WL), effectively abrogating re-entrant circuits initially responsible for AF maintenance (Wang et al., 1993). However, as WL is the product of ERP and CV (WL = ERP × CV), the increase in global refractoriness seems to be equated by distinct uniatrial (RA) conduction slowing, ultimately preventing the anticipated increase in WL. Given the atrial size in horses, the lack of WL increase seems to allow for continuous activity, with exceptionally stable and more complex wavefronts observed in the RA contributing to AF perpetuation.

We further hypothesize that the observed local right atrial slowing of conduction, putatively due to indirect and possibly also direct sodium channel and/or gap junction blockade, facilitates the persistence of atrial fibrillatory activity. Right atrial activation maps display complex conduction patterns, further stabilized by increased anisotropy and lateral conduction failure in the mapped epicardial plane, known as “longitudinal dissociation” (Myerburg et al., 1973). Analogous conduction patterns of longitudinal dissociation, enhancing the AF complexity and stability, were likewise observed in a mapping study in long-term AF patients (Allessie et al., 2010). In these patients, lines of conduction block ran parallel to the right atrial pectinate muscles, offering a potential explanation for the RA-LA gradient in direction dependence, as left atrial trabeculae are oriented more randomly. It is conceivable that the same principle applies to the present study, as the anatomical structure of equine and human pectinate muscles has been reported to be comparable (Bright and Marr, 2010).



LIMITATIONS

The present study contributes knowledge to experimental electrophysiology and provides novel insights into the in vivo pharmacology and electrophysiological properties of NS8593 inhibiting atrial IK,Ca current. Using the horse as a new large animal model in cardiac electrophysiological research has both advantages and disadvantages. The size of the animal, and, as a consequence, the size of the atria, as well as the fact that horses are one of the few mammalian species besides humans that spontaneously develop AF mean that this species offers good translational value (Schüttler et al., 2020). However, due to the size of the species, studies are often limited to a relatively small number of animals. In the present study, a higher number of animals would have allowed us to set up a sham-operated control group to assess the effect of anesthesia and the open-chest setting on cardiovascular stability in order to differentiate between drug effect and unwanted interference with cardiac electrophysiology in the specific experimental setting. However, Haugaard et al. (2015) did not report any changes in aERP due to anesthesia.

Furthermore, a larger sample size might have allowed for species-specific dose-response experiments. However, given the well-known pharmacokinetic properties and the reported in vitro pharmacology, we would expect a significant portion of the IK,Ca current to be inhibited.

Additionally, one technical limitation associated with atrial size must be considered – although both atria were mapped simultaneously, the mapped area was limited to the size of the electrode grid. As a result, it is possible that events might have taken place outside the field of view.

As mentioned in the result section, activation time videos illustrated that conduction patterns in AF are characterized by a high instability of spatiotemporal behavior (Supplementary Figure 4). This might affect the perception of the arrhythmia in short time samples, pilot analyses, however, revealed that the investigated parameters were not impacted by the reported minimal recording length of 10 s.

Lastly, future investigations to fully elucidate the effect of NS8593 and its derivatives in the presence of re-entrant circuits would be beneficial to further support our conclusions.



CONCLUSION

A new open-chest in vivo model, including high-density contact mapping on the equine heart, has been developed. It allows detailed electrophysiological measurements and comparison between the LA and RA and was used to study the effect of KCa2 channel inhibition by NS8593, exhibiting both class I and III anti-arrhythmic effects during AF.

In conclusion, our results have shown that selective inhibition of KCa2 channels in horses with persistent AF leads to a global slowing of fibrillation frequency. However, the administered dose of NS8593, which successfully terminated acute AF, was not sufficient to lead to cardioversion in any of the included animals with persistent AF.

The observed differential effect on CV and AF complexity between the atria indicates inter-atrial differences in susceptibility for the indirect and direct class I drug effect of NS8593. In combination with the apparent coherence between an RA-LA frequency gradient in clinical AF and the capability of maintaining SR following cardioversion attempts (Atienza et al., 2009), this study’s findings highlight the importance of atrial specific investigation of pharmacological effects on cardiac electrophysiology in terms of basic conduction properties, such as conduction velocity, complexity and AF cycle length in pre-clinical drug development as well as prospective clinical studies.

Finally, as it seems like targeting KCa2 channels alone is not sufficient to achieve a relevant prolongation of atrial tissue refractoriness in horses with persistent AF, experimental investigation of combinations of atrial-selective AADs may be considered in the future.
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OpenEP: A Cross-Platform Electroanatomic Mapping Data Format and Analysis Platform for Electrophysiology Research

Steven E. Williams1,2*, Caroline H. Roney1, Adam Connolly1,3, Iain Sim1, John Whitaker1, Daniel O’Hare1, Irum Kotadia1, Louisa O’Neill1, Cesare Corrado1, Martin Bishop1, Steven A. Niederer1, Matt Wright1,4, Mark O’Neill1,4 and Nick W. F. Linton5

1King’s College London, London, United Kingdom

2Centre for Cardiovascular Science, The University of Edinburgh, Edinburgh, United Kingdom

3Invicro, Ltd., London, United Kingdom

4Guy’s and St Thomas’ NHS Foundation Trust, London, United Kingdom

5Imperial College London, London, United Kingdom

Edited by:
Axel Loewe, Karlsruhe Institute of Technology (KIT), Germany

Reviewed by:
Arne Van Hunnik, Maastricht University, Netherlands
Candido Cabo, The City University of New York, United States

*Correspondence: Steven E. Williams, Steven.e.williams@kcl.ac.uk

Specialty section: This article was submitted to Cardiac Electrophysiology, a section of the journal Frontiers in Physiology

Received: 24 December 2020
Accepted: 29 January 2021
Published: 26 February 2021

Citation: Williams SE, Roney CH, Connolly A, Sim I, Whitaker J, O’Hare D, Kotadia I, O’Neill L, Corrado C, Bishop M, Niederer SA, Wright M, O’Neill M and Linton NWF (2021) OpenEP: A Cross-Platform Electroanatomic Mapping Data Format and Analysis Platform for Electrophysiology Research. Front. Physiol. 12:646023. doi: 10.3389/fphys.2021.646023

Background: Electroanatomic mapping systems are used to support electrophysiology research. Data exported from these systems is stored in proprietary formats which are challenging to access and storage-space inefficient. No previous work has made available an open-source platform for parsing and interrogating this data in a standardized format. We therefore sought to develop a standardized, open-source data structure and associated computer code to store electroanatomic mapping data in a space-efficient and easily accessible manner.

Methods: A data structure was defined capturing the available anatomic and electrical data. OpenEP, implemented in MATLAB, was developed to parse and interrogate this data. Functions are provided for analysis of chamber geometry, activation mapping, conduction velocity mapping, voltage mapping, ablation sites, and electrograms as well as visualization and input/output functions. Performance benchmarking for data import and storage was performed. Data import and analysis validation was performed for chamber geometry, activation mapping, voltage mapping and ablation representation. Finally, systematic analysis of electrophysiology literature was performed to determine the suitability of OpenEP for contemporary electrophysiology research.

Results: The average time to parse clinical datasets was 400 ± 162 s per patient. OpenEP data was two orders of magnitude smaller than compressed clinical data (OpenEP: 20.5 ± 8.7 Mb, vs clinical: 1.46 ± 0.77 Gb). OpenEP-derived geometry metrics were correlated with the same clinical metrics (Area: R2 = 0.7726, P < 0.0001; Volume: R2 = 0.5179, P < 0.0001). Investigating the cause of systematic bias in these correlations revealed OpenEP to outperform the clinical platform in recovering accurate values. Both activation and voltage mapping data created with OpenEP were correlated with clinical values (mean voltage R2 = 0.8708, P < 0.001; local activation time R2 = 0.8892, P < 0.0001). OpenEP provides the processing necessary for 87 of 92 qualitatively assessed analysis techniques (95%) and 119 of 136 quantitatively assessed analysis techniques (88%) in a contemporary cohort of mapping studies.

Conclusions: We present the OpenEP framework for evaluating electroanatomic mapping data. OpenEP provides the core functionality necessary to conduct electroanatomic mapping research. We demonstrate that OpenEP is both space-efficient and accurately representative of the original data. We show that OpenEP captures the majority of data required for contemporary electroanatomic mapping-based electrophysiology research and propose a roadmap for future development.

Keywords: electroanatomic mapping, atrial fibrillation, data storage and retrieval, conduction velocity, ablation electrophysiology, contact force, electrophysiology – arrhythmia mapping and ablation


INTRODUCTION

Electroanatomic mapping systems are used extensively to guide catheter-based ablation procedures (Kim et al., 2020). Electroanatomic mapping system guided procedures are extremely successful under certain conditions but there is significant variability in outcomes reported (Gaita et al., 2008; Taghji et al., 2018). Despite advancements in the understanding of the pathophysiology of both atrial (Iwasaki et al., 2011; Hansen et al., 2018; Lau et al., 2019) and ventricular arrhythmias (Anter et al., 2016; Pokorney et al., 2016; Aziz et al., 2019), this outcome variability indicates that there is still much to learn about the electropathophysiology of these arrhythmias, how electrical and structural abnormalities can be quantified by electroanatomic mapping systems and how appropriate therapeutic targets can be identified and treated using ablation.

Electroanatomic mapping systems provide several core functions including catheter localization, anatomical representation, electrophysiological map construction, and localization of ablation lesions. As such, the data acquired by these systems provides key information about atrial or ventricular myocardial morphology and electrical function. Such data is interpreted conventionally within electroanatomic mapping platforms through the creation of local activation time maps and their derivatives (Williams et al., 2018), voltage maps (Kistler et al., 2004; Pak et al., 2011; Al-Kaisey et al., 2020; Pappone et al., 2020), and maps representing electrogram morphological features during arrhythmia or pacing (Chang et al., 2013; Jadidi et al., 2016). Within research settings, the same data has also been extensively post-processed to analyze complex electrogram features (Almeida et al., 2020; Vraka et al., 2020), activation patterns (El Haddad et al., 2014), conduction velocities (Cantwell et al., 2015; Aronis et al., 2020) and identify phase singularities through multiple mapping techniques (Child et al., 2018; Ríos-Muñoz et al., 2018).

All of these post-processing steps depend on common data management processes including the ability to export mapping data from clinical systems, store this data in space-efficient machine-readable formats and access electrophysiological data for post-processing. Although multiple research groups are active in these areas, there is as-yet no reported, open-source, standardized framework for performing these core functionalities. The creation of software to achieve these functions represents a barrier to entry to electrophysiology research and the lack of a common data standard represents a hindrance to collaboration between research groups.

We sought to develop a standardized data structure for electroanatomic mapping data together with a framework for parsing data from commonly used electroanatomic mapping platforms to facilitate electroanatomic data processing for research purposes. Here we present the OpenEP (Open Electrophysiology Interface for Research) framework, associated code repositories and website1. We further provide examples analyzing electrophysiology data using OpenEP, benchmark its storage efficiency compared to the original raw data and validate performance against the original data.

The three aims of this study were therefore (1) to present an open research data standard for storing and parsing electroanatomic mapping data; (2) to analyze the performance of an implementation framework using this data standard for storing and representing electroanatomic mapping data; and (3) to determine, through literature review, the suitability of OpenEP for contemporary research thereby presenting a roadmap for future development.



MATERIALS AND METHODS


Data Structure and Implementation

The computer code shared within OpenEP has been under continual development for over a decade and is actively used within our research groups to analyze data from the major electroanatomic mapping platforms. This active use permits its ongoing development. The software described here is made available under the Apache License 2.0 and can be freely used for academic research.

Inspection of data exported from Velocity, Precision and Carto3 electroanatomic mapping system revealed two categories of electroanatomic mapping data – surface data and electrogram data. Individual exported datatypes representing all geometric and electrical data acquired by the mapping system were grouped into each of these categories. An etymology was designed categorizing each datatype into subgroups within these categories (see “Supplementary Material”). An implementation of OpenEP was developed using MATLAB R2020a (The MathWorks, Inc.).



Clinical Data

For the purposes of this evaluation of the OpenEP software, left atrial activation/voltage mapping data was exported from one electroanatomic mapping platform (Carto3; V6). The general format of this data consisted of a series of XML files describing the study characteristics, a series of text files, 12 per mapping point, describing the electrogram features, and a file describing the chamber geometry and electroanatomic maps created during the clinical case. Patient datasets used in this study included forty patients undergoing first-time atrial fibrillation ablation. Example datasets for use with OpenEP are available in the Supplementary Material. Prior to data export from the electroanatomic mapping platform, all electrograms were manually inspected. Electrograms which were clearly far-field were excluded from the electroanatomic maps and timing annotations were corrected as necessary. Anatomical structures were added using the mapping system to represent the mitral valve annulus and all pulmonary vein ostia. Clinical data was collected during routine patient care. Health Research Authority approval was granted for the retrospective use of this data for research (REC Reference: 18/HRA/0083).



Performance Benchmarking

To benchmark the performance of OpenEP, two metrics were considered. Firstly, the time taken to import the data and create the OpenEP data structure for each dataset was calculated. A recursive script was set up to automate measurement of data import time for each dataset. Performance benchmarking was performed on MacOS (MacBook Pro, 3.3 GHz dual core i7 processor, 16 Gb RAM, 500 Gb SSD storage), using the MATLAB environment (R2020a). Secondly, dataset size for each patient was measured using the standard operating system tools and compared with the dataset size exported by the clinical mapping system in both compressed and uncompressed (zip) formats.



Data Validation

The OpenEP data format can be used for investigation of the electropathophysiology of both atrial and ventricular arrhythmias. Here we focus on using OpenEP for atrial fibrillation electroanatomic mapping and ablation data. To benchmark the data validity of OpenEP, four analyses were performed.

Firstly, chamber volume and chamber surface area were calculated using OpenEP and compared to chamber volume calculated using the clinical mapping system. Chamber surface area was calculated based on the original mesh including the anatomical structure cut-outs (open) and based on the same mesh with any anatomical structures closed (closed) using the OpenEP functions. As an example, for the left atrium the “open” mesh is a mesh with cut-outs in place for the mitral valve and pulmonary veins whilst a “closed” mesh is a mesh with each of these anatomical structures filled in.

Secondly, the performance of OpenEP for reproducing electroanatomic maps was considered. OpenEP provides functions to display electroanatomic maps created by the clinical system as well as additional functions to re-create electroanatomic maps from raw electrogram data. To validate these functions the total activation time (TAT) and site of earliest activation were calculated for both classes of local activation time maps, and the mean chamber voltage and percentage are of low voltage were calculated for both classes of voltage maps.

Thirdly, the number of electroanatomic mapping data points identified by OpenEP was compared to the expected number of electroanatomic mapping data points based on the clinical system to ensure that all mapping points were correctly identified and parsed.

Finally, the number and position of ablation points was compared between OpenEP and the clinical systems.



Literature Survey

To determine the “real world” requirements for an electrophysiology research data storage format we performed a literature search using PubMed2 for the following terms: “(electroanatomic mapping) AND [(atrial fibrillation) OR (ventricular tachycardia)]”. To ensure applicability to contemporary research the search was limited to the previous 1-year (November 2019–2020, see “Supplementary Material”). Abstracts were screened to identify research studies in which data export of clinical electroanatomic mapping data was required. Review articles, case reports and case series using standard electroanatomic mapping techniques to deliver clinical treatments were excluded. Full text review was performed to identify data types that were analyzed for the purposes of these studies. The following 19 data types, exposed through OpenEP APIs were tabulated: chamber geometry, number of mapping points, location only points, anatomical structures, electrogram locations, bipolar electrograms, unipolar electrograms, contact force, ablation positions, ablation temperature, ablation power, ablation time, and ablation lesion indices (e.g., ablation index or lesion size index), impedance, local activation time annotations, local activation time map, bipolar map, unipolar map and fractionation map. For each study, each data type was given a score from 0–4 with 0 = data type not used; 1 = qualitative analysis using the clinical system; 2 = quantitative analysis using the clinical system; 3 = qualitative analysis following data export; and 4 = quantitative analysis following data export. Additional data types, not available through OpenEP were also considered. The frequency of occurrence of each of these data types was calculated. The percentage of studies for which OpenEP would have provided complete input data was subsequently calculated.



RESULTS


Implementation

On overview of the OpenEP architecture is shown in Figure 1. The basic architecture consists of the OpenEP data format, together with Data Parsing modules and Data Analytics modules. Implementations of the OpenEP standard have been created for three clinical systems to date: Carto3 (Biosense Webster), Velocity (St Jude Medical) and Precision (Abbot). Following data export from one of these systems, processing a dataset using OpenEP begins with a call to an import function, for example, importcarto_mem(), importprecision(), or importvelocity(). Calling these functions from the command window without arguments prompts the user to perform selections to identify the study files, the clinical map of interest, the reference mapping channel and an ECG channel. All of these selections can also be passed as arguments to importcarto_mem() to allow command line-only interaction. Subsequent parsing of the dataset is entirely automated and results in the creation of a data structure called userdata in the workspace, which can also be saved to disk. A full description of each field within this structure is given in the Supplementary Material.
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FIGURE 1. OpenEP Overview. The core components of OpenEP are the data parsing modules (used to parse data from proprietary clinical system formats) and the data analytics modules (used to access and analyze the data stored in OpenEP format).


To perform data analysis on multiple patient datasets, two template functions are provided, batchImport() and batchProcess(). The import function takes the same arguments as importcarto_mem() to fully automate the import of multiple patient datasets into OpenEP format. The process function takes as its only argument the absolute path to a directory of OpenEP data files and provides a template for performing data processing sequentially on each dataset before returning the outputs in a structure.

A list of currently available data processing functions is given in Supplementary Table 3, and a live version of the OpenEP code documentation will be hosted online3.



Performance Benchmarking

The clinical datasets consisted of left atrial electroanatomic mapping data created to facilitate atrial radiofrequency ablation for the treatment of atrial fibrillation. There were 963 ± 430 bipolar mapping points per patient (range 209 – 2031 points per map). The data was exported from the clinical mapping system as a single compressed archive, one per patient, containing plane text and XML files. There were averages of 35,175 ± 18,861 text files and 3,177 ± 1,719 XML files, per patient.

The time taken per case to import the electroanatomic mapping data was 400 ± 162 s. The time taken to import the datasets was significantly correlated with the number of mapping points in the dataset (R2 = 0.9719, P < 0.0001) (Figure 2A).
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FIGURE 2. (A) Import time was proportional to the number of mapping points in the clinical dataset. (B) Storage space required for electroanatomic mapping data was three orders of magnitude smaller than the uncompressed Carto data and two orders of magnitude less than the compressed Carto data.


The mean OpenEP dataset size was 20.5 ± 8.7 Mb, which was significantly smaller than both the compressed (1.46 ± 0.77 Gb) and uncompressed (15.54 ± 8.08 Gb) export files from the electroanatomic mapping system (Figure 2B).



Data Validation


Chamber Geometry

The relationship between chamber geometry metrics measured using the electroanatomic mapping platform and OpenEP is shown in Figure 3. There was an excellent correlation between Carto-derived metrics and OpenEP-derived metrics for chamber surface area “open” (R2 = 0.7187, P < 0.0001) and “closed” (R2 = 0.7726, P < 0.0001). There was a moderate correlation between Carto-derived metrics and OpenEP-derived metrics for chamber volume (R2 = 0.5179, P < 0.0001). Visual inspection of Bland-Altman plots showed that there was both systematic and proportional bias in the measurement of all three metrics metric, which was confirmed by weak but significant linear regression analysis of all three plots (Area, open R2 = 0.349, P < 0.0001; Area, closed R2 = 0.2204, P = 0.0013; Volume R2 = 0.2551, P = 0.0009). Functions are available within OpenEP to visualize chamber geometry, anatomical structures, and provide information about vertices within the geometry (Figure 4).
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FIGURE 3. Geometric measurements compared between the original electroanatomic mapping system and OpenEP. (A) Number of mapping points present in the original Carto map and subsequently identified by OpenEP, using getNumPts(userdata). (B) Chamber volume measured by Carto and OopenEP, using getVolume(userdata). (C) Chamber area measured by Carto and OpenEP, using getArea(usredata, 'method', 'nofill'). (D) Chamber area measured by Carto and OpenEP, using getArea(usredata, 'method', 'fill').
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FIGURE 4. Miscellaneous OpenEP functions. (A) Identification of anatomical structures using the OpenEP command: getAnatomicalStructures(userdata, 'plot', true). (B) Identification of point status for points referenced in userdata using [inoutpts, meshrefpts] = pointStatus(userdata, 'plot', true).




Local Activation Time Mapping

Example local activation time maps created using Carto and using the interpolation functions built into OpenEP are shown in Figure 5. Local activation time maps were quantified using TAT, the site of earliest activation and by a point-by-point comparison of activation times.
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FIGURE 5. Local activation time mapping. (A) Activation maps exported from the Carto electroanatomic mapping platform. (B) Activation map created by OpenEP using the Carto electroanatomic mapping data. OpenEP command: drawMap(userdata, 'type', 'act', 'orientation', 'ap'). (C) Activation map created by OpenEP using the Carto electrogram data. OpenEP command: interpData = generateInterpData(userdata, 'lat-map'); drawMap(userdata, 'type', 'act', 'orientation', 'ap', 'data', interpData). AP, antero-posterior; PA, postero-anterior; LAT, local activation time.


The total activation time was defined as the difference in activation times between the earliest and latest activation time mapping points on the Carto system. OpenEP can recover this metric from the exported data (“Point-based TAT”) and provides five additional metrics for calculating total activation time as described in Supplementary Table 1. TAT was calculated for all 40 patient datasets, using all six methods and compared with Carto-derived total activation time. There was a perfect correlation between Carto-derived TAT and OpenEP point-based TAT (R2 = 1, P < 0.001). In the era of high ultra-high density mapping these point-based metrics are vulnerable to annotation errors and therefore map-based and percentile-based methods are also provided. The correlations between these methods are shown in Figure 6A.
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FIGURE 6. Quantification of OpenEP local activation time maps. (A) Cross correlation matrix comparing Carto-defined total activation time with the six total activation time metrics available in OpenEP. (B) Point-by-point comparison of Carto-defined local activation time and OpenEP-defined local activation time maps.


The site of earliest activation was defined as the earliest point identified on the Carto-defined local activation time map. Again, OpenEP can recover this position but provides alternative methods to compute the earliest activation point, analogous to the methods for total activation time shown in Supplementary Table 2. A comparison of Carto-defined earliest activation and the percentile-based electrogram method (“ptbasedprct”) is shown in Figure 7A for a single case and summarized in Figure 7B for all 40 cases in the validation dataset. The mean distance between Carto-defined and OpenEP-defined earliest activation points was 10.8 ± 4.4 mm.
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FIGURE 7. Identification of the site of earliest activation. (A) Example activation map showing the site of earliest activation, defined as the earliest local activation time recorded by Carto shown in red, and the site of earliest activation using the OpenEP percentile method shown in blue. (B) Relationship between Carto earliest activation sites and OpenEP earliest activation sites for all 40 cases. The Carto-defined earliest activation sites are shown with red spheres and the OpenEP-defined earliest activation sites are shown with blue spheres. The connecting lines indicate the pairing of data points on a case-by-case basis. LAO, left anterior oblique; LAT, local activation time.


A point-by-point comparison of all surface based local activation times was performed. The point-by-point comparison of Carto-derived and OpenEP-derived interpolated local activation time maps revealed a highly significant correlation between these two metrics (R2 = 0.8892, P < 0.0001) (Figure 6B).

OpenEP also includes functions to create conduction velocity maps from local activation time maps, which can be displayed using the drawMap.m function. In addition, conduction velocity histogram analysis is available via the cvHistogram.m function (Figure 8). Currently, OpenEP provides a single method to calculate conduction velocity which uses the radial basis function method (Masè and Ravelli, 2010).
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FIGURE 8. Conduction velocity measurement using OpenEP software. (A) Conduction velocity maps of two cases in anterior-posterior orientation (left) and postero-anterior orientation (right). Maps created using the OpenEP function: drawMap(userdata, 'type', 'cv', 'coloraxis', [0 2], 'orientation', 'pa'). (B) Conduction velocity histograms corresponding to the maps in panel A; created using the OpenEP function call: cvHistogram(userdata). CV, conduction velocity; AP, antero-posterior; PA, postero-anterior.




Voltage Mapping

Example voltage maps created directly using Carto and indirectly using the interpolation functions built into OpenEP are shown in Figure 9. Voltage maps were quantified using the mean chamber voltage and the percentage of low voltage (defined as interpolated voltage <0.5 mV). Mean chamber voltage was significantly correlated between Carto and OpenEP voltage maps (R2 = 0.8708, P < 0.001). Similarly, low voltage area defined as the atrial area with voltage less than 0.5 mV was significantly correlated between Carto and OpenEP voltage maps (R2 = 0.8481, P < 0.0001). Scatter plots with regression lines and Bland-Altman plots for the comparison of both metrics are shown in Figure 10.
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FIGURE 9. Bipolar voltage mapping. (A) Voltage maps created using Carto, with a voltage threshold of 0.5 mV. (B) Voltage maps created using OpenEP with a voltage threshold range of 0.4–0.6 mV applied to the voltage mapping data exported by Carto. OpenEP command: drawMap(userdata, 'type', 'bip', 'coloraxis', [0.4 0.6], 'orientation', 'pa', 'colorfillthreshold', 10); (C) Voltage maps created using OpenEP with a voltage threshold range of 0.45–0.55 mV, interpolated from the raw electrogram data at every mapping point and with a color fill threshold of 10 mm. OpenEP command: interpBip = generateInterpData(userdata, 'bip-map'); drawMap(userdata, 'data', interpBip, 'type', 'bip', 'coloraxis', [0.4 0.6], 'orientation', 'pa'). AP, antero-posterior; PA, postero-anterior; Bi, bipolar voltage.
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FIGURE 10. Analysis of Carto and OpenEP voltage mapping data. (A) Assessment of mean chamber voltage using Carto and OpenEP. (B) Assessment of low voltage area using Carto and OpenEP. The OpenEP commands: getMeanVoltage(userdata, 'method', 'map'); getMeanVoltage(userdata, 'method', 'egm'); getLowVoltageArea(userdata, 'method', 'map'); and getLowVoltageArea(userdata, 'method', 'egm') were used to create the data for these figures.


OpenEP also allows more advanced quantification of voltage metrics including voltage histogram analysis (Figure 11).
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FIGURE 11. Voltage histogram analysis. (A) Voltage histogram analysis performed using bipolar voltages exported from the clinical mapping system. OpenEP command: voltageHistogramAnalysis(userdata, 'plot', true, 'method', 'map'). (B) Voltage histogram analysis performed using bipolar voltages re-interpolated from the exported electrogram voltage annotations using the OpenEP command voltageHistogramAnalysis (userdata, 'plot', true, 'method', 'egm'). Inset in lower panel shows the comparison in areas between the two methods.




Electrogram Display

OpenEP can be used to simplify the process of accessing electrograms from electroanatomic mapping data. For Carto data, the functions getIndexfromCartoPointNumber() and plotOpenEPEgms() are provided which can be used together to plot a figure containing the electrogram pertaining to a specific electroanatomic mapping point. Examples of such electrograms and comparison with the clinical electrograms are shown in Figure 12. The OpenEP function, plotOpenEPEgms() accepts a number of parameter/value inputs to customize the output which are summarized in Supplementary Table 2.
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FIGURE 12. Display of electrogram data using OpenEP. (A) Reference, bipolar and unipolar electrogram data at five selected sites on the posterior wall of a left atrium. (B) Corresponding electrograms extracted and plotted using OpenEP. Blue – bipolar electrogram; green – paired unipolar electrograms; red – reference coronary sinus electrogram. Red dots indicate the activation time annotations extracted from the clinical mapping platform. OpenEP function example: plotOpenEPEgms[userdata, 'iegm', getIndexFromCartoPointNumber(userdata,1042)]. LAT, local activation time; CS, coronary sinus; Pent, PentaRay; Uni, Unipole; Bip, Bipole.




Ablation Point Input and Display

OpenEP offers two tools that can be used for identifying ablation sites. Firstly, ablation sites may be tagged within location-only points. These points are labeled as such in userdata.electric.tags and have location data stored in userdata.electric.egmX and .egmSurfX but have no linked electrical data. Modern electroanatomic mapping systems provide metrics which quantify energy delivery (and seek to predict lesion size) during radiofrequency ablation, such as the Lesion Size Index (Whitaker et al., 2018) and Ablation Index (O’Neill et al., 2019). Since these indices vary per-platform and per-case, OpenEP provides helper functions for accessing radiofrequency index data which is appended to userdata and then stored in the subfields of userdata.rfindex. So far, only Visitags (Carto3) are implemented via the importvisitag() function but the roadmap for development prioritizes the parsing of Lesion Stability Index (Precision). Example data is shown in Figure 13, and the format of the dataset created is shown in the Supplementary Material. Additional functions are provided to plot the ablation sites, colored by any available ablation parameter and calculate ablation area. Ablation parameters (time, force, impedance, temperature, and power) can currently be plotted from the available raw data and the roadmap for development includes the provision of help functions to streamline these graphing functions.
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FIGURE 13. Representation of ablation points and quantification of ablation area using OpenEP. (A) Ablation lesion representation in the Carto electroanatomic mapping platform. (B) Ablation lesion representation using OpenEP. Ablation lesions are colored according to the Ablation Index (low = white; high = red). OpenEP function call: plotVisitags(userdata, 'color', visitag.tag.index.value). (C) Specifically for the Carto electroanatomic mapping platform the “grid” of ablation positions is also exposed together with all ablation-related data (impedance, time, temperature, and contact force). OpenEP function call: plotVisitags(userdata, 'plot', 'grid'). (D) Ablation area can be calculated with the OpenEP function call: ablArea = getAblationArea (userdata). Ablation area can be added to an existing plot using the OpenEP function: plotAblationArea(userdata).




Literature Survey

Following the initial literature search, 136 suitable articles were identified (see “Supplementary Material”). Case reports (n = 18), clinical series using electroanatomic mapping for treatment (n = 5), editorials (n = 5), guidelines (n = 6), conference abstracts (n = 1), non-electroanatomic mapping studies (n = 30), non-English language studies (n = 4) and review articles (n = 10) were excluded leaving 46 studies for analysis.

The frequency of data types analyzed amongst all the studies is shown in Figure 14.
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FIGURE 14. Data types assessed by contemporary electroanatomic mapping studies. Blue bars represent the data types currently accessible through OpenEP. Orange bars represent the data types which are not currently accessible through OpenEP but which form objectives in the Roadmap for Development (https://openep.io/roadmap).


Studies were scored according to the highest level of data analysis performed, ranging from qualitative analysis on the clinical system (score = 1) to quantitative analysis following data export (score = 4). Of the included studies, 6/46 (13%) performed qualitative analysis on the clinical system and 30/46 (65%) performed quantitative analysis on the clinical system. A minority of studies (10/46, 22%) performed data export from the clinical system, and all of these studies performed quantitative analysis of at least some electroanatomic mapping data. Of all the studies analyzed, 21/41 (51%) performed quantitative analysis of chamber geometry or low voltage areas manually using area measurement tools embedded in the clinical system.

The current implementation of OpenEP exposes access to the full electroanatomic mapping dataset and analysis techniques required for completion of 31/46 studies (67%). When image integration and registration-type analyses, for which there are several existing software platforms, are excluded this figure rises to 36/46 (78%). Additional electroanatomic mapping data requirements included access to full 12-lead ECGs at each mapping point (4 studies), re-calculation of electrogram complexity/fractionation indices (2 studies), analysis of late potentials (3 studies), segmental analysis of the atria (3 studies) or ventricles (3 study) and creation of isochronal local activation time maps (1 study). In addition, image integration analysis – for example registering electroanatomic mapping data to imaging data, importing imaging data into a clinical system or exporting imaging data from a clinical system – was performed in 7 studies.

Considering all the analysis techniques applied across all the studies together, 101 analysis techniques were performed qualitatively on the clinical system, 112 analysis techniques were performed quantitatively on the clinical system, 2 analysis technique was applied qualitatively following data export and 41 analysis techniques were performed quantitatively following data export. In summary qualitative analysis was performed for 103 analysis techniques and quantitative analysis was performed for 153 analysis techniques. Considering each class of analysis technique (qualitative vs. quantitative) separately, the current OpenEP framework would have provided access to 96 of 103 qualitatively assessed data points (93%) and 134 of 154 quantitatively assessed data points (87%). In doing so, OpenEP removes a barrier to clinical electrophysiology research and facilitates offline analysis of electrophysiology data.



DISCUSSION

In this study we introduce the OpenEP (Open Electrophysiology Interface for Research) framework and provide performance and validation benchmarking. We demonstrate improvements in data storage efficiency for clinical electroanatomic mapping data. We illustrate the simplicity of using OpenEP for data analysis activities in electrophysiology research, many of which can be executed using single-line function calls. We further demonstrate, through a retrospective assessment of recent literature, the suitability of the OpenEP data format for representing electroanatomic mapping data used in contemporary arrhythmia research. Finally, we introduce the OpenEP website4 which will provide code documentation, example datasets and outlines the roadmap for future development. All source code referred to in this work is linked to from the OpenEP website and is licensed under the Apache License 2.0. The release used in this paper is archived with Zenodo (DOI: 10.5281/zenodo.4471319 and available from https://doi.org/10.5281/zenodo.4471319 (Williams and Linton, 2021).

A key advantage of the proposed framework for data analysis is that the methods and algorithms are published in full, allowing inspection by collaborators, other researchers or industrial partners. In particular this development can ensure confidence in the published methods. Notably, the literature survey performed here identified that a majority of recent electroanatomic mapping studies performed area measurements of either an entire chamber or of specific regions (for example low voltage regions). However analysis using OpenEP showed that there were both systematic and proportional biases in the assessment of chamber area. Consistent with this observation are the existing reports that manual measurements of low voltage areas are error prone (Herczeg et al., 2020a,b). In contrast, area measurements in OpenEP are implemented using conventional geometric techniques. Whilst every effort has been taken to ensure their correct implementation, the open nature of the platform further allows others to confirm the accuracy of these implementations for themselves. Finally, by providing a standard analysis method which can be used by any researchers in future studies the provision of this platform could ensure comparability between such studies.

Minimizing data storage requirements is a further benefit of the OpenEP framework. There are three ways in which the OpenEP format improves data storage requirements. Firstly, OpenEP eliminates redundancy in the data such that there is only one copy of every unique electrogram. Secondly, the entire dataset (including anatomical and electrical data) is stored as a single data structure rather than multiple individual files which eliminates the file system overheads necessary to store large numbers of files. Finally, the data is stored as a binary file rather than a series of text files. In the format exported by the clinical mapping systems each individual patient data set is typically in the order of 1–2 Gb in size. The OpenEP format significantly reduced the storage requirements for this dataset. Given that typical electroanatomic mapping studies may recruit 1–2 hundred patients it is not uncommon for the data storage requirements for one study to be greater than that available on a single personal computer. Furthermore, transferring data between external storage media for access is time consuming, especially when many thousands of individual files make up one patient dataset. Aside from the convenience aspect of improved data storage there is increasing awareness of the environmental impact of wasteful data storage practices (Lucivero, 2020). In this context, the OpenEP framework allows electroanatomic mapping data to data to be stored in an efficient manner.

We also highlight that the OpenEP data structure has been designed with extensibility in mind, most easily illustrated with an example. When creating geometric maps of electrophysiological parameters – such as electrogram voltage or activation time – a three-dimensional interpolation is necessary to create a visual color representation of the physiological parameter of interested. This interpolation is commonly performed using commercially available clinical electroanatomic mapping platforms. OpenEP permits access to, and analysis of, these clinical data interpolations. However, there are numerous methods to perform spatial interpolation which can result in different interpretations of the same data. OpenEP therefore provides its own internal framework for performing interpolations based on the originally acquired electrical data. The OpenEP function generateInterpData() is a key function for carrying out this task and can be easily modified/extended to make use of alternative methods for data interpolation. A further example of the extensibility of the OpenEP data structure is in the visualization routines. These routines make use of data “getter” methods which access the required data from the OpenEP data structure. For example, plotOpenEPEgm() makes use of getOpenEPEgm() and quantifyVoltageDistribution() makes use of getVoltageDistribtion(). By separating the visualization routines from the “getter” routines it is possible to easily implement alternative visualization techniques whilst making use of the same data as the OpenEP framework.

As noted above the OpenEP framework has been in active development and use for over a decade within our own research groups (Linton et al., 2009; Jamil-Copley et al., 2013; Williams et al., 2017, 2018, 2019; Whitaker et al., 2018). As such it has evolved, project by project, to include additional functionality when required. In order to evaluate how well this functionality now maps to functionality required in contemporary electroanatomic mapping studies a literature review was performed to assess the datatypes and analysis methods in use in the previous 1 year of electroanatomic mapping studies (November 2019–2020, see “Supplementary Material”). This analysis revealed that the majority of data types required for recent studies are now exposed through OpenEP functions. This analysis also revealed a number of areas for future development including parsing and analyzing full 12-lead ECG signals, providing methods to perform fractionation analysis of intracardiac electrograms, methods to perform segmental analysis of the atria and ventricles and methods to assess late potentials in ventricular tachycardia studies. These areas have now been mapped to the roadmap for future development, which will be made available through the OpenEP website5.

One area that is included in the roadmap for future development is the implementation of alternative methods for calculating conduction velocity. Although a simple concept, the measurement of conduction velocities from clinical data is challenging with multiple previous techniques proposed including triangulation of electrode positions/activation times (Kojodjojo et al., 2006a,b, 2007; Sawa et al., 2008; Ravelli et al., 2011; Cantwell et al., 2014), vector loops and omnipole mapping (Kadish et al., 2003; Massé et al., 2016; Deno et al., 2017), cosine-fit techniques (Weber et al., 2011; Roney et al., 2014, 2019) polynomial fit techniques (Nalliah et al., 2021) and calculation of the spatial gradients of local activation fields (Mourad and Nash, 2007). The method currently implemented in OpenEP uses radial basis function interpolation (Masè and Ravelli, 2010). Future work is planned to incorporate other conduction velocity measurement techniques within the OpenEP framework.

Related to conduction velocity is the concept of local activation time assignment. Currently, local activation time assignment within OpenEP is taken from the clinical mapping system. However, it could be useful to perform activation time assignment within OpenEP itself in order to create activation maps which are agnostic to the clinical system used for collecting electrogram data. Several OpenEP functions including getElectrogramX(…), getEgmsAtPoints(…), and getWindowOfInterest(…) will be particularly useful for developing local activation time assignment functionality which is not yet part of OpenEP.

During the literature review process we identified two prior studies (Brett et al., 2020; Hohmann et al., 2020) that have made code available for accessing electroanatomic mapping data. In these study the system-created voltage maps alone were exported from clinical systems and a parser was written to import these data into the 3D Slicer program. These computer codes do not therefore allow access to the full array of electroanatomic mapping/ablation data exposed by OpenEP. Compared to this study the OpenEP framework provides access to all the individual datatypes available from the electroanatomic mapping platforms including raw electrogram data, ECG data, ablation data and interpolated electrophysiological maps and further provides methods to visualize and analyze mapping, electrogram and ablation data. In addition, through these series of analyses we have benchmarked and validated the current performance of the OpenEP framework and provided a roadmap for its future development.


Limitations

The OpenEP framework will likely never be in a position where it could be considered “complete.” Indeed, electroanatomic mapping platforms are evolving all the time and the OpenEP framework will need to continually evolve in order to continue to represent contemporary data. However, we hope that by making the software available under an open-source license we will encourage other researchers to become actively involved in this development process and we welcome them to do so.

Based on our experience during the years of developing this framework, this code is entirely based on the Matlab software. This is a limitation which necessitates access to a Matlab executable in order to run the code. Whilst many researchers will have access to Matlab through their institution, this is not ubiquitous and may limit use of the code. One proposal within the roadmap for development is to create a standalone version of the platform which can be used with only the Matlab runtime environment which does not require a license to access whilst a further development could modify the OpenEP framework to be able to use the open-source Octave platform. A more extensive refactoring to use Python, instead, would be more involved but may lead to advantages in terms of usability and extensibility and is under active consideration.

The literature review performed here highlighted a number of additional functionalities that may be useful for certain contemporary studies. Amongst these we have prioritized segmental analysis of the atria and ventricles as key targets and included these within the roadmap for development. However, to complete segmental analysis will currently require code functionality that is not currently available within OpenEP and will need to be developed.

The opportunity exists to improve the visualization functions within OpenEP. For example, the rendering of local activation time maps using the drawMap.m function has currently been implemented to closely resemble the maps created by the clinical electroanatomic mapping systems, using a modification of the rainbow color map. However, it is recognized that the rainbow color map has several limitations (Borland and Taylor, 2007). Improvements such as rendering isochronal lines could improve the representation of continuous scale data such as local activation times. This objective has been included in the Roadmap for Development.



CONCLUSION

In conclusion here we present the OpenEP framework for electrophysiology research, demonstrate its space-efficiency, benchmark its performance and validate the data exposed by the framework. By making the source code available to the research community along with a supporting website we hope that the OpenEP framework can provide the simultaneous benefits of lowering the barriers to conducting contemporary electrophysiology research whilst standardizing the approach to many of the core data processing functions required to conduct such research.
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Purpose: Identifying targets for catheter ablation remains challenging in persistent atrial fibrillation (persAF). The dominant frequency (DF) of atrial electrograms during atrial fibrillation (AF) is believed to primarily reflect local activation. Highest DF (HDF) might be responsible for the initiation and perpetuation of persAF. However, the spatiotemporal behavior of DF remains not fully understood. Some DFs during persAF were shown to lack spatiotemporal stability, while others exhibit recurrent behavior. We sought to develop a tool to automatically detect recurrent DF patterns in persAF patients.

Methods: Non-contact mapping of the left atrium (LA) was performed in 10 patients undergoing persAF HDF ablation. 2,048 virtual electrograms (vEGMs, EnSite Array, Abbott Laboratories, USA) were collected for up to 5 min before and after ablation. Frequency spectrum was estimated using fast Fourier transform and DF was identified as the peak between 4 and 10 Hz and organization index (OI) was calculated. The HDF maps were identified per 4-s window and an automated pattern recognition algorithm was used to find recurring HDF spatial patterns. Dominant patterns (DPs) were defined as the HDF pattern with the highest recurrence.

Results: DPs were found in all patients. Patients in atrial flutter after ablation had a single DP over the recorded time period. The time interval (median [IQR]) of DP recurrence for the patients in AF after ablation (7 patients) decreased from 21.1 s [11.8 49.7 s] to 15.7 s [6.5 18.2 s]. The DF inside the DPs presented lower temporal standard deviation (0.18 ± 0.06 Hz vs. 0.29 ± 0.12 Hz, p < 0.05) and higher OI (0.35 ± 0.03 vs. 0.31 ± 0.04, p < 0.05). The atrial regions with the highest proportion of HDF region were the septum and the left upper pulmonary vein.

Conclusion: Multiple recurrent spatiotemporal HDF patterns exist during persAF. The proposed method can identify and quantify the spatiotemporal repetition of the HDFs, where the high recurrences of DP may suggest a more organized rhythm. DPs presented a more consistent DF and higher organization compared with non-DPs, suggesting that DF with higher OI might be more likely to recur. Recurring patterns offer a more comprehensive dynamic insight of persAF behavior, and ablation targeting such regions may be beneficial.

Keywords: atrial fibrillation, catheter ablation – atrial fibrillation, non-contact mapping, atrial electrograms, dominant frequency analyses, recurrent patterns, spatiotemporal patterns, pattern recognition


INTRODUCTION

Atrial fibrillation (AF) is the most common cardiac arrhythmia in clinical practice, affecting 1–2% of the population worldwide (Nattel, 2002). AF increases the risk of stroke 5-fold and is associated with increased heart failure, mortality and higher healthcare utilization costs (Nattel, 2002). Although catheter ablation is an effective therapy for paroxysmal AF (pAF) (Haissaguerre et al., 1998; Fichtner et al., 2015), the identification of areas for successful ablation in patients with persistent AF (persAF) remains a challenge due to the existence of complex arrhythmogenic mechanisms (Jalife et al., 2002; Nattel, 2002, 2003).

Previous studies have shown that sustained AF induces structural and electrical remodeling in atrial tissue (Goette et al., 1996). These regions can potentially host focal ectopic activity and re-entry circuits, resulting in rapid local activations (Ashihara et al., 2012), which are important in triggering and perpetuating atrial arrhythmias. Atrial electrograms (EGMs) acquired from such atrial substrate regions have short cycle length. Dominant frequency (DF) has been introduced as a measure of the local activations from EGMs collected during AF (Figure 1) (Mansour et al., 2001). High DF (HDF) has been shown to represent atrial regions with rapid electrical activation rates, which might be related to remodeled atrial substrate and, therefore, could be targets for ablation (Sanders et al., 2005).


[image: Figure 1]
FIGURE 1. Diagram of the signal processing steps of the atrial electrograms: (1) St. Jude Ensite: left atrial Geometry isopotential map exported from Ensite Velocity System; (2) QRST subtraction: Electrograms using one ECG lead as reference; (3) FFT and DF detection: power spectrum of the current non-contact atrial signal and DF identification; (4) 3D and 2D DF/HDF maps: MATLAB reconstructed 3D Atrial geometry with color-coded DF/HDF and transformation to 2D uniform grid; (5) HDF maps identification: sequential 2D HDF maps used as input of the pattern extraction algorithm; (6) Pattern extraction: pattern extraction algorithm identifying recurrent spatial patterns.


Clinical studies with DF-guided ablation reported suboptimal results. A small clinical study that first demonstrated combining pulmonary vein isolation (PVI) with ablation of maximum DF sites achieved a success rate of 56% in persAF patients (Atienza et al., 2009). Later, a prospective randomized clinical trial of 232 patients with paroxysmal and persistent AF reported no improvement in ablation outcomes with a DF-guided approach compared with PVI alone (Panikker et al., 2016). However, only sequential mapping approaches were used in those studies, with the implicit assumption of temporal stability of DF.

We have previously found that DF is spatiotemporally unstable when using high-density non-contact mapping (NCM) in the left atrium (LA) (Jarman et al., 2012). This finding questions the appropriateness of using sequential data collection in DF mapping. More interestingly, our recent work suggested that some HDFs might present recurrent behavior, in which HDF activity reappears in the same atrial region in different time instants (Salinet et al., 2014). Therefore, we hypothesize that atrial regions with recurrent HDF activity might provide further details of the underlying mechanisms that sustain AF. The main objective of this study is to develop an automated tool to investigate the recurrent behavior of HDF maps and its spatiotemporal repetition. Through detailed investigation of recurrent HDF maps, the underlying spatiotemporal periodicity of atrial activity could be unveiled and may offer a more comprehensive insight of dynamic behavior in underlying persAF and the impact of ablation.



METHODS


Electrophysiological Study

The present USURP-AF (Understanding the electrophysiological substrate of persistent atrial fibrillation) study was approved by the local ethics committee at the University Hospitals of Leicester NHS Trust and local NHS research ethics committee. Ten patients undergoing catheter ablation for persAF for the first time were recruited. Details of the patients' baseline characteristics are presented in Table 1.


Table 1. Clinical characteristics of patients.

[image: Table 1]

Prior to the ablation, all drugs except amiodarone were stopped for at least 4 half-lives. During the procedure, bilateral femoral venous access was obtained under fluoroscopic guidance, and a quadripolar catheter and a deflectable decapolar catheter were placed at the His position and Coronary Sinus (CS), respectively. Trans-septal puncture was performed to gain access to the left atrium (LA). A non-contact multi-electrode array (MEA) catheter (EnSite Velocity, Abbott Laboratories, USA) and a conventional deflectable mapping catheter were deployed in the LA. Anticoagulant drugs were administered to maintain an activated clotting time >300 s. A high-resolution 3D geometry of the LA was created using EnSite Velocity electro-anatomical mapping system (Abbott Laboratories, Figure 1) and anatomical locations were annotated. Virtual EGMs (vEGMs) were recorded for up to 5 min. Baseline recording was collected for up to 5 min, from which a 30 s segment was exported and analyzed during the procedure to obtain the HDF sites in the LA using an in-house computer application (Li et al., 2017). High DF regions in the LA were identified as previously described (Salinet et al., 2014). The clusters of centers of HDF sites were targeted for ablation (Li et al., 2017) (Supplementary Figure 12). Following DF-guided ablation, a post-ablation recording was collected for up to 5 min, following which pulmonary vein isolation (PVI) was carried out with the circular, multipolar PVAC catheter (Medtronic Inc.). Four out of 10 patients had AF termination [3 atrial flutter (AFL, 1 sinus rhythm) by HDF ablation prior to PVI (Chubb et al., 2016)]. There were no adverse events in any of our 10 patients.



Data Acquisition and Signal Processing

Intracardiac signals were collected using the non-contact MEA catheter as described above. The vEGMs (2,048 channels) were sampled at 2034.5 Hz and exported with the filter setting of 1–150 Hz. The data was analyzed offline using MATLAB R2013a (Mathworks, USA). The vEGMs were resampled to 512 Hz using cubic spline interpolation method to reduce processing time while maintaining a relatively high sampling rate for the frequency analysis. As illustrated in Figure 1, ventricular far-field activity was removed from the recorded vEGMs using a QRST subtraction technique previously described (Salinet et al., 2013). The vEGMs were then divided into 4 s window segments with a 50% overlap. For each segment, spectral analysis was performed using fast Fourier transform (FFT). A Hamming window was applied to the atrial vEGMs to reduce leakage. Zero padding was used to improve the DF identification with a resulting frequency step of 0.05 Hz. DF was defined as the peak in the power spectrum within the physiological range of 4–10 Hz (Salinet et al., 2014).



HDF Pattern Extraction

HDFs were defined as atrial nodes with DF values equal to or greater than the top 10th percentile DF values across the LA surface for each time window. Binary HDF maps were generated for all windows, where HDF regions were marked as “ones” and low DF (LDF) regions were marked as “zeros” (Figure 1). The vEGMs of 2,048 virtual electrodes were mapped onto a 64 × 32 2D rectangular grid, as previously described (Li et al., 2020a). The 2D binary HDF maps (graphic pattern) were used as the input of the pattern extraction algorithm based on 2D correlation (Li et al., 2015), to find the reappearing HDF maps in time and cluster the maps into patterns.

A 2D Pearson's correlation coefficient (CORR) (Equation 1) was used as a measurement of similarity between the HDF maps at different time windows. Here, A, B represent the 2D HDF maps; [image: image] their average values; and i and j are the row and column of the images.
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Figure 2A contains the flowchart of HDF pattern extraction algorithm, in which all the generated 2D HDF maps are referred to as the “data pool” and a single HDF map is referred to as an “element.” Briefly, the key steps of the algorithm can be explained as:

• Step 1: Compute the CORR of first element of the data pool with the rest, set the elements with CORR greater than a threshold and the current element (CE) defined as current pattern (CP).

• Step 2: Calculate the CORR of the other elements (if there are any) in CP with the elements in the data pool and add the elements greater than the threshold to CP. Remove the CP maps from the data pool, repeat this until there are no elements joining the CP at the last element.

• Step 3: Consider as a pattern if more than one element is found and move on to the next pattern.

• Step 4: Repeat steps 1, 2, and 3 until there are no more elements in the data pool. Sort the patterns by number of elements.


[image: Figure 2]
FIGURE 2. (A) The flowchart of the pattern extraction algorithm; (B) all recurrent patterns of patient 6 with the 2D HDF maps involved in each pattern and the corresponding time windows numbers, color-coded 3D geometry showing the overlap of all the pattern windows.


The CORR threshold was set as 0.6 for the analysis. Effects of the CORR threshold of the pattern extraction algorithm are discussed in the Supplementary Material. Please note the algorithm generates consistent patterns with arbitrary choice of first element of the data pool, as pattern elements will finally converge when no elements outside the pattern can generate CORR greater than threshold with any element in the current pattern.



Temporal Pattern Analysis

The pattern extraction algorithm was applied to the HDF maps of the 10 patients before and after DF-guided ablation. Figure 2B illustrates one example of all the patterns for one patient. In order to investigate the recurrence of events, the dominant pattern (DP) was defined as the HDF pattern with the highest recurrence (Pattern 1).



Feature Analysis of the Dominant Pattern

The mean and standard deviation of the DF, and the organization index (OI) of the HDF regions of each map were calculated. OI is defined as the area under the curve of DF peak divided by the area under the curve of the entire power spectrum (Everett et al., 2001; Jarman et al., 2014). The average and standard deviation of DF and OI of the DP windows and the non-DP windows were compared.

To study the behavior of secondary DPs, the mean and standard deviation of the DF, and the organization index (OI) of the HDF regions of each map were calculated. The DF and OI in the HDF regions of the secondary DPs (i.e., 2nd dominant, and 3rd dominant patterns) were compared. The average and standard deviation of DF and OI of the DP windows, secondary DPs and the non-DP windows were compared.



Regional Analysis

The LA geometries of the 10 patients were manually segmented by an experienced clinician into 12 regions – Mitral valve (MV); Left upper pulmonary vein (LUPV); Left lower PV (LLPV); Right upper PV (RUPV); Right lower PV (RLPV); Roof; Posterior (Pos); Anterior (ant); LA appendage (LAA); MV isthmus (MVI); Septum (sept); Floor. The segmentation was manually performed on the EnSite Velocity System by creating virtual 3D surface lesion points to form closed loop boundary points for each anatomical region. The numbering of 3D locations was recorded and saved in Microsoft Excel format. An automated MATLAB software was developed to read the data and the corresponding 3D coordinates (lesion files) of the boundary lesion points. For each set of the boundary lesion points, a closed 3D polygonal mesh was created using Delaunay triangulation. Vectors were created connecting the center point of the LA mesh and surface nodes locations, and regional labels were estimated according to the intersection between the vectors and any of the triangular faces of the 3D polygon mesh. Thus, surface nodes of the triangular mesh within boundary points were detected for all regions, and all vEGMs were assigned to anatomical labels. The DP HDF occurrence at all anatomic regions were counted.



Statistical Analysis

Wilcoxon matched-pairs signed rank tests were performed to compare the mean time intervals before and after ablation. The average and standard deviation of DF and OI of the DP windows and the non-DP windows were also compared using Wilcoxon matched-pairs signed rank tests. DF and OI of the DP, secondary DPs and non-pattern windows were compared with unpaired ordinary one-way ANOVA, and each two classes were compared with unpaired t-tests. The average and standard deviation of DF and OI of DP, secondary DPs and non-pattern windows were compared with paired one-way ANOVA, and each two classes were compared with paired t-tests. One-way ANOVA was used to compare the regions hosting DP. A P-value below 0.05 was considered significant in all statistical tests.




RESULTS

A total of 2,793 DF maps were analyzed, in a total of 2983.5 s before and 2664.5 s after DF-guided ablation. Recurrent patterns were found on all 10 patients before and after ablation using the proposed algorithm.


Recurrence of HDF Patterns

The time windows in which the DPs occurred were annotated before and after ablation for all the patients in order to investigate their periodic behaviors. An example of the DP recurrences and their atrial locations for one of the patients is illustrated in Figure 3A. The temporal behavior of the DPs for each patient is shown in Figure 3B. The time instants in which the DPs occurred are marked in black. Both the percentage of duration of the DP windows and the mean intervals between the time windows hosting DPs have been measured in order to assess the incidence of DP recurrences (Table 2).


[image: Figure 3]
FIGURE 3. (A) Example of 3D HDF maps of the DP in patient 6; (B) The time occurrences of the DP of each patient pre-/post-ablation (black: DP windows; gray: non-DP windows). Patients 4, 5, and 10 were in atrial flutter post ablation demonstrating a single DP.



Table 2. The duration of the dominant pattern windows and the mean interval among subsequent occurrences of patterns before and after ablation for all patients.

[image: Table 2]

HDF-guided ablation therapy prior PVI increased the DPs occurrence in 7 out of 10 patients, suggesting increased AF organization following ablation, as illustrated in Figure 3B. In general, the time interval (median [IQR]) of DP recurrence for all patients decreased from 16.8 s [11.5–32.4 s] to 6.5 s [3.3–16.0 s] after ablation (p = 0.13). Patients 4, 5, and 10 converted to atrial flutter following ablation. The post-ablation DP accounted for 68.1% for patient 4, 94.8% for patient 5 and 93.6% for patient 10 of the total recorded windows, which corroborates the robustness of the method in capturing underlying recurrent DF patterns (Table 2). The time interval of DP recurrence for the patients remaining in AF (excluding patients 4, 5, and 10) after ablation decreased from 21.1 s [11.8–49.7 s] to 15.7 s [6.5–18.2 s] (p = 0.29).

Please note, as mentioned in section HDF Pattern Extraction, the CORR threshold was set as 0.6 for the analysis to allow a sufficient number of recurrences for all patients (see Supplementary Figure 11). This choice may have some effects on the above results of recurrences.



DP Features

The DF and OI in the HDF regions for all the maps were calculated. Figure 4A illustrates the recurring HDF maps and the time window occurrences of the DP. The average frequency in HDF regions inside the DPs was 6.25 ± 0.73 Hz, and 6.26 ± 0.70 Hz in non-DPs (p = 0.92; Figure 4Bi). However, the standard deviation of mean DF in HDF regions in the DPs was significant lower when compared with that outside the DPs (0.18 ± 0.06 vs. 0.29 ± 0.12 Hz, p < 0.05; Figure 4Bii). Additionally, the OI was significantly higher in the DP regions compared to non-DP regions (0.35 ± 0.03 vs. 0.31 ± 0.04, p < 0.05; Figure 4Biii).


[image: Figure 4]
FIGURE 4. (A) 3D left atrial HDF maps in dominant pattern windows; (B) i. Average mean DF of HDF regions in and outside DP windows before ablation; ii. Standard deviation of mean DF of HDF regions in and outside DP windows; iii. Average mean OI of HDF regions in and outside DP windows before ablation.




Regional Difference of DP Occurrence

As illustrated in Figure 5A, the anatomic regions were segmented and HDF visits from DPs for each region were calculated. The proportion of HDF regions in DP on each anatomic region are summarized in Figure 5B. The distributions varied among regions (p < 0.01). The regions hosting DPs most often were the septum and the LUPV (Figure 5C).


[image: Figure 5]
FIGURE 5. (A) Example of the atrial segmentation and detection (top: Ensite; bottom: MATLAB reconstruction); (B) Percentage of DP pattern occurrences of all patients at different atrial regions; (C) Count of occurrences of DPs of all patients at different atrial regions.




Secondary DP Features

As illustrated in Figure 6A, the DFs inside the HDF regions of the DP, 2nd DP, 3rd DP windows and non-DP were significantly different (5.65 ± 0.70 vs. 5.59 ± 0.85 vs. 5.54 ± 0.81 vs. 6.18 ± 0.88 Hz, p < 0.0001). DFs were shown to reduce with the decreased hierarchy of patterns (i.e., from 1st DP to 3rd DP, p < 0.0001), but were all significantly smaller than the non-DP windows (p < 0.0001). Figure 6B demonstrates that OIs inside the HDF regions were significantly different (DP: 0.37 ± 0.13; 2nd DP: 0.36 ± 0.14; 3rd DP: 0.35 ± 0.14; and non-DP: 0.32 ± 0.13, p < 0.0001). OIs directly decreased according to the decreasing order of dominance of the patterns (i.e., from 1st DP to 3rd DP, and then to non-DP windows, p < 0.0001). In Figure 6C, the standard deviation of mean DF in HDF regions across pattern windows were 0.125 ± 0.065 Hz for DP, 0.164 ± 0.135 Hz for 2nd DP; and 0.093 ± 0.066 Hz for 3rd DP (p = 0.1774 for DP vs. 2nd DP; p = 0.3558 for DP vs. 3rd DP; p = 0.2135 for 2nd DP vs. 3rd DP), but they were significantly lower when compared with the non-DP individually (0.240 ± 0.148 Hz; p = 0.0033 for DP vs. non-DP; p = 0.0016 for 2nd DP vs. non-DP; p = 0.0274 for 3rd DP vs. non-DP). As illustrated in Figure 6D, multiple patterns existed in all patients and a higher portion of DPs and secondary DPs were observed after ablation in most of the patients. Details of all the recurrent patterns from all patients can be found in the Supplementary Material.
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FIGURE 6. (A) DF values of HDF regions in 1st DP, 2nd DP, 3rd DP, and non-DP for all patients (mean and standard deviation); (B) OI values of HDF regions in 1st DP, 2nd DP, 3rd DP, and non-DP for all patients (mean and standard deviation); (C) Standard deviation of mean DF of HDF regions in 1st DP, 2nd DP, 3rd DP, and non-DP for all patients (mean and standard deviation). (D) The percentage of DPs and Non-DP occurrences for all patients before and after ablation.





DISCUSSION

In this study, we developed an automated tool that characterizes the recurrent behavior of HDF maps and its spatiotemporal repetition. We are the first to show that different patterns of DF consistently reappear in the LA during human persAF, providing valuable insights regarding the underlying spatiotemporal behavior and complexity of this arrhythmia. Although persAF is characterized by turbulent activations, the recurrence of DF patterns could indicate AF drivers which may have been anchored in the substrate. With detailed investigation of recurrent HDF maps, the underlying spatiotemporal periodicity of atrial activity could be unveiled and may offer a more comprehensive insight of the dynamic behavior of persAF. We have also shown that there exist recurrent spatial patterns at different levels of periodicity and present summaries of the types of spatial patterns that may be more likely to recur. Detailed investigations of these recurrent spatial patterns could further help to define the potential targets for ablation.


HDF Pattern Recurrences

Previous studies have shown that the DFs of individual vEGMs are temporally unstable when mapped with NCM, where a recurrent behavior in HDF reappearance was noticed in the LA, sometimes within 10 s (Salinet et al., 2014). In the present study, multiple recurrent activities were found for most of the patients using the proposed pattern extraction technique on NCM signals. This finding reinforces the idea that persAF is not entirely random, and that instead, various degrees of spatiotemporal organization may co-exist (Gerstenfeld et al., 1992; Botteron and Smith, 1996). Despite the evident complexity of AF sustained by the meandering of multiple wavelets (Wijffels et al., 1995), wave collision (Allessie et al., 1996), or breakthrough activations (Gray et al., 1996), some atrial regions present remarkable recurrent activation with a certain degree of organization. These activities could therefore be explained by ectopic activities (Haissaguerre et al., 1998; Chen et al., 1999) and local re-entries (Moe et al., 1964). Additionally, one single DP was found in patients whose AF converted to atrial flutter following HDF-guided ablation. This was expected since atrial flutter is an organized arrhythmia compared to AF (Winter and Crijns, 2000). Atrial flutter is usually sustained by one macro re-entrant circuit and, therefore, the organized spatiotemporal behavior – i.e., faster and with more reappearances – of the DPs correlates with the higher level of regularity of atrial flutter. This finding could also support and help validate the potential use of the proposed method in describing spatiotemporal regularization from AF to more organized tachyarrhythmia. In addition, an overall increase of DP recurrence was found after ablation, suggesting catheter ablation in this cohort of patients may have increased the spatiotemporal regularization and transformed a complex persAF rhythm to a less complex and more organized tachyarrhythmia. Nevertheless, patients 4 and 5 had lowest DPs occurrences prior to ablation responded well to ablation, which may suggest that a less organized rhythm could still be converted with appropriate ablation.



DP Features – What Frequency Features Are More Likely to Recur?

To investigate whether specific EGM features could predict HDF recurrence, binary HDF maps were set as input of the algorithm, so that the system was blind to the DF values of each HDF map. In other words, only the location and shape of the HDF maps were taken in consideration with regard to studying the recurrence behavior. Although the reappearing HDF maps were not dependent on the DF value that defined the HDF region, lower standard deviations of the mean DF within the DPs were found, which suggests that higher temporal consistency of the detected pattern over the non-pattern maps (i.e., when a map is recurrent in time, there is a high chance that the DF would be more similar than other non-recurring maps). OI has been proposed as a method to measure the “dominance” of the DF in atrial sites (Everett et al., 2001; Jarman et al., 2014). Our findings show the OI of the recurrent HDF maps to be higher in DP than in non-DP regions. HDF maps with higher OI being more likely to reappear further supports the hypothesis of the existence of underlying periodic atrial activity during AF. This may suggest that more organized periodic atrial activity may be more likely to drive the rhythm and might have a higher chance of showing a recurring spatial pattern.

In the analysis of secondary patterns, we found that the recurrent patterns did not necessarily have the highest frequency across all time windows. This could suggest that the higher non-recurrent frequency could be a passive phenomenon (wave collisions) (Allessie et al., 1996; Gray et al., 1996) and an unwanted harmonic frequency (multiples of the fundamental frequency) (Traykov et al., 2012). This was also supported by the results that spectral organization decreased from the most recurring pattern to less recurrent and dropped to a minimum at non-recurring patterns (Figure 6B). There was also a decrease in DFs from the most recurrent pattern to the least recurrent pattern, suggesting that patterns with high organization and relative high frequency could be more likely to recur in time with similar location and graphic pattern.



Regional Pattern Distribution

The distribution of the recurrent DP areas varied among atrial regions for all patients. Our results suggest that the LUPVs and the septum are more likely to host DPs. Considering that PVs have been shown important in the initiation and maintenance of AF, and that usually maximum DF sites can be found near the PVs (Oral et al., 2002; Sanders et al., 2005; Atienza et al., 2009), it could be expected that the PVs might also be preferred sites to host DPs. Additionally, our findings suggest that the septum is one of the regions prone to host recurrent behaviors, which is in agreement with previous studies that have shown the septum as one of the critical sites for AF termination during ablation (Schmitt et al., 2007; Calo et al., 2008; Porter et al., 2008; Takahashi et al., 2008; Park et al., 2009; Roux et al., 2009; Uldry et al., 2012).



“Recurrent Patterns” in AF

AF is a complex rhythm and often shows complex propagation patterns. This poses significant challenges to narrow down the potential driver sites using atrial signals often captured: (1) during single cycles of activation or short signal lengths (i.e., 2.5 s); (2) from single or localized atrial site(s); and (3) sequentially. Therefore, the search for “recurrent patterns” in AF is not a new concept but unveiling the underlying driving mechanisms from their recurrent behaviors is only possible with longer recordings from multiple atrial sites. Ng et al. proposed using “recurrence plots” of selected activations from individual EGMs in the time domain, showing checkerboard patterns of alternating high and low cross-correlation values indicating periodic recurrent patterns in the morphologies of atrial activations (Ng et al., 2014). Their approach was based on the morphologies of the EGMs which are useful for identifying recurring local activations (waves propagated from similar directions) but may not guarantee a recurrent graphic pattern with larger atrial regions involved. Simultaneous multipolar recordings were used in more recent studies, including phase mapping (Umapathy et al., 2010; Narayan et al., 2012, 2014; Rodrigo et al., 2017). Multi-site phase mapping was used to map the wave propagations, with complex patterns observed. However, stable “rotors” or phase singularities were rarely seen (Salinet et al., 2017; Podziemski et al., 2018; Li et al., 2020a) and, therefore, statistical approaches were usually employed, such as the repetitive activation patterns (RAPs) (Daoud et al., 2017), and PS density (histogram) maps (Li et al., 2020a), both able to quantify the recurrent behaviors of the core of the “rotor” visiting the same atrial location over time.

It is still debatable whether these localized rotational behaviors are true representatives of AF drivers or caused by conduction delay or blocks (Podziemski et al., 2018; Li et al., 2020b). A recently reported approach to explore recurrent patterns was the use of the CARTOFINDER system (Biosense Webster, USA) (Honarbakhsh et al., 2018). It analyses 30 s of unipolar signals obtained from the 64 poles of the basket catheters or the regional 20-pole PENTARAY catheter (Honarbakhsh et al., 2018). Recurrent rotational and focal activities can be identified from multi-site simultaneous contact EGMs. However, like other activation-based methods, the accuracy of this method is highly dependent on the robustness and accuracy of the annotation algorithm used to analyse intracardiac signals, which could be a common challenge for most time domain analyses (Tomassoni, 2017). Nevertheless, these are important studies and will be of great interest for testing the common hypothesis that atrial sites with rapid activation of highly repetitive patterns may be critical to sustaining AF. NCM has become less favored for mapping AF due to the low “morphology accuracy” for sites with electrode-to-surface distance >4 cm (Schilling et al., 1998; Thiagalingam et al., 2004; Earley et al., 2006; Shi et al., 2020). However, NCM could potentially provide ideal data for recurrent activity analysis, especially in the frequency domain (Gojraty et al., 2009). Using NCM data, the proposed method has demonstrated the ability to find recurrent spatial patterns showing interesting multi-level organization and recurrent behaviors with great potential to unveil true driving mechanisms, with the advantages of using long signal duration from a whole-chamber coverage, and without the limitation of requiring time-domain annotations.




LIMITATIONS

This study involves a relatively small number of patients to explore the recurrent HDF patterns using high-density NCM during persAF. Nevertheless, a large number of EGMs with long signal lengths were investigated. The method proposed in the paper, like others, is reliant on predefined parameters. Further investigation on optimizing the parameters should be carried out in future work. The recurrent HDF regions found by the algorithms demonstrated organized behaviors and might be good candidates for ablation, however, this should be throughout validated and confirmed in a clinical trial.



CONCLUSIONS

In this study, we have developed and introduced a new tool to investigate the spatiotemporal behavior of HDF in patients with persAF. Our results suggest that multiple recurrent spatiotemporal HDF patterns co-exist during persAF, with different frequencies and levels of spectral organization. The high recurrences of DP suggest a more organized rhythm. The pattern extraction algorithm can summarize the underlying non-random periodic atrial frequency activity, identifying and quantifying the spatiotemporal recurrence of the HDFs. We also found that electrograms with high organization and relative high frequency recur in time, producing similar graphic patterns. The investigation of recurrent HDF regions at different levels offer a more comprehensive dynamic insight of persAF behavior, and such regions might be good candidates for ablation.
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Background: There is debate whether human atrial fibrillation is driven by focal drivers or multiwavelet reentry. We propose that the changing activation sequences surrounding a focal driver can at times self-sustain in the absence of that driver. Further, the relationship between focal drivers and surrounding chaotic activation is bidirectional; focal drivers can generate chaotic activation, which may affect the dynamics of focal drivers.

Methods and Results: In a propagation model, we generated tissues that support structural micro-reentry and moving functional reentrant circuits. We qualitatively assessed (1) the tissue’s ability to support self-sustaining fibrillation after elimination of the focal driver, (2) the impact that structural-reentrant substrate has on the duration of fibrillation, the impact that micro-reentrant (3) frequency, (4) excitable gap, and (5) exposure to surrounding fibrillation have on micro-reentry in the setting of chaotic activation, and finally the likelihood fibrillation will end in structural reentry based on (6) the distance between and (7) the relative lengths of an ablated tissue’s inner and outer boundaries. We found (1) focal drivers produced chaotic activation when waves encountered heterogeneous refractoriness; chaotic activation could then repeatedly initiate and terminate micro-reentry. Perpetuation of fibrillation following elimination of micro-reentry was predicted by tissue properties. (2) Duration of fibrillation was increased by the presence of a structural micro-reentrant substrate only when surrounding tissue had a low propensity to support self-sustaining chaotic activation. Likelihood of micro-reentry around the structural reentrant substrate increased as (3) the frequency of structural reentry increased relative to the frequency of fibrillation in the surrounding tissue, (4) the excitable gap of micro-reentry increased, and (5) the exposure of the structural circuit to the surrounding tissue decreased. Likelihood of organized tachycardia following termination of fibrillation increased with (6) decreasing distance and (7) disparity of size between focal obstacle and external boundary.

Conclusion: Focal drivers such as structural micro-reentry and the chaotic activation they produce are continuously interacting with one another. In order to accurately describe cardiac tissue’s propensity to support fibrillation, the relative characteristics of both stationary and moving drivers must be taken into account.

Keywords: atrial fibrillation, fibrillatory conduction, multi-wavelet reentry, rotors, focal driver, computational model


INTRODUCTION

When the cardiac arrhythmia atrial fibrillation was first identified more than 100 years ago (McMichael, 1982; Silverman, 1994; Flegel, 1995), it was defined in descriptive terms as an atrial rhythm with a perpetually changing pattern of activation (Lip and Beevers, 1995; Nattel et al., 2002). The treatment of atrial fibrillation requires more than the knowledge that activation sequence is changing; it requires knowledge of the mechanism(s) responsible for the arrhythmia perpetuation. Unfortunately, identifying what maintains fibrillation in humans has been challenging. As a result, the mechanism(s) responsible for perpetuation of atrial fibrillation remain hotly debated to this day (Garrey, 1924; Allessie and de Groot, 2014; Narayan and Jalife, 2014). Largely, opinions have been divided between two apparently competing hypotheses: focal drivers (FD) and multiwavelet reentry (MWR). In the FD hypothesis, a stationary driver (e.g., focal rotor) generates waves that propagate to the surrounding tissue in a non-uniform fashion (Scherf et al., 1948; Allessie et al., 1977; Fareh et al., 1998; Ogawa et al., 2002; Oliveira et al., 2007; Narayan et al., 2012). This changing activation confers the irregularity that is emblematic of fibrillation. It is generally tacitly assumed that this, “fibrillatory conduction” (FC), is a purely passive phenomenon; i.e., FC would cease in the absence of a focal driver. In contrast, the MWR hypothesis refers to self-sustaining, moving functional reentrant circuits that do not require the presence of a focal driver (Moe et al., 1964; Kirchhof et al., 1993). The gross observation of changing atrial activation is inadequate to distinguish passively driven FC from active self-sustaining MWR.

We postulated that what is often described as fibrillatory conduction could under some circumstances represent moving functional reentry and as such could sustain in the absence of a focal driver. Furthermore, if MWR and FD can coexist it is possible that the chaotic waves surrounding a focal driver might interact with that driver and have implications for the duration of episodes of fibrillation.

In the present study, we examine structural micro-reentry as a focal driver of fibrillation and use a computational model of propagation to qualitatively study the ability of chaotic activation to sustain after driver elimination, the interactions between these chaotically propagating waves and the spatially fixed structural reentrant substrate, and the impact that these interactions have on the overall duration of fibrillation. We also examined the likelihood that fibrillation will organize into atrial trachycardia after focal ablation.



MATERIALS AND METHODS


Computational Model

In the following experiments, we made use of a previously described computational model of electrical propagation in cardiac tissue (Spector et al., 2011, 2012). Our model represents a simplistic version of cardiac propagation with low computational burden, and is not designed to reproduce the exact details of action potential morphology or tissue architecture. However, despite the simplicity of this model, it is able to reproduce complex emergent behaviors including structural and functional reentry, chaotic propagation, and their interactions. This model combines a diffusion equation for electrotonic current spread with a rule based cellular automaton of cardiomyocyte excitation. Briefly, cells (each representing approximately 1 mm2 of cardiac tissue) undergo action potentials when they receive current sufficient to perturb their potential from rest (Vrest) to above a defined threshold (Vthresh). Action potentials cause the cell voltage to increase toward peak potential (Vpeak) after which it gradually returns to Vrest over a period of time, the action potential duration (APD). While the voltage is above Vthresh the cell is refractory to new stimuli. Cells transmit current to their adjacent neighbors, increasing the voltage of each neighbor with a time constant equal to the product of the cell-cell ohmic resistance (R) and the electric charge capacitance of the neighboring cell (C). This design results in appropriate source-sink behavior in which curved waves propagate more slowly than planar waves, and beyond a critical curvature propagation fails due to source-sink mismatch, creating rotation around an unexcited core.

The number and arrangement of the cells, as well as the parameter values for each cell, can be adjusted so as to allow simulated cardiac tissue to support various patterns of electrical excitation. In order to test the relationship between structural reentry and multi-wavelet reentry, we simulated rectangular cardiomyocyte monolayers with centralized regions of unexcitable scar tissue. The RC time constant was set at 10 ms for all experiments, with APD varied as described in the series of experiments below. The patterns of scar tissue were specifically designed to support structural micro-reentry (Figures 1A,B). Here, a small circular scar with variable radius (rscar) was surrounded by a 1 mm thick protective partial annulus with larger radius (rbarrier) such that a tract of excitable cells between the two provided the substrate for a reentrant circuit, and an open portion of the protective annulus [defined by the angle of exposure (θexposure)] exposed the circuit to the surrounding cardiac tissue. Micro-reentry could be initiated by appropriately timed programmed stimulation to produce unidirectional block adjacent to the central scar. Structural micro-reentry could then be terminated by focal ablation of the excitable tract between rscar and rbarrier (Figure 1C). Model simulations were run on the Vermont Advance Computing Core1.
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FIGURE 1. (A) Micro-reentrant circuit structure. The center scar (circle) creates a structure around which reentry can occur. The outer ring is a semi-circular scar providing partial protection of the circuit. The dashed lines indicate the angle of exposure (area through which waves can propagate into or out of the circuit). (B,C) Anatomic structures for analysis of fibrillation duration. (B) Partially protected structural circuit capable of (B-1) reentry, or (B-2) passive activation of the circuit. (C) Ablated micro-reentrant circuit. Fibrillation duration was also assessed in the complete absence of micro-reentrant substrate (not shown) (*the size of the circuit relative to the surrounding tissue is much smaller than drawn here). *This figure relates to experiments 1–5.




The Impact of Structural Reentry on Activation in the Surrounding Tissue

To test whether chaotic activation could perpetuate after elimination of focal drivers (experiment 1, Table 1), we simulated 80 × 80 mm cardiomyocyte monolayers with micro-reentrant substrate (rscar = 2 mm, rbarrier = 7 mm, θexposure = 60°). The mean APD of individual monolayers was varied between 65 and 200 ms in 5 ms increments, each with ±10 ms of homogeneously distributed random variation. These parameter ranges were purposely selected to produce episodes of chaotic activation lasting between 0 and 10,000 s in the simulated tissues. In each monolayer, we initiated 500 unique episodes of structural reentry around the central obstacle. One second after initiation, structural reentry was eliminated by ablation. We then measured the mean duration of residual fibrillation in the surrounding monolayer (measured up to a maximum of 10,000 s per episode). These values were compared to predictions made using the fibrillogenicity index (Eq. 1), a previously described metric of cardiac tissue’s propensity to support multi-wavelet reentry (Carrick et al., 2015).


TABLE 1. Descriptions of the seven different qualitative experiments that were performed.
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To test whether the presence of structural micro-reentrant substrate impacted duration of MWR (experiment 2, Table 1), we initiated MWR in the above series of monolayers by high frequency burst pacing (100 Hz) from a virtual electrode positioned far from the central scar. The mean APD of individual monolayers was varied between 70 and 170 ms in 10 ms increments, each with ±10 ms of homogeneously distributed random variation. These APD values were chosen to produce chaotic propagation with frequency that was both above and below the frequency of the structural micro-reentry. The central scar pattern was modified in one of three ways: partially protected micro-reentrant substrate (Figure 1A), no micro-reentrant substrate, and focally ablated micro-reentrant substrate (Figure 1C). In each monolayer/scar pattern set-up, we measured the mean duration of 500 unique episodes of MWR measured up to a maximum of 10,000 s per episode.



The Impact of Multi-Wavelet Reentry on Structural Mirco-Reentry

In order to assess the dynamics of structural reentry in coexistence with MWR, we simulated 80 × 80 mm cell monolayers with micro-reentrant substrate (rbarrier = 7 mm, rscar = 2 mm, θexposure = 60°). In these monolayers, the APDs of the central region (r ≤ 7 mm, APDstructural reentry = 60 ms) and the surrounding monolayer (r > 7 mm, APDsurround = 90 ms) were varied independently (both with ±10 ms of homogeneously distributed random variation). We tested the likelihood of structural micro-reentry in three separate experiments. In the first (experiment 3, Table 1), micro-reentrant frequency around the central scar was adjusted by varying rscar between 1 and 4.5 mm in increments of 0.5 mm. The frequency of fibrillation in the surrounding monolayer was also adjusted by varying APDsurround between 50 and 160 ms in increments of 10 ms. These APD values were chosen to produce chaotic propagation with frequency that was above (Figure 2A), equal to, and below (Figure 2B) the frequency of the structural micro-reentry. In the second (experiment 4, Table 1), the excitable gap of structural micro-reentry was adjusted by varying the APDstructural reentry between 40 and 100 ms in 10 ms increments. In the third (experiment 5, Table 1), the percentage of the micro-reentrant substrate surface exposed to fibrillation in the surrounding tissue was adjusted by varying θexposure between 0° and 360° in 15° increments.
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FIGURE 2. Chaotic activation surrounding a micro-reentrant driver. (A) When the APD of the tissue surrounding the micro-reentrant driver is short, wave length is reduced and the frequency of activation in the surrounding tissue is high. (B) When the APD in the surrounding tissue is long, wave length is increased and the frequency of activation is low. The interactions between the focal driver and the surrounding activation are influenced by their relative rates [colors represent membrane voltage (purple—maximum voltage, red—threshold voltage, gray—sub-threshold voltage). *This figure relates to experiments 3.


In each of the above experimental monolayer set-ups, we created 50 episodes of MWR by high frequency burst pacing (100 Hz) for 10 s from a virtual electrode positioned far from the central scar. The mean proportion of time in which structural micro-reentry and MWR coexisted was measured for the 10 s period of MWR. Structural reentry was declared present when all cells directly adjacent to the central obstacle were found to be simultaneously undergoing periodic excitation, as defined by Eq. 2. In this case, a threshold for periodic behavior (tthresh) of 5 ms was used.

[image: image]



The Probability of Structural Macro-Reentry After Termination of Multiwavelet Reentry

In two separate experiments, we tested the likelihood that MWR would end in macro-reentrant tachycardia (reentry around the ablated central region) as a function of both the distance between, and the relative sizes, of the central scar (e.g., Figure 1A) and the unexcitable external boundary. In the first (experiment 6, Table 1), we simulated cyclindrical monolayers with circumference of 80 mm and height ranging between 10 and 80 mm in increments of 5 mm (Figure 3A). In the second (experiment 7, Table 1), we created an annuli of excitable cardiac tissue with constant width of 10 mm but variable internal radius (between 1 and 20 mm in increments of 1 mm) (Figure 3B). In both experiments, monolayers had APD of 70 ms with ±10 ms of homogeneously distributed random variation. In each monolayer, we initiated 500 unique episodes of MWR by high frequency burst pacing (100 Hz) for 1 s from a randomly positioned virtual electrode. Periodic behavior was declared when all cells were found to be simultaneously undergoing periodic excitation (Eq. 2), and the proportion of episodes in each monolayer that ended in periodic behavior vs. quiescence was recorded.
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FIGURE 3. Cylindrical monolayers used to test the likelihood that MWR would terminate in macro-reentrant tachycardia (experiment 6). (A) In the first of these experiments the circumference of the cylinders were all equal to 80 mm, the height was varied between 10 and 80 mm in increments of 5 mm. This allowed testing of the relationship of the distance between boundaries and termination of fibrillation into macro-reentrant tachycardia. (B) In the second of these experiments there was an annuli of tissue that was consistently 10 mm wide, the radius of the lower boundary was fixed at 20 mm while the upper boundary radius varied from 1 to 20 mm in 1 mm increments. *This figure relates to experiments 6 and 7.




RESULTS


The Impact of a Structural Reentrant Circuit on Fibrillation

In our first simulation of structural micro-reentry (experiment 1, Table 1), the frequency of micro-reentry around the central scar was 10.9 Hz. Structural micro-reentry produced either organized (i.e., tachycardia, Figure 4A) or chaotic propagation (i.e., fibrillation, Figure 4B) depending upon the refractory period of the surrounding cardiac tissue. When the APD in the cells of the surrounding monolayer were between 90 and 110 ms, excitation emanating from micro-reentry alternately encountered entirely refractory or entirely excitable cells and therefore produced organized 2:1 conduction (Figure 4A and Supplementary Video 1). Here, quiescence was reached immediately following elimination of the micro-reentry (Supplementary Video 2). When mean APD in the cells of the surrounding monolayer were less than 90 ms or greater than 110 ms, sequential excitation from the micro-reentry encountered gradients in the ability of surrounding cells to be excited, led to asymmetric conduction block, and eventually produced chaotic activation. The duration of residual fibrillation after elimination of micro-reentry increased with decreasing APD (Supplementary Video 2). This increase was well-predicted by the fibrillogenicity index (Figure 5A).
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FIGURE 4. Activation of the tissue surrounding the micro-reentrant driver. (A) When the APD of the surrounding tissue was between 90 and 110 ms waves exiting the micro-reentrant driver excited the surrounding tissue (2:1) in an organized fashion, (B) for APD less than 90 or greater than 110 ms propagation was chaotic. *When activation was organized, there was no wave break or rotation and hence no circuits in the surrounding tissue to sustain activation following micro-reentrant driver elimination [colors represent membrane voltage (purple—maximum voltage, red—threshold voltage, gray—sub-threshold voltage]. *This figure relates to experiment 1.
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FIGURE 5. The effect of structural reentry on the duration of fibrillation. (A) Duration of fibrillation after elimination of the substrate for structural reentry vs. the APD of the tissue surrounding the structural circuit (APDsurround). The gray box indicates APDsurround values over which 2:1 conduction occurred so that chaotic activation was absent. (B) Duration of fibrillation in the presence (blue), absence (red), and after ablation of (green) the substrate for structural reentry. The gray box indicates range over which the frequency of structural reentry was faster than the frequency of fibrillation in the surrounding tissue. Error bars show 95% confidence intervals. *This figure relates to experiments 1 and 2.


We also examined the impact that the presence of micro-reentry had on the duration of fibrillation (experiment 2, Table 1 and Figure 5B). There was no difference between the duration of fibrillation episodes in monolayers without the substrate for structural micro-reentry and monolayers in which micro-reentrant substrate had been focally ablated (Figure 1C). In monolayers with a structural micro-reentrant substrate, the duration of fibrillation was increased (relative to monolayers without micro-reentrant substrate) only when the maximum possible excitation frequency of the surrounding tissue was lower than the excitation frequency of the structural micro-reentry.



The Impact of Multi-Wavelet Reentry on Structural Mirco-Reentry

We next examined the dynamics of structural micro-reentry in the presence of surrounding MWR. The percentage of time that reentry was present around the scar substrate (time anchored) depended upon the relative frequencies of the micro-reentry and MWR (experiment 3, Table 1 and Figure 6A). When the frequency of the micro-reentry was slower than that of the MWR, the time anchored was reduced. When the frequency of the micro-reentry was faster than that of the MWR, time anchored was also reduced. Only when the frequency of the micro-reentry and MWR were equal was time anchored maximal. As the excitable gap of the structural reentrant circuit increased, so too did the probability of structural reentry (experiment 4, Table 1 and Figure 6B). Increasing exposure of the structural circuit to the surrounding MWR led to decreasing probability of structural reentry (experiment 5, Table 1 and Figure 6C).
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FIGURE 6. The percentage of time during which structural reentry was present around the circuit as a function of (A) the frequency of MWR in the tissue surrounding the micro-reentrant driver, (B) the excitable gap, and (C) the exposure of the micro-reentrant circuit to the surrounding tissue. Error bars show 95% confidence intervals. Note that (A) the percentage of time that there is reentry around the structural circuit is highest when the structural reentry and the frequency of fibrillation in the surrounding tissue is equal. When the micro-reentry is slower than the MWR frequency (right of peak), time anchored is reduced because (1) MWR provides a greater number of waves per unit time that can deanchor micro-reentry and (2) the greater frequency that MWR waves are produced favors collision of waves progressively closer to the slower micro-reentry circuit. Counterintuitively, when the micro-reentry is faster (left of peak), time anchored is reduced, in this case the longer wavelength of the surrounding tissue results in wave collision (micro-reentry vs. MWR), wave break and rotation immediately adjacent to the structural circuit. These waves then need only travel a short distance to interact with waves in the structural circuit (fstr = the frequency of micro-reentry around the structural micro-reentrant circuit). *This figure relates to experiments 3–5.




The Probability of Structural Macro-Reentry After Termination of Multiwavelet Reentry

Finally, we explored the likelihood that MWR would convert to atrial tachycardia around a focal ablation scar (acting as the substrate for structural macro-reentry). We found that the probability of MWR converting to “atrial” tachycardia decreased linearly with increasing distance (experiment 6, Table 1 and Figure 7A) and disparity in size (experiment 7, Table 1 and Figure 7B) between the internal (focal ablation) and external (tissue edge) boundaries.
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FIGURE 7. The percentage of fibrillation episodes that end in macro-reentrant tachycardia (rather than quiescence) as a function of (A) the distance between boundaries and (B) the ratio of internal and external unexcitable boundary lengths. Error bars show 95% confidence intervals. BLext = external boundary length, BLint = internal boundary length. *This figure relates to experiments 6 and 7.




DISCUSSION

Multi-wavelet reentry and focal drivers have long been considered distinct, mutually exclusive mechanisms of fibrillation. It is often assumed that the chaotic activation surrounding a focal driver is a passive process whose perpetuation depends upon the presence of the focal driver. However, in both FD and MWR, the chaotic activation patterns are produced by wave break and shifting refractoriness. We propose here that the distinction between passive fibrillatory conduction and MWR could be more logically defined from a functional perspective: if wave break produces rotation that completes a full circuit it is reentry and can self-sustain (MWR), if circuits are not completed, activation is passive and driven, requiring a driver. As we have previously explored (Carrick et al., 2015), MWR falls along a continuum, and where a given piece of cardiac tissue will fall on this spectrum is defined by its size and degree of electrical derangement. In atria with relatively low propensity to fibrillate, changing propagation is passive and depends upon the presence of active drivers. With more extreme electrical derangement, variable conduction is self-sustaining, and may perpetuate even in the absence of a driver.

In the present study, we have explored a number of different aspects of the relationship between stationary drivers (in this case structural micro-reentry) and moving drivers (MWR) when they coexist during fibrillation. This relationship has traditionally been viewed as one sided; focal drivers act upon the surrounding excitable tissue to generate shifting conduction block and varying activation patterns (Ryu et al., 2005; Krummen et al., 2009). We found that these chaotic, randomly propagating waves can, through chance, be directed back toward the driver site that spawned them and interact with their own source. If the focal driver is reentrant (e.g., structural micro-reentry), that driver may be terminated by an appropriately timed collision with one of these external waves. Subsequently, again through chance, the chaotic waves can cause unidirectional block adjacent to a substrate for micro-reentry, reinitating the focal driver. Thus, the waves of fibrillation may both initiate and terminate focal reentrant drivers.


Interactions Between Functional and Structural Reentry

In the presence of both a scar substrate for reentry and surrounding cardiac tissue with sufficient propensity to fibrillate, structural and moving functional reentry coexisted and together drove fibrillation (Lee et al., 2014). We found that these patterns of activation did not exist independently from one another; there was consistent interaction between the two. Micro-reentrant drivers produced and perpetuated moving functional reentry, which in turn terminated (Figures 8a–c and Supplementary Video 3) and then reinitiated that same driver (Figures 8d–f). The relative probabilities of these different events depended upon the properties of the structural reentrant substrate and the tissue that surrounded it. Both initiation and termination of structural micro-reentry required access of waves to the central scar. As the APD of the surrounding cardiac tissue decreased, the frequency of the fibrillation it supported increased. Thus, the number of waves, and therefore the number of interactions with the substrate for micro-reentry, increased as well. This led to a corresponding decrease in the percentage of time that there was stable reentry around the reentrant substrate; the circuit was under constant bombardment by incoming waves. Likewise, increasing the exposure of the obstacle to the surrounding cardiac tissue allowed waves to approach the structural circuit from more directions, and therefore also caused a decrease in the likelihood of stable wave anchoring. When the frequency of fibrillation and structural micro-reentry were the same, the percentage of time during which waves were anchored to the obstacle peaked. Neither the stationary driver nor the surrounding fibrillation was able to consistently influence the other, and once initiated, micro-reentry was able to continue largely unmolested. Counter-intuitively, when the surrounding cardiac tissue has long APD (low frequency) this also caused a drop in the likelihood of stable micro-reentry. In this case, waves emitted by the relatively fast reentrant circuit collided with heterogeneously refractory cells in the directly adjacent cardiac tissue. This led to wave break in the immediate vicinity of the micro-rentrant circuit, producing waves well-positioned to reenter the circuit path and interrupt reentry. Finally, increasing the excitable gap led to an increase in the probability of stable micro-reentry. More space between an anchored wave’s front and refractory tail made it more robust to perturbations from external waves.
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FIGURE 8. Interactions between incoming waves from chaotic activation surrounding a micro-reentrant circuit and waves within the micro-reentrant circuit. In these images we see only the tissue within the structural micro-reentrant circuit, the surrounding tissue is masked for clarity. The opening in the scar that protects this circuit is at the top of the circuits displayed (from 10:00 to 2:00 o’clock). Top row (a) an anchored reentrant wave propagating counter-clockwise around the central scar, (b) an incoming external wave is seen entering the top of the circuit, this wave collides with the reentrant wave front (top right) but does not collide with the receding reentrant wave tail, (c) the result is resetting of the micro-reentry. (d) here an incoming external wave collides with both the reentrant wave front and the reentrant wave tail, causing bidirectional block and (e) termination/deanchoring of micro-reentry. (f) Finally we see a subsequent incoming wave, the portion of the incoming wave that travels clockwise around the structural circuit collides with (and blocks) against the receding tail of a prior (non-reentrant) wave that had entered the circuit. Meanwhile, the counter-clockwise portion of the incoming wave does not collide with the prior waves receding tail. The result is unidirectional block and re-initiation of micro-reentry around the structural circuit [colors represent membrane voltage (purple—maximum voltage, red—threshold voltage, gray—sub-threshold voltage). *This figure relates to experiments 3–5.




Atrial Tachycardia Around Focal Obstacles Following Termination of Fibrillation

One of the well-known complications associated with focal ablation of atrial fibrillation is the induction of atrial tachycardia (Wong et al., 2015; Teunissen et al., 2016; Yang et al., 2016). However, while focal ablation provides a substrate for macroscopic structural circuits to form, structural reentry does not occur in every instance. To understand why and when atrial tachycardia is likely to be induced, it is helpful to consider fibrillation as a randomly fluctuating population of waves. Each of these waves has an excitation front, a refractory tail, and two wave ends. Wave ends may be either free-floating, in which case they may form a functional reentrant circuit, or be anchored to boundaries. From the probabilistic viewpoint, functional reentry continues until all free-floating wave ends are anchored to unexcitable boundaries. In the case of uninterrupted sheets of cardiac tissue, there is only one boundary for wave ends to anchor to Figure 9a and Supplementary Video 3. The wave front spanning those two wave ends is presented with a diminishing supply of excitable cells and will extinguish against the boundary when its supply is exhausted. In cardiac tissue with a substrate for structural reentry (e.g., vein orifice or focal ablation), waves may anchor to two separate boundaries: the tissue edge and the structural obstacle. If the two wave ends are on different boundaries (e.g., the external boundary of a piece of cardiac tissue and an ablation lesion), the wave front encounters a replenishing supply of excitable cells and will propagate indefinitely as macro-reentrant atrial tachycardia (Figure 9b). In its most abstracted form, a circuit is simply that tissue/wave configuration in which there is uninterrupted access of the wave front of excitation (where excitable cells are “consumed”) to the wave tail of recovery (where excitable cells are regenerated).


[image: image]

FIGURE 9. The relationship between wave ends and boundaries determines the capacity to support reentry. (a) In an uninterrupted rectangular monolayer of myocytes a planar wave front has two ends each on the outer boundary of the tissue. There is only one boundary on such a tissue, thus both wave ends are on the same boundary. In this configuration there is no continuity between the region (right side of figure) in front of the propagating wave (where excitable cells are consumed) and the region (left side of figure) where repolarization “regenerates” excitable cells. Thus activation will inevitably exhaust all the excitable cells in front of the wave and propagation will cease (no reentry). (b) This ring shaped tissue has both an outer boundary and a separate inner boundary. Here the wave has one end on each boundary. As a result there is an uninterrupted path between the wave front (where excitable cells are consumed and the wave tail (where excitable cells are regenerated). The result is a wave that will perpetually encounter excitable cells and hence reentry can perpetuate indefinitely [Colors represent membrane voltage (purple—maximum voltage, red—threshold voltage, gray—sub-threshold voltage].


Thus, properties which affect the likelihood of wave ends anchoring to separate boundaries affect the likelihood of atrial tachycardia. Boundaries that are further apart from one another or are more disproportionate in size reduce the probability of a single wave having wave ends anchored on opposite boundaries.



Limitations

Our goal in this series of experiments was to establish the theoretical principles that define interactions between stationary and moving drivers of fibrillation. In particular, we were interested in defining qualitative relationships between emergent behaviors (e.g., structural reentry, fibrillation) and tissue properties (e.g., cellular APD, structural obstacles with varying degrees of protection). The computer model of propagation we selected for this study is therefore ideal, since its low computational burden allows for both direct visualization of electrical activity and exhaustive search of the parameter landscape. As with all in silico studies however, we cannot consider the concepts we present here to be confirmed. Our conclusions require validation in a biological setting, ultimately humans. Nonetheless, our findings provide a set of testable predictions that can guide the design of future experimental study.

Several recent modeling studies (Ali et al., 2019; Roney et al., 2020; Roy et al., 2020) have highlighted the importance of fibrosis on the results of AF ablation. While we employed a crude scar as a substrate for structural reentry, these studies employed extremely detailed anatomy using LGE MRI to identify regions of fibrosis. They demonstrated (1) that regions of fibrosis can form structural circuits and anchor reentrant drivers, (2) that ablation lesions themselves can form the substrate for reentry, and (3) that not all substrates for structural reentry will harbor a reentrant driver at the time of mapping, but can be the source of recurrence following ablation. These studies speak to the importance that structural circuits play in maintenance of AF. However, due to the computational burden of the models used, a very limited number of simulations could be performed and those simulations were brief (e.g., 15 s). They were therefore not able to characterize the rate of structural reentry, the dynamics of anchoring/deanchoring, or interactions with chaotic activation. Our experiments, when taken in the context of this work from more detailed models, offer a window into the complex, dynamic interactions between stationary and moving drivers of AF.

There is an enormous amount of complexity involved in human atrial fibrillation that was not captured by the simplistic model we used in this study. Our intention was not to determine what does happen in human AF but rather what can happen when a generic stationary driver is surrounded by tissue capable of supporting moving functional reentrant circuits. The use of a simplistic model allowed us to test long episodes of fibrillation, in tissues with a wide range of parameters and with multiple episodes of fibrillation in each tissue. Our results therefore speak more to how focal drivers and fibrillation can interact and how some physiologic features affect those interactions; the exact numerical values of our results cannot be directly extrapolated to human AF. The actual behavior in any individual AF patient will be determined by the extremely complex interactions between that patient’s electrical properties and tissue architecture; our data provides a framework for understanding the complex propagation that emerges.



CONCLUSION

In this study, we used a computational model to examine the interplay between spatially stable structural micro-reentry and the surrounding cardiac tissue during fibrillation. Focal drivers could initiate fibrillation via wave break in the setting of heterogeneous refractoriness of the surrounding cardiac tissue, and chaotic activation could both initiate and terminate structural micro-reentry via well-timed collisions between waves of excitation. The degree to which a focal driver and the surrounding chaotic activation interact depended on the relative characteristics of the structural and functional reentrant substrates. In order to accurately describe cardiac tissue’s propensity to support fibrillation, the relationship between stationary and moving drivers must be taken into account.
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Background: Inhomogeneous intra-atrial conduction facilitates both initiation and perpetuation of atrial fibrillation (AF) and is reflected in electrogram (EGM) morphology.

Objective: The primary objective of this study is to investigate regional differences in features of different EGM types during sinus rhythm (SR) and to design a patient-specific signal fingerprint, which quantifies the severity and extensiveness of inhomogeneity in conduction.

Methods: Patients (N = 189, 86% male; mean age 65 ± 9 years) undergoing coronary artery bypass grafting (CABG) underwent high-resolution mapping of the right atrium (RA), left atrium (LA), and pulmonary vein area (PVA) including Bachmann’s bundle (BB). EGMs during 5 s of SR were classified as single potentials (SPs), short double potentials (SDPs, interval between deflections < 15 ms), long double potentials (LDPs, deflection interval > 15 ms), or fractionated potentials (FPs, ≥3 deflections). Of all SPs, differences in relative R- and S-wave amplitude were calculated (R/S ratios). Time difference between first and last deflection was determined (fractionation duration, FD) and potentials with amplitudes < 1.0 mV were labeled as low-voltage. Conduction block (CB) was defined as a difference in local activation time (LAT) between adjacent electrodes of ≥12 ms.

Results: A total of 1,763,593 EGMs (9,331 ± 3,336 per patient) were classified (Table 1).

Conclusion: The signal fingerprint, consisting of quantified EGM features, including the R/S ratio of SPs, the relative frequency distribution of unipolar voltages, the proportion of low-voltage areas, the proportion of the different types of EGMs, and durations of LDP and FDP, may serve as a diagnostic tool to determine the severity and extensiveness of conduction inhomogeneity. Further studies are required to determine whether the signal fingerprint can be used to identify patients at risk for AF onset or progression.

Keywords: sinus rhythm, mapping, conduction, electrogram analysis, cardiac surgery


INTRODUCTION

Inhomogeneous intra-atrial conduction facilitates both initiation and perpetuation of atrial fibrillation (AF). An inhomogeneous pattern of conduction is reflected in electrogram (EGM) morphology and causes low-amplitude, fractionated potentials (FPs) (de Groot et al., 2003). Substrate-based ablation approaches in patients with AF therefore target low-voltages areas or fractionated EGMs (Rolf et al., 2014; Kottkamp et al., 2015; Yagishita et al., 2017). These additional ablation approaches in patients with AF have not yet resulted in beneficial long-term outcomes (Yamaguchi et al., 2016; Yagishita et al., 2017). This is, however, not surprising. Inhomogeneous conduction and hence EGM fractionation can also be physiological in nature, due to, for example, tissue discontinuities caused by anatomical structures such as capillaries. In addition, different use of filter settings can create or either mask fractionation.

At present, data on physiological variation in EGM morphology throughout the atria are scarce. Recently, van Schie et al. (2020) investigated the impact of AF episodes on the relative R- and S-wave ratio of unipolar, non-FPs during sinus rhythm (SR) and demonstrated that there was a loss of S-wave amplitude in patients with AF. This reduction of S-wave amplitude was associated with a decrease in conduction velocity. We hypothesize that construction of a signal profile containing quantified features of all types of EGMs may reflect the severity and extensiveness of inhomogeneity in conduction. Such a diagnostic tool would provide an individualized arrhythmogenic substrate profile which can also be tailored to possible gender- and age-specific features of EGMs.

The goal of this study, as a first step toward construction of a diagnostic signal fingerprint, is to investigate regional differences in features of different EGM types in relation to inhomogeneous intra-atrial conduction during SR at a high resolution in a large cohort of patients without atrial tachyarrhythmias.



MATERIALS AND METHODS


Study Population

The study population consisted of 189 adult patients undergoing coronary artery bypass grafting (CABG) in the Erasmus Medical Center Rotterdam. This study was approved by the institutional medical ethical committee (MEC2010-054/MEC2014-393) (Lanters et al., 2015; van der Does et al., 2016). Written informed consent was obtained from all patients. Patient characteristics (e.g., age, medical history, and cardiovascular risk factors) were obtained from the patient’s medical record. Only patients without a history of arrhythmias were included in the present study.



Mapping Procedure

As previously described, high-resolution epicardial mapping is performed before the start of extracorporeal circulation (Lanters et al., 2015; van der Does et al., 2016). Briefly, a temporary bipolar pacemaker wire was stitched to the right atrial free wall and served as a reference electrode, while a steel wire fixed to the subcutaneous tissue of the thoracic cavity was used as an indifferent electrode. Atrial epicardial mapping was performed using a 128- or 192-electrode array (electrode diameter, respectively, 0.65 or 0.45 mm, interelectrode distances 2.0 mm). Mapping was conducted by shifting the electrode array along imaginary lines with a fixed anatomic orientation, following a predefined mapping scheme, covering the entire epicardial surface of the right atrium (RA), Bachmann’s bundle (BB), pulmonary vein area (PVA), and left atrium (LA), as demonstrated in Figure 1. The RA was mapped from the cavotricuspid isthmus, shifting perpendicular to the caval veins toward the RA appendage. The PVA was mapped from the sinus transversus fold along the borders of the right and left pulmonary veins (PVA) down toward the atrioventricular groove. The left atrioventricular groove was mapped from the lower border of the left inferior pulmonary vein toward the LA appendage. BB was mapped from the tip of the LA appendage across the roof of the LA, behind the aorta toward the superior cavo-atrial junction.
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FIGURE 1. The upper left panel demonstrates a schematic presentation of the 192-unipolar electrode array and the projection of this array on a schematic posterior view of the atria. The lower left panel demonstrates typical examples of the different types of EGMs classified in this study. The right panel shows a color-coded activation map; isochrones (thin black lines) are drawn at 10 ms intervals and the black arrow indicates wavefront propagation. IVC, inferior vena cava; SVC, superior vena cava; RA, right atrium; BB, Bachmann’s bundle; LA, left atrium; PV(A), pulmonary vein (area); EGM, electrogram; SP, single potential; SDP, short double potential; LDP, long double potential; FP, fractionated potential.


Five seconds of SR was recorded at each mapping site, including a surface ECG lead, a bipolar reference EGM, and all unipolar epicardial EGMs. Data were stored on a hard disk after amplification (gain 1,000), filtering (bandwidth 0.5–400 Hz), sampling (1 kHz), and analog to digital conversion (16 bits).



Data Analysis

Custom-made software was used to automatically measure EGM features. Missing or poor quality EGMs and premature atrial complexes or aberrant beats were excluded from analysis. The steepest negative slope of a unipolar EGM was annotated as the local activation time (LAT), providing that the amplitude of the deflection was at least two times the signal-to-noise. All annotations were manually checked with a consensus of two investigators. LATs of EGMs at each electrode were used to reconstruct color-coded activation maps (right panel of Figure 1).

As shown in the lower panel of Figure 1, EGMs were classified as single potentials (SPs, single negative deflection), short double potentials (SDPs, interval between deflections < 15 ms), long double potentials (LDPs, deflection interval ≥ 15 ms), or FPs (≥3 deflections). The time difference (ms) between the first and last deflection of FPs is defined as fractionation duration (FD). As described in our previous study, SPs were classified according their differences in relative R- and S-wave amplitudes and scaled from −1 (R-wave) to 1 (S-wave) (van Schie et al., 2020):
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Furthermore, peak-to-peak amplitudes of all potentials were measured. Low voltage potentials were, in line with prior mapping studies, defined as potentials with an amplitude < 1.0 mV (van Schie et al., 2021).

Conduction block (CB) was defined as a difference in LAT between adjacent electrodes of ≥ 12 ms (Allessie et al., 2010). Areas of simultaneous activation were excluded from analysis in order to avoid inclusion of far-field potentials.



Statistical Analysis

Before statistical analysis, the Shapiro–Wilk test was used to determine whether the continuous variables are normally distributed. Continuous variables that are normally distributed are represented by the mean and standard deviation (SD), and differences between groups are compared by an independent sample t-test or least significant difference (LSD) analysis of variance. Continuous variables that are not normally distributed are represented by the median and interquartile range [IQR] or minimum to maximum. Differences between groups are compared using Wilcoxon rank sum test or Kruskal–Wallis test. Categorical variables are expressed as the number and percentages, and differences between groups are compared using chi-square test or rank sum test if appropriate. Spearman correlations were calculated to determine whether CB was associated with the EGM features. Spearman’s correlation coefficients were categorized as weak (<0.4), moderate (0.4–0.6), or strong (>0.6) correlation.

In this study, SPSS software version 20.0 and R software were used for data analysis, and P < 0.05 indicated significant difference. Bonferroni correction was applied to compare each of the four atrial regions with each other; a p-value of <0.0083 (0.05/6) was considered statistically significant (Supplementary Figure 1).



RESULTS


Study Population

Baseline characteristics of the study population (N = 189; 86% male; mean age 65 ± 9 years) are described in Table 2. The majority of the patients had normal left ventricular function; left atrial dilatation was present in 11% of the patients.


TABLE 1. Overview of all signal features for each atrial region separately.
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TABLE 2. Baseline characteristics of the study population (N = 189).
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Classification of EGM

A total of 1,763,593 EGMs (9,331 ± 3,336 per patient) were analyzed; these EGMs were recorded from the RA (N = 841,215), BB (N = 196,709), LA (N = 343,447), and PVA (N = 382,222). Per region, respectively, 1.1, 4.2, 4.0, and 3.7% of the EGMs were excluded from analysis due to a poor signal-to-noise ratio. In each patient, the majority of all SR EGMs consisted of SP [81.35% (48.88–100)]. The remainder of the EGMs were mainly either SDP [10.94% (0–24.07)] or LDP [4.04% (0–20.71)]. The upper panel of Figure 2 shows the proportion of LDP+FP [5.56% (0–26.52)] plotted for each patient individually; patients are ranked according to an increase in fractionation. The lower panel of Figure 2 demonstrates typical examples of color-coded signal maps obtained from four different patients; these signal maps show the proportion of LDP and FP at every recording site. As can be seen, LDP and FP predominantly occur at the RA and BB.
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FIGURE 2. The upper left panel shows the proportion of long double and fractionated potentials for each individual patient; patients are ranked according to an increase in fractionation. The lower panel demonstrates typical examples of color-coded signal maps from four different patients, showing the proportion of the different EGM types at the various recording sites. These maps correspond to the patients marked in the graph by colored dots (green, yellow, orange, and red). FP, fractionated potential; EGM, electrogram; LDP, long double potential; SDP, short double potential; SP, single potential.




Features of EGM

The left panel of Figure 3 shows the median R/S ratio of all SP per patient (N = 7,452 ± 2,565); the median R/S ratio was 0.43 and ranged from 0.06 to 0.71. Most EGMs (97%) had an R-wave preceding the negative deflection; only 49,896 SPs consisted of solely R- or S-waves (R-wave: 0.26%, S-wave: 3.29%). The middle and right panels of Figure 3 show, respectively, median voltage of all atrial EGMs and the prevalence of low-voltage EGMs (<1 mV) for each patient individually. Median atrial voltage was 4.7 mV and ranged from 0.7 to 9.4 mV. Low-voltage EGMs were found in the majority of the patients (98%) and accounted for 6.5% (0–26.4) of the EGMs.
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FIGURE 3. Median R/S ratios, voltage, and proportion of low-voltage areas plotted for each individual patient; patients are ranked according to increasing values of these parameters. The median value of each parameter is indicated by the horizontal line.




Regional Differences in EGM Features

At all atrial regions, most EGMs consisted of SPs; the proportion of SPs was significantly lower at BB and LA compared to the RA [RA: 83.7% (48.2–100) vs. BB: 77.4% (35.2–100) and LA: 80.6% (33.9–99.3); P ≤ 0.001 and P = 0.004]. The proportion of SDPs at both BB and LA was higher compared to the RA [RA: 9.8% (0–26.8) vs. BB: 11.5% (0–36.2) and LA: 11.6% (0.7–44.3); P = 0.039 and P = 0.001], whereas the proportion of LDP at RA and BB [4.0% (0–35.5) and 3.8% (0–28.3)] was considerably higher than at the PVA [1.6% (0–78.1); P < 0.001 and P = 0.001] and LA [1.7% (0–35.8); P < 0.001 for both]. The proportion of FP was also highest at BB compared to all other atrial regions [BB: 1.4% (0–14.8) vs. RA: 1.3% (0–14.8), LA: 1.3% (0–16.2), PVA: 0.7% (0–11.8); P < 0.008 for all].

Figure 4 demonstrates the relative incidence of FPs at BB in a subset of patients [N = 123 (65%)] who were mapped with the 192-electrode array which covered the whole BB region. Although FPs could be found over the entire mapping area, most FPs were recorded near the center of BB and its entrance to the LA.
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FIGURE 4. Relative incidence of fractionated potentials at Bachmann’s bundle of a subset of 123 patients who were mapped with the 192-electrode array. LA, left atrium; RA, right atrium.


Figure 5 shows regional differences in the features of the various EGM types. Histograms in the upper panel show the relative frequency distribution of voltages of SP, SDP, LDP, and FP separately obtained from the RA, BB, PVA, and LA. The lowest median voltages were recorded at the PVA [RA: 4.68 mV (IQR: 2.39–7.33); BB: 5.29 mV (IQR: 2.75–8.65); LA: 5.38 mV (IQR: 2.68–9.18); PVA 4.55 mV (IQR: 2.14–8.72)].
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FIGURE 5. Histograms of the relative frequency distribution of all voltages (upper), R/S ratios (middle), and fractionation durations (lower) recorded at the right atrium (blue), Bachmann’s bundle (orange), pulmonary vein area (green), and left atrium (red). Median voltage values are indicated by the black dotted lines. All histograms are subdivided and stacked according to the potential type classification (SP, SDP, LDP, or FP). SP, single potential; SDP, short double potential; LDP, long double potential; FP, fractionated potential.


The RA region has the highest proportion of low-voltage EGMs [RA: 5.75% (IQR: 2.31–10.64), LA: 4.47% (IQR: 1.26–9.53), PVA: 4.34% (1.23–15.87), and BB: 2.20% (IQR: 0.55–8.43)].

The middle panel of Figure 5 shows histograms of the relative frequency distribution of R/S ratios of SP for the four different atrial regions separately. These R/S ratios differed significantly between the four atrial regions [BB: 0.63 (IQR: 0.55–0.71), RA: 0.54 (IQR: 0.47–0.60), PVA: 0.25 (IQR: 0.02–0.40), and LA −0.02 (IQR: −0.21–0.20); P < 0.001 for each]. SPs at the RA and BB had a clear predominant S-wave morphology (ratio R- and S-wave: RA 1:2 and BB 1:2.5). In addition, there was also a large number of SP consisting mainly of solely an S-wave at the RA. In contrast to the RA and BB, SPs recorded from the LA and PVA had a more widespread distribution of R/S ratios. The histogram of the LA had a bimodal distribution with a preference for both predominant R-wave (2:1) and predominant S-wave morphology (1:1.7), whereas the histogram derived from the PVA contained a clear second peak at predominant S-waves (1:2).

Histograms in the lower panel show the relative frequency distribution of FD of the SDP, LDP, and FP separately. FP with the longest FD was recorded at BB [FD BB: 11.0 ms (IQR: 9.0–14.0); RA: 10.0 ms (IQR: 8.0–14.0), PVA: 9.0 ms (IQR: 8.0–12.0), and LA: 9.0 ms (IQR: 7.0–12.0), P < 0.001 for each].



Correlations Between Clinical Characteristics and EGM Features

Supplementary Table 1 shows the correlations between clinical characteristics and EGM features for all regions combined and for each region separately. As can be seen in this table, correlations are either not significant or weak.



Correlations Between Conduction Block and EGM Features

Figure 6 shows that for every atrial region, there is considerable interindividual variation of each EGM feature. These EGM features were correlated with the amount of CB. As expected, there was a strong positive correlation between the prevalence of CB and the proportion of LDP (r = 0.70) and FP (r = 0.53). Table 3 summarizes Spearman’s rank correlation coefficients between CB and EGM features for the four atrial regions separately. CB was strongly correlated with the proportion of LDP at all atrial regions and with the proportion of FP at RA, BB, and PVA. Likewise, FD was correlated with CB at the RA, BB, and PVA. The presence of low-voltage areas was strongly related with the occurrence of CB at RA and BB. The strongest correlation was found between CB and the proportion of LDP at the RA (r = 0.83).
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FIGURE 6. Boxplots depicting the median value of the EGM features for each region separately. Statistical significance for comparison between all other atrial regions is indicated by an asterisk. SP, single potential; SDP, short double potential; LDP, long double potential; FP, fractionated potential; FD, fractionation duration.



TABLE 3. Regional correlations between conduction block and EGM features.

[image: Table 3]In order to test whether various degrees of inhomogeneity in conduction indeed translate into EGM morphology on the individual level, we compared EGM features between two patients with a high and low degree of inhomogeneous conduction. These examples of the resulting electrical signal fingerprints consisting of all quantified EGM features as described above are shown in Figure 7.
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FIGURE 7. Two examples of a signal fingerprint obtained from one patient with a low and one with a high degree of inhomogeneity in conduction. The upper panels show the distribution of potential types of the entire (left, pie plot) and for each region separately (right, stacked bars). The middle left plot shows the R/S ratio distribution of all SPs of the entire atrium. The middle center bar plot displays the number of low-voltage potentials plotted for each region separately. The middle right plot shows the distribution of voltages (mV) of SPs (green), SDPs (yellow), LDPs (orange), and FPs (red) from all atrial regions. The lower panel displays the distribution of fractionation duration (ms) for LDPs (left) and FPs (right). SP, single potential; SDP, short double potential; LDP, long double potential; FP, fractionated potential; FD, fractionation duration.




DISCUSSION


Key Findings

This is the first report on quantification of EGM properties measured during SR at a high-resolution scale throughout the RA and LA including BB. Data were obtained from a large cohort of patients without a history of atrial tachyarrhythmias. In all atrial regions, the majority of the EGMs consisted of SP; the highest proportion of LDP and FP was mainly recorded at the RA and BB; fractionation at BB also had the longest durations. The largest prevalence of low-voltage areas was found at the RA. CB was correlated with the proportion of LDP and FP, FD of FP, and the prevalence of low-voltage areas. Thus, conduction inhomogeneity can be identified by a signal fingerprint containing specific quantified EGM features.



Relation Between R/S Ratio and Conduction Inhomogeneity

Electrogram morphology of SPs, mainly determined by the magnitude of the R- and S-wave, contains information on conduction inhomogeneity. The unipolar EGM morphology represents the sum of instantaneous current dipoles of a propagating wavefront, generating a positive deflection (R-wave) and negative deflection (S-wave) as the activation wavefront propagates, respectively, toward and away from the recording electrode (Spach et al., 1979; Stevenson and Soejima, 2005). This results in the typical R-S morphology of the majority of the SPs. Certain EGM morphologies are found at specific atrial regions. For example, wavefront propagation during normal SR is initiated at the sino-atrial node from where it spreads in contiguous, prominent muscle bundles. When recording EGMs near this area, the activation wavefront only propagates away from the recording electrodes resulting in SPs consisting of solely S-wave morphologies. As intra-atrial conduction during SR is generally characterized by smooth and fast propagation, the majority of the SPs, however, have a typical large amplitude R-S morphology.

van der Does et al. (2018) performed high-resolution mapping of the RA wall and evaluated differences in EGM morphology of >2,000 pairs of simultaneously acquired endo- and epicardial EGMs. There was no difference in R/S ratios of opposite endo- and epicardial EGMs, and both sites showed a predominant S-wave morphology. The cause of S-wave predominance was further investigated by van Schie et al. (2020). They investigated the impact of AF episodes on SP morphology. In patients with AF, there was a loss of S-wave amplitude resulting in SPs with lower amplitudes and shifted R/S ratios. This reduction of S-wave amplitude was also associated with a decrease in conduction velocity. Hence, these observations indicate that the R/S ratio of SPs is a suitable marker of conduction inhomogeneity and it should therefore be incorporated in the diagnostic electrical signal fingerprint.



Relation Between Fractionation, Fractionation Duration, and Conduction Inhomogeneity

Fractionation of EGMs is caused by asynchronous activation of adjacent cardiomyocytes, due to the presence of structural barriers such as fibrotic strands. This in turn gives rise to inhomogeneous intra-atrial conduction. In addition, increased slowing of intra-atrial conduction is related to prolonged duration of FPs (de Bakker and Wittkampf, 2010; van der Does and de Groot, 2017).

Konings et al. (1997) were the first to demonstrate the relation between EGM morphology and specific patterns of activation. During induced AF in patients with the Wolf-Parkinson White syndrome, SDPs were mainly caused by collision of fibrillation waves, LDPs were recorded along long lines of CB and FP in areas of slow conduction or at pivot points. Collision of wavefronts may also occur during SR, for example, when the SR wavefront divides to turn around small barriers such as tissue discontinuities caused by fibrotic strands and merges again at the opposite sites.

The relation between LDP and FP and patterns of activation has also been investigated during SR. Simultaneous endo-epicardial high-resolution mapping studies demonstrated that fractionation of unipolar EGMs during SR is not only the result of slowing of conduction or pivoting of the wavefront around a line of CB, but that it can also be attributed to asynchronous activation of the endo- and epicardial wall. Even during SR, asynchronous activation up to 84 ms has been described (Kharbanda et al., 2020).

Inhomogeneous conduction and hence EGM fractionation may also be caused by normal properties of the myocardial tissue. For example, the trabeculated parts of the atria contain muscle bundles of variable thickness. As a consequence, small myocardial strands excite larger myocardial areas leading to source-to-sink mismatches which also cause slowing of conduction. This explains recordings of LDP and FP during SR in all patients. In a series of prior mapping studies of the atria during SR, it was demonstrated that lines of CB most frequently occur at the superior part of the RA (sino-atrial node area) and BB, which is consistent with the high proportion of LDP and FP observed in the present study (Teuwen et al., 2016; Kharbanda et al., 2020).



Relation Between Unipolar Voltages and Conduction Inhomogeneity

Peak-to-peak amplitudes of unipolar EGM are affected by numerous variables including not only tissue-related factors, but also to EGM recording and processing technologies. In general, areas of low voltages are considered as surrogate markers of fibrotic tissue and have therefore become targets for ablative therapy in patients with AF (Rolf et al., 2014; Kottkamp et al., 2015; Yagishita et al., 2017). This even includes low-voltage areas identified during SR. Regional differences in unipolar voltages have recently been investigated in a cohort of 67 patients with mitral valve disease undergoing cardiac surgery by van Schie et al. (2021). Not only marked inter-individual differences in unipolar voltages, but also regional differences in unipolar voltages were observed. Patients with AF had lower EGM voltages during SR, particularly at BB. There were also regional differences in the proportion of low-voltage EGMs; the lowest and highest number of low-voltage EGMs were found at, respectively, BB (2.20%) and RA (5.75%). Comparable to the patients with mitral valve disease, we also observed in our patients with coronary artery disease the highest proportion of low-voltage EGMs at the RA and BB. The wide distribution of low-voltage areas particularly at RA, BB, LA, and PVA may explain why ablation approaches in patients with AF targeting low-voltages areas during SR solely in the LA may not be beneficial.



Mapping of Right Atrium

Current ablation procedures mostly consist of a pulmonary vein isolation and focus on the LA. However, other procedures like the Cox-Maze include the RA as well. Prior studies have demonstrated that the RA is driving AF in ≈20% of persistent AF (Hocini et al., 2010). Thus, the signal fingerprints of the RA should not be ignored. We performed mapping of the cavotricuspid isthmus area. Thus far, we have no additional evidence that the cavotricuspid isthmus is a major player in the pathophysiology of AF or that it is a predilection site for electropathology in these patients. As described above, the highest proportion of LDP and FP was mainly recorded at the RA and BB, and the largest prevalence of low-voltage areas was found at the RA, which might partly explain why catheter ablation based on low-voltage areas or FP at RA region cannot achieve ideal benefits. Since low-voltage potentials and fractionation have been recorded during SR, it is still challenging to identify whether this phenomenon is caused by physiology or pathology. This should be a new direction for subsequent studies.



Limitations

The high-resolution epicardial mapping is an invasive approach and cannot easily be translated to non-invasive data. The impact of endo-epicardial asynchrony on differences between the endo- and epicardial fingerprint is at present unknown and needs to be further investigated.



CONCLUSION

At present, we have no diagnostic tool to determine the severity and extensiveness of conduction inhomogeneity, which plays a major role in initiation and perpetuation of atrial tachyarrhythmias, including AF. The signal fingerprint, consisting of quantified EGM features, including the R/S ratio of SPs, the relative frequency distribution of unipolar voltages, the proportion of low-voltage areas, the proportion of the different types of EGMs, and durations of LDP and FDP, serves as a marker of the severity and extensiveness of conduction inhomogeneity. Additional studies are required to further develop the signal fingerprint in order to identify patients at risk for AF onset or progression. The invasively determined signal fingerprint will serve as a golden standard in less- or even non-invasive fingerprints.
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Background: Consistently successful patient outcomes following catheter ablation (CA) for treatment of persistent atrial fibrillation (pers-AF) remain elusive. We propose an electrocardiogram (ECG) analysis designed to (1) refine selection of patients most likely to benefit from ablation, and (2) examine the temporal evolution of AF organization indices that could act as clinical indicators of ongoing ablation effectiveness and completeness.

Method: Twelve-lead ECG was continuously recorded in 40 patients (61 ± 8 years) during stepwise CA (step-CA) procedures for treatment of pers-AF (sustained duration 19 ± 11 months). Following standard pre-processing, ECG signals were divided into 10-s epochs and labeled according to their temporal placement: pre-PVI (baseline), dur-PVI (during pulmonary vein isolation), and post-PVI (during complex-fractionated atrial electrograms and linear ablation). Instantaneous frequency (IF), adaptive organization index (AOI), sample entropy (SampEn) and f-wave amplitude (FWA) measures were calculated and analyzed during each of the three temporal steps. Temporal evolution of these measures was assessed using a statistical test for mean value transitions, as an indicator of changes in AF organization. Results were then compared between: (i) patients grouped according to step-CA outcome; (ii) patients grouped according to type of arrhythmia recurrence following the procedure, if applicable; (iii) within the same patient group during the three different temporal steps.

Results: Stepwise CA patient outcomes were as follows: (1) left-atrium (LA) terminated, not recurring (LTN, n = 8), (2) LA terminated, recurring (LTR, n = 20), and (3) not LA terminated, all recurring at follow-up (NLT, n = 12). Among the LTR and NLT patients, recurrence occurred as AF in seven patients and atrial tachycardia or atrial flutter (AT/AFL) in the remaining 25 patients. The ECG measures indicated the lowest level of organization in the NLT group for all ablation steps. The highest organization was observed in the LTN group, while the LTR group displayed an intermediate level of organization. Regarding time evolution of ECG measures in dur-PVI and post-PVI recordings, stepwise ablation led to increases in AF organization in most patients, with no significant differences between the LTN, LTR, and NLT groups. The median decrease in IF and increase in AOI were significantly greater in AT/AFL recurring patients than in AF recurring patients; however, changes in the SampEn and FWA parameters were not significantly different between types of recurrence.

Conclusion: Noninvasive ECG measures, though unable to predict arrhythmia recurrence following ablation, show the lowest levels of AF organization in patients that do not respond well to step-CA. Increasing AF organization in post-PVI may be associated with organized arrhythmia recurrence after a single ablation procedure.

Keywords: atrial fibrillation, electrocardiographic markers, outcome stratification, catheter ablation, temporal analysis


1. INTRODUCTION

Despite the widespread use of catheter ablation (CA) therapy in treating atrial fibrillation (AF), its long-term efficacy and benefit in improving clinical outcomes are particularly disputed when used to treat patients suffering from persistent AF (pers-AF) (Nademanee et al., 2004; Brooks et al., 2010). The recurrence of AF following CA treatment remains unexplained, in part due to an incomplete understanding of the underlying electrophysiological mechanisms that trigger and sustain arrhythmias (Schotten et al., 2011).

Several studies have used surface electrocardiogram (ECG) and intracardiac electrogram (EGM) measures to characterize AF complexity and predict lack of AF recurrence following CA, with limited success (Vikman et al., 2003; Matsuo et al., 2009; Bonizzi et al., 2010; Guillem et al., 2013). While higher dominant frequency (DF) and lower organization index (OI) values have been associated with recurrence of AF, these time-invariant measures reflect only the average tendencies of the signal. Additionally, little work has investigated the temporal evolution of ECG parameters throughout CA, focusing rather on their values prior to ablation, or at a limited number of time segments in each CA step. To allow for a thorough investigation of the temporal evolution, this study used signals recorded throughout the entire procedure, and analyzed them using time-variant measures that account for the highly non-stationary nature of ECG signals recorded in AF. We first report the average tendencies of these time-variant parameters at each CA ablation step, and then analyze in further detail their evolution within each step.



2. MATERIALS AND METHODS


2.1. Study Population

Forty patients suffering from pers-AF (38 M/ 2 F, 61 ± 8 years) who were referred for a first ablation after displaying resistance to pharmacological and electrical cardioversion interventions were included prospectively in the study. The patients were suffering from AF for 6 ± 4 years, sustained for 19 ± 11 months before ablation. All patients discontinued antiarrhythmic drugs for at least five half-lives prior to the CA, except for amiodarone and beta-blockers. Oral anticoagulation was prescribed for at least one month prior to the procedure. Stepwise CA (step-CA) was performed under general anesthesia (GA) by a single operator (EP) at the Lausanne University Hospital as described in Buttu et al. (2013).

The protocol prescribed a stepwise approach, beginning with pulmonary vein isolation (PVI), followed by left atrial (LA) complex fractionated atrial electrogram (CFAE) ablation, and ending with LA linear ablation (roof and mitral isthmus). Table 1 provides an overview of patient clinical characteristics. Following the first procedure, patients who experienced a recurrence of atrial arrhythmia could undergo repeat procedures. Twelve-lead surface ECGs were continuously recorded for off-line analysis at a sampling frequency of 2 kHz (Axiom Sensis XP, Siemens) at pre-PVI (i.e., before ablation), as well as throughout the step-CA procedure. ECG chest lead V6 was placed on the backs of patients (V6b), to better capture LA activity (Petrutiu et al., 2009). The study protocol was approved by the Lausanne University Hospital Human Research Ethics Committee, and all patients provided written informed consent.


Table 1. Patient clinical characteristics. Values are expressed as median with [25th; 75th] percentiles or as patient counts (n) and percentages of total patient count.

[image: Table 1]



2.2. Procedure and Clinical Outcomes

Termination of AF into either sinus rhythm (SR) or atrial tachycardia (AT) at any step of the ablation constituted the procedural endpoint. When this procedural endpoint was not reached, electrical cardioversion was performed. Clinical follow-up, including 48-h Holter recordings, was performed at scheduled visits 3, 6, 12, and 18 months, then 2, 3, and 4 years after the initial ablation procedure to monitor arrhythmia recurrence, defined as AT, atrial flutter (AFL), or AF lasting more than 30 s (Calkins et al., 2018) observed during the follow-up period.

Based on the observed procedural and clinical outcomes, the study population was divided into the following three groups: (1) left terminated, non-recurring (LTN, n = 8), patients in whom AF was terminated into SR or AT at any stage of step-CA, and who remained arrhythmia free throughout the clinical follow-up period; (2) left terminated, recurring (LTR, n = 20), patients in whom AF was terminated into SR or AT, and who experienced a recurrence after a single step-CA procedure throughout follow-up; (3) not left-terminated (NLT, n = 12), patients in whom the step-CA procedure failed to terminate pers-AF. In the case that an arrhythmia recurrence occurred (LTR and NLT groups), the recurrence type was labeled as AT/AFL or AF.



2.3. ECG Pre-processing and Atrial Activity Extraction

Signal processing was performed in MATLAB™. ECG signals were visually inspected before processing, and signals containing excessive noise or artifacts were removed from the analysis. Prior to atrial activity extraction, a fifth order bandpass filter (1–20 Hz) was applied to the signals. The single-beat (SB) method described in Lemay et al. (2007), in which QRS and T-waves are processed separately, was used to extract atrial activity on all 12-lead ECG recordings. Following application of the SB method, signals were downsampled to 50 Hz, since the frequency content of interest in atrial signals is generally below 10 Hz (Holm et al., 1998). Once downsampled signals devoid of ventricular activity were obtained, time and frequency domain ECG parameters quantifying organization and evolution of AF were calculated as described in the next section.



2.4. Calculation of ECG Parameters

As this study aimed to examine the temporal evolution of AF organization indices in a way that would be clinically applicable, several different factors were considered when choosing appropriate analysis methods, including the non-stationary and multi-variate nature of ECG signals recorded in AF, as well as the feasibility of a real-time implementation. Various time-frequency approaches exist for estimating frequency in non-stationary data. The cross Wigner-Ville distribution was for example used in Stridh et al. (2001) to estimate the IF on the single ECG leads V1, V2, and V3. However, these methods can only estimate frequency instantaneously insofar as their time-frequency resolution compromise allows. Additionally, these methods are not designed for multivariate applications, and so do not inherently take advantage of the redundancy that exists between signals recorded on each of the six precordial ECG leads, which can be exploited to provide better overall performance and robustness (Prudat and Vesin, 2009). Empirical mode decomposition for time-frequency analysis has been extended for multi-variate applications, and has found data-adaptive application in tracking variations in the characteristic 10-Hz μ rhythm found in EEG signals (Mandic et al., 2013). However, this method requires that signals be available in their entirety and so would not be suitable for a real-time application.

Adaptive frequency tracking algorithms consisting of both a time-varying bandpass or notch filter and an adaptive mechanism to update the filter center frequency were therefore preferred for this study, which aimed to analyze methods that could be useful in a clinical context. The delay ensued by the bandpass or notch filtering operation can be reduced through the use of a suitable infinite impulse response filter. To our knowledge, this is the first study to use a multi-lead method on ECG signals to track changes in AF organization throughout ablation. For this reason, rather than use time-frequency methods, we have chosen to use an adaptive multi-lead frequency tracking algorithm developed previously in this group. We show first the application of this algorithm for single-lead ECG signals, and then demonstrate the advantage of using the multi-lead algorithm. We have shown that adaptive, time-variant algorithms outperform methods based on time-invariant band-pass filters (BPF), which could be less accurate for extracting the signal frequency components relevant to AF (Buttu et al., 2016). Here, we used an adaptive frequency tracking scheme to extract: (i) the common oscillatory component present in multi-lead ECG signals, and (ii) the oscillations of the fundamental frequency and its first harmonic from single-lead ECG signals.


2.4.1. Adaptive Frequency Tracking

The adaptive algorithm used here has been extensively described in references (Prudat and Vesin, 2009; Van Zaen et al., 2010; Buttu et al., 2013). The following is a brief description of its applicability for single, multi-signal, and harmonic frequency tracking.

The single frequency tracking algorithm has two parts, a time-varying BPF that extracts the oscillatory component present in the input signal, and an adaptive mechanism that controls the central frequency of the time-varying BPF, which is then taken as the IF. The transfer function of the time-varying BPF is defined as:

[image: image]

where β (0≪β < 1) controls the bandwidth of the BPF, and α(·) = cos(ω(·)) is the adaptive update of the central frequency of the filter. For a single input signal x(n), the output of the BPF is:

[image: image]

The central idea is to update α(n) to α(n+1) so that y(n) obeys the discrete oscillator equation. That is, the following cost function is minimized:

[image: image]

In practice, the update of the central frequency of the BPF is recursively estimated using the following equation:

[image: image]
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where the convergence rate can be adjusted using a forgetting factor δ (0≪δ < 1). The IF of the common oscillatory component is then computed as:

[image: image]

To extract the common frequency of M signals, the same BPF is used on each signal to compute individual updates as in the single-signal case. The central frequency is then updated using a weighted sum of the update terms, which are calculated separately for each signal. The computation of the weights is based on the minimization of the variance of the linear combination of the individual updates of the central frequency (Prudat and Vesin, 2009). This amounts to the same thing as giving larger weights to those signals in which the common oscillation makes up a larger part. The weighting process yields:

[image: image]

with weights 0 ≤ Wm(n) ≤ 1, m = 1, …, M and [image: image].

The single frequency tracker can also be extended to estimate the instantaneous fundamental frequency and extract the harmonic components in a single signal. The extension uses a separate time-varying BPF for each of the fundamental and harmonic components. Therefore, an estimate of the fundamental frequency is computed for each extracted oscillation with an adaptive mechanism. As in the multi-signal extension, a weighting procedure is applied in order to compute a global estimate of the fundamental frequency (Van Zaen et al., 2010; Buttu et al., 2013). The variances of the IF estimates obtained using the single frequency tracker and the multi-signal frequency tracker were compared for the signals used in this study, using ECG lead V1 for the single-frequency estimate, and ECG leads V1-V6b as input for the multi-signal estimate. It was found that the IF estimate variance was significantly less in the multi-lead case than single-lead only. An example illustrating the reduced variance obtained with the multi-lead IF estimate compared to that of the single-lead estimate is shown in Figure 1. The multi-signal frequency tracker was therefore used in this study to obtain IF estimates.


[image: Figure 1]
FIGURE 1. Illustrative example of multi-lead vs single-lead IF estimate. (Top) Atrial ECG signal with ventricular complexes removed, on which the single-lead estimate is calculated. (Bottom) Multi-lead IF estimate in blue, single-lead (V1) estimate in orange.




2.4.2. ECG-Based Organization Indices

Following atrial activity extraction as outlined in section 2.3, AF organization was quantified using frequency and time domain parameters. Frequency domain parameters included the IF and the adaptive organization index (AOI). The IF of the AF oscillations common to all the precordial leads (V1-V6b) was extracted using the multi-signal frequency tracking extension outlined above. The AOI was defined as the ratio between the power of the extracted fundamental and harmonic frequency components and total power of the input signal. The AOI is thus bounded between zero and one, with a value close to one indicating that most of the signal power is concentrated in the fundamental and first harmonic frequency components. The AOI was computed on ECG leads V1-V6b. The algorithm bandwidth β and update δ parameters were both set to 0.95, giving a convergence time of less than one second at a sampling frequency of 50 Hz. Time domain parameters were found separately for the extracted atrial signals on ECG leads V1-V6b, and included sample entropy (SampEn) (Alcaraz et al., 2010) and f-wave amplitude (FWA) (Meo et al., 2012). SampEn was calculated on the extracted atrial signals, using m = 2 samples within a tolerance of r = 0.2 applied to the signal standard deviation. The FWA was found by halving the difference of the upper and lower envelopes of the atrial signals obtained using local maxima and minima.

The IF and AOI signals were then divided into 10-s epochs, and one mean value was recorded for each epoch. For the time-domain measures, the extracted atrial signals were divided into 10-s epochs, and one SampEn and one mean FWA value was recorded for each epoch. Therefore, one mean multi-lead IF estimate and six mean AOI, six SampEn, and six mean FWA values (one for each lead) were recorded for each 10-s signal epoch, for each patient. Finally, each epoch was assigned one of the following three labels based on its temporal placement: (i) pre-PVI, if the epoch signal was recorded at baseline, prior to the start of the ablation, (ii) dur-PVI if the epoch signal was recorded during the PVI step of the procedure, (iii) post-PVI if the epoch signal was recorded during the CFAE or linear ablation steps.




2.5. Patient Group Comparison at Each Ablation Step

High DF and low OI values, as measured from the surface ECG, have been shown to predict likelihood of arrhythmia recurrence following CA (Szilágyi et al., 2018), and predictive performance has been shown to increase via the inclusion of adaptive frequency tracking organization parameters (Buttu et al., 2016). Based on these studies, here we compared the values of the IF, AOI, SampEn, and FWA at the three procedure steps outlined in section 2.3, for the three patient groups outlined in section 2.1. We calculated these parameter values on all epochs, and then averaged all available epochs for each patient, to calculate one mean value for each patient at each procedure step.



2.6. IF and AOI Temporal Evolution During Step-CA

To investigate the temporal evolution of the IF and AOI during ablation, we calculated the IF (multi-lead estimate) and AOI (lead V1 only) signals for all epochs in the dur-PVI and post-PVI steps. For each patient, we then created a temporal sequence of the mean values of each of the epoch IF and AOI signals, rather than averaging epoch means together, as was done in section 2.5. Therefore, two time sequences, composed of the mean values of the IF and AOI signals found for each epoch, were available for each patient. To test for the presence of a possible transition in the mean of the sequences, we used a statistical approach based on the principle of Minimum Description Length (MDL) (Rissanen, 1978). We compared the MDL values obtained when two different models were used to model the sequence: (i) a model with two parameters (one mean and one variance), and (ii) a model with three parameters (two local means and one variance). To estimate the second model, all sample indices, except the first and last, were tested as candidates for the index of the transition, with the two means computed using respectively the samples preceding and following the candidate index. The index corresponding to the smallest residual variance was then retained as the transition index. The MDL was computed using
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with N the number of epochs, [image: image] the variance estimate, and k the number of parameters, i.e., k = 2 for the first model, and k = 3 for the second model. The MDL values obtained for the first and second models were compared, and if the MDL for the first model was smaller than that of the second, no mean transition was considered to take place. If the MDL for the second model was smaller than that of the first, a significant transition was considered to be present at the retained index. We quantified the significant transitions as follows:

[image: image]

where y was the mean value after the retained index, and x was the mean before the retained index. An example of the test applied to two sequences, one with a transition and one without, is shown in Figure 2. Finally, in the case that a mean change was probable, we recorded whether the change occurred in the dur-PVI or post-PVI portion of the epoch sequence.


[image: Figure 2]
FIGURE 2. Illustrative example of MDL test. (Top) Sequence of random values in which the MDL test found no transition. (Bottom) Sequence of random values, plus step function, in which the MDL test found a transition at the step index, with x the mean value before the transition and y the mean value after the transition.




2.7. Temporal Evolution of AF Organization Post-PVI

Following the analysis of the temporal evolution throughout step-CA, we took a closer look at what may happen in the post-PVI procedure step, to see whether different patterns could be found not only between the different patient groups, but also between different types of atrial arrhythmia recurrence. For each available patient, we created temporal sequences of mean epoch IF (multi-lead estimate), AOI, SampEn, and FWA (lead V1 only) values as was done for the IF and AOI in section 2.6, but here using only those epochs labeled post-PVI. We applied the statistical test described in the previous section, and placed the sequences separately into one of the following three categories, according to the type of transition reported by the test: (i) Type 1. AF organization increases. For IF sequences, this is indicated by negative transitions, since decreasing frequency indicates an increase in AF cycle length (AFCL), and thus a more organized arrhythmia. For SampEn, this is also indicated by negative transitions, since lower SampEn values indicate less complexity and more regularity in time. For AOI and FWA sequences, this is indicated by positive transitions. (ii) Type 2. AF organization decreases. For IF sequences, this is indicated by positive transitions since increasing frequency indicates shorter AFCL. For SampEn, this is also indicated by positive transitions. For AOI and FWA sequences, this is indicated by negative transitions. (iii) Type 3. No changes in AF organization, indicated by no transitions in the sequences. The absolute and relative changes described in the previous section were also calculated for all sequences.



2.8. Statistical Analysis

All numerical values are expressed as median and interquartile range (IQR). Organization index values were compared across the three groups (LTN, LTR, and NLT) for all chest leads using the Kruskal-Wallis test. Amplitudes of post-PVI relative percent changes across the three groups (LTN, LTR, and NLT) as well as by type of recurrence (AT/AFL or AF) were also compared using the Kruskal-Wallis test. Statistical comparisons for categorical variables measured using patient counts were performed using Fisher's exact test. Statistical significance was considered for p < 0.05.




3. RESULTS


3.1. Study Population

A total of 40 patients were included in this study. Clinical characteristics for all patients are summarized in Table 1. The procedural endpoint was achieved in 28 patients (70%). AF was not terminated in the remaining 12 patients (NLT group), all of whom experienced an arrhythmia recurrence during follow-up. For patients in whom the procedural endpoint was reached, 8 (20%) remained in SR (LTN group) throughout the follow-up period following a single procedure. Arrhythmia recurrence was observed in the remaining 20 patients (LTR group). In the LTR and NLT groups, recurrence occurred as AF (n = 7) and as AT/AFL (n = 25) on average 7 ± 10 months after the index procedure. Note that the sustained AF duration of the NLT group (median [IQR]: 22 [14; 39] months) was significantly longer than that of the LTN and LTR groups (20 [10; 24] and 13 [12; 24] months, respectively). The cumulative ablation time was also significantly different for each group, being the longest for the NLT group (76 [61; 81] min.), followed by the LTR group (55 [50; 60] min.), and finally shortest for the LTN group (40 [29; 54] min.). The mean follow-up duration for the study population was 32 ± 14 months, and at the end of the follow-up period, 34 (85%) patients were in SR without (28/34, 82%) and with amiodarone (6/34, 18%), with a mean number of 2 ± 1 CA procedures per patient.



3.2. ECG Parameters Before and During Ablation

Figure 3 shows IF values for all patients at pre-PVI, dur-PVI, and post-PVI, and grouped as LTN, LTR, or NLT, to analyze both differences between patient groups and within the same patient group at different procedure steps. Figure 4 reports the same information for the AOI values calculated on leads V1, V3, V4, and V6b. The remaining precordial leads did not display statistical significance (data not shown). Median IF values observed in the LTN and LTR patient groups were significantly smaller (p < 0.01) than those observed in the NLT patient group at pre-PVI and dur-PVI. Significant differences at all steps were observed between the LTN and NLT patient groups only on lead V1. Other leads displayed varying significant differences between different combinations of groups and ablation steps. Significant differences between the LTN and NLT and the LTR and NLT groups in the same procedure step were observed only on V6b, post-PVI. No significant differences were observed between the IF and AOI calculated at the pre-PVI, dur-PVI, and post-PVI procedure steps within a single patient group (LTN, LTR, or NLT). Additionally, no significant differences could be observed between patient groups nor within the same group between procedure steps for the SampEn and FWA indices, for which results can be found in the Supplementary Materials. These results suggest that patients in whom CA did not successfully terminate AF displayed significantly lower levels of AF organization both prior to and throughout the CA procedure. In the following sections, the AOI, SampEn, and FWA indices will be reported for lead V1 only, as this was the lead to display significant differences between groups most consistently.


[image: Figure 3]
FIGURE 3. IF at pre-PVI, dur-PVI, and post-PVI for all patient groups. Significant differences between groups at each ablation step are displayed; **p < 0.01.



[image: Figure 4]
FIGURE 4. AOI calculated on leads V1, V3, V4, and V6b at pre-PVI, dur-PVI, and post-PVI for all patient groups. Significant differences between groups at each ablation step are displayed; *p < 0.05, **p < 0.01. Leads V2 and V5 not shown, as results were not significant on these leads.




3.3. Temporal IF and AOI Evolution Throughout Step-CA

Several examples showing transitions, or lack thereof, in the means of epoch sequences reported by the MDL test are shown in Figure 5. Using the MDL statistical test, a transition in the mean of the sequence of the combined epoch IF values at dur-PVI and post-PVI was observed in 33 out of 40 patients. A transition was observed in 7/8 LTN patients, of which 2 dur-PVI and 5 post-PVI. A transition was observed in 16/20 LTR patients, of which 6 dur-PVI and 10 post-PVI. Finally, a transition was observed in 10/12 NLT patients, of which only 1 dur-PVI and 9 post-PVI. These results suggest that step-CA led to changes in AF dynamics in most patients; however, no significant association was found between the timing of the change (dur-PVI or post-PVI) and the different patient groups.


[image: Figure 5]
FIGURE 5. Sequences of epoch average IF values for three patients. The observed relative percent change is indicated in the title of each example. From left to right, a negative transition in the mean, a positive transition in the mean, and finally no transition observed in the mean of the sequence.




3.4. Temporal Evolution of AF Organization Post-PVI

Atrial fibrillatory waves were not consistently observed in the post-PVI ECG signals of three patients. Since this precluded reliable atrial activity extraction for a sufficient number of epochs, the data from these patients were excluded from this part of the analysis. Additionally, two LTN patients reached the procedural endpoint dur-PVI; therefore, post-PVI analysis was not feasible. Figures 6, 7 show examples of the three types of AF organization outlined in section 2.7 for IF, AOI, SampEn, and FWA (Type 1: increasing organization; Type 2: decreasing organization; Type 3: no change in organization).


[image: Figure 6]
FIGURE 6. Three types of AF organization. The observed relative percent change is indicated in the title of each example. The first column shows examples of Type 1, increasing AF organization, indicated by a negative IF transition in the first row and a positive AOI transition in the second row. The second column shows examples of Type 2, decreasing AF organization, indicated by a positive transition in the IF epoch sequence, and negative transition in the AOI epoch sequence. Finally, the third column shows examples of Type 3, no change in AF organization, indicated by no transitions in either sequence.



[image: Figure 7]
FIGURE 7. Three types of AF organization. The observed relative percent change is indicated in the title of each example. The first column shows examples of Type 1, increasing AF organization, indicated by a negative SampEn transition in the first row and a positive FWA transition in the second row. The second column shows examples of Type 2, decreasing AF organization, indicated by a positive transition in the SampEn sequence, and negative transition in the FWA epoch sequence. Finally, the third column shows examples of Type 3, no change in AF organization, indicated by no transitions in either sequence.


Tables 2, 3 show relative percent changes in respectively IF and AOI, and SampEn and FWA, post-PVI, according to ablation outcome. Ablation within the LA (CFAE and linear ablation) led to increases in AF organization in most patients [Type 1: decrease in IF, 24/35 (68%); increase in AOI, 25/35 (71%); decrease in SampEn, 21/35 (60%)]. Increases in FWA were observed in 16/35 (46%) of patients. However, no association between Type 1 transitions and procedural ablation outcomes was found. No significant differences were observed in the relative percent changes in the IF, AOI, SampEn, and FWA epoch sequences between the LTN, LTR, and NLT patient groups.


Table 2. Relative changes in IF and AOI post-PVI, according to ablation outcomes, expressed as median with [25th; 75th] percentiles.

[image: Table 2]


Table 3. Relative changes in SampEn and FWA post-PVI, according to ablation outcomes, expressed as median with [25th; 75th] percentiles.

[image: Table 3]

Table 4 shows the distribution of the three categories of temporal evolution in the IF and AOI sequences, according to the form of recurrence observed during the follow-up period after a single ablation procedure. Increases in AF organization during ablation, as indicated by a decrease in IF and/or increase in AOI, were more frequent in patients whose arrhythmia recurred as AT/AFL than in patients whose arrhythmia recurred as AF [AT/AFL vs. AF, Type 1: decrease in IF, 19/23 (83%) vs. 2/6 (33%); increase in AOI, 18/23 (78%) vs. 2/6 (33%); p < 0.05]. Median relative percent changes in IF and AOI showed significantly greater amplitudes in AT/AFL recurrences than in AF recurrences (IF: −5 [−7; −2]% vs. 0 [−2; 0]%; AOI: 13 [5; 29]% vs. 0 [−6; 8]%; p < 0.05). This suggests that if AF reorganization occurred post-PVI, then recurrence occurred as an organized arrhythmia, such as AFL or AT. However, little or no post-PVI reorganization may have led to recurrence as a disorganized arrhythmia, i.e., AF. The same information for the SampEn and FWA variables, for which no statistically significant differences between patient groups nor between types of arrhythmia recurrences could be found, is included in the Supplementary Materials.


Table 4. Relative changes in IF and AOI post-PVI, according to form of recurrence, expressed as median with [25th; 75th] percentiles.
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4. DISCUSSION

This exploratory study contains several findings, including: (i) patients in whom ablation failed to terminate AF and to restore long-term SR displayed the lowest AF organization level as indicated by the highest IF and lowest AOI values, (ii) IF and AOI mean value transitions were more likely to occur post-PVI than dur-PVI, and (iii) AF reorganization during post-PVI was associated with organized arrhythmia recurrence as AT/AFL, while lack of AF reorganization was associated with disorganized arrhythmia recurrence as AF.

It has been suggested previously that high baseline DF and low OI values measured from the surface ECG are likely to predict arrhythmia recurrence after CA (Okumura et al., 2012; Szilágyi et al., 2018; Murase et al., 2020). In this study, an analysis of the median trends at each of the pre-PVI, dur-PVI, and post-PVI ablation steps confirmed higher IF and lower AOI values in NLT patients at pre-PVI, for whom the step-CA procedure failed to terminate pers-AF. This analysis also revealed that these higher IF and lower AOI values persisted at the dur-PVI and post-PVI steps. However, we found that for any individual patient group (LTN, LTR, or NLT), the median IF and AOI values did not change significantly between the pre-PVI, dur-PVI, and post-PVI steps.

The temporal evolution of surface ECG and intracardiac EGM measures throughout CA has been previously studied. In Forclaz et al. (2011), AFCL was observed to increase between progressive steps of post-PVI ablation in pers-AF patients, regardless of whether the step-CA procedure successfully terminated their AF. However, an increase in a temporal regularity index similar to the OI was found only in patients with termination. In addition, patients with the largest increases in the temporal regularity index more commonly experienced long-term freedom from arrhythmia during a follow-up period. A progressive increase in AFCL was observed at subsequent ablation steps in Calò et al. (2006), and a gradual increase in AFCL between ablation steps was associated with AF termination by ablation in D O'Neill et al. (2006). Lankveld et al. (2016) investigated temporal changes in the values of DF estimated from 10-s ECG recordings obtained after each step performed in step-CA, for patients with pers-AF. An overall decrease in DF was found after each ablation step, with the highest values observed pre-ablation, decreasing following PVI, and further decreasing following LA ablation. The exact changes in the DF depended on whether left and/or right-sided ablation were performed. These findings are suggestive of a progressive increase in AF organization throughout CA; however they do not reveal, at the level of surface ECG, which CA steps may contribute most to this increase. Our study investigated this by extending the analysis to include many ECG epochs for each of the pre-PVI, dur-PVI, and post-PVI ablation steps, rather than only one segment after each procedure step as in Lankveld et al. (2016). In the present study, when the temporal evolution of AF complexity parameters dur-PVI and post-PVI was estimated statistically using a test for mean value transition based on the principle of MDL, IF, and AOI mean transitions were observed in a large majority of patient epoch sequences. It was also observed that most of these transitions occurred in the post-PVI step. When mean value transitions were estimated on sequences composed of only post-PVI epoch means, most of them could be categorized as increasing AF organization, i.e., negative transitions in the IF sequences, indicative of a lengthening in the AFCL, and positive transitions in the AOI sequences. This suggests that it was CFAE and linear ablation, rather than PVI, that was associated with increasing AF organization, and therefore that AF substrate was more likely located in the LA, and not the pulmonary veins. The study performed in Ha¨ıssaguerre et al. (2005) found that the largest increments in the gradual prolongation of the AFCL were observed after ablation of the PV-LA junction, inferior LA/CS interface, and left atrial appendage (LAA). Our study suggests that this effect may be observed at the surface ECG level. The differences in the amplitudes of the transitions were not significantly linked to the LTN, LTR, and NLT patient groups. However, it was found that increases in AF organization post-PVI occurred more often in LTR and NLT patients who had a recurrence of AT or AFL, both organized arrhythmias. In contrast, when no AF reorganization was observed post-PVI, disorganized arrhythmia recurrence as AF was more common. These findings suggest that ECG-based AF organization indices could help to assess the risk of later recurrence in the form of AT/AFL or AF after a single step-CA procedure.

The potential applications of analyzing the temporal evolution of ECG parameters throughout CA are manifold, including further insight into the interaction of CA with local substrate and the efficacy of an ongoing ablation.



5. STUDY LIMITATIONS

The small population size in this study may limit its predictive power. In addition, because this was a single-center study in which a single operator (EP) performed all ablation procedures, results may not extend to other centers. Importantly however, the study included consecutive patients undergoing radio-frequency ablation procedures for treatment of pers-AF; therefore, no selection bias was introduced. Also limiting our study was the recording of ECG signals only while patients were under general anesthesia (GA), and this may have affected atrial activity dynamics. However, patient response to step-CA was assessed using relative mean transitions in temporal ECG-based organization indices throughout ablation, reducing bias that could have been introduced by varying patient responses to GA. Importantly, our study was intended to identify (before and during ablation) ECG-based markers to characterize the relationship of the AF substrate to procedural and clinical outcomes. Our study is however missing a comparative analysis of suitable measures designed for intracardiac electrograms that would strengthen our results. A final limitation was the definition of the clinical endpoint as a successful ablation after a single procedure, which might minimize the success rate of step-CA after multiple procedures (Scherr et al., 2015). Since most recurrences occurred as AT/AFL, using a single-procedure ablation success as a clinical endpoint was aimed at lowering the bias due to repeat ablation procedures. The high recurrence as AT/AFL may be a consequence of the extensive ablation in the index procedure, which included PVI, defragmentation, and lines. Any remaining gaps in these lesions may favor the emergence of AT/AFL. Importantly, recurrence occurring as AT/AFL may be an expression of both the ablation extent and the level of bi-atrial remodeling (Yang et al., 2017).



6. CONCLUSION

This study suggests that non-invasive ECG measures may be used pre-PVI to show the lowest levels of AF organization in NLT patients who do not respond well to step-CA. These measures are not however suitable for predicting which patients will experience an arrhythmia recurrence following a single step-CA procedure.

Additionally, investigation of the temporal evolution of ECG-based indices during step-CA bears merit for consideration as a clinical tool to assess the progression of ongoing ablation procedures. Ablation following PVI within the LA (CFAEs and linear ablation) could be associated with increasing AF organization, particularly in those patients who may experience an arrhythmia recurrence as AT/AFL rather than AF. Patterns of temporal evolution in adaptive ECG measures could not be shown to distinguish pers-AF patients who did or did not experience an arrhythmia recurrence.
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In both clinical and computational studies, different pacing protocols are used to induce arrhythmia and non-inducibility is often considered as the endpoint of treatment. The need for a standardized methodology is urgent since the choice of the protocol used to induce arrhythmia could lead to contrasting results, e.g., in assessing atrial fibrillation (AF) vulnerabilty. Therefore, we propose a novel method—pacing at the end of the effective refractory period (PEERP)—and compare it to state-of-the-art protocols, such as phase singularity distribution (PSD) and rapid pacing (RP) in a computational study. All methods were tested by pacing from evenly distributed endocardial points at 1 cm inter-point distance in two bi-atrial geometries. Seven different atrial models were implemented: five cases without specific AF-induced remodeling but with decreasing global conduction velocity and two persistent AF cases with an increasing amount of fibrosis resembling different substrate remodeling stages. Compared with PSD and RP, PEERP induced a larger variety of arrhythmia complexity requiring, on average, only 2.7 extra-stimuli and 3 s of simulation time to initiate reentry. Moreover, PEERP and PSD were the protocols which unveiled a larger number of areas vulnerable to sustain stable long living reentries compared to RP. Finally, PEERP can foster standardization and reproducibility, since, in contrast to the other protocols, it is a parameter-free method. Furthermore, we discuss its clinical applicability. We conclude that the choice of the inducing protocol has an influence on both initiation and maintenance of AF and we propose and provide PEERP as a reproducible method to assess arrhythmia vulnerability.
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1. INTRODUCTION

Atrial fibrillation (AF) is the most frequent cardiac arrhythmia and a progressive pathology associated with high morbidity and mortality (Hindricks et al., 2020). Despite recent advances in both diagnostic and therapeutic techniques, the success rate for the standard-of-care treatment, catheter ablation, is sub-optimal in patients with persistent AF (Verma et al., 2015; Morady and Latchamsetty, 2018). The modest efficacy reflects the complexity of the underlying phenomena and our incomplete understanding of the mechanisms of initiation, maintenance and progression of AF episodes (Andrade et al., 2014; Mann et al., 2018). In clinical practice, electrical stimulation has been widely used to diagnose and guide therapy of arrhythmias. Despite the high prevalence of atrial rhythm disorders, the sensitivity, specificity and reproducibility of mostly ventricular stimulation has been investigated (DiCarlo et al., 1985; Kudenchuk et al., 1986). An equally critical evaluation of protocols for induction of AF and atrial flutter is currently lacking.

Kumar et al. (2012) highlighted the importance of the choice of the protocol used to induce AF even in patients without AF history and/or structural heart disease. The incidence of initiation and maintenance of AF varied according to gender, method of induction and number of inductions. In addition, the stimulation sites, pacing methods, number of AF inductions, use of pharmacological provocation and the definition of inducibility based on AF duration vary among different studies (Hakan et al., 2004; Essebag et al., 2005; Jaïs et al., 2006; Richter et al., 2006). Currently, various protocols are used to test AF inducibility before and after ablation procedures. For instance, some groups have used burst pacing at a fixed cycle length, while others have paced at the shortest cycle length which resulted in loss of 1:1 capture. Kumar et al. (2012) observed that the incidence of inducible or sustained AF was significantly higher with decremental pacing compared to burst pacing, as was the total duration of induced AF. They concluded that the adoption of AF inducibility as final electrophysiological endpoint is critically dependent on the variations in the definition of inducibility, aggressiveness of AF induction protocol and the number of AF inductions. However, they could not compare burst vs. decremental pacing within the same patient as this is not feasible clinically for ethical reasons. In another clinical study (Krol et al., 1999), a programmed atrial stimulation protocol for induction of sustained arrhythmia was evaluated. They were able to induce and maintain arrhythmic episodes using a train of pulses close to the effective refractory period in 39/44 (89%) patients. The study demonstrated that employing only two atrial sites and three atrial extra-stimuli induced either AF or atrial flutter in 89% of the patients with previous AF history and in 7% of the control group without documented arrhythmias. Moreover, inducibility was proposed as a predictor of long-term AF recurrence (Essebag et al., 2005).

Computational modeling has been proven to be a useful tool for assessing arrhythmia vulnerability (Arevalo et al., 2016; Zahid et al., 2016; Azzolin et al., 2020) and for supporting ablation planning (Lim et al., 2017; Boyle et al., 2019; Loewe et al., 2019; Roney et al., 2020). However, different protocols used to induce arrhythmia in simulations (Krummen et al., 2012; Matene and Jacquemet, 2012; Bayer et al., 2016; Roney et al., 2016, 2018; Zahid et al., 2016; Boyle et al., 2019) are not only making studies difficult to compare, but are also influencing the decision on whether an atrial model is vulnerable to AF and are therefore crucial for identifying the optimal ablation targets. In Boyle et al. (2019), arrhythmic episodes were induced by pacing from 40 evenly distributed sites applying a train of 12 electrical stimuli with decreasing cycle length from 300 to 150 ms. Their choice of protocol was motivated by a previous publication (Roney et al., 2016), in which, however, AF was initiated by delivering five triggering ectopic beats from the right superior pulmonary vein with a fixed coupling interval of 400 ms with the sinus rhythm but variable basic cycle length of 155 or 160 ms, depending on inducibility. In Bayer et al. (2016), each pulmonary vein was individually paced with five beats at a fixed cycle length but different coupling intervals. The values for coupling interval and cycle length were according to Haissaguerre et al. (1998). Roney et al. (2018) tested arrhythmia inducibility via extra stimuli coming from each pulmonary vein. They already highlighted the influence of variable cycle length, pacing intervals and pacing location on arrhythmia initiation. Conversely, Matene and Jacquemet (2012) proposed to induce AF by manually placing 1–6 phase singularities on the atrial surface, reconstructing an activation time map using an interpolation algorithm based on the eikonal equation and using that as initial condition for a monodomain simulation.

Considering the increasing use of catheter ablation and pacing therapies for atrial arrhythmias, which often take the suppression of inducibility as one of the endpoints of treatment, the definition of a commonly acknowledged electrical stimulation protocol is needed. A standardized methodology is critical since the use of different protocols could lead to contrasting conclusions on whether or not a patient or a patient-specific digital twin model is vulnerable to arrhythmia. In this study, we quantitatively evaluate different methods to induce arrhythmia, investigate their impact on both initiation and maintenance of AF episodes and propose an easily reproducible protocol to assess AF vulnerability of a particular atrial model.



2. MATERIALS AND METHODS


2.1. Atrial Models

In this work, two highly detailed volumetric bi-atrial geometry derived from magnetic resonance images were used (Krueger et al., 2013). The tetrahedral mesh had an average edge length of 0.5 mm. Fiber orientation was calculated by a semi-automatic rule-based algorithm (Wachter et al., 2015). We updated the models used in Krueger et al. (2013) by including a pectinate muscle running from the sinus node to the apex of the right atrial appendage to provide a fast activation of the appendage. Different conductivity and anisotropy values were implemented in working myocardium, pectinate muscles, bachmann bundle, inferior isthmus and crista terminalis to consider the heterogeneity in the atria (Loewe et al., 2015, 2016). Conductivities were tuned to reach four different total activation times in sinus rhythm of 130, 151, 179, and 199 ms and respective global average conduction velocities of 0.7, 0.66, 0.55, and 0.49 m/s, respectively. We will refer to these models as H1, H2, H3, and H4. In the second geometry, we applied the same mean global conduction velocity as in model H4. The resulting atrial model had a total activation time of 152 ms and will be referred to as H4B. The total activation times were chosen to be all ≥130 ms since patients with a P-wave duration longer than 130 ms were shown to have higher risk for AF (Lemery et al., 2007; Nielsen et al., 2015). Depending on the simulated scenario, the original Courtemanche et al. (1998) model (H1, H2, H3, H4, and H4B) or a variant reflecting AF-induced remodeling (UII and UIV) (Loewe et al., 2014) represented the myocyte membrane dynamics. Fibrotic tissue was included in the regions of both atria most-often exhibiting fibrotic substrate in patients with AF, which are pulmonary veins antrum, left lateral wall, anterior wall, posterior wall and septum in the left atrium (Akoum et al., 2012; Benito et al., 2018; Higuchi et al., 2018) as well as right atrial appendage and septum in the right atrium (Cao et al., 2010; Akoum et al., 2012).

Two different fibrosis severity stages were implemented: Figure 1A shows the Utah stage II case (UII), in which 19% of the left atrial wall (LAW) and 5% of the right atrial wall (RAW) were modeled as fibrotic. In the most severe case (Figure 1B), 39% of the LAW and 11% of the RAW was modeled as fibrotic, classifying as Utah stage IV (UIV). To account for structural remodeling and the presence of scar tissue, we set 50% of the elements in the fibrotic regions as almost not conductive (conductivity of 10−7 S/m). This approach modeled the macroscopic passive barrier behavior caused by the electrical decoupling of the myocytes in the tissue infiltrated by fibrosis, also referred to as “percolation” (Vigmond et al., 2016). In the other 50%, several ionic conductances were rescaled to consider effects of cytokine-related remodeling (Roney et al., 2016) (−50% gK1, −40% gNa, and −50% gCaL).


[image: Figure 1]
FIGURE 1. Posterior and anterior view of Utah stage II (UII) model in (A) and Utah stage IV (UIV) model in (B). Black regions indicate fibrotic tissue in which 50% of the elements were non-conductive and the remaining 50% electrophysiologically remodeled due to cytokine effects.




2.2. Protocols to Test Inducibility

We tested inducibility of arrhythmic episodes by pacing from stimulus locations placed on the endocardial surface with inter-point distance of 1 cm, resulting in up to 227 evenly distributed points. We systematically evaluated and compared three state-of-the-art methods: phase singularity distribution (PSD), rapid pacing (RP) and pacing at the end of the effective refractory period (PEERP). In all pacing protocols (RP and PEERP), a transmembrane current of 30 μA/cm2 was injected in an area of 2 × 2 mm. We considered a point to be “inducing” if the application of one protocol at that location, induced and sustained an arrhythmia for at least 1.5 s after the end of the protocol. All the protocols used in this study are available open source in the examples section of openCARP (Vigmond et al., 2003; Sánchez et al., 2020; Augustin et al., 2021) at www.opencarp.org/documentation/examples.


2.2.1. Phase Singularity Distribution

The phase singularity distribution (PSD) method places phase singularities (PSs) in the atria, constructs an activation time map by solving the Eikonal equation and finally uses this as initial state for a monodomain excitation propagation simulation (Jacquemet, 2010; Matene and Jacquemet, 2012). The parameters of this method are the cycle length of the re-entrant wave, the number of PSs to initialize and the rotation direction of each PS. We set a single PS rotating in anti-clockwise direction (looking from the endo- to the epicardium) in one of the 227 points for each of the 227 simulated scenarios. We seeded only one PS for the sake of consistency with the pacing protocols in which we stimulated from one location per simulation. The cycle length was set to 315 and 168 ms, for the original (Courtemanche et al., 1998) model and the chronic AF variant (Loewe et al., 2014), respectively (5% longer than the effective refractory period). However, this method can be applied only in simulations.



2.2.2. Rapid Pacing

The rapid pacing (RP) protocol consists of a train of stimulation pulses with decreasing coupling intervals (CI). We extended the protocol by supporting a variable number of pulses with the same CI before the next decrement. Moreover, we implemented the option to check for successful initiation of an arrhythmia after every stimulation instead of only at the end of the protocol. This extended RP protocol is defined by [image: image] where N is the number of stimuli with the same CI, {B, E} defines if we were checking for the induction of an arrhythmia after every beat (B) or only at the end of the protocol (E), s is the starting CI and l is the last CI, both in ms. The CI was continuously decremented from s to l in steps of 10 ms. s was different for each action potential phenotype: 300 ms for the control case and 200 ms in the AF-induced remodeling setup. l was also distinct between control and AF remodeled and chosen as 200 and 130 ms, respectively. N was incremented from 1 to 4. For example, the RP protocol with N = 1, s = 200 ms, l = 130 ms and arrhythmia checking only at the end resulted in the following train of pulses:

[image: image]

which is the most common RP protocol (Krummen et al., 2012; Zahid et al., 2016; Boyle et al., 2019). The case N = 2 was as follows:

[image: image]

The RP protocol with N = 1, s = 200 ms, l = 130 ms and arrhythmia checking after every beat yields:

[image: image]

To summarize, the RP protocols were tested with N increasing from 1 to 4 and coupling interval between 300 and 200 ms for the control case and 200 and 130 ms for the AF remodeled case. The parameters of the RP protocols are the maximum number of beats with the same CI, first and last CI, the CI decrement, and the stopping criteria (arrhythmia checking in between or at the end of the protocol). Moreover, the RP is currently used in clinical practice.



2.2.3. Pacing at the End of the Effective Refractory Period

The pacing at the end of the effective refractory period (PEERP) protocol triggers stimuli at the end of the effective refractory period. Therefore, each stimulus was delivered as soon as the underlying tissue had recovered from the previous activation and was able to initiate a new wave propagation. We implemented a run-time binary search method to find the minimum time at which a new depolarization wave could locally spread (effective refractory period) with a temporal resolution of 1 ms. We tested the influence of a temporal ERP uncertainty up to 8 ms in the model UIV. Based on initial experiments, the atrial action potential duration at 94% repolarization computed during sinus rhythm was chosen as first guess of the effective refractory period. The criterion for successful wave propagation was a transmembrane potential ≥−50 mV in at least one node in a ring 4–6 mm around the stimulation site. In this study, the maximum number of beats delivered from one stimulation site was set to 4. Consequently, the stimulation at one pacing location was stopped if the maximum number of beats was reached or if an arrhythmia was initiated. The only parameter for this new PEERP protocol is therefore the maximum number of stimuli to apply at a specific location. We will discuss in section 4.4 how the PEERP could be implemented during in-vivo procedures.




2.3. Arrhythmia Classification

Reentrant dynamics can, in many cases, be simplified by considering the behavior of their organizing centers—the PSs. We followed the method presented by Clayton et al. (2006) to detect PSs and track the spatio-temporal behavior of each PS during the whole simulated episode. We defined a PS as long-living PS (llPS) if it was sustained for at least 500 ms. Moreover, we distinguished the llPS which were stable within an area enclosed in a bounding box of 5 cm edge length (stable llPS) for the last simulated 1.5 s, from the ones which were meandering largely (non-stable llPS). The episodes in which no llPS was found were classified in multiple wave fronts (Multi) or flutter (Fl) by visual inspection. We, therefore, classified each arrhythmic episode into four categories: Multi, Fl, non-stable llPS, and stable llPS. The Multi class was defined as a complex and disorganized series of multiple wave fronts merging and colliding with each other without a clearly identifiable llPS. Periodic macro-reentries were interpreted as Fl cases. An example of stable llPSs and multiple wave fronts episodes are shown in Figure 2.


[image: Figure 2]
FIGURE 2. Example of stable llPS (A) and multiple wave fronts (B).




2.4. Subdivision of Atria in Spatial Segments

To localize the inducing points and drivers sustaining atrial activity, we partitioned the atria into different regions. The atria were subdivided into 28 segments (Figure 3): 19 in the left atrium [four pulmonary vein segments (LIPV, RIPV, LSPV, and RSPV), four segments at the roof, five segments on the posterior wall, two segments in the septum, four segments on the anterior wall] and nine in the right atrium (inferior and superior vena cava rings, coronary sinus, cavotricuspid isthmus and septum, sinus node, right atrial appendage, anterior wall, four segments on the posterior wall of the RA).


[image: Figure 3]
FIGURE 3. Model UIV partitioned into segments, the black dots represent the fibrotic elements.




2.5. Computational Tools

The spread of the electrical activation in the atrial myocardium was simulated by solving the monodomain system using openCARP (Vigmond et al., 2003; Sánchez et al., 2020) and a time step of 0.02 ms.




3. RESULTS


3.1. Inducibility

The number of inducing points and the relative frequency of arrhythmic mechanisms induced in each model are shown in Figure 4. We would like to recall that [image: image] and [image: image] were used for the models H1, H2, H3, H4, H4B, and [image: image] and [image: image] for the models UII and UIV. However, in Figure 4 they are summarized as RPB and RPE. The number of inducing points increased with both a lower average global conduction velocity and higher amount of fibrotic tissue. No arrhythmic episode could be induced and sustained in model H1, which is why this model is not included in the results. PEERP was the only method which induced all the possible arrhythmic mechanisms described in section 2.3 in most of the models (4/5). The application of the RP protocol resulted in inducing a majority of atrial flutter mechanisms in the model UII and no multi-frontal episode in either model with fibrosis. Moreover, the PEERP method initiated arrhythmia from the most segments, averaged over all models, as displayed in Figure 5. However, RPB was the only method which could induce and sustain arrhythmia pacing from all the segments in the UIV model. Nonetheless, inducing points belonging to only 4/28 segments were found applying the RP protocol in the model UII. The atrial segments in which inducing points were found to initiate and maintain stable llPSs applying the different protocol can be found in the Supplementary Material. In the left atrium, the majority of inducing points were found in segments 4, 5, 7, 9, 18, 19. In the right atrium, the segments 25, 26, 27 were the most inducible.


[image: Figure 4]
FIGURE 4. First row: number of inducing points classified per induced arrhythmic mechanism: multiple wave fronts, flutter, non-stable and stable long living phase singularity. Second row: arrhythmic mechanisms induced by each protocol in the different atrial models.



[image: Figure 5]
FIGURE 5. Number of atrial segments in which inducing points were identified applying the various protocols in the different models.


The CI of RPB at which arrhythmia was initiated was around 130 and 250 ms for the models with and without structural remodeling, respectively (Figure 6A). The following tendency was observed: a slight increase of the inducing CI with lower global conduction velocity and higher amount of fibrosis. The inducing number of stimuli with the same CI (N) was in most of the cases N = 2 for both RPB and RPE, as presented in Figure 6B. However, in the model UIV N = 1 was often sufficient to initiate arrhythmic episodes using RPB. The required total number of stimuli to induce arrhythmia by each protocol is displayed in Figure 6C. The methods PEERP, RPB and RPE required on average 2.7, 13.6, and 17.6 beats respectively to initiate an arrhythmic episode. The different protocols needed a similar total number of beats when applied to the model H4B, as shown in the Supplementary Material.


[image: Figure 6]
FIGURE 6. (A) CI at which RPB induced arrhythmia in each atrial model. (B) Number of beats per CI (N) needed to initiate arrhythmia in both RPB and RPE. (C) Total number of beats applied in the protocols PEERP, RPB, and RPE inducing arrhythmic episodes.


Furthermore, the application of PEERP resulted in an increasing number of segments in which inducing points were found with both decreased global CV and greater amount of fibrotic tissue, as shown in Figure 5. On one hand, the RP protocols were the only ones to initiate and sustain arrhythmia pacing from almost all the segments in the model UIV. On the other hand, both RPB and RPE could induce pacing from only four segments in the model UII.

Moreover, the simulation time required to complete each protocol for one stimulation point was 3.0, 19.5, 8.4 s for PEERP, RPB, and RPE, respectively (Figure 7).


[image: Figure 7]
FIGURE 7. Simulated time required to entirely perform each protocol from one stimulation point in s.


The number of inducing points found in the model UIV remained stable between 141 and 146 out of 227 stimulation points when increasing the time tolerance for the local effective refractory period computation up to 8 ms as shown in Figure 8.


[image: Figure 8]
FIGURE 8. Number of inducing points identified in the model UIV when decreasing the temporal resolution used to find the local effective refractory period in the PEERP method.


Additionally, subsets of the initial pacing locations were extracted to evaluate the sensitivity of each protocol to a reduction of the number of pacing locations, i.e., an increase of the inter-point distance. The sensitivity was computed as the percentage of stable llPSs found when pacing from the initial pacing points with 1 cm inter-point distance. We considered increasing inter-point distances of 1.5, 2, 2.5, and 3 cm. The sensitivity analysis results are presented in Table 1. When applying the protocols only at pacing points located 3 cm away from each other, leading to a total of only 11 bi-atrial pacing sites, all the protocols could reproduce more than the 90% of the locations maintaining stable llPSs in the model UIV. The PEERP and the RPB were the only methods to identify some of the stable llPSs sustaining areas with a greater inter-point distance when applied to all models.


Table 1. Sensitivity of each protocol in the different atrial models to increased inter-point distance.

[image: Table 1]



3.2. Maintenance

All protocols showed a tendency for increasing number of segments in which stable llPSs were sustained in models with lower global CV or higher percentage of fibrotic remodeling (Figure 9). PEERP was the protocol which sustained most stable llPSs in the models without structural remodeling. In the UII and UIV models, the PSD method was the one identifying more segments vulnerable to maintain stable llPSs, followed by PEERP. The RP protocols classified subsets of atrial segments found by the other methods as vulnerable to sustain stable llPSs in most of the cases.


[image: Figure 9]
FIGURE 9. Number of maintaining atrial segments after applying each protocol in all the 227 stimulus locations. We simulated 1.5 s after the end of each protocol to observe the evolution of the arrhythmia.


The PEERP method was the only one identifying the left atrial roof (segment 9) as vulnerable for maintenance of stable llPSs in all the models. All the pacing protocols (PEERP and RP) showed most of the stable llPSs in segments located in the left atrium. The inclusion of fibrotic remodeling (models UII and UIV) led to the maintenance of stable llPSs in the segments containing fibrosis. However, PSD classified as vulnerable to maintain many segments located in the right atrium too. Moreover, the PSD method yielded many stable llPSs sustaining in segments without fibrosis in the models UII and UIV. Independent of the choice of the inducibility protocol, most of the stable llPSs were maintained in the left posterior wall, roof, and septum (segments 5, 6, 9, 14, 16, 25, 27). The atrial segments in which stable llPSs were sustained after applying the different protocols can be found in the Supplementary Material.

The distance between the centers of the path traveled by stable llPSs and their corresponding inducing points was around 5–7 cm in most models using PEERP and RPB (Figure 10). Applying PSD and RPE the distance was between 2.5 and 5 cm in the models without AF specific remodeling and between 5 and 7 cm in the others.


[image: Figure 10]
FIGURE 10. Geodesic distance between inducing points and centers of the path covered by stable llPSs.


All induction protocols sustained on average one stable llPSs per simulation, as shown in Figure 11.


[image: Figure 11]
FIGURE 11. Number of stable llPSs per simulation with the different induction protocols.





4. DISCUSSION


4.1. Inducibility

Each of the four protocols was applied at 227 locations for each of the seven atrial models, resulting in 6,356 3D bi-atrial electrophysiological simulations. This is, to the best of our knowledge, one of the most extensive computational studies on the influence of pacing protocols on AF inducibility and maintenance. Regarding the vulnerability to induce arrhythmia, we demonstrated that the PEERP method provokes a bigger variety of different mechanisms compared to the other protocols. PEERP was able to induce diverse degrees of arrhythmia complexity, ranging from a flutter mechanism to chaotic multiple wave fronts. PEERP unveiled these complex mechanisms in most of the models which could potentially sustain them, even in the cases in which it was not the protocol with the highest number of inducing points. Furthermore, we showed that PEERP yields, overall, the highest number of segments from which arrhythmia could be induced (Figure 5), meaning that this protocol is less dependent on the pacing location.

The results of the sensitivity analysis (Table 1), confirmed the ability of the methods PEERP to identify a good percentage of the total stable llPSs in all the models even with pacing locations placed at a greater inter-point distance between each other. These results are in line with Krol et al. (1999), who could induce arrhythmia in 89% of patients with AF history with a train of stimuli close to the effective refractory period from a couple of pacing locations.

Moreover, we tested the influence of a temporal uncertainty up to 8 ms for the effective refractory period on the final number of inducing points (Figure 8). Since the number of inducing points remained relatively constant when increasing the temporal tolerance, the PEERP method can be used to assess atrial model vulnerability to AF with a temporal resolution up to 8 ms without affecting the results markedly.

The application of the PEERP method showed that a similar number of beats (2–3) was needed to initiate arrhythmia in all the models used in this study. This result matches with the findings by Krol et al. (1999), where three extra-stimuli were enough to initiate either AF or atrial flutter in patients both with and without history of AF. When fixing the maximum number of beats to 3, PEERP becomes a parameter-free method suitable to test inducibility in various electrophysiological models. Moreover, the smaller simulation time needed to perform the entire PEERP method from one stimulation point could give the possibility to test inducibility from more pacing locations to ensure the identification of all possible arrhythmic episodes which can arise in a given atrial model.

Moreover, we showed a strong dependence of the induced episodes on the CI of the RP protocol (Figure 6). Moreover, this parameter had to be tuned for each ionic model. We noticed that a smaller CI was needed to induce arrhythmia in models less vulnerable to initiate AF (higher CV or limited fibrosis). This is in agreement with the need of being more aggressive to induce AF in patients belonging to less severe AF subgroups. The small number of llPSs initiated by the RP in the model UII clearly showed the limitation of user defined CI window. Furthermore, we noticed that a single beat per CI is usually not enough to induce arrhythmia and then a second beat with the same CI is needed. More than two beats with the same CI rarely induced arrhythmia. This could confirm the clinical finding of Kumar et al. (2012), who found a protocol with decreasing CI (decremental pacing) to be more effective in inducing AF than a fast train of pulses with fixed CI (burst pacing).

Our study highlighted the importance of checking for arrhythmia initiation after every beat. Without this as a stopping criterion for the protocol, many arrhythmic episodes induced by previous stimuli were terminated by subsequent stimuli. Indeed, RPB initiated arrhythmia before reaching the lowest CI and with a lower number of beats per CI than the predefined maximum N = 4 (Figure 6). Finally, arrhythmic episodes were always more easily initiated by applying RPB compared with RPE, however at a much higher computational cost. Our results are in line with clinical findings by Kumar et al. (2012), where inducibility differed depending on the method of induction, the number of induction attempts and the patient (in our case represented by different atrial models).

The segments in which most of the inducing points were found were also the ones including most anatomical and/or electrophysiological heterogeneity (e.g., pulmonary veins, mitral valve and posterior wall in the left atrium, crista terminalis and pectinate muscles in the right atrium).



4.2. Maintenance

The areas identified as vulnerable to sustain reentries were different between the various protocols, confirming the importance of the choice of the induction protocol not only in initiation but also in maintenance of AF.

Krol et al. (1999) were able to induce AF by applying stimuli close to the effective refractory period even in patients without previous AF history. In line with these findings, PEERP-induced stable llPSs were maintained in the models without fibrotic remodeling but slower global conduction velocity.

There was a strong correlation between maintenance of stable llPSs and presence of fibrotic tissue, mostly when applying pacing protocols (PEERP and RP). As shown in Azzolin et al. (2020), the regions of the crista terminalis and pectinate muscles (located in segments 25 and 27) were prone to sustain AF in the right atrium due to their high degree of heterogeneity in fiber architecture and conduction velocity.

The PSD method labeled areas in the right atrium (segments 24 and 27) as highly vulnerable to sustain llPSs, which almost no other protocol found. This was because PSD is by definition setting PSs as initial conditions and could lead to PSs maintained close to the point in which they were initiated, mostly if not attracted by fibrotic tissue patches.

The arrhythmia check as stopping criteria played an important role not only in the initiation but also in the maintenance of stable llPSs, since it led to the identification of different segments as vulnerable to sustain reentry when comparing RPB and RPE.

The average geodesic distance of 5–7 cm between rotor cores and corresponding inducing points showed that, in most cases, stable llPSs sustain in areas not in the pacing location's neighborhood. Consequently, we needed to check arrhythmia initiation in the whole atria, not only in the proximity of the stimulation point.

The PEERP recognized the areas which we expected to be more vulnerable to sustain rotors, highly heterogeneous regions or containing fibrotic tissue. Moreover, the PEERP identified most of the segments classified as vulnerable to maintain stable llPSs by the other protocols too. This showed a high sensitivity and specificity of the PEERP method in discriminating between areas which are prone to sustain stable rotors.



4.3. Clinically Important Observations

We noticed stable llPSs dominating in atrial models including fibrotic tissue and perpetuating mostly in segments containing fibrosis. This confirmed the link between re-entrant drivers dynamics and the fibrotic tissue distribution (McDowell et al., 2015; Zahid et al., 2016). On the contrary, non-stable llPSs prevailed in atria without structural remodeling.

Moreover, we showed that not only fibrotic tissue distribution and conduction velocity, but also the induction protocol are influencing both initiation and progression of AF episodes, confirming what was clinically displayed by Kumar et al. (2012).

Different arrhythmic mechanisms were induced in our atrial models, with various degree of complexity. This could support that the rivaling theories of rotors (Krummen et al., 2015) and multiple wavelet (Moe, 1962) were both right and can co-exist. Sometimes one mechanism dominates and sometimes the other.



4.4. Clinical Applicability of the PEERP Protocol

Rapid decremental pacing and burst pacing are considered as state-of-the-art protocols to induce arrhythmia in the atria (Essebag et al., 2005; Kumar et al., 2012). Moreover, suppression of inducibility with these protocol has been used as endpoint of ablation treatment by various groups (Hakan et al., 2004; Essebag et al., 2005; Jaïs et al., 2006). However, the strong influence of the chosen protocol to initiate and maintain AF has been previously shown (Kumar et al., 2012) and was confirmed mechanistically in our work. Furthermore, the lack of a consensus regarding which method to use to test inducibility makes studies hard or impossible to reproduce and to compare. Patient hearts are electrophysiologically diverse and human atrial myocardium is intrinsically heterogeneous, calling for a pacing protocol which is as much as possible independent from human-defined parameters (e.g., basic cycle length, coupling interval, and decreasing step). A programmed atrial stimulation protocol (Krol et al., 1999) pacing close to the effective refractory period has shown positive predictive accuracy in inducing AF of 95% using only a few pacing locations and three atrial stimuli. We showed that an automatically adjustable pacing protocol stimulating at the end of the effective refractory period is able to initiate arrhythmia episodes with on average only 2–3 stimulations, in accordance with what was observed in Krol et al. (1999). However, effective refractory period is clinically normally determined by a pacing protocol, like S1–S2 or rampdown. Therefore, it is dependent on the exact pacing protocol and location. Moreover, the determination of local effective refractory period with pacing protocols will take some time and is only feasible with limited spatial resolution. In contrast, RP protocols require no setup, and in fact, may be clinically faster than local estimation of effective refractory period. However, Verrier et al. (2016) presented a method to assess atrial repolarization without provocative electrical stimuli using standard clinical catheters. This opens the possibility of applying our proposed PEERP method in clinical practice under the assumption that repolarization time can be measured accurately enough to obtain unidirectional block using, e.g., the approach suggested by Verrier et al. (2016). We showed that a temporal resolution up to 8 ms should be sufficient to assess AF inducibility.

To the best of our knowledge, the PSD method is not clinically applicable. In contrast, pacing protocols are common in clinical practice during invasive electrophysiological procedures using a pacing catheter. However, other techniques could be used to deliver electrical stimuli on demand. Crocini et al. (2016) and Scardigli et al. (2018) presented optogenetics as a feasible way to manipulate cardiac wave propagation and to discharge customized stimulation patterns across the whole heart with reaction time within 2 ms.



4.5. Limitations

Our atrial geometry did not include heterogeneous atrial wall thickness, which has been shown to influence the dynamics and stability of reentrant drivers (Azzolin et al., 2020). However, we are confident that our results hold in presence of heterogeneity in atrial wall thickness, since the shown consistency of results with the PEERP on the variety of cases we investigated also translates to new variations. In our study, only two different atrial anatomies were used. A deeper analysis on the influence of geometrical variability on AF vulnerabilty could be addressed by the use of atrial shape models (Nagel et al., 2021). We carried out monodomain simulations which could have affected the dynamics of AF, even if the bidomain equations did not show significant difference in reproducing the wave propagation in thin-walled atrial tissue (Potse et al., 2006). Due to the computational cost of this extensive study, we decided to limit the simulation time to 1.5 s after initiation of an arrhythmia. A meandering PS observed in our study could potentially stabilize later and affect the areas of maintenance. Clinically, testing of inducibility is mostly performed after ablation. The inclusion of ablation lines could potentially change the results of both inducibility and maintenance of AF episodes. They will, on one hand, limit the available space for AF to be sustained. On the other hand, different ablation patterns could provide additional substrate for reentries to be initiated and maintained. The scope of this work is to show how the choice of the induction protocol affects AF vulnerability in different atrial models. The next step could be to provide patient-specific ablation strategies to terminate the sustained AF episodes.




5. CONCLUSION

Our study highlights the influence of different arrhythmia induction protocols for the assessment of both AF initiation and maintenance of AF. Our newly proposed PEERP protocol offers a reproducible, comprehensive and computationally fast method to assess vulnerability. PEERP was able to provoke different degrees of arrhythmia complexity and unveil areas prone to maintain AF with a low number of stimuli, thus computationally inexpensive. The open source availability will facilitate adoption of the parameter-free PEERP method as a community standard. Therefore, we suggest the PEERP protocol (with N = 4) as a default protocol for future studies. This work is a basis to increase comparability and reproducibility of in silico arrhythmia vulnerability studies and could prove feasible to be applied clinically as well.
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In search of more efficacious and safe pharmacological treatments for atrial fibrillation (AF), atria-selective antiarrhythmic agents have been promoted that target ion channels principally expressed in the atria. This concept allows one to engage antiarrhythmic effects in atria, but spares the ventricles from potentially proarrhythmic side effects. It has been suggested that cardiac small conductance Ca2+-activated K+ (SK) channels may represent an atria-selective target in mammals including humans. However, there are conflicting data concerning the expression of SK channels in different stages of AF, and recent findings suggest that SK channels are upregulated in ventricular myocardium when patients develop heart failure. To address this issue, RNA-sequencing was performed to compare expression levels of three SK channels (KCNN1, KCNN2, and KCNN3) in human atrial and ventricular tissue samples from transplant donor hearts (no cardiac disease), and patients with cardiac disease in sinus rhythm or with AF. In addition, for control purposes expression levels of several genes known to be either chamber-selective or differentially expressed in AF and heart failure were determined. In atria, as compared to ventricle from transplant donor hearts, we confirmed higher expression of KCNN1 and KCNA5, and lower expression of KCNJ2, whereas KCNN2 and KCNN3 were statistically not differentially expressed. Overall expression of KCNN1 was low compared to KCNN2 and KCNN3. Comparing atrial tissue from patients with AF to sinus rhythm samples we saw downregulation of KCNN2 in AF, as previously reported. When comparing ventricular tissue from heart failure patients to non-diseased samples, we found significantly increased ventricular expression of KCNN3 in heart failure, as previously published. The other channels showed no significant difference in expression in either disease. Our results add weight to the view that SK channels are not likely to be an atria-selective target, especially in failing human hearts, and modulators of these channels may prove to have less utility in treating AF than hoped. Whether targeting SK1 holds potential remains to be elucidated.

Keywords: RNA-seq, SK channels, AF marker genes, atria-selective drugs, atrial fibrillation


INTRODUCTION

Treatment of atrial fibrillation (AF) with antiarrhythmic drugs is hampered by the propensity of pharmacological interventions to induce ventricular proarrhythmic effects. Attempts to circumvent this problem have led to the concept of atria-selective drugs that target ion channels expressed only or predominantly in the atria, but not in the ventricles (for recent review see Peyronnet and Ravens, 2019). Presently, four groups of ion channels are considered to be atria-selective, i.e., the ultra-rapidly activating, outward rectifier K+ channel, Kv1.5 (IKur) (Ravens and Wettwer, 2011), the acetylcholine-activated inward rectifier K+ channel, Kir2.x (IK,ACh) (Koumi and Wasserstrom, 1994), the two-pore domain K+ (K2P) channels, TWIK-1 (tandem of two-pore-domain, weak inward rectifying K+-1) channel and TASK-1 (TWIK-related acid-sensitive K+) channel (Gaborit et al., 2007; Schmidt et al., 2015), as well as the small conductance Ca2+-activated K+ (SK) channels, SK1, SK2, and SK3 (Skibsbye et al., 2014). Novel drugs that selectively target each group of these ion channels have been associated with great expectations for a breakthrough in pharmacological therapy of AF. However, the results of clinical trials related to IKur and IK,ACh inhibitors have been disappointing, due to lack of efficacy or on-target toxicity (Pavri et al., 2012; Walfridsson et al., 2015; Podd et al., 2016; Shunmugam et al., 2018). A clinical trial regarding the efficacy and safety of a (non-selective) TASK-1 channel inhibitor is still ongoing [Doxapram conversion to sinus rhythm (SR) “DOCTOS” study, EudraCT No: 2018-002979-17, Protocol-Code: K620]. For SK-channel inhibition, preclinical research is ongoing (Saljic et al., 2019; Shamsaldeen et al., 2019; Diness et al., 2020), and this atria-selective antiarrhythmic drug target appears to be the only one not yet investigated in patients (Heijman and Dobrev, 2017).

Apamin, a polypeptide bee venom toxin has been shown to selectively inhibit SK channel current in mouse atrial and ventricular myocytes, as well as in human atrial myocytes (Xu et al., 2003). In addition, apamin prolongs action potential (AP) duration to a much larger extent in atrial than in ventricular murine and human myocytes. In these cells, the atria-selective expression of SK2 channels has been confirmed by Western blot and polymerase chain reaction (Xu et al., 2003; Tuteja et al., 2005). Interestingly, already the first description of cardiac SK channels closes with suggesting them as putative target for treating atrial arrhythmias (Xu et al., 2003). However, results from subsequent work are conflicting. Genetic knock-out of the SK2 channel gene in mice leads to marked atrial AP prolongation with no change in ventricle, but knock-out animals exhibit increased susceptibility to AF (Li et al., 2009). Nagy and co-workers could not detect any effect of apamin on either atrial or ventricular AP duration in rat, dog and human, though determination in human atrial tissue was not carried out (Nagy et al., 2009). Importantly, SK channels can form heteromers from which some were reported to be apamin-insensitive, yet sensitive to small molecule inhibitors such as UCL1684 (Hancock et al., 2015; Shamsaldeen et al., 2019), a feature which may explain some apparent discrepancies between studies. Experimental evidence for the involvement of SK channels in electrical remodeling during AF is also equivocal. In human atrial tissue, upregulation (Zhou et al., 2014) or downregulation (Yu et al., 2012; Ling et al., 2013; Skibsbye et al., 2014) of SK channel expression and apamin-sensitive currents in AF have been reported.

The situation becomes even more unclear when recent experimental evidence in animal and human cardiac tissue is taken into account, which suggests that atria-selectivity of SK channel inhibitors could be compromised in certain clinical conditions (Chua et al., 2011; Chang et al., 2013a,b; Hsueh et al., 2013; Bonilla et al., 2014). For example, ventricular expression of SK2 channels is increased in a rat model of cardiac hypertrophy due to thoracic aortic banding (Hamilton et al., 2020).

Given that AF and heart failure (HF) have been shown to be pathological partners (Santhanakrishnan et al., 2016), expression of SK channels in atrial and left ventricular (LV) tissue from donor hearts not suitable for transplantation (no structural cardiac disease) was compared to expression of SK channels in LV tissue from patients with HF due to ischemic (ICM) or dilated cardiomyopathy (DCM), who required a LV assist device. In addition, expression of the SK channels was studied in human atrial tissue from patients with structural cardiac disease with SR or sustained AF. Expression data were analyzed using a next generation sequencing effort. We confirmed atria-selective expression of Kv1.5, Kir3.1, and SK1 channels but not of SK2 and SK3. Our results suggest that SK channels are expressed both in atria and ventricles, and hence should not be considered as an atria-selective target overall.



MATERIALS AND METHODS


Human Heart Samples

Human atrial tissue samples were obtained from patients with SR or AF, undergoing open heart surgery at the University Heart Center Freiburg-Bad Krozingen or at the Clinic for Cardiac Surgery, Heart Center Dresden. These samples were processed via the CardioVascular BioBank (CVBB) Freiburg im Breisgau, as approved by the Ethics Committee of the University of Freiburg, Freiburg im Breisgau, Germany (CVBB ethical approval reference 393/16; study approval reference 10719) and the Ethics Committee of the Medical Faculty of the Technical University Dresden, Dresden, Germany (ethical approval No. 15.1/01031/006/2008 and No. EK790799). LV tissue from patients with HF due to ICM or DCM was provided by the Department of Cardiology, University Hospital Heidelberg, Heidelberg, Germany. The study protocol was approved by the Ethics Committee of the Medical Faculty of Heidelberg University, Heidelberg, Germany (S-017/2013). Atrial and LV myocardium from donor hearts not suitable for transplantation was obtained from the University of Szeged, Szeged, Hungary [Study approval by the Medical Research Council Budapest, Scientific and Research Ethics Committee, Budapest, Hungary No. 4991-0/2010-1018EKU (339/PI/010)]. Hearts were not suitable for transplantation because they could not have reached a recipient in time or because no suitable recipient was found within time. Written and informed consent was obtained from all patients and the study was conducted in accordance with the Declaration of Helsinki.

Atrial and LV myocardium from donor hearts was used as control (no structural cardiac disease) and will be referred to as non-diseased henceforth. Furthermore, one patient was affected by both, coronary artery disease (CAD) and heart valve disease (HVD) and this tissue sample was grouped under both conditions. From another patient two tissue samples from the right atrial appendage (RAA) were sequenced. In order to stay consistent with the number of samples per patient per sample provenance and based on the principal component analysis (PCA) plot (not shown), one of those samples was withdrawn from analysis (Supplementary Figure 1). According to the guidelines of the European Society of Cardiology, the American Heart Association, the American College of Cardiology, and the Heart Rhythm Society (January et al., 2014; Kirchhof et al., 2016), for AF, one can distinguish between paroxysmal which is self-terminating or cardioverted within 7 days, and sustained AF which includes patients with persistent (lasting > 7 days), long-standing persistent (lasting > 1 year, therapeutically addressed), and permanent (lasting > 1 year, not therapeutically addressed). This classification is widely accepted both in clinical and research settings (Jahangir et al., 2007; Mittal, 2014). In this study, only tissue from patients with sustained AF was included in the AF group. Of note, all patients with AF also had CAD or HVD, i.e., a structural heart disease, as reason for cardiac surgery. Patient characteristics are summarized in Table 1.


TABLE 1. Patient characteristics of sequenced samples.

[image: Table 1]Due to the limited availability of patient tissue samples, studies on human tissue often compare samples form patients with AF or HF to SR. In order to relate better our results to published work, especially results of functional experiments, LV samples with DCM and ICM were pooled as HF and samples from RAA with CAD and HVD were pooled for patients with SR.



RNA-Sequencing

Total ribonucleic acid (RNA) was extracted from 5 to 15 mg frozen tissue using the RNeasy Mini kit or the RNeasy Micro kit from Qiagen (Germany) following the manufacturer’s protocols. Samples were first reduced to powder using a Spectrum Bessman pulverizer (Thermo Fisher Scientific, United States), chilled in liquid nitrogen, and homogenized in RLT lysis buffer using a TissueLyser LT (Qiagen) with 5 mm stainless steel beads for 2 × 2 min cycles at 30 Hz. After proteinase K treatment for 10 min at 55°C, homogenates were cleared by centrifugation at 10,000 × g for 3 min and loaded on RNeasy Mini Spin Columns or RNeasy MinElute Spin Columns (Qiagen). After on-column deoxyribonuclease treatment and washing, RNA was eluted in 20–30 μL ribonuclease free water and stored at −80°C. In total, RNA was extracted from 40 tissue samples from 39 patients and from 25 tissue samples from 9 donor hearts.

RNA samples were quantified using the Qubit HS RNA kit (Thermo Fisher Scientific) with a Qubit 3.0 Fluorometer (Thermo Fisher Scientific), following manufacturer’s instructions. The integrity of the RNA was determined for all samples using an Agilent Bioanalyzer 2100 (Agilent Technologies, United States) with an Agilent RNA 6000 kit (Agilent Technologies). RNA samples with a RNA integrity number > 7.0 were considered intact and < 7.0 were considered degraded. Based on this, 14 samples were not sequenced (Supplementary Figure 1), including 1x non-diseased (LV), 2x DCM (LV), 3x ICM (LV), 1x non-diseased (RAA), 1x CAD (RAA), 1x CAD and HVD (RAA), 1x ICM (RAA), 2x AF (RAA), 2x non-diseased (LA).

Next generation sequencing libraries were prepared from 200 ng total RNA using the Truseq Stranded messenger RNA (mRNA) kit from Illumina (United States) that includes polyA purification. After quality controls, libraries were pooled in equimolar manner and run on Hiseq 4000 (Illumina) using a 2 × 150 base pairs mode (paired-end) to obtain at least 35 million reads per library.



Sequencing Data Analysis

The RNA-sequencing (RNA-seq) data analysis was carried out using Galaxy platform1 (Afgan et al., 2018), following guidelines from the tutorial “Reference-based RNA-Seq data analysis” (Batut et al., 2018, 2020). In short, quality control checks on raw sequence data was performed using FastQC (Andrews, 2010) and MultiQC (Ewels et al., 2016), taking into account the per base sequence quality (Phred score), per sequence quality scores (Phred score), per base sequence content, per sequence GC content, sequence duplication levels and over-represented sequences. Then, Cutadapt (Marcel, 2011) was used to remove adapter sequences. The splice-aware aligner STAR (Dobin et al., 2012) was used to map the RNA-seq reads onto the human reference genome (hg19). The mapping results were visualized by the integrative genome viewer, IGV (Robinson et al., 2011). Thereafter, the strandness of the RNA-seq data (reads mapping to the forward or reverse DNA strand) was estimated using Infer Experiment from the RSeQC (Wang et al., 2012). Gene expression was measured by featureCounts (Liao et al., 2013). At this step, one sample had to be removed from the study due to assignment of only 41% of the reads (Supplementary Figure 1). To compare between samples, gene counts were normalized for sequencing depth and gene length using transcripts per kilobase million (TPM) (Li and Dewey, 2011). The PCA of gene expression was performed using DESeq2 R package (Love et al., 2014).



Statistical Analysis

Unless otherwise indicated, values are expressed as mean ± standard deviation (SD). N-numbers refer to the number of tissue samples, i.e., number of patients. Significance of the difference between means was assessed using the non-parametric Kruskal–Wallis test and Dunn’s test for post-hoc analysis. When pooling conditions into HF and SR, significance of the difference between means was tested with the non-parametric Mann–Whitney test. Figure 1 illustrates the comparisons of interest. A p-value < 0.05 was taken to indicate a significant difference between means. Statistical analysis and data representation was performed with OriginPro 2020.


[image: image]

FIGURE 1. Template figure for presentation of mRNA expression assessed by RNA-seq. Some p-values will be indicated in all graphs (p-value), whereas others are only indicated when p < 0.05 (only p < 0.05). Sample provenance: left ventricle (LV), right atrial appendage (RAA), left atrium (LA). Patient’s health status: non-diseased (ND); heart failure (HF; blue) summarizing data from dilated cardiomyopathy (DCM) and ischemic cardiomyopathy (ICM); sinus rhythm (SR; red) summarizing data from coronary artery disease (CAD) and heart valve disease (HVD); atrial fibrillation (AF). Statistical significance was assessed by Dunn’s test. For HF and SR, statistical significance was assessed by the Mann–Whitney test.




RESULTS

[image: image]


Sample Characteristics

The PCA shows that the first dimension (PC1) roughly separated samples originating from LV from those originating from atria, and the second dimension (PC2) roughly separated samples originating from diseased hearts from those originating from non-diseased hearts (Figure 2). Differential gene expression between atria and LV accounted for 45% of the variability between individual samples, whereas disease-associated differences in gene expression account for 11% of variability. One data point (indicated by ∗) corresponded to a patient with CAD and clustered within the non-diseased group. Because of this discrepancy between clinical and experimental data, we decided to exclude this from subsequent analysis (Supplementary Figure 1). One patient was affected by both, CAD and HVD. The PCA plot showed that this data point lied within the clusters of these biological conditions and was retained for analysis.


[image: image]

FIGURE 2. PCA plot illustrating inter- and intra-group variability of samples assessed by RNA-seq. Each individual point represents data from one tissue sample. Dashed circles highlight clusters. ∗ indicates a data point showing discrepancy between clinical and experimental data. Sample provenance: left ventricle (LV; •), right atrial appendage (RAA; ▲), left atrium (LA; ▼). Patient’s health status: non-diseased (ND; green, open symbols), dilated cardiomyopathy (DCM; light blue), ischemic cardiomyopathy (ICM; blue), coronary artery disease (CAD; ocher), heart valve disease (HVD; orange), atrial fibrillation (AF; red).


We analyzed the expression of three housekeeping genes as internal controls. Housekeeping genes are defined as genes with a constant expression throughout chambers and throughout health status. We selected the popular GAPDH (Molina et al., 2018), PPIA (Molina et al., 2018), and HPRT1 (Cabiati et al., 2012). All three housekeeping genes showed stable mRNA expression between and within heart chambers, indicating a good quality of samples and sequencing (Supplementary Figures 2A–C). Each of these housekeeping genes covered a distinct range of TPM: four-digit range for GAPDH, three-digit range for PPIA, and one-digit range for HPRT1.



Chamber-Selective mRNA Expression and Modulation Associated With Cardiac Disease

The two isoforms of myosin heavy chain (MHC-α and MHC-β) are encoded by the MYH6 and MYH7 genes, respectively. Expression of MYH6 was dominant in atria, whereas expression of MYH7 was dominant in the LV, confirming the respective atria- and LV-selective expression of these two genes (Figures 3A,B). Interestingly, in atrial samples from patients with AF, MYH7 expression was significantly higher than in atrial samples from patients with SR. To validate chamber-selective expression of ion channels, we analyzed the mRNA expression levels of KCNA5 (encoding Kv1.5), KCNJ2 (encoding the inward rectifier K+ channel Kir2.1), as well as KCNJ3 and KCNJ5 (encoding the G-protein-activated inward rectifier K+ channels Kir3.1 or GIRK1, and Kir3.4 or GIRK4, respectively). Expression of KCNA5 in the LV was low, whereas it was significantly higher RAA tissue, and no differences between non-diseased and diseased heart tissue were detected, neither in atrial nor LV samples (Figure 3C). Expression of the genes encoding inward rectifier K+ channels is depicted in Figures 3D–F. For Kir2.1, mRNA expression was significantly larger in the LV than in RAA or left atrium (LA), and neither HF nor AF significantly changed the expression level in LV or atria, respectively (Figure 3D). In contrast, expression of KCNJ3 was significantly higher in RAA and LA than in LV tissue and also higher in HF tissue than in non-diseased LV tissue (Figure 3E). Expression of KCNJ5, however, was not significantly different between LV and atrial tissue. In addition, atrial expression of KCNJ5 was not statistically different between samples from patients with SR and AF but compared with RAA non-diseased samples (and also when compared to all RAA samples from patients with SR), KCNJ5 expression was significantly lower (Figure 3F). These findings by-and-large confirm the atria-selective expression of some characteristic genes.
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FIGURE 3. Control of chamber identity and reproducibility of known chamber-selective gene expression in transcripts per kilobase million (TPM) assessed by RNA-seq. (A) MYH6 (myosin heavy chain 6), (B) MYH7 (myosin heavy chain 7), (C) KCNA5 (Kv1.5 or IKur channel), (D) KCNJ2 (Kir2.1 or K+ voltage-gated channel subfamily J member 2), (E) KCNJ3 (GIRK1 or Kir3.1 or K+ inwardly rectifying channel subfamily J member 3), (F) KCNJ5 (GIRK4 or Kir3.4 or K+ inwardly rectifying channel subfamily J member 5). Sample provenance and patient’s health status as in Figure 2. Heart failure (HF): pooled data from DCM and ICM; sinus rhythm (SR): pooled data from CAD and HVD. The mean ± SD data are represented. Statistical significance was assessed by Dunn’s test. For HF and SR, statistical significance was assessed by the Mann–Whitney test.


Furthermore, we show genes encoding for ion channels or exchangers for which HF- or AF-associated modulation of expression has been reported previously (Figure 4). KCND3 contributes to the transient outward K+ current, Ito, via Kv4.3 channels (Figure 4A). Expression of KCND3 was not statistically different in LV and atria but was lower in LV samples from failing than from non-diseased hearts. KCNK3 encodes the background K+ channel TASK-1 or K2P3.1. In contrast to KCND3, KCNK3 was expressed to a larger extent in LA than LV non-diseased samples and was upregulated in AF (Figure 4B). Cardiac L-type Ca2+ channel (Cav1.2 and Cav1.3) genes CACNA1C and CACNA1D were more extensively expressed in RAA and LA than in the LV, respectively (Figures 4C,D). For CACNA1C, no difference was found between non-diseased and diseased tissue samples, whereas CACNA1D was downregulated in HF and AF. Expression of the T-type Ca2+ channel (Cav3.1) gene CACNA1G was higher in RAA and LA than LV non-diseased samples. The low expression of CACNA1G in the LV tissue from non-diseased hearts was upregulated in HF samples (Figure 4E). The Na+/Ca2+ exchanger encoded by SLC8A1 was statistically not differentially expressed in LV and atrial tissue, but upregulated in AF (Figure 4F).
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FIGURE 4. Expression of ion channel encoding genes previously related to AF or HF in transcripts per kilobase million (TPM) assessed by RNA-seq. (A) KCND3 (Kv4.3), (B) KCNK3 (TASK-1 or TWIK-related acid-sensitive K+ channel 1), (C) CACNA1C (Cav1.2 or Ca2+ channel, voltage-dependent, L-type, a1C subunit), (D) CACNA1D (Cav1.3 or Ca2+ channel, voltage-dependent, L-type, a1D subunit), (E) CACNA1G (Cav3.1 or Ca2+ channel, voltage-dependent, T-type, α1G subunit), (F) SLC8A1 (NCX1). Same layout as in Figure 3.


In addition to the above described genes related to ion transport, we also compared the expression of some disease-associated genes (Figure 5). The atrial natriuretic peptide encoding gene NPPA was highly abundant in RAA and LA compared to LV. In addition, it was upregulated in both HF and AF (Figure 5A). The angiotensin II receptor type 1 (AGTR1) gene was more prominently expressed in RAA than LV non-diseased tissue and when the LV was failing, AGTR1 expression was significantly lower than in non-diseased LV tissue (Figure 5B). As expected, expression of ventricular connexin-43 encoding gene GJA1 was more prominent in LV than RAA, whereas the atrial connexin-40 encoding gene GJA5 was more prominent in RAA (Figures 5C,D). No disease-related modulation of expression was detected in either gene. Another gene whose expression was not statistically different between all conditions was CAV1 (Figure 5E). CAV1 encodes for the protein caveolin-1 which is required for forming specialized plasmalemmal invaginations, recruiting and stabilizing large protein complexes involved in signal transduction. The mRNA for transcription factor Pitx2 (paired-like homeodomain transcription factor 2), which is responsible for the development of cardiac left-right asymmetry, was massively expressed in LA non-diseased tissue (Figure 5F).
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FIGURE 5. Control of disease identity and reproducibility of known AF- or HF-related gene expression in transcripts per kilobase million (TPM) assessed by RNA-seq. (A) NPPA (atrial natriuretic peptide A), (B) AGTR1 (AT1 receptor or angiotensin II receptor type 1), (C) GJA1 (connexin-43), (D) GJA5 (connexin-40), (E) CAV1 (caveolin-1), (F) PITX2 (paired-like homeodomain transcription factor 2). Same layout as in Figure 3.




Chamber-Selective and Disease-Related mRNA Expression of SK Channels

The genes described so far were selected because of their previously reported chamber-selective expression or because of known modulation of expression in HF or AF. Since the main aim of this study was (i) to confirm chamber-selective expression of SK channels and (ii) to comment on the therapeutic potential of these channels in pharmacological treatment of AF, we have analyzed the expression levels of three SK channels encoded by KCNN1, KCNN2, and KCNN3 in our set of human cardiac tissue samples (Figure 6). For KCNN1, significantly lower mRNA expression was found in non-diseased LV than in non-diseased RAA and LA (Figure 6A), whereas KCNN2 and KCNN3 (Figures 6C,E) showed no chamber-selective mRNA expression.
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FIGURE 6. Assessment of chamber-selective and disease-related mRNA expression of SK channels in transcripts per kilobase million (TPM) assessed by RNA-seq. (A) Expression of KCNN1 (SK1) in all sample groups; (B) Comparison of KCNN1 expression in LV tissue from non-diseased and failing hearts, in right atrial tissue from SR and AF patients, and in non-diseased left atrial tissue from non-diseased hearts. (C,D) Expression of KCNN2 (SK2); (E,F) expression of KCNN3 (SK3), figure lay-out as in (A,B). Sample provenance, patient’s health status and statistical tests as in Figure 3. Since disease-associated differences in expression of SK channels were our main concern, we separately depicted the statistical comparisons for HF and AF (B,D,F).


These results put into question the assumed atria-selective expression of SK channels in general. In order to answer the question of changes of ventricular SK channel expression in association with HF, and of atrial SK channel expression in association with AF, we also compared non-diseased LV tissue to all samples from failing hearts, and all diseased RAA samples from patients with SR to RAA tissue from AF patients. Interestingly, of the SK channels, only LV expression of KCNN3 was higher in HF, whereas KCNN1 and KCNN2 were statistically not differentially expressed. When comparing AF vs. SR tissue samples, KCNN1 and KCNN3 were not statistically different (Figures 6B,F), while KCNN2 was downregulated (Figure 6D).



DISCUSSION

In the present study using next generation sequencing, gene expression in three types of human LV and five types of atrial tissue samples was determined. Our main results are: (i) principal component analysis yields clear clustering of atrial vs. LV samples, and of diseased vs. non-diseased myocardium; (ii) in non-diseased hearts, only SK1 (but not SK2 and SK3) channels are expressed to a significantly larger extent in atrial (RAA and LA) than in LV tissue samples; (iii) HF is associated with an upregulation of SK3 channel, and AF is associated with a downregulation of SK2 isoform. These findings will be discussed below.


Sample Characteristics

The various myocardial samples had to be collected from different hospitals, depending on tissue availability, but all were processed in the same laboratory for RNA extraction and preparation of the next generation sequencing libraries in order to ensure best possible comparability. Despite the high number of samples in which mRNA extraction was of insufficiently high quality – in total, 14 samples had to be rejected – PCA for all sixty thousand genes tested in the remaining 49 samples yielded good clustering (Figure 2). Indeed, PCA demonstrated four large clusters of data sets separating atrial from LV and non-diseased from diseased heart samples. Only one data point from RAA tissue from a CAD patient fell into the cluster for non-diseased tissue and was discarded from further analysis. The dimensions of the clusters demonstrate the scattering of the data points within a biological condition which is inherently due to inter-individual variability.



Chamber-Selective mRNA Expression and Modulation Associated With Cardiac Disease

Given the large scatter in values within each sample group, the expression of several additional genes of known chamber-selective expression or previously reported disease-associated modulation was determined for control purposes. MYH6 and MYH7 encoding the two MHC isoforms MHC-α and MHC-β were utilized for validation of atria- or LV-selective gene expression (Everett, 1986; Kurabayashi et al., 1988). In accordance with the literature, expression of MYH6 was significantly higher in atrial than LV tissue, and the opposite was true for MYH7 expression.

The cardiac K+ channel Kv1.5 is the best studied representative of an atria-selective drug target based on electrophysiological and mRNA expression data (Amos et al., 1996; Gaborit et al., 2007). Numerous small molecule Kv1.5 inhibitors intended for treatment of AF have been developed (Ford and Milnes, 2008). Our results confirm previously published atria-selective expression of human KCNA5 and lack of AF-associated remodeling of mRNA expression (Gaborit et al., 2007). Table 2 summarizes the results of all genes that were tested for preferential expression in atria or LV in comparison with the literature. For the vast majority of cases we confirm the reported chamber-selective expression, although in some cases we were not able to detect the reported differences. However, this is not surprising, given the differences in patient numbers and populations as well as the different experimental conditions. Taken together, the chamber-selective expression of control genes reported here is in good agreement with the published literature (as summarized in Table 2) suggesting that our RNA analysis is reliable.


TABLE 2. Summary of differential gene expression for all genes in this study.

[image: Table 2]Since the focus of this study was not only at chamber-selective but also disease-modulated gene expression, some genes that are known to be differentially expressed in HF or AF, as for instance NPPA (Macchia, 1987), have been analyzed. We confirm that expression of NPPA was dominant in non-diseased atria, but LV NPPA expression was activated in response to HF (Chien et al., 1991; Schmitt et al., 2003; Houweling et al., 2005). Moreover, NPPA expression was upregulated in RAA from patients with AF (Büttner et al., 2018). In addition, we also found AF-associated upregulation of MYH7 (Nielsen et al., 2018; Thomas et al., 2019), KCNK3 (Schmidt et al., 2015, 2017), SLC8A1 (Schotten et al., 2002; Gaborit et al., 2005), and downregulation of CACNA1D (Van Wagoner and Nerbonne, 2000; Gaborit et al., 2005). For the other genes, for which AF-induced expression changes have been reported (see Table 2), we have not detected any significant changes in expression between atrial samples from patients with AF or SR. However, for two comparisons, part of the published literature agrees with our inability to detect a difference. Not in a single case did we observe statistically significant differences that were in the opposite direction to previously published reports. Failure to detect a significant difference does not indicate absence of any difference, but could also imply that the number of samples (in either of the analyzed cohorts) may not have been large enough. Overall, the agreement of our expression profiles with previous reports instills confidence that – where we do see differences – we can draw reliable conclusions, such as about SK channel expression in human atrial and LV myocardium.



Chamber-Selective and Disease-Related mRNA Expression of SK Channels

The main purpose of our analysis was to assess whether SK channels are expressed to a much larger extent in atria than in the LV, which would presumably be necessary for them to serve as atria-selective drug targets. The first detection of SK channels in the heart demonstrated greater abundance in atria than ventricles, although only in mouse and not in human (Xu et al., 2003). Since then, evidence for atria-selective expression of SK channels has been obtained for many species (Tuteja et al., 2005: mouse; Diness et al., 2010: rat, guinea pig, rabbit; Skibsbye et al., 2014: human). To the best of our knowledge, our study is the first report of a direct comparison of atrial and LV SK channel expression in human non-diseased and diseased myocardium. We found a significantly higher expression of KCNN1 in RAA and LA tissue than in LV from non-diseased hearts, suggesting potential atria-selectivity for the SK1 channel. However, despite substantial expression of KCNN2 and KCNN3 in all chambers, these genes were not significantly enriched in the atria (compared to LV) in non-diseased hearts. Since non-diseased hearts do not require therapy, and since atria-selective drugs are intended for treatment of AF, we scrutinized SK channel expression in atrial tissue from patients with AF in comparison to atrial tissue from non-diseased donors or patients (CAD, HVD) with SR. In accordance with previous findings for AF, expression of KCNN1 did not significantly change and KCNN2 was downregulated, whereas we did not observe the previously reported downregulation of KCNN3 expression (Skibsbye et al., 2014). The rationale for suppressing atrial arrhythmias with SK channel blockers is to increase atrial refractoriness (Diness et al., 2020). The observed downregulation of SK2 may be an auto-regulatory mechanism which could be promoted by SK channel inhibitors.

Heart failure is a common comorbidity of AF and is associated with remodeling of ion channel expression in the ventricles (Nattel et al., 2007). Therefore, we also compared SK channel expression in tissue from failing and non-diseased human hearts. Of the three SK channels, KCNN3 was upregulated in failing human LV, while the other two SK channels were not statistically different. In the literature, SK channels in general were reported as being upregulated in failing rabbit hearts (Chua et al., 2011), SK2 channels in human failing (vs. non-failing) ventricular tissue or hypertrophied mouse ventricles (Chang et al., 2013a; Hamilton et al., 2020), and SK3 channels in failing dog hearts (Bonilla et al., 2014). It is an ongoing debate of whether SK channel upregulation is anti- or proarrhythmic (Chang and Chen, 2015; Van Wagoner, 2015).

Of course, it is difficult to correlate mRNA expression and protein function. For SK channels, this is further complicated by the fact that most inhibitors or activators are not selective for one of the three subtypes. For example, the most commonly used SK channel inhibitor, apamin, shows only some selectivity between SK channel subtypes, with SK2 being the most sensitive (Weatherall et al., 2011). Furthermore, the physiological role of SK channels in the heart is complex. There is evidence suggesting that in human atrial myocytes, activation of SK2-SK3-heteromers contributes to repolarization of the AP. These SK2-SK3-heteromers are insensitive to apamin, but inhibited by the small organic molecule inhibitor UCL1684 (Hancock et al., 2015; Shamsaldeen et al., 2019). Therefore, one cannot reliably extrapolate from observed mRNA levels to SK channel subtype function.

In any case, though, upregulation of ventricular SK channels such as SK2 and SK3 in HF, in the presence of unchanged or downregulated expression in the atria, would suggest reduced potential for atria-selectivity of pharmacological interventions. Based on our mRNA expression data from human tissue samples, only SK1 channels fulfilled the criteria for an atria-selective drug target that is conserved in HF. However, the contribution of SK1 channels to repolarization of the action potential is not well established because functional data are usually obtained with the SK channel inhibitor apamin – to which SK1 channels are least sensitive (Grunnet et al., 2001). This calls for further basic research, using SK1-targeting genetic or pharmacological interventions, to fully evaluate its potential as an atria-selective target.



Limitations

The number of biological replicates was low, due to the limited quantity of patient material and the exclusion of several samples with low RNA integrity numbers, however, it was ≥ 5 for each sub-goup, which we regard as a lower limit. Higher n-numbers would be needed to assess the question of whether the here reported lack of statistically significant changes in certain RNA levels previously reported to be up- or downregulated (Table 2), offers a generalizable view of electrophysiological remodeling in AF.

All diseased human hearts samples were from male patients while non-diseased samples came in equal parts from male and female individuals. This is due to the fact that the number of patients was limited and we had to prioritize clinical entities, rather than gender. For this reason, we cannot address sex-specific differences in mRNA expression. Sex-related differences in myocardial gene expression have been reported previously (Guo et al., 2017; Inanloorahatloo et al., 2017), so this forms an area for further research.

Right atrial appendage tissue from AF patients is compared to tissue from patients with SR to describe changes in gene expression in patients with AF. While RAA is the human atrial tissue that is most frequently removed during open heart surgery and therefore available for scientific investigation, analysis of gene expression in the LA would be of even greater interest, as AF is most is often associated with electrophysiological abnormalities in LA and pulmonary veins (Haïssaguerre et al., 1998).

In the past, several groups have searched for altered ion channel expression in human atrial tissue in order to explain the typical changes in AP shapes (electrical remodeling) seen in AF (Van Wagoner and Nerbonne, 2000; Dobrev and Ravens, 2003). Changes in expression of mRNA do not necessarily manifest themselves in matching changes in presence and activity of the proteins they encode. A particular gene product may be further modified during translational or even by post-translational processes. Moreover, newly synthetized proteins such as ion channels can remain trapped in the endoplasmic reticulum for some time before they are recruited to their proper functional compartment, the plasmalemma (Schumacher and Martens, 2010). Therefore, the here presented results do not provide insight into the actual electrophysiological remodeling in AF.



CONCLUSION

In this study, we assess key genes with selective expression in either atria or LV, and their up- or downregulation in AF or HF. We document SK channel expression in atria and LV of hearts from patients with or without structural cardiac disease. We conclude that only SK1, but not SK2 and 3, shows a preferential expression in the atria in non-diseased and diseased hearts, albeit at low expression levels whose functional relevance remains to be assessed. General blockers of SK channels are not likely to have atria-selective effects, and hence may prove to have less utility in treating AF than hoped.
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Supplementary Figure 1 | Flow chart illustrating the inclusion criteria. Number (N°) of human heart tissue samples entered, removed after assessment at different quality control stages, and finally included in the analyses is shown. PCA, Principal component analysis; TPM, transcripts per kilobase million.

Supplementary Figure 2 | mRNA expression of housekeeping genes in transcripts per kilobase million (TPM) assessed by RNA-seq. (A) GAPDH (glyceraldehyde-3-phosphate dehydrogenase), (B) PPIA (peptidylprolyl-isomerase A), and (C) HPRT1 (hypoxanthine-phosphoribosyltransferase 1). Sample provenance: left ventricle (LV; •, right atrial appendage (RAA; ▲), left atrium (LA; ▼). Patient’s health status: non-diseased (ND; green, open symbols); heart failure (HF): pooled data from dilated cardiomyopathy (DCM; light blue) and ischemic cardiomyopathy (ICM; blue); sinus rhythm (SR): pooled data from coronary artery disease (CAD; ocher) and heart valve disease (HVD; orange); atrial fibrillation (AF; red). The mean ± SD data are represented. Statistical significance was assessed by Dunn’s test. For HF and SR, statistical significance was assessed by the Mann–Whitney test.
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The autonomic nervous system (ANS) is an important factor in cardiac arrhythmia, and information about ANS activity during atrial fibrillation (AF) may contribute to personalized treatment. In this study we aim to quantify respiratory modulation in the f-wave frequency trend from resting ECG. First, an f-wave signal is extracted from the ECG by QRST cancelation. Second, an f-wave model is fitted to the f-wave signal to obtain a high resolution f-wave frequency trend and an index for signal quality control ([image: image]). Third, respiratory modulation in the f-wave frequency trend is extracted by applying a narrow band-pass filter. The center frequency of the band-pass filter is determined by the respiration rate. Respiration rate is estimated from a surrogate respiration signal, obtained from the ECG using homomorphic filtering. Peak conditioned spectral averaging, where spectra of sufficient quality from different leads are averaged, is employed to obtain a robust estimate of the respiration rate. The envelope of the filtered f-wave frequency trend is used to quantify the magnitude of respiratory induced f-wave frequency modulation. The proposed methodology is evaluated using simulated f-wave signals obtained using a sinusoidal harmonic model. Results from simulated signals show that the magnitude of the respiratory modulation is accurately estimated, quantified by an error below 0.01 Hz, if the signal quality is sufficient ([image: image]). The proposed method was applied to analyze ECG data from eight pacemaker patients with permanent AF recorded at baseline, during controlled respiration, and during controlled respiration after injection of atropine, respectively. The magnitude of the respiratory induce f-wave frequency modulation was 0.15 ± 0.01, 0.18 ± 0.02, and 0.17 ± 0.03 Hz during baseline, controlled respiration, and post-atropine, respectively. Our results suggest that parasympathetic regulation affects the magnitude of respiratory induced f-wave frequency modulation.

Keywords: atrial fibrillation, autonomic nervous system, ECG processing, f-wave frequency, parasympathetic regulation, respiratory modulation


1. INTRODUCTION

Despite progress in atrial fibrillation (AF) treatment, such as ablation procedures, stroke-prevention procedures, and anti-arrhythmic drugs, AF still is associated with significant mortality in middle-aged and older adults, and it constitutes a substantial burden to the health economy (Hindricks et al., 2020). The current estimate of AF prevalence for adults in the United States is ranged between 2 and 4% (Benjamin et al., 2019). The prevalence of AF increases with age and is higher in men. In a Swedish study including 30,447 individuals, AF prevalence was 1.5% higher in men and increased from 2 per 1,000 in ages 45–49 to 29 per 1,000 in ages 70–74 (Smith et al., 2010). There are some substantial modifiers which contribute to the maintenance and progression of AF, such as atrial fibrosis and aging, ion-channel dysfunction, autonomic imbalance, and genetic background (Fabritz et al., 2016). Better understanding and monitoring of these AF-causing factors can contribute to personalized AF treatment.

Autonomic dysfunction is one of the main factors which can contribute to AF (Fabritz et al., 2016). The autonomic nervous system (ANS) plays an important role in cardiac arrhythmogenesis. Previous research has established an understanding of the cardiac ANS and provided evidence to support the relationship between autonomic tone and cardiac arrhythmia (Shen and Zipes, 2014). For example, low-level vagal stimulation has been shown to suppress AF episodes in ambulatory dogs (Shen et al., 2011). Further, experimental studies has shown that changes in sympathetic or parasympathetic tone may change the atrial action potential and refractory period (Liu and Nattel, 1997; Sharifov et al., 2004).

The atrial electrical activity during AF can be characterized from the f-waves in the ECG; f-wave amplitude, f-wave frequency, f-wave morphology, f-wave regularity, and f-wave complexity has been proposed for this purpose (Petrutiu et al., 2006; Meo et al., 2013; Lankveld et al., 2014; Sörnmo, 2018). Such f-wave characteristics has been suggested for prediction of treatment outcome, e.g., a low f-wave amplitudes predicted AF recurrence after catheter ablation in a study including 54 patients with persistent AF (Cheng et al., 2013), and large f-wave amplitude predicted termination of AF during catheter ablation in another study including 90 patients with persistent AF (Nault et al., 2009). Also, Lankveld et al. (2016) found the chances of successful in cather ablation in patients with persistent AF can be predicted by AF complexity and frequency parameters; the study included 91 patients for training of the prediction models and validated by 83 patients.

The f-wave frequency, often referred to as the atrial fibrillatory rate, has received considerable clinical attention (Platonov et al., 2014). Low f-wave frequency can predict successful outcome in patient with persistent AF undergoing cardioversion (Bollmann et al., 2008) and high f-wave frequency predicts early AF recurrence (Bollmann et al., 2003). The f-wave frequency can increase with the progression of AF, and patients with persistent AF often have a higher f-wave frequency than patients with paroxysmal AF (Alcaraz et al., 2011; Park et al., 2019). Further, it has been shown that a low f-wave frequency is associated with spontaneous conversion of recent-onset AF (Choudhary et al., 2013). However, the link between f-wave frequency and progression of disease is ambiguous since a low f-wave frequency is also associated with poor outcome in heart failure patients with long-standing AF (Platonov et al., 2012).

Previous studies have shown that the f-wave frequency can change in response to changes in autonomic tone. The f-wave frequency has been shown to increase in response to head-up tilt (Ingemansson et al., 1998; Östenson et al., 2017) and decrease in response to head-down tilt (Östenson et al., 2017). Further, the f-wave frequency has been shown to follow a circadian pattern where it increases during daytime and decreases at night (Meurling et al., 2001; Sandberg et al., 2010). Controlled respiration can induce cyclic fluctuations in the f-wave frequency. Holmqvist et al. (2005) found that the spectral power of the f-wave frequency trend in the respiratory frequency band increased in response to controlled respiration and decreased in response to vagal blockade for eight patients with permanent AF. However, individual variations were large. In another study using a similar methodology, the f-wave frequency was influenced by controlled respiration and attenuated by the vagal blockade in only two out of eight patients with permanent AF (Stridh et al., 2003).

The aim of this study is to develop a methodology that can be used to quantify respiratory induced variations in the f-wave frequency from resting ECG. This is challenging, since (1) respiratory induced f-wave frequency modulation is very small and may be concealed by other variations and (2) the respiration rate is unknown and may vary over time. A preliminary version of this work, where the respiration rate was assumed to be known, was presented at the CinC conference 2020 (Abdollahpur et al., 2020). In contrast, the respiration rate in the present study is estimated from the ECG.



2. MATERIALS AND METHODS

A schematic outline of the methodology is shown in Figure 1. An f-wave signal x(n) is extracted from the ECG by QRST cancelation (section 2.3). A model-based approach to f-wave characterization is applied to estimates an f-wave frequency trend [image: image] and a signal quality index [image: image] from x(n) (section 2.4). Respiratory modulation in [image: image] is estimated using a bandpass filtering approach (section 2.5). A respiration rate estimate [image: image], which is required for the bandpass filtering, is derived from the ECG (section 2.6). The accuracy of the estimated respiratory modulation magnitude [image: image] is evaluated using simulated f-wave signals xsim(n) (section 2.1). Finally, the method is applied to analyse data from a clinical study (section 2.2).


[image: Figure 1]
FIGURE 1. Schematic of the proposed method.



2.1. Simulated Data

A modified version of the saw-tooth model (Stridh and Sörnmo, 2001) is used to simulate f-wave signals. The simulated f-waves consists of the sum of a sinusoid with time-varying frequency and its harmonic

[image: image]

The time-varying frequency is given by

[image: image]

where f defines the average fundamental frequency, and respiratory f-wave frequency modulation is quantified by fr and Δf, defining the modulation frequency and the modulation magnitude, respectively. Random phase variation, Φ(n), is added to account for other variations in the f-wave frequency; it is modeled as white Gaussian noise with standard deviation σΦ. The amplitude of the kth harmonic is given by

[image: image]

where a is the average f-wave amplitude, and Δa(n) quantifies random amplitude variation and is assumed to have a Gaussian distribution with mean zero and standard deviation a/5.

The following parameters are used for the simulations f-wave signals: f = {5, 6, 7} Hz, fr = {0.1, 0.2, 0.3} Hz, Δf = {0, 0.1, 0.2} Hz, a chosen such that standard deviation of signal σx = 50 μV, and σΦ = {0, 0.25, 0.5, 0.75, 1}. White Gaussian noise v(n) with standard deviation of 0.1a is added to form realistic f-wave signals and the sampling frequency was set to fs = 50Hz. For each parameter setting 10 realizations of xsim(n) were considered, resulting in a total of 1,350 simulated signals. Examples of xsim(n) with different values of σΦ are displayed in Figure 2.


[image: Figure 2]
FIGURE 2. Example of the xsim(n) with f = 5 Hz, fr = 0.2 Hz, Δf = 0.1 Hz, and (A) σΦ= 0, (B) σΦ= 0.25, (C) σΦ= 0.5, (D) σΦ= 0.75, (E) σΦ=1.




2.2. Clinical Data

The study population consists of eight pacemaker patients with permanent AF and complete atrioventricular block that participated in a clinical study (Holmqvist et al., 2005). The clinical characteristics of the study population is summarized in Table 1. The study was conducted in accordance with the Declaration of Helsinki, and the protocol was approved by the local Ethics Committee. All subjects gave their informed consent for inclusion before they participated in the study. The study protocol consisted of three phases; baseline rest (B), controlled respiration (CR), and controlled respiration following injection of atropine to induce full vagal blockade (PA), respectively. Each phase lasted 5 min, and standard 12-lead ECG at 1 kHz sampling rate was recorded throughout the study protocol. During controlled respiration, the patients inhaled for 4 s and exhaled for 4 s, following instructions from the study nurse.


Table 1. Patient characteristics.

[image: Table 1]



2.3. Preprocessing and QRST Cancelation

Following preprocessing, atrial activity was extracted from ventricular activity in the ECG using a spatiotemporal QRST cancelation technique (Stridh and Sörnmo, 2001). Briefly, a scaled, spatial, and temporally aligned average QRS complexes is subtracted from each QRS complex in the ECG, the Cardiolund ECG Parser was used for this task. Since the resulting f-wave signal has negligible frequency content above 25 Hz, it was down-sampled to 50 Hz. In the present study, the extracted f-wave signal from lead V1 was subjected to analysis; this signal is denoted x(n).



2.4. Model Based f-Wave Characterization

The harmonic f-wave model (Henriksson et al., 2018) is employed to estimate the local f-wave frequency, phase, and amplitude. In this model, f-waves are formulated by the complex signal s(n; θ), defined as the sum of a complex exponential signal with fundamental frequency f and its second harmonic,

[image: image]

where Am and ϕm define the amplitude and phase, respectively, of the m:th harmonic, and fs is sampling frequency of x(n).

The model is fitted to the complex-valued analytic representation of x(n), denoted xa(n), and obtained using Hilbert transformation. The parameter vector [image: image] is estimated using a maximum likelihood approach

[image: image]

The model is fitted to 20 ms overlapping 0.5 s segments of xa(n); the local estimates [image: image] results in an f-wave frequency trend [image: image] sampled at 50 Hz.

In the present study, we analyse 5 min recordings obtained during stable conditions and therefore we assume that the f-wave frequency will not change drastically within the recording. Hence, the local estimation of [image: image] is constrained to the interval [image: image] Hz, where [image: image] is an initial f-wave frequency estimate determined by the maximum spectral peak in the interval [4, 12] Hz of the Welch periodogram of the entire recording x(n).

The model error [image: image] is used to estimate a signal quality index,

[image: image]

where σê and σxa denote the standard deviation of ê(n) and xa(n), respectively (Henriksson et al., 2018). For any reasonable estimate of [image: image], [image: image] is limited to the interval [0, 1], where one represents the best model fit. A poor model fit, quantified by a low value of [image: image] suggests that the parameter estimates [image: image] are unreliable. In the present study, [image: image] is estimated based on the entire 5-min recording.



2.5. Estimation of Respiratory f-Wave Modulation

A forth-order Butterworth band pass filter with a fixed bandwidth β (Raja Kumar and Pal, 1985) and a center frequency determined by the respiration rate [image: image] is employed to extract respiratory modulation in [image: image]. The bandwidth of filter is set to 0.06 Hz since the magnitude of respiration rate estimation error is expected to be constrained to this range (Kontaxis et al., 2020). The transfer function of the filter is given by

[image: image]

where the coefficients are given by

[image: image]

and k and W are given by

[image: image]

respectively. The output of the filter is denoted [image: image]. An estimate of the magnitude of the respiratory f-wave frequency modulation is given by the envelope of [image: image], obtained as the magnitude of its analytic equivalent using Hilbert transformation. The estimate is denoted [image: image]. Since [image: image] varies over time, we use its 5 min average [image: image] to quantify the magnitude of respiratory f-wave frequency modulation in this study.



2.6. Estimation of Respiration Rate

A surrogate respiration signal is derived from the ECG leads (V1, V2, V3, V4, V5, V6, I, II, III) by using homomorphic filtering to extract slow variations in the amplitudes (Rezek and Roberts, 1998). First, the ECG signal is decimated to 50 Hz and a zero-phase first-order Butterworth low-pass filter with a cut-off frequency of 2 Hz is applied to emphasize slow variation in the ECG amplitude caused by chest movements during the respiratory cycle. Then, the peak envelope of the filtered ECG signal is determined and smoothed using a Savitzky-Golay filter with polynomial order four and frame length 251 corresponding to 5 s, and the resulting envelope is down-sampled to 5 Hz. A similar approach is applied separately to each ECG lead; the surrogate respiration signal obtained from lead l is denoted rl(n). A robust estimate of the respiration rate is obtained by combining rl(n) obtained from all ECG leads using peak conditioned spectral averaging (Bailón et al., 2006; Lázaro et al., 2013; Sandberg et al., 2019). In this technique, Welch periodograms are estimated from sliding segments of rl(n) from each lead, and periodograms of sufficient quality are averaged to produce a power spectrum from which the respiration rate can be estimated more robustly. In the present study, Welch periodograms were computed based on 80 s sliding 75 s overlapping segments of rl(n), by averaging power spectra of 50% overlapping 24 s subintervals. A periodogram is considered to be of sufficient quality if it has a prominent peak in the respiratory interval, defined by at least 85% of the maximal peak height in the spectrum. The respiration rate estimates obtained from the averaged spectra every 5 s are denoted [image: image]. An example of rl(n), corresponding Welch periodograms, and averaged power spectra obtained from an 80 s time segment from patient b in phase B, is displayed in Figure 3. In this example, the average spectrum used for respiration rate estimation is based on all leads except lead V5, for which the periodogram was considered of insufficient quality.


[image: Figure 3]
FIGURE 3. Left subplots indicate rl(n) from lead V1, V2, V3, V4, V5, V6, I, II, and III during baseline in the patient (b), and middle subplots are corresponding Welch periodogram. The prominent peak in the respiratory interval (red solid line) is shown with red marker. The averaged spectra and respiration rate estimate can be seen in the right subplot.





3. RESULTS

The estimation accuracy of [image: image] is evaluated using simulations and the estimation accuracy of [image: image] is evaluated using the CR and PA phases of the clinical data for which the respiration rate is known. Finally, results from analysis of clinical data during B, CR, and PA are presented.


3.1. Estimation Accuracy of Respiratory f-Wave Modulation

Signal quality [image: image] and [image: image] were estimated from the simulated f-wave signals using the methods described in sections 2.4 and 2.5, respectively. The sampling frequency fs in Equation (4) was set to 50 Hz to match the sampling frequency of the simulated f-wave signals. The respiration rate used for the band-pass filtering was set to fr as used for the corresponding simulation. Results from the analysis of simulated data are presented in Figures 4, 5. Figure 4 shows that [image: image] decreases with increasing σΦ independently of the other parameter settings. The estimation error, quantified by the absolute difference between Δf and [image: image] is displayed in Figure 5. Results suggest that Δf can be accurately estimated if [image: image] is above [image: image]; 95% of the estimates has an error below 0.01 Hz if [image: image]. For [image: image] the estimation error becomes large which indicates that the estimate [image: image] is unreliable. Hence a threshold of [image: image] was used to determine if the signal quality is sufficient for analysis.


[image: Figure 4]
FIGURE 4. Signal quality [image: image] of xsim(n) plotted vs. σΦ. Red dots indicate the mean and blue whiskers indicate the std of [image: image].



[image: Figure 5]
FIGURE 5. Estimation error [image: image]-Δf| and corresponding signal quality [image: image] of xsim(n).




3.2. Estimation of Respiration Rate in Clinical Data

Respiration rate [image: image] was estimated from the clinical dataset using the method described in section 2.6. Table 2 summarizes the estimated respiration rates [image: image] for each patient during B, CR, and PA, respectively. The standard deviation of [image: image] within each recording is smaller than the bandwidth of the filter β, implying that the center frequency fr can be fixed to the mean [image: image].


Table 2. Estimated respiration rate [image: image] (mean ± std) for B, CR, and P, respectively.

[image: Table 2]

The estimation accuracy of [image: image] was evaluated on the CR and PA phases, for which the respiration rate is known to be 0.125 Hz. In all patients except one, [image: image] gave an accurate estimate of the true respiration rate in the CR and PA phases (see Table 2). It should be noted that patient b, for which [image: image] did not correspond to 0.125 Hz in CR and PA, has a considerable amount of ectopic beats, which may explain why the respiration rate estimation failed. This patient was excluded from further analysis.



3.3. Estimation of Respiratory f-Wave Modulation in Clinical Data

The methodology as described in sections 2.3–2.6 was applied to analyze the clinical data described in section 2.2. The sampling frequency fs in Equation (4). was set to 50 Hz to match the sampling frequency of the f-wave signals. Figure 6 illustrates the signals obtained in each step of the analysis for patient b in phase B.


[image: Figure 6]
FIGURE 6. Signals obtained in each step of the analysis of patient b in phase B. (A) ECG from lead V1, (B) corresponding extracted f-waves x(n), (C) estimated f-wave frequency trend [image: image], and (D) corresponding (solid blue) filtered [image: image], (dashed purple) [image: image], and (solid red) estimated [image: image]. Note the that (A,B) shows 10 s excerpts of the signals, whereas (C,D) shows the full 5 min signal.


The signal quality was sufficient for analysis ([image: image]) in all recordings except one. The mean and standard deviation of [image: image] and [image: image] are shown in the Table 3. A Kruskal-Wallis test with Dunn-Sidak correction was applied to analyze if the differences between phases for each patient were significant. Results indicate that [image: image] was significantly larger in CR than in B for all patients, and that [image: image] was significantly smaller in PA than in CR for four patients (p < 0.05). For [image: image] the results were more heterogeneous; [image: image] was significantly larger in CR than in B for three patients and significantly smaller in CR than in B for three patients (p < 0.05). Further, [image: image] was significantly larger in PA than in CR for four patients and significantly smaller in PA than in CR for three patients (p < 0.05). The gross average [image: image] was 0.15 ± 0.01 Hz (mean±std) during B, 0.18 ± 0.02 Hz during CR, 0.17 ± 0.03 Hz during PA. There is a trend toward increased [image: image] during CR and decreased [image: image] during PA (see Figure 7). A Friedman test was applied to analyze if the differences in [image: image] between B, CR, and PA were significant. Results indicate that only the changes between B and CR are significant.


Table 3. Estimated f-wave frequency [image: image] and respiratory frequency modulation [image: image] (mean ± std) from clinical data.

[image: Table 3]


[image: Figure 7]
FIGURE 7. [image: image] estimated from phase B, CR, and PA recordings, respectively. Each curve corresponds to a patient.


The modulation magnitude [image: image] is plotted vs. the average [image: image], denoted [image: image], in Figure 8. There is no correlation between [image: image] and [image: image] in any of the phases.


[image: Figure 8]
FIGURE 8. The modulation magnitude [image: image] plotted vs. average the f-wave frequency [image: image] for each patient during (top) B, (middle) CR, and (bottom) PA phase, respectively. Patients are identified with different colors.





4. DISCUSSION

The aim of the study was to develop a method to quantify respiratory modulation in the f-wave frequency. Simulation results shows that the method works accurately provided that the signal quality is sufficient (cf. Figure 5). Our results from analysis of clinical data suggest that the magnitude of the respiratory f-wave frequency modulation provide complementary information to the average f-wave frequency (cf. Figure 8).

In previous studies that have investigated respiratory modulation in the f-wave frequency, a spectral approach was used (Stridh et al., 2003; Holmqvist et al., 2005). In this study, we use a recently proposed model-based approach that allows more detailed f-wave characterization and provides a signal quality metric [image: image] that can be used to exclude unreliable frequency estimates caused by artifacts in the f-wave signal (Henriksson et al., 2018). It should be noted that the settings in the present study were different from the ones used in Henriksson et al. (2018), to facilitate analysis of respiratory modulation in f-wave frequency trend. Since the recordings in the present study were obtained during stationary conditions, the initial frequency estimate was based on the entire 5 min recording rather than on 5 s segments of the recording. Further, we allowed a larger local frequency deviation from the initial estimate; 1.5 Hz rather than 0.25 Hz. In Henriksson et al. (2018), it was shown that [image: image] larger than 0.3 was sufficient for accurate estimation of [image: image]. Our simulation results indicate that a similar [image: image] is required for accurate estimation of the average f-wave frequency with the present settings. Analysis of small variations in the frequency trend, however, requires better signal quality, and our simulation results indicate that [image: image] larger than 0.5 is required for accurate estimation of respiratory f-wave frequency modulation.

The proposed methodology relies on ECG derived respiration rate estimation. It should be mentioned such estimation requires ECG length sufficiently long due to respiratory frequency during baseline phase. If the respiration was known the method could be apply to shorter segment. Several methods have been proposed to extract respiratory information from the ECG. One of the most common approaches is to use respiratory sinus arrhythmia, i.e., respiratory induced variations in the heart rate (Charlton et al., 2018). However, such approach is not feasible during AF where the heart beats result from complex interactions between the atria and the atrioventricular node. Another approach is to use beat-to-beat morphological variations in the QRS complexes caused by chest movements, using e.g., vectorcardiogram loop analysis (Bailón et al., 2006). Such analysis is more challenging in AF due to presence of f-waves, however, a recent study showed that respiration rate could be accurately estimated from the ECG using a method based on the differences between the maximal upslope and the minimal downslope within a QRS interval (Kontaxis et al., 2020). In the present study we analyze ECG recordings from patients with pacemakers. The pacemaker causes sharp spikes in the signal and, hence, the previously proposed methods based on morphological variations in the QRS complex are not applicable. Instead, we exploit variation in the ECG amplitude caused by chest movements to estimate the respiration rate. Our results show that the estimated respiration rate corresponded to the expected respiration rate during controlled respiration in all patients except one (cf. Table 3). For that patient we found that a considerable amount of ectopic beats caused the respiration rate estimation to fail.

In the present study we used a filtering approach to extract respiratory variations in the f-wave frequency trend. Adaptation of the filter to varying respiration rates is possible, however, in the present data the respiration rate was found to be constant within each phase and no adaptation of the filter was required. Another approach to extract respiratory variations in the f-wave frequency trend would be to use orthogonal subspace projections. In this approach the f-wave frequency trend can be decomposed into two different components, one respiratory component, and one residual component by a projection matrix. Such approach has previously been used to remove respiratory influence in the heart rate for improved heart rate variability analysis (Varon et al., 2019). In contrast to the filtering approach which relies on the respiration rate, the subspace projections approach requires that a respiratory signal is available.

It has been shown that respiratory modulation in heat rate, i.e., respiratory sinus arrhythmia, can be used for non-invasive assessment of parasympathetic activity (Katona and Jih, 1975; Alcalay et al., 1992). In this study we aim to quantify respiratory modulation in the atrial activity during AF. Our results from clinical data shows that the magnitude of respiratory f-wave frequency modulation increase with deep breathing (increased parasympathetic activity) and decrease with vagal block (decreased parasympathetic tone), suggesting that respiratory modulation in the f-wave frequency trend can be partly attributed to parasympathetic regulation in the atria during AF. This is supported by a recent simulation study that showed that the parasympathetic neurotransmitter acetylcholine could be an important factor involved in f-wave frequency modulation (Celotto et al., 2020). After injection of atropine, there is still considerable variation in the respiration frequency band; these variations may be caused by other factors such as the endocrine system (Gordan et al., 2015) or stretch of the atrial tissue induced by respiratory chest movements.


4.1. Limitations

The proposed methodology requires ECG recordings longer than the 10 s clinical standard. The requirement that is motivated by the respiratory cycle length, which is assumed to be between 10 and 2.5 s corresponding to a respiration rate of 6–24 breaths per minute. Therefore, a 10 s ECG segment may contain only one complete respiratory cycle which is insufficient for robust analysis of respiratory modulation. The methodology was tested in a small group of AF patients with pacemakers in controlled settings and the feasibility of the methodology has to be verified in a larger study population. Further, the clinical significance of respiratory induced f-wave modulation remains to be established.




5. CONCLUSIONS

We introduce a novel approach to quantify respiratory induced variations in the f-wave frequency from the ECG. Results from simulated signals indicate that respiratory modulation can be accurately estimated when the signal quality is sufficient. Results from analysis of clinical data suggest that respiratory f-wave frequency modulation increase during deep breathing and decrease after injection of atropine, implying that parasympathetic ANS regulation is a contributing factor to the modulation.
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In atrial cardiomyocytes without a well-developed T-tubule system, calcium diffuses from the periphery toward the center creating a centripetal wave pattern. During atrial fibrillation, rapid activation of atrial myocytes induces complex remodeling in diffusion properties that result in failure of calcium to propagate in a fully regenerative manner toward the center; a phenomenon termed “calcium silencing.” This has been observed in rabbit atrial myocytes after exposure to prolonged rapid pacing. Although experimental studies have pointed to possible mechanisms underlying calcium silencing, their individual effects and relative importance remain largely unknown. In this study we used computational modeling of the rabbit atrial cardiomyocyte to query the individual and combined effects of the proposed mechanisms leading to calcium silencing and abnormal calcium wave propagation. We employed a population of models obtained from a newly developed model of the rabbit atrial myocyte with spatial representation of intracellular calcium handling. We selected parameters in the model that represent experimentally observed cellular remodeling which have been implicated in calcium silencing, and scaled their values in the population to match experimental observations. In particular, we changed the maximum conductances of ICaL, INCX, and INaK, RyR open probability, RyR density, Serca2a density, and calcium buffering strength. We incorporated remodeling in a population of 16 models by independently varying parameters that reproduce experimentally observed cellular remodeling, and quantified the resulting alterations in calcium dynamics and wave propagation patterns. The results show a strong effect of ICaL in driving calcium silencing, with INCX, INaK, and RyR density also resulting in calcium silencing in some models. Calcium alternans was observed in some models where INCX and Serca2a density had been changed. Simultaneously incorporating changes in all remodeled parameters resulted in calcium silencing in all models, indicating the predominant role of decreasing ICaL in the population phenotype.

Keywords: rabbit atrial cardiomyocyte, computational model, spatial calcium dynamics, calcium waves, population of models, tachypacing


1. INTRODUCTION

Models of cardiac electrophysiology are important tools for studying the mechanisms of heart disease and impaired cardiac cell function, and have been particularly relevant in the study of arrhythmic events such as atrial fibrillation (AF) (Trayanova, 2014; Grandi and Maleckar, 2016; Vagos et al., 2018). An important application of the models is interpretation and translation of knowledge gained from animal experiments performed on a variety of different species. Atrial cardiomyocytes have a less developed T-tubule system than their ventricular counterpart, and in many species this results in markedly different intracellular calcium dynamics. In both cell types calcium enters via L-type calcium channels, locally accumulates close to the membrane, and triggers calcium-induced calcium release from calcium release units (CRU) in the junctional sarcoplasmic reticulum (SR) into the cytosol. The complex T-tubular system of ventricular cells effectively ensures that every CRU is in close proximity with the membrane, and ensures that this process occurs simultaneously throughout the cell. In atrial cells without well-developed T-tubules, only a small fraction of the CRUs are close to the membrane and therefore activated by the initial L-type channel influx. Activation of the remaining CRUs occurs as a calcium wave which propagates from the membrane toward the center of the cell via a regenerative “fire-diffuse-fire” response. As one CRU is activated, calcium diffuses through the cytosol to cause a local concentration rise at the neighboring CRUs, which then reaches the threshold level for activation and releases more calcium and the process repeats resulting in a centripetally propagating calcium wave.

Given the heterogeneous nature of intracellular calcium signaling in atrial myocytes (Trafford et al., 2013), they are prone to developing calcium instabilities, such as local fluctuations in cytosolic calcium levels, which can translate into arrhythmogenic activity (Greiser et al., 2014; Voigt et al., 2014). Furthermore, sustained arrhythmic conditions such as AF can lead to severe electrophysiological remodeling of the atrial myocytes, including up- or down-regulation of numerous ion channels and other membrane transporters. These changes may affect the calcium cycling and propagation within the cell, and may potentially exacerbate repolarization instabilities. For instance, calcium alternans have been extensively observed and implicated as precursors of AF episodes in patients (Narayan et al., 2002).

It has also been shown in rat atrial myocytes that under basal conditions, calcium does not fully propagate toward the center of the cell, mainly due to extensive calcium buffering, and the diffusion barrier of the mitochondria and Serca2a (Bootman et al., 2011). It is believed that this lack of a calcium signal at the inner regions of the cell under normal conditions acts as a reserve to allow calcium release to be increased under conditions of higher contraction demand, such as during β-adrenergic stimulation.

Although atrial myocytes of rabbit and rat species share similar morphological traits, including size and the lack of a well-developed T-tubule system, it has been observed in line scans of rabbit atrial myocytes that calcium propagates in a fully regenerative manner (Greiser et al., 2014), unlike in rat atrial cells. However, the same study showed that replicating chronic AF conditions via rapid pacing of rabbit atrial myocytes resulted in a complete absence of calcium propagation inside the cell, a conditioned termed “calcium silencing.” This behavior was suggested to be a cardio-protective mechanism of the cell to suppress arrhythmogenic after-depolarizations, and has been observed both in rabbit and in AF patient myocytes (Greiser et al., 2014). Additionally, several studies have pointed out the role of calcium buffering in regulating available free calcium in the cell, and ultimately being a promoter of calcium handling abnormalities (Greiser et al., 2014; Smith and Eisner, 2019). However, the exact mechanisms leading to calcium silencing, and their relative importance, remain unclear.

In the present paper we elucidate the underlying mechanisms of calcium silencing by comparing computational model results with experimental observations. We have previously developed a model of the rabbit atrial myocyte with spatial calcium description (Vagos et al., 2020), which was parameterized to match experimentally observed rabbit-specific electrophysiology using a population of models approach. The parameterization resulted in 16 different models of the rabbit atrial cell, each with a unique combination of ion channel maximum conductances, but all closely matching experimentally observed electrophysiological characteristics. All models showed a rabbit-like action potential (AP) and calcium transient (CaT), as well as fully propagating calcium waves. The purpose of the present study is to assess the role of different cellular parameters that are believed to change as a result of rapid atrial pacing (RAP) induced remodeling. By changing their values in the model in one-at-a-time fashion, and applying these changes to all of the 16 models obtained from our previous study (Vagos et al., 2020). We changed the maximum conductances of ICaL, INCX, and INaK, RyR open probability parameters, RyR density, Serca2a density, as well as calcium buffering strength. We chose these specific parameters since all of them were shown to be altered in rabbit atrial myocytes as a consequence of RAP remodeling (Greiser et al., 2014). Furthermore, we scaled these parameters in the model according to experimental data reported in Greiser et al. (2014). Therefore, the changes introduced in the model to incorporate remodeling effects are based on direct measurements rather than indirect estimates from AP or CaT observations.

Furthermore, it has been extensively shown that cardiomyocytes have a large degree of variability in ion channel expression levels and electrophysiological properties. Therefore, the advantage of changing the parameters in 16 different models is that it allows to incorporate electrophysiological variability in the simulations, providing a more comprehensive assessment of the effects of each individual parameter. Using a population of models rather than a single “representative” model, we obtain a more robust and insightful analysis of the model behavior and associated uncertainty. By testing the effects of parameter changes in different model instances it is possible to obtain a more generalized response of the model and to identify possible drivers of the observed responses.



2. METHODS


2.1. Control Model Population

We used the previously published model of the rabbit atrial cardiomyocyte with spatial description of the calcium handling system, which allows for the simulation of intracellular calcium wave propagation. A complete description of the model development and structure is provided in Vagos et al. (2020). In brief, the model was based on the rabbit atrial myocyte model by Aslanidi et al. (2009), and the human atrial myocyte model by Voigt et al. (2014). It is composed of discrete units, each containing ionic concentrations and cellular structures specific of its location in the cell. Conceptually, the model is based on segmenting the cardiomyocyte into transversal slices, which are further sub-divided into domains in the transversal direction, as illustrated in Figure 1. As described in detail in Vagos et al. (2020), the model distinguishes between the domains close to the membrane and the interior domains. The inner domains contain the cytosol, sarcoplasmic reticulum (SR), a sub-SR space (SRS), and calcium release units (CRU), while the membrane domains also include the sub-sarcolemmal (SL) space, junctional space (j), and associated sarcolemmal currents. The membrane currents include calcium currents ICaL and ICaT; the fast sodium current INa; repolarizing K+ currents Ito1, IKr, IKs, and IK1, three background currents ICab, INab, and IClb, as well as the Na+-Ca2+ exchanger INCX, the Na+-K+ pump INaK, and the plasmalemmal Ca2+ pump ICaP. The formulation of the INCX current was adopted from Voigt et al. (2014), while all other ionic current formulations were taken from Aslanidi et al. (2009), and reparameterized in Vagos et al. (2020). Flux of Ca2+ between neighboring domains is described by a linear diffusion model adopted from Voigt et al. (2014). The model equations are specified in detail in Vagos et al. (2020), and the source code is available1.


[image: Figure 1]
FIGURE 1. Schematic representation of the rabbit cardiomyocyte model, showing how a transversal cell segment is divided into individual domains. Calcium enters the cell via L-type channels in the membrane domains (1 and 18) and diffuses toward the cell center. Each domain has its own sarcoplasmic reticulum and calcium release units, while the membrane domains also include membrane currents and sub-sarcolemmal spaces.


The calibrated population of models developed in Vagos et al. (2020) consisted of 16 models with rabbit-like electrophysiological parameters: (1) fully regenerative calcium wave propagation from periphery to center of the cell; (2) absence of alternans or afterdepolarizations; and (3) AP and whole cell CaT morphologies within the physiological ranges experimentally observed in rabbit atrial myocytes. The models differed only in the values of maximum conductances of the ionic currents, thus capturing the natural variability observed in atrial cells. In the following we will refer to these 16 models as the “control population,” and its main characteristics are illustrated in Figure 2. Figure 2A shows APs for all 16 models, Figure 2B shows the CaTs from the membrane domains (CaTm) and the innermost domains (CaTc), while Figures 2C,D show an exemplary AP, CaTs, and calcium wave from one of the models. We refer to Vagos et al. (2020) for a complete specification of the control model population, including parameter values for all 16 models.


[image: Figure 2]
FIGURE 2. Illustration of the behavior of the control population. (A) Shows APs for all 16 models, while the corresponding CaTs from the central and membrane domains are shown in (B). (C) Shows the same data for a single representative model, while (D) shows spatio-temporal plots of the calcium propagation for the same model.




2.2. Incorporating RAP Remodeling

An experimental study has shown that rabbit atrial myocytes subjected to rapid atrial pacing (RAP), at 10 Hz for 5 days, developed an array of cellular alterations at the structural and biochemical levels (Greiser et al., 2014). Most notably, observations included decreased (1) ICaL and (2) INaK currents, (3) increased INCX, (4) reduced Serca2a density, (5) increased ryanodine receptor (RyR) open probability, (6) decreased RyR cluster density, and (7) increased calcium buffering strength. The membrane currents and Serca2a density were modified by g the maximum fluxes, to increase the RyR open probability we scaled parameters RyR_P[0], RyR_P[1], and RyR_P[5], as suggested in Voigt et al. (2014), decreased RyR density was incorporated by scaling RyR_P[11] and the NRyRs parameter, while buffering was increased by a scaling of the parameter Buff_factor. The parameter changes are specified in Table 1, and we refer to Vagos et al. (2020) and Voigt et al. (2014) for a specification of the model equations and parameters. These cellular alterations have been proposed as being a cardioprotective mechanism against arrhythmogenic calcium activity (Greiser, 2017). We introduced these alterations in the control model population defined above to assess the effects of each alteration on the action potential (AP) and calcium wave propagation dynamics, and also the effect of all the changes combined. The remodeling was incorporated by scaling the baseline values of the model parameters that modulate the affected cellular mechanisms to match experimental measurements. Each of the seven alterations listed above were implemented individually to the 16 models of the control population, and we also created one population that incorporated all the listed modifications collectively, resulting in eight remodeled populations with 16 models in each. The parameter changes applied for each of the remodeled populations are specified in Table 1. By applying the remodeling to a calibrated control population rather than a single representative model, we were able to capture more of the natural variability and parameter uncertainty and provide a more complete picture of the potential effect on calcium dynamics.


Table 1. List of the 8 different RAP-induced remodeled populations, and the parameters changed in the rabbit atrial myocyte model to represent remodeling in each case.

[image: Table 1]



2.3. Visualization and Analysis of Calcium Waves

Calcium wave propagation in the models was visualized in spatio-temporal plots of CaTs from each cell domain over time, similar to line scan images of individual myocytes. We also characterized individual remodeling effects by studying the occurrence of CaT amplitude alternans and calcium silencing. Calcium alternans arise from instabilities in the calcium handling system (Weiss et al., 2006; Gaeta and Christini, 2012; Xie et al., 2014), and have also been clinically associated with atrial arrhythmia (Franz et al., 2012). We defined alternans as beat-to-beat differences in CaT amplitude larger than 5%, while calcium silencing was defined as a ratio of central to membrane CaT amplitude (CaTc amplitude/CaTm amplitude) ≤ 0.10 for all beats. Based on the presence of alternans and calcium silencing, the individual models were classified into five different categories:

1. normal propagation;

2. calcium alternans;

3. calcium silencing;

4. alternans and calcium silencing;

5. unphysiological wave patterns (“other”).

Finally, we also report APD90 and resting memembrane potential (RMP) for the remodeled populations, since APD90 shortening and RMP depolarization have been linked to arrhythmogenic activity in cardiomyocytes (Bosch et al., 1999; Workman et al., 2001) and are therefore important quantities to characterize changes in phenotype due to remodeling.




3. RESULTS

In this section we list the effects of the remodeling alterations defined in Table 2, including both the individual mechanisms and the combined effect of all mechanisms. The results are summarized in Figure 3 and Table 3. Figure 3 includes APs and CaTs for the eight model populations defined in section 2.2. The individual changes observed in each population are described in more detail below.


Table 2. AP and CaT properties (mean ± std) of the control and remodeled populations.
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[image: Figure 3]
FIGURE 3. Illustration of the RAP remodeled populations. (A–H) Refer to the remodeled populations described in section 2.2, as indicated by the panel titles. For each population the action potentials are shown in the left panel and the CaTm and CaTc traces in the right panel.



Table 3. Effects of individually changing the RAP parameters in each of the 16 models of the control population.

[image: Table 3]

Table 3 classifies each population according to the characteristics described in section 2.3, while Figure 4 shows spatio-temporal plots of selected models to illustrate the characteristics of each category. For each row in Figure 4, the left panel shows APs and CaTs from the subsarcolemmal (CaTm) and central domain (CaTc), while the right panel shows spatio-temporal linescan plots illustrating the calcium propagation. Figure 4A show normal calcium propagation (category 1), Figures 4B,C show examples of calcium silencing (category 3), Figure 4D shows alternans (category 4), Figure 4E displays calcium silencing and alternans (cat 5), and Figure 4F shows a pattern we have characterized as unphysiological (category 5, “other”). The example in Figure 4A is from the control population, Figure 4B is from population 1 (reduced GCaL), Figure 4C from population 3 (reduced ImaxNaK), Figure 4D from population 4 (reduced Serca2a density), Figure 4E from population 2 (increased ImaxNCX), and Figure 4F is from population 5 (increased RyR open probability). The number of models falling into each category is quantified in Table 3. The table shows the percentage of models from each of the eight populations that fall into each category of calcium propagation.


[image: Figure 4]
FIGURE 4. Exemplary calcium waves from the RAP remodeled populations showing calcium propagation patterns from the 5 wave categories. The left column shows AP and calcium transients, while the right column shows the corresponding spatio-temporal calcium wave plots. (A) corresponds to category 1 (normal), (B,C) to category 3, (D) to category 2, (E) to category 4, and (F) to category 5.



3.1. Down-Regulation of ICaL

Figure 3A shows the population after reduction of GCaL to 40% in the population, which resulted in a consistent response of calcium silencing across all models. An example of a calcium wave from this population is shown in Figure 4B. Additionally, CaTm showed a considerably reduced amplitude compared to the control population, as would be expected since the amplitude of the sarcolemmal CaT is directly linked to the magnitude of ICaL. We also observed a significantly shortening of APD90 (see Table 2), which is a well-documented effect of reduced ICaL in myocytes.



3.2. Up-Regulation of INCX

The effects of increasing ImaxNCX in the population resulted in a variety of calcium propagation patterns, including calcium alternans, silencing, and alternans and silencing (see Figure 3B). Additionally, this population showed large variations in APD90, with a mean APD90 larger than in the control population, as well as large variations in CaT amplitudes and diastolic calcium levels. Furthermore, one of the models failed to repolarize, as can be seen from the ripples in Figure 3B, left panel, with corresponding rippled CaTs (not shown). This model corresponded to a [Na+]i level of 41 mM, and [Ca2+]i of 5.8 μM. The perturbations in AP and CaTs observed in this population are not surprising given the known role of INCX in regulating both [Ca2+]i and repolarization (Weber et al., 2001).



3.3. Down-Regulation of INaK

Decreasing ImaxNaK resulted in about 60% of the models developing calcium silencing, while the remainder did not change significantly. This population showed significantly elevated [Na+]i levels (22 ± 4 mM vs. 9.5±2 mM, (two-sample t-test, α = 0.05), as expected given the decreased outflow of Na+ from the cell, which shifted the activity of INCX. As a consequence of reducing ImaxNaK, the forward mode (INCX, fwd) and reverse mode (INCX, rev) components of INCX were significantly smaller and larger, respectively, in the ImaxNaK population as compared to the control (two-sample t-test, α = 0.05). This resulted in an accumulation of calcium in the cytosol and in the SR. The RMP was also significantly more depolarized in this population.

The CaTm amplitude and diastolic calcium levels also varied considerably in this population (see Figure 3C and Table 2). There were no observable differences in the maximum conductances of the models that showed normal propagation versus calcium silencing, but found that models showing calcium silencing mostly corresponded to higher values of both [Na+]i and [Ca2+]SR.



3.4. Decreased Serca2a Density

Decreasing Serca2a density to 70% of baseline value resulted in largely unchanged APs, and an overall small effect on CaTm and CaTc, with only about 20% of the models showing alternans and the others being mostly unaltered.



3.5. Increased RyR Open Probability

Increasing RyR open probability resulted in about 40% of the models developing calcium silencing. We did not observed any apparent associations between the occurrence of alternans in this population, and the values of the altered parameters, or of [Na+]i and [Ca2+]SR.



3.6. Decreased RyR Density

The effect of decreasing RyR density largely resulted in a variety of unphysiological calcium propagation patterns. One such wave pattern is shown in Figure 4F. This result indicates that the calcium system in this model is quite sensitive to such large changes of the two target parameters, NRyRs and RyR_P[11].



3.7. Increased calcium Buffering Strength

Increasing the calcium buffering strength in the population did not result in any form of abnormal calcium wave propagation, with all models showing a normal calcium propagation pattern. This is in contrast with experimental observations from Greiser et al. where the authors reported that an increased calcium buffering strength in the cell was likely to be correlated with the observed calcium silencing in the remodeled cells.



3.8. Full RAP Remodeling

Finally, we simultaneously incorporated all seven RAP remodeling mechanisms considered above. This change, incorporating all 10 parameter changes listed in Table 1, resulted in a population with significantly shorter APD90, reduced CaTm amplitude, and calcium silencing. This result is in good agreement with experimental observations in Greiser et al. (2014), where the authors observed calcium silencing in line scans of RAP remodeled cells, without the occurrence of alternans or other pathological calcium propagation behaviors.




4. DISCUSSION

We used a previously developed population of 16 models representing normal rabbit atrial electrophysiology, and incorporated known remodeling effects from rapid atrial pacing. Seven new populations were built by changing parameters to reflect isolated physiological alterations, such as altered expression levels of an individual ionic current. Finally, one population incorporated the changes in all parameters simultaneously to reproduced full RAP-induced remodeling, as has been observed experimentally (Greiser et al., 2014).

The approach used here to quantify the effects of changing model parameters on model behavior differs from the more traditional approach where a single model is used to represent a certain region of the heart, animal species, or genotype. In contrast, we opted to use a small population of 16 models, obtained by calibration of a population of 3,000 models to experimentally measured rabbit electrophysiological parameters. An advantage of the population approach over a single model approach is that it allows to incorporate uncertainty and natural variability observed in the atrial myocytes, and may provide a more robust analysis of the effects of electrophysiological remodeling.

In our simulations each remodeled population showed different phenotypes, with some parameter changes leading to consistent changes across the entire population, while others resulting in a myriad of different phenotypes. The overall effects of individual parameter changes on calcium wave patterns are compiled in Table 3, while Table 2 summarizes the effects on APD90, RMP, and CaT in all model populations. Mean CaTm amplitude was significantly reduced in the populations with altered GCaL, ImaxNCX, ImaxNaK, and RyR_P[11], while CaTc amplitude was reduced in all populations, except the one with altered calcium buffering. These amplitude changes resulted in an overall reduced CaTratio in the populations with altered GCaL, ImaxNCX, ImaxNaK, Serca2a density, RyR Po, and RyR density.

In our simulations calcium silencing was mainly driven by reduction of GCaL and ImaxNaK, when these parameters are changed individually. The similarities between the GCaL and full remodeling populations indicate that the 60% reduction of GCaL was the dominant effector of changes in AP and CaT morphologies. Furthermore, despite significant differences in APD90 and RMP among the various remodeled populations, with one model showing an afterdepolarization and another showing failed repolarization, APs were mostly consistent across the populations. Greater differences were observed in CaTm and CaTc morphologies, especially in the GCaL, ImaxNCX, RyR Po, RyR density, and full remodeling populations. Furthermore, modification of GCaL, Serca2a density, Buff_factor, and full remodeling resulted in consistent alterations in calcium wave propagation patterns, while changes in the other parameters entailed a more complex response, despite considerable differences in the values of their maximum ionic conductances. In contrast, changes in the other parameters which resulted in a more varied set of responses indicate that those parameters play a more complex role in the calcium handling system, where the values of maximum ionic conductances may also have had an impact.

Experimental observations from Greiser et al. (2014) suggested that the main driver of calcium silencing in rabbit atrial cells could be increased calcium buffering strength, whereas the reduction in ICaL was unlikely to play a significant role. Our computer simulations of the full remodeling case, which aims to emulate the array of cellular alterations measured experimentally, are consistent with the experimental observations of calcium silencing following RAP remodeling. However, our results indicate that reduced ICaL, rather than increased calcium buffering strength, may be the main effector of calcium silencing. calcium alternans were only observed in two of the remodeled populations (ImaxNCX and Serca2a density), and in a fairly low percentage of the models. This low occurrence of alternans suggests that they are the result of more drastic changes in cellular mechanisms, which were not captured in the remodeled populations constructed here. Overall, the results presented here provide insight into the possible mechanisms of calcium silencing in rabbit atrial myocytes.

As with any modeling study, the approach developed here has a number of limitations and assumptions. We note that, although the approach proposed here, whereby variability in maximum ionic conductances is taken into account, can improve robustness and reliability of simulation results, the control population used in this study is only an abstraction for a real population of myocytes obtained from different specimens and varying regions of the heart. The control population was produced by experimentally calibrating a population of 3,000 models against rabbit AP and CaT characteristics (Vagos et al., 2020), and thus the variation in maximum conductances introduced in the population cannot be verified experimentally as of this point due to the lack of data. A more holistic approach would be to take into account experimentally observed variability in ionic channel expression levels, for instance, and to calibrate the simulated population accordingly. The populations could also be expanded via re-sampling of the maximum conductances, such as introducing perturbations around the baseline values, and recalibrating.

While the RAP populations were based on previously published changes in ionic currents and calcium dynamics during RAP and AF, there is considerable variability in the reported changes, see for instance (Greiser et al., 2011). Our modifications are mainly based on experimental data from Greiser et al. (2014), and while all the modifications are supported by experimental data they are by no means the only possible alternative. A natural extension of the present work would be to extend the population of models approach to consider a wider range of previously reported electrophysiological remodeling, to capture more of the underlying uncertainty and potentially gain insight into plausible mechanisms underlying the observations. Another very natural extension would be to incorporate variability in the RyR parameters as well as [image: image] and Buff_factor, thereby producing a population that more reliably captures the full spectrum of calcium wave propagation patterns resulting from RAP remodeling. Such an extension could also be complemented by a more detailed quantification and characterization of the calcium propagation properties, providing more detailed insight than the broad categorization performed here.



5. CONCLUSIONS

In this study we have proposed an approach for analyzing the effects of rapid atrial pacing remodeling in a population of healthy rabbit atrial myocytes. The results indicate that reduced ICaL is the main determinant of the occurrence of calcium silencing, although decreased ImaxNCX, increased ImaxNaK, increased RyR open probability, and reduced RyR density also resulting in some cases of calcium silencing. Reduction in INCX, and in Serca2a density gave rise to calcium alternans in a small percentage of instances, while changes in RyR density largely resulted in unphysiological calcium transients. The methodology proposed in this paper provides a robust framework for assessing effects of cellular remodeling under conditions of uncertainty and natural variability, and offers additional insight compared with studies based on a single representative model.
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Background: Previous studies have reported that right pulmonary artery ganglionated plexi (GP) ablation could suppress the onset of atrial fibrillation (AF) associated with obstructive sleep apnea (OSA) within 1 h.

Objective: This study aimed to investigate the effect of superior left GP (SLGP) ablation on AF in a chronic OSA canine model.

Methods and Results: Fifteen beagles were randomly divided into three groups: control group (CTRL), OSA group (OSA), and OSA + GP ablation group (OSA + GP). All animals were intubated under general anesthesia, and ventilation-apnea events were subsequently repeated 4 h/day and 6 days/week for 12 weeks to establish a chronic OSA model. SLGP were ablated at the end of 8 weeks. SLGP ablation could attenuate the atrial effective refractory period (ERP) reduction and decrease ERP dispersion, the window of vulnerability, and AF inducibility. In addition, chronic OSA leads to left atrial (LA) enlargement, decreased left ventricular (LV) ejection fraction, glycogen deposition, increased necrosis, and myocardial fibrosis. SLGP ablation reduced the LA size and ameliorated LV dysfunction, while myocardial fibrosis could not be reversed. Additionally, SLGP ablation mainly reduced sympathovagal hyperactivity and post-apnea blood pressure and heart rate increases and decreased the expression of neural growth factor (NGF), tyrosine hydroxylase (TH), and choline acetyltransferase (CHAT) in the LA and SLGP. After SLGP ablation, the nucleotide-binding oligomerization domain (NOD)-like receptor signaling pathway, cholesterol metabolism pathway, and ferroptosis pathway were notably downregulated compared with OSA.

Conclusions: SLGP ablation suppressed AF in a chronic OSA model by sympathovagal hyperactivity inhibition. However, there were no significant changes in myocardial fibrosis.

Keywords: atrial fibrillation, obstructive sleep apnea, sympathovagal hyperactivity, ganglionated plexi (GP), ablation


INTRODUCTION

Obstructive sleep apnea (OSA) is one of the most common forms of sleep breathing disorders and may affect ~24% of men and 9% of women between 30 and 60 years of age (Calkins et al., 2017). A previous study clearly identified that patients with OSA have a 4-fold risk of developing atrial fibrillation (AF) (Mehra et al., 2006), a higher risk of AF recurrence after cardioversion and catheter ablation (Kanagala et al., 2003; Tang et al., 2009; Fein et al., 2013), and a weak response to anti-arrhythmic drugs (Matiello et al., 2010). Therefore, it is an urgent problem to further explore an effective treatment for patients with OSA-associated AF.

The role of ganglionated plexi (GP), known as the intrinsic cardiac autonomic nervous system, containing abundant nerve axons, interconnected neurons, and autonomic ganglia clusters, embedded into the epicardial fat pads, has been increasingly recognized (Stavrakis and Po, 2017). Several studies have reported that hyperactivity of the ganglionated plexi (GP) promotes the initiation and maintenance of AF, and both animal (Hou et al., 2007; Lu et al., 2008; Ghias et al., 2009; Yu et al., 2017c) and clinical studies (Scanavacca et al., 2006; Katritsis et al., 2008; Po et al., 2009) have shown that AF can be inhibited by GP ablation. Ghias et al. (2009) reported that right pulmonary artery GP ablation could decrease 1-h apnea-induced AF by suppressing anterior right ganglionated plexus (ARGP) activity. Yu et al. (2017c) also revealed that hyperactivity of superior left GP (SLGP) promoted the initiation and maintenance of AF, and AF inducibility could be suppressed by low-level transcutaneous electrical stimulation (LLTS) in an acute intermittent hypoxia model in dogs. All of these studies demonstrated that GP inhibition/ablation could suppress acute OSA-induced AF by inhibiting the hyperactivity of the autonomic nervous system (ANS).

However, the long-term effects of GP ablation on chronic OSA-induced AF and the underlying mechanisms of AF suppression have not yet been clearly elucidated. We hypothesized that GP ablation could suppress chronic OSA-related AF by inhibiting cardiac autonomic hyperactivation. In our current study, we constructed a chronic OSA model in canines and explored the long-term effects and underlying mechanisms of SLGP ablation on the development and progression of AF.



METHODS

All animal protocols were approved by the Ethics Committee of Animal Experiments of the First Affiliated Hospital of Xinjiang Medical University (permit number: IACUC201902-K04), which strictly complied with the requirements in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health (NIH Publication No. 85-23, revised 1996). All animals were provided by Nanjing Yadong Experimental Animal Research Center [permit number: SCXK (SU): 2013-0001].


Animal Preparation

Fifteen adult male beagles weighing 15–18 kg were investigated in this study. Intramuscular injection of Zoletil (0.1 mg/kg, Virbac SA, France) and xylazine (5 mg/kg, Huamu Animal Health Care Products Co., Ltd., China) was used to induce anesthesia. After the eyelash reflex disappeared, the trachea was intubated. During the experiment, 3% sodium pentobarbital solution was continuously pumped intravenously at 2 ml/h to maintain anesthesia.



Establishment of the OSA Model

The OSA model was established by blocking the endotracheal cannula at the end of exhalation, as described previously (Zhao et al., 2014; Gao et al., 2015). From the 1st week to the 5th week, the spontaneous breathing time decreased weekly from 9 to 5 min and was maintained for 5 min until the end of the experiment. The apnea time always lasted 1 min. This breath–sleep apnea cycle event was repeated for 4 h/day, 6 days/week, for a total of 12 weeks (Figure 1A).
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FIGURE 1. (A) Study protocol performed on the dogs. (B) Changes in blood gas among the three groups. (a) After 1 min of apnea in the 12th week of simulating OSA; (b) During the 12-week period of OSA simulation before apnea. *P < 0.05, **P < 0.01, n = 5. OSA, obstructive sleep apnea; GP, ganglionated plexus; CTRL, control; BS, baseline; EP, electrophysiology; ECHO, echocardiography; Pre-, pre-apnea; Post-, post-apnea; W, week.




Experiment Protocol

Fifteen beagles were randomly divided into three groups: OSA (OSA for 12 weeks with sham GP ablation, n = 5); OSA + GP (OSA for 12 weeks, GP ablation was performed at the end of the 8th week through left thoracotomy at the fourth intercostal space, n = 5); and CTRL (sham OSA without GP ablation, n = 5). For the CTRL, we gave intubation and anesthesia 4 h a day without blocking the endotracheal cannula and GP ablation. Figure 1A illustrates the protocol.



Blood Gases

Blood gases were determined at baseline and at the 4th, 8th, and 12th week before 1 min of apnea. At the same time, after 1 min of apnea in the 12th week of OSA simulation among the three groups, blood gases were also determined. Oxygen partial pressure (PaO2), carbon dioxide pressure (PaCO2), and pH were detected within 1 min once the sample was drawn with an i-STAT300 Analyzer (Abbott Laboratories, USA).



Programmed Stimulation

At baseline and at the 4th, 8th, and 12th week, the femoral artery and vein were cannulated. Standard limb lead electrocardiograms, intracardiac electrophysiological recordings, and arterial blood pressure (BP) were continuously monitored (LEAD 7000, Jinjiang Inc., Chengdu, China) throughout the experiment. The SLGP was ablated at the end of the 8th week through left thoracotomy at the fourth intercostal space.

The atrial effective refractory period (ERP), ERP dispersion (dERP), AF inducibility, AF duration, sinus node recovery time (SNRT), and window of vulnerability (WOV) were determined at baseline and at the 4th, 8th, and 12th week. Programmed stimulation at the high right atrium (HRA) was administered with eight consecutive stimuli (S1–S1 cycle length 330 ms) followed by premature stimuli (S1–S2) at a 4-fold threshold. The S1 to S2 interval gradually decreased from 180 ms initially in decrements of 10–5 ms until capture no longer occurred. Burst stimulation was performed with consecutive bursts of rapid atrial pacing (S1-S1 cycle length 50 ms, 8 V, lasting 10 s). AF was defined as irregular atrial beats (≥500 bpm, lasting ≥5 s) with irregular atrioventricular (AV) conduction (Gao et al., 2015; Yu et al., 2017b). The WOV, defined as the difference between the maximum and minimum S1–S2 intervals that induced AF, was adopted as an indicator of AF inducibility (Gao et al., 2015; Yu et al., 2017b). The dERP was defined as the difference between the longest and the shortest value of the ERP at six recording sites, including HRA, left atrial appendage (LAA), right superior pulmonary vein (RSPV), right inferior pulmonary vein (RIPV), left superior pulmonary vein (LSPV), and left inferior pulmonary vein (LIPV).



SLGP Location and Ablation

Thoracotomy was performed at the left fourth intercostal space to expose the pericardium, and then the SLGP was found to be located adjacent to the LSPV–LA junction between the LAA and left pulmonary artery (Figures 2Aa,b). High-frequency stimulation (20 Hz, 0.1 ms pulse width, 0.6–4.5 V) (Grass S88, Astro-Med Inc., West Warwick, RI, USA) was administered until the R–R interval increased by 50% or a 2:1 atrioventricular block emerged, indicating that the position of the SLGP was correct (Po et al., 2009). Ablation was performed using an irrigated large-tip (3.5 mm) electrode catheter (Biosense-Webster Inc. Diamond Bar, CA, USA). During ablation energy delivery, marked slowing of the sinus rate and/or AV conduction was observed (Cooper et al., 1980; Schauerte et al., 2000). When applying 12 V to stimulate the SLGP with an electrode catheter after energy delivery, the absence of slowing of the sinus rate and/or AV conduction indicated that the ablation was complete (Lu et al., 2010) (Figures 2Ac–e).


[image: Figure 2]
FIGURE 2. Changes in SLGP before and after ablation. (A) Location of the SLGP. The place marked with an arrow is the position of the SLGP (a,b); before and after SLGP stimulation, different types of arrhythmias were observed (c–e). (B) Silver staining of the SLGP. (C) Representative images of HE staining for SLGP: (a) dozens of neurons in SLGP were observed in subepicardial fat tissue; (b) several neurons were observed between cardiac muscle; (c) The nerve fibers and neurons in a nerve bundle; (d) the nerve fiber bundle; (e) disorder of subepicardial collagen tissue structure after SLGP ablation; (f) ganglion cells developed vacuolar degeneration after SLGP ablation. SVC, superior vena cava; IVC, inferior vena cava; RSPV, right superior pulmonary vein; RIPV, right inferior pulmonary vein; LSPV, left superior pulmonary vein; LIPV, left inferior pulmonary vein; SLGP, superior left ganglionated plexus; LOM, ligament of Marshall; HRA, high right atrium; HE, hematoxylin and eosin; other abbreviations as in Figure 1.




Echocardiography

Echocardiographic examination was conducted with Doppler echocardiography (Sonos 5500, Philips Ultrasound, USA) at a 3.5-MHz ultrasound probe, and transthoracic 2-dimensional (2D) and M-mode imaging were performed at baseline and at the 4th, 8th, and 12th week. Right atrial end-diastolic diameter (RAd), left atrial end-diastolic diameter (LAd), left ventricular end-diastolic diameter (LVEDD), and left ventricular ejection fraction (LVEF) were determined. Measurements were averaged over three to five consecutive cardiac cycles, and mean values were used for statistical analysis.



Heart Rate Variability Analysis

Five minutes of ECG recordings were obtained when the dog was awake and quiet to perform heart rate variability (HRV) analysis to reveal changes in ANS activity. A data acquisition system (LabChart Pro, AD Instruments Ltd) was used to analyze its frequency domain indicators: low-frequency power (LF, 0.04–0.15 Hz, assumed to have a dominant sympathetic component), high-frequency power (HF, 0.15–0.40 Hz, reflecting cardiac parasympathetic nerve activity), and the low-frequency-to-high-frequency power ratio (LF/HF ratio, quantifying the changing relationship between sympathetic and parasympathetic nerve activities). Three consecutive measurements were averaged for each variable.



Neural Activity Recording

Neural activities of the left vagal nerve (LVN) and left stellate ganglion (LSG) were recorded among the three groups at the 12th week, as described previously (Zhou et al., 2016; Zhang et al., 2018). All the animals were anesthetized during the neural activity recordings. Briefly, the LVN and LSG were exposed via a left vertical incision in the supraclavicular fossa and bluntly dissected free from surrounding tissues with a glass dissecting needle. Neural activities were recorded through headstage electrodes into the LVN and SLGP, and nerve signals were analyzed with the Analysis Module of Lab Chart 8.0/proV7 software (Bio Amp; ADInstruments) of PowerLab (Bio Amp; ADInstruments). An amplifier (DP-304; Warner Instruments) was used to amplify nerve signals.



Histological Study

The SLGP [located at the roof of the left atrium, 1–2 cm medial to the left superior PV (Stavrakis and Po, 2017)], LVN, LSG, and myocardial tissues (SLGP, LA, LAA, RAA, LV, and RV) were collected and fixed in paraformaldehyde after euthanasia. All tissues were embedded in paraffin and cut into 4-μm-thick sections. Then, hematoxylin and eosin (HE) staining, Masson's trichrome staining, periodic acid-Schiff (PAS) staining, terminal deoxynucleotidyl transferase dUTP nick end labeling (TUNEL) staining, and silver staining were performed according to the manufacturer's instructions (Western Biomedical Technology, Hubei, China). A charge-coupled device (CCD) camera attached to an inverted microscope (Zeiss, Germany) was used to capture the image of the stained cells. Image analysis software (Image-Pro Plus: IPP 7.0, Media Cybernetics LP) was used to estimate the area of interstitial fibrosis, glycogen volume fraction of the tissues, and apoptotic rate of cardiomyocytes.



Immunohistochemistry

Tissues sections of the LVN, LSG, SLGP, and LA that were paraffin-embedded were used to perform immunohistochemistry (IHC). The avidin–biotin complex method was performed to detect the expression levels of the following proteins: TH (tyrosine hydroxylase, LS C354110, 1:100, LifeSpan BioSciences, Seattle, WA, USA); CHAT (choline acetyltransferase, LS C79271, 1:100, LifeSpan BioSciences, Seattle, WA, USA); NGF (neural growth factor, LS C388946, 1:100 dilution, LifeSpan BioSciences, Seattle, WA, USA); connexin-40 (Cx40, LS B959, 1:100, LifeSpan BioSciences, Seattle, WA, USA); and connexin-43 (Cx43, LS B9771, 1:100, LifeSpan BioSciences, Seattle, WA, USA). Slices were incubated with different antibodies overnight at 4°C separately and subsequently incubated with peroxidase-conjugated rat anti-rabbit IgG (LS-C60921, LifeSpan BioSciences, Seattle, WA, USA) at 37°C for 20 min. Finally, a microscope (Leica, Wetzlar, Germany) was used to evaluate the samples. The images were analyzed with Image-Pro Plus 6.0 software (Media Cybernetics, USA).



Proteomics Analysis

Frozen tissue was ground in liquid nitrogen into a cell powder, and lysis buffer was added to extract the protein, followed by trypsin digestion and TMT/iTRAQ labeling. Then, an EASY-nLC 1000 UPLC system was used to analyze the expression of each peptide. The resulting tandem mass spectrometry (MS/MS) data were processed using the MaxQuant search engine (v.1.5.2.8) and Paragon protein database. Finally, the Kyoto Encyclopedia of Genes and Genomes (KEGG) database was used to identify enriched pathways.



Statistical Analysis

Data are presented as the mean ± SD. Three group comparisons were performed via two-way ANOVA followed by Tukey's tests. Analysis of variance with post-hoc Tukey's test was used to compare continuous variables among different time points of apnea. A paired t-test was used for comparisons of BP, HR, and blood gases values before and after apnea was induced. A two-tailed Fisher's exact test was used to test the enrichment of the differentially expressed proteins against all identified proteins. SPSS 19.0 (IBM Corp.) was used for statistical analysis. GraphPad Prism 6.0 was used to draw all the graphics. Statistical significance was set at P < 0.05.




RESULTS


Blood Gases

As shown in Figure 1Ba, after 1 min of apnea in the 12th week of OSA simulation, PaO2 and pH were significantly decreased, while PaCO2 was markedly increased (P < 0.05). Moreover, artery blood gases in pre-apnea were also detected at baseline and at the 4th, 8th, and 12th week, and no statistical significance in terms of pH, PaCO2, and PaO2 was shown among the three groups at baseline (P > 0.05). As the experiment progressed, PaO2 and pH decreased gradually, while PaCO2 increased notably (P < 0.05) (Figure 1Bb).

In short, during the early and later period of OSA, hypoxemia, hypercapnia, and acidosis manifested, while SLGP ablation did not alter this hypoxemic environment.



Changes in SLGP Structure Before and After GP Ablation

As shown in Figures 2B,C, the structure of the SLGP was shown with silver and HE staining, indicating that the nerve bundle was located in the fat tissue and connective tissue between the cardiac muscle (Figures 2Ba,b). Once the GP was ablated, disorder of the subepicardial collagen tissue structure and the development of ganglion cell vacuolar degeneration could be observed in the SLGP with HE staining (Figures 2Ca–f).



SLGP Ablation Ameliorated Atrial Electrical Remodeling in Chronic OSA-Induced AF

As shown in Figure 3A, the ERP of the HRA (Figure 3Aa) was recorded from the beginning to the end of the study. No difference in the ERP value was observed among the three groups at baseline (P > 0.05). With the progression of OSA, ERP was gradually and significantly shortened at the 4th and 8th week in the OSA group and the OSA + GP group compared to the CTRL group (P < 0.01). Four weeks after SLGP ablation (week 12), ERP in the OSA + GP group gradually returned to the baseline level (P < 0.01). In addition, similar differences in ERP were also detected at all paced sites among the three groups at week 12. Compared with the CTRL group, the ERP value in the OSA group was obviously decreased, while the ablation of SLGP inhibited this effect (Figures 3Ab–f).
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FIGURE 3. Effect of SLGP ablation on electrical remodeling. (A) Change in the mean ERP at different paced sites among the three groups (a–f). (B) Change in dERP (a) and WOV (b) among the three groups. The mean value of AF duration and AF inducibility (atrial tachyarrhythmia ≥5 s) after 10 S1–S2 pacing (c, d) and burst (S1–S1) pacing (e, f) events for each dog. *P < 0.05 vs. CTRL, **P < 0.01 vs. CTRL, #P < 0.05 vs. OSA, ##P < 0.01 vs. OSA, n = 5. AF, atrial fibrillation; dERP, effective refractory period dispersion; WOV, window of vulnerability; other abbreviations as in Figures 1, 2.


As shown in Figure 3Ba, the dERP in the OSA group was significantly increased compared to that in the CTRL group (P < 0.01) and was obviously decreased in the OSA + GP group. The WOV among the three groups was not significantly different at baseline (P > 0.05). As OSA was prolonged, the WOV increased notably in the OSA group and the OSA + GP group compared to the CTRL group at the 4th week and 8th week, and it was significantly decreased after 4 weeks of SLGP ablation (P < 0.01) (Figure 3Bb).

Furthermore, with the progression of OSA, the AF duration and AF inducibility following S1–S2 stimulation in the OSA group gradually increased, and AF inducibility in the OSA group was as high as 100% at week 12, whereas AF could not be induced with S1–S2 stimulation in the OSA + GP group once the SLGP was ablated at week 8 (Figures 3Bc,d). In addition, AF duration and AF inducibility following S1–S1 burst stimulation in the OSA group were obviously increased, and the change tendency was similar to S1–S2 stimulation (Figures 3Be,f). The AF inducibility was 100% at week 4 until the end of week 12. After SLGP ablation, the AF inducibility via burst pacing in the OSA + GP group was <30%. A representative AF episode is shown in Figure 4A.
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FIGURE 4. (A) Typical examples of AF episodes induced by OSA after S1–S2 and burst stimulation among the three groups; (B) Changes in SNRT among the three groups. **P < 0.01 vs. CTRL, n = 5. AF, atrial fibrillation; SNRT, sinus node recovery time; other abbreviations as in Figure 1.


Additionally, SNRT was also analyzed among the three groups (Figure 4B). From baseline to the 4th week, the value of SNRT was markedly increased in the OSA and OSA + GP groups, and it gradually returned to baseline.

Furthermore, the expression levels of Cx43 and Cx40 were also determined with IHC (Figure 5). Compared with the CTRL group, the expression levels of Cx43 and Cx40 were decreased in the OSA group, while SLGP ablation increased their expression in the OSA + GP group.
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FIGURE 5. Effect of SLGP ablation on electrical conduction heterogeneity. (A) Representative immunohistochemical staining of Cx43 and Cx40 in LA among the three groups. (B) Quantitative analysis of Cx43- and Cx40-positive cells among the three groups. *P < 0.05, n = 5. Cx43, connexin 43; Cx40, connexin 40; other abbreviations as in Figure 1.


In summary, the chronic OSA model is prone to increased AF inducibility, and the effect could be inhibited by SLGP ablation.



Effects of SLGP Ablation on Structural Remodeling in Chronic OSA-Induced AF

As shown in Figure 6A, after 8 weeks of simulating OSA, the LAd and LVEDD in the OSA and OSA + GP groups were significantly increased compared to the CTRL group (P < 0.01), while the LVEF was significantly decreased (P < 0.01). Interestingly, 4 weeks after SLGP ablation, decreased LAd and LVEDD and increased LVEF were observed (all P < 0.01). In addition, no significant change in RAd was observed among the three groups.


[image: Figure 6]
FIGURE 6. Effects of SLGP ablation on structural remodeling. (A) Changes of echocardiographic parameters among the three groups; (B) HE staining of typical myocardial histopathological changes. (C) Myocardial histopathological changes in LA were observed with different staining (a–c): quantitative analysis of Masson staining (b), PAS staining (d), and TUNEL staining (f) among the three groups. *P < 0.05 vs. CTRL, **P < 0.01 vs. CTRL, ##P < 0.01 vs. OSA. RAd, right atrial end-diastolic diameter; LAd, left atrial end-diastolic diameter; LVEDD, left ventricular end-diastolic diameter; LVEF, left ventricular ejection fraction. RAA, right atrial appendage; LV, left ventricular; RV, right ventricular; TUNEL, terminal deoxynucleotidyl transferase dUTP nick end labeling; PAS, periodic acid-Schiff; other abbreviations as in Figure 1.


To evaluate cardiac injury in chronic OSA, HE staining was performed (Figure 6B). Compared with the CTRL group, considerable fatty infiltration of the LAA, extensive fibrosis of the RAA, and mild fatty infiltration and fibrosis of the left ventricle (LV) and RV were notably observed in the OSA group. SLGP ablation did not attenuate this structural remodeling within 4 weeks.

Because obvious changes were manifested in the LAA, Masson staining, PAS staining, and TUNEL staining were further conducted in LA tissues (Figure 6C). Cardiomyocyte fibrosis, glycogen deposition, and apoptosis were present in the OSA group, and SLGP ablation failed to reverse this negative effect.

In summary, the above results indicated that OSA caused cardiac dysfunction and cardiac remodeling. SLGP ablation treatment ameliorated cardiac dysfunction, but failed to reverse structural remodeling effects within 4 weeks.



Effects of SLGP Ablation on the ANS in Chronic OSA-Induced AF

As shown in Figure 7A, with the progression of OSA, HR in the OSA and OSA + GP groups was significantly increased, reaching a maximum at the 8th week, and there was no statistically significant difference between the OSA and OSA + GP groups. At week 12, HR in the OSA group decreased, and the scale of the decrease was larger in the OSA + GP group (P < 0.05).
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FIGURE 7. Effect of SLGP ablation on the HRV. (A) Changes in HR among the three groups, *P < 0.05 vs. CTRL, **P < 0.01 vs. CTRL, #P < 0.05 vs. OSA. Changes in SBP in the OSA group (B) and the OSA + GP group (C) at baseline, 6 h, and the 12th week, **P < 0.01 vs. Pre-. Change in LF (D), HF (E), and LF/HF (F) among the three groups at baseline and the 4th, 8th, and 12th week, *P < 0.05, **P < 0.01. Change in LF (G), HF (H), and LF/HF (I) in each group at baseline and the 4th, 8th, and 12th week; *P < 0.05, **P < 0.01. HR, heart rate; SBP, systolic blood pressure; LF, low frequency; HF, high frequency; LF/HF, the ratio between LF and HF; other abbreviations as in Figure 1.


At the same time, changes in systolic blood pressure (SBP) in the OSA and OSA + GP groups at baseline (BS), the 6th h, and the 12th week were also detected. After 1 min of apnea, SBP in the OSA group dramatically increased, while the increased value in week 12 was lower than that at BS and 6 h (P < 0.01) (Figure 7B). In the OSA + GP group, the post-SBP at BS and 6 h was also increased, but no significant difference was observed in the 12th week (Figure 7C).

As shown in Figures 7D–I, LF, HF, and the LF/HF ratio were not significantly changed at baseline. With the progression of OSA, LF, HF, and the LF/HF ratio were significantly increased in the OSA group, and the scale of change in LF was much larger than that in HF. In addition, after GP ablation was administered at the end of the 8th week, LF, HF, and the LF/HF ratio were decreased, and HF decreased more. Compared with the 8th week, LF decreased 41.1% at the 12th week in the OSA group, and 67.3% in the OSA + GP group, so compared with the OSA group, LF decreased 1.64-fold in the OSA + GP group; similarly, compared with the OSA group, HF and LF/HF ratio in the OSA + GP group decreased 2.98 and 1.57-fold, respectively.

Additionally, we observed consecutive changes in HRV every 4 days throughout the experiment (Figures 8A–C). At the beginning of 12 days, there was no significant change in LF, HF, or the LF/HF ratio. From 12 to 56 days, higher LF, HF, and LF/HF ratios were observed in the OSA group and the OSA + GP group than in the CTRL group. From 56 to 84 days, the values of LF, HF, and the LF/HF ratio in the OSA group and the OSA + GP group were decreased, and the scale of the decrease was larger in the OSA + GP group.
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FIGURE 8. Dynamic consecutive changes in LF (A), HF (B), and LF/HF (C) among the three groups at baseline and the 4th, 8th, and 12th week, **P < 0.01 vs. CTRL, ##P < 0.01 vs. OSA; abbreviations as in Figures 1, 7.


As shown in Figure 9, neural activity of the LVN and LSG was significantly increased after simulating OSA at the 12th week in the OSA group compared to the CTRL group. However, the hyperactivity of the LVN and LSG was notably inhibited in the OSA + GP group compared to the OSA group.
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FIGURE 9. Effect of GP ablation on the neural activity. Representative examples of neural recordings from the LSG and LVN in different groups at the 12th week. LVN, left vagal nerve; LSG, left stellate ganglion; other abbreviations as in Figure 1.


Furthermore, neural indicators that could reflect the activity of the ANS were also detected by IHC. As shown in Figures 10, 11, the expression levels of NGF, TH, and CHAT were enhanced in the LA, SLGP, LVN, and LSG in the OSA group, and all of them were decreased in the OSA + GP group.


[image: Figure 10]
FIGURE 10. Effect of SLGP ablation on the expression level of TH and CHAT among the three groups. Representative immunohistochemical staining (A) and quantitative analysis of TH (B) and CHAT (C) in LVN and LSG; **P < 0.01 vs. CTRL, ##P < 0.01 vs. OSA; TH, tyrosine hydroxylase; CHAT, choline acetyltransferase; abbreviations as in Figures 1, 9.
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FIGURE 11. Effect of SLGP ablation on the expression level of NGF, TH, and CHAT among the three groups. Representative immunohistochemical staining (A) and quantitative analysis of NGF, TH, and CHAT in LA (B) and SLGP (C); **P < 0.01 vs. CTRL, ##P < 0.01 vs. OSA. NGF, neural growth factor; LA, left atrial; other abbreviations as in Figures 1, 10.


In summary, in the dog model of chronic OSA-induced AF, the activity of the ANS manifested a dynamic change, and the hyperactivity of the ANS could be inhibited by SLGP ablation.



Proteomics Analysis

The results of proteomics analysis are shown in Figure 12. Statistically significant differences were manifested between the OSA and CTRL groups in the interleukin (IL)-17 signaling pathway and indicate its role in autoimmune inflammatory disorders (Figure 12A). Moreover, after SLGP was ablated, the OSA + GP group (when compared with the OSA group) showed that the nucleotide-binding oligomerization domain (NOD)-like receptor signaling pathway was notably downregulated. The NOD-like receptors are responsible for detecting specific pathogen-associated molecules or host-derived damage signals in the cytosol and initiating the innate immune response. Also, cholesterol metabolism pathway and ferroptosis pathway were notably downregulated (Figure 12B). The specific genes are listed in the Supplementary Data.


[image: Figure 12]
FIGURE 12. The X-axis represents the –log10 (p-value) showing the overrepresented pathways according to the identified differentially expressed genes for (A) OSA vs. CTRL (up expression) and (B) OSA + GP vs. OSA (down expression). The supplement that lists the specific genes for each pathway is also shown (n = 3 animals per intervention); abbreviations as in Figure 1.





DISCUSSION


Major Findings

To the best of our knowledge, our study is the first to report that SLGP ablation inhibits electrical and neural remodeling in chronic OSA-associated AF in canines. We mainly found that (1) from baseline to the 12th week, ERP was gradually shortened and the WOV, AF inducibility, and AF duration were significantly increased, while SLGP ablation attenuated this effect and (2) chronic OSA led to left atrial (LA) enlargement, left ventricular (LV) ejection fraction decrease, glycogen deposition, increased necrosis, and myocardial fibrosis. SLGP ablation reduced the LA size and ameliorated LV dysfunction, while myocardial fibrosis could not be reversed. Additionally, SLGP ablation mainly reduced sympathovagal hyperactivity and the post-apnea blood pressure and heart rate increases and decreased the expression of NGF, TH, and CHAT in LA.

Our data suggested that SLGP ablation suppresses chronic obstructive sleep apnea-related atrial fibrillation by inhibiting cardiac autonomic hyperactivity, not by reversing myocardial structural remodeling.



SLGP Ablation Failed to Reverse the Change in Blood Gases in Chronic OSA

Hypoxia, hypercapnia, and acidosis manifested in the present study, similar to OSA human features, indicating that our chronic OSA model had been successfully established, consistent with a previous study, which reported changes in blood gases at baseline and week 12 (Yang et al., 2019). Additionally, we also found that hypoxia, hypercapnia, and acidosis presented as early as the 4th week, and this abnormal state became serious at the 8th and 12th week regardless of whether the SLGP was ablated. Furthermore, our study also revealed that AF inducibility was significantly decreased under the same hypoxic environment, suggesting that the anti-arrhythmia effect of GP ablation is not mediated by modulating changes in blood gases.



SLGP Ablation Reversed Atrial Electrical Remodeling in OSA-Induced AF

It has been widely accepted that electrical remodeling contributes to the initiation and maintenance of AF associated with OSA (Oliveira et al., 2009; Latina et al., 2013). Clinical studies have demonstrated that extensive areas of low voltage or electrical silence and conduction delay, which are prone to induce AF, could be observed in patients with OSA (Latina et al., 2013). Several studies reported that ERP was significantly decreased while the WOV was increased in an acute OSA-induced AF model (Yu et al., 2017a,b). A chronic OSA-induced AF model manifested the same result (Zhao et al., 2014). Furthermore, the AF duration and inducibility were also studied at baseline and the 12th week, whereas the changes during this process were not elucidated in detail (Zhao et al., 2014).

Our study first reported consecutive changes in electrophysiological parameters at baseline and at the 4th, 8th, and 12th week. Compared to the baseline, ERP decreased significantly, while the WOV, AF inducibility, and AF duration increased notably at the 4th week. This change tendency deteriorated more at the 8th and 12th week, while SLGP ablation partly or completely reversed these changes within 1 month. Additionally, we also first reported the change tendency of SNRT throughout the experiment and found that SNRT in the OSA group was significantly increased at the 4th week and gradually recovered toward baseline at the 8th and 12th week. No statistically significant difference could be observed in the OSA group and the OSA + GP group at the 12th week.

Previous studies reported that AF from any cause leads to atrial tissue conduction velocity change, thereby increasing the stability of the re-entrant circuits and promoting the progression of AF (van der Velden et al., 2000; Ai et al., 2010; Yang et al., 2019). The conduction velocity was mainly determined by the communication between cells, especially related to Cx40 and Cx43 (Kanagaratnam et al., 2002; Dhein et al., 2014). Yang et al. (2019) demonstrated that the decreased expression level of Cx43 played an important role in the initiation and development of a chronic intermittent hypoxia-induced AF rat model, which was paralleled by another study in which lower expression of Cx43 was also detected in aged rabbit atrial tissue with AF (Yan et al., 2018). However, Zhao et al. (2014) and Sun et al. (2017) reported that Cx40, Cx43, and the Cx40/Cx43 ratio were not significantly changed in a dog model of chronic OSA-induced AF. In our present study, we found that both Cx40 and Cx43 were evidently decreased in the OSA group, and this change could be effectively reversed by SLGP ablation, suggesting that a low expression level of connexin might also be involved in the development of OSA-induced AF.

In short, SLGP ablation could alleviate the deterioration of AF-related electrophysiological parameters and subsequently decrease the occurrence of AF.



SLGP Ablation Reversed the Echocardiographic Changes in OSA-Induced AF

Previous studies have illustrated that OSA has a strong correlation with LA size, mainly because repetitive swings in intrathoracic pressure are transmitted to the thin-walled atria and lead to atrial dilation and fibrosis, ultimately promoting the occurrence of AF (Orban et al., 2008; Linz et al., 2011a,b; Valenza et al., 2014). Clinical studies have shown that LA enlargement and left ventricular diastolic dysfunction could promote OSA, leading to a predisposition to AF (Latina et al., 2013). Zhao et al. (2014) and Sun et al. (2017) reported that RAd and LAd were enlarged and that LVEF decreased at 3 months in an AF-associated OSA canine model; this change was also observed in our study. Furthermore, we also found that these echocardiographic parameters changed as early as the 4th week and deteriorated more at weeks 8 and 12.

We first reported the change tendency of echocardiography in a 3-month OSA-induced AF canine model and furthermore first investigated whether SLGP ablation could reverse this effect. In addition, our study also showed that effective interventions made at an early stage could result in a better prognosis.



SLGP Ablation Failed to Reverse Myocardial Tissue Changes in OSA-Induced AF

Myocardial tissue changes in chronic repetitive apneic events play an important role in OSA-induced AF, mainly including atrial enlargement, fibrosis, hypertrophy, myolysis, and other degenerative changes (De Jong et al., 2011). Atrial enlargement and fibrosis are thought to be the two core functions of atrial remodeling (Nattel et al., 2008). Both Zhao et al. (2014) and Sun et al. (2017) reported that atrial apoptosis and fibrosis could be detected in a dog model of chronic OSA-induced AF. In our present study, we also revealed the existence of fibrosis and adipose tissue in the left atrial tissues, while GP ablation failed to reverse those changes in AF associated with OSA within 4 weeks.

In addition, we also first comprehensively reported the changes in myocardial tissue in other chambers. Compared with the CTRL group, considerable fatty infiltration of the LAA, extensive fibrosis of the RAA, and mild fatty infiltration and fibrosis of the LV and RV were present in the OSA + GP group. At the same time, glycogen deposition and cardiomyocyte apoptosis were also observed in myocardial tissues. Previous studies have also shown that chronic intermittent hypoxia (CIH) causes endoplasmic reticulum stress, inflammatory infiltration, increased cardiomyocyte apoptosis, and destruction of mitochondrial structure (Kuang et al., 2004; Zhou et al., 2014). Taken together, these results clearly showed that all of these changes in myocardial structure constitute the arrhythmogenic substrate for OSA-induced AF.



Change in ANS Activity in the Process of AF Induced by OSA

Some human and animal studies have indicated that sympathovagal imbalance also participates in the onset of OSA-related AF (Linz et al., 2012; Galal, 2017). HRV is known and widely used to evaluate cardiac autonomic activity (Usui and Nishida, 2017). Galal (2017) reported that LF, HF, and the LF/HF ratio were increased in patients with OSA. Yu et al. (2017c) showed that both LF and HF were increased in a 1-h intermittent hypoxia-induced AF dog model, revealing that sympathovagal imbalance contributed to the initiation of AF. However, these parameters in animal studies were acquired under anesthesia, and changes in ANS when awake did not reflect, let alone describe, the dynamic trend of ANS activity.

In our study, we first recorded the dynamic changes in HRV in non-anesthetized dogs throughout the experiment, thus effectively avoiding the effects of anesthetics on the inhibition of sympathetic nerve activity (Liu et al., 2019). In the initial stage of chronic OSA, we did not observe excessive activation of sympathetic nerve activity (SNA) and vagus nerve activity (VNA); with the prolongation of OSA time, both SNA and VNA increased and reached a plateau at the end of the 8th week. At this time, SNA and VNA were the highest, and neural activity tends to decrease. Therefore, we chose this time point to ablate the GP. We found that regardless of whether GP ablation was performed, SNA and VNA were decreased in the OSA group and OSA + GP group, and the scale of decrease was larger in the OSA + GP group. We hypothesized that the autonomic hyperinnervation might trigger an autonomic reflex to reduce the SNA and VNA (especially the SNA) as a protective mechanism after 2 months. We just showed this phenomenon, and more experiments are needed to explore possible mechanisms. In the final stage of OSA, both SNA and VNA in the OSA group decreased, compared with baseline, and still remained active (especially SNA). In addition, the change range of HR and SBP before and after SLGP ablation also supported this opinion (Figures 7A–C). This was partly consistent with Zhao et al. (2014) study, which showed that increasing vagal activation promotes AF inducibility in chronic OSA.

Additionally, we detected that the expression levels of markers of neuronal activity in atrial tissues and the SLGP, not only markers of sympathetic neuron activation (NGF and TH) but also vagus nerve activation markers (CHAT), were notably enhanced. Previous studies (Zhao et al., 2014; Sun et al., 2017) have shown that the expression levels of TH and CHAT-positive fibers were significantly increased in a dog model of chronic OSA-induced AF, indicating that the ANS plays a vital role in OSA-induced neural remodeling. Other studies (Wang et al., 2016; Yu et al., 2016, 2017a,b) have also shown that high expression of NGF promotes cardiac autonomic remodeling and cardiac arrhythmia inducibility, and inhibiting NGF expression could have the effect of treating AF. Our results were consistent with those studies, and we also found that the expression of these neuronal factors was evidently decreased after the SLGP was ablated. Taken together, these results indicated that SLGP ablation suppressed hyperactivity of the ANS and subsequently inhibited AF inducibility.

The imbalanced state of the ANS has been gradually recognized in AF associated with OSA (Carnagarin et al., 2019; Huang et al., 2020). Treatment measures that modulate the ANS, including metoprolol (Li et al., 2015; Sun et al., 2017; Dai et al., 2019) and LLTS (Yu et al., 2017b), could inhibit the inducibility of AF. Recently, atrial GP ablation was also recognized as an important measurement to regulate the ANS. Ghias et al. (2009) and Yu et al. (2017c) showed that GP ablation could effectively suppress the onset of AF in acute simulated OSA-induced AF. However, one more important limitation of those studies was that the chronic effect of GP ablation was not evaluated.

In our study, we confirmed that dozens of neurons were contained in the SLGP, and the myelinated nerve fibers and neurons were obviously destroyed once the SLGP was ablated. Additionally, the dynamic change in HRV and neural markers also showed hyperactivity of the ANS in chronic OSA-induced AF, and the SLGP rebalanced the ANS to a degree. Therefore, we have reason to infer that SLGP ablation suppressed autonomic remodeling and subsequently inhibited the occurrence of AF.

Previous studies reported that mediators of the inflammatory response could alter atrial electrophysiology and structural substrates, thereby leading to increased vulnerability to AF (Hu et al., 2015), and anti-inflammatory measures might be therapeutic for AF patients (Aschar-Sobbi et al., 2015; Yao et al., 2018). In our current study, proteomics analysis also showed inflammatory signaling pathway participation in the progression of OSA-induced AF, and SLGP ablation downregulated inflammatory expression, which was consistent with ameliorated electrophysiological parameters and echocardiography parameters and lower AF inducibility. However, the evident fibrosis in the myocardial tissue was not ameliorated after the GP ablation. To date, just one manuscript by Zhao et al. (2011) has described the relationship between GP ablation and inflammation in AF. They reported that concentrations of TNF-α and IL-6 in the atrium increased significantly 8 weeks post GP ablation, which was a predictor for recurrence of AF after GP ablation. This was contradictory to our research findings. We just demonstrated inflammatory signaling pathway participation in the progression of OSA-induced AF, and SLGP ablation downregulated inflammatory expression. Additional investigation will be required to resolve this discrepancy.

Taken together, all of this evidence suggested that electrical remodeling was independent of atrial structural remodeling, and SLGP ablation could improve the occurrence of electrical remodeling by regulating the abnormal activity of the ANS and inflammation levels, which could suppress the appearance of AF.



Possible Mechanisms of GP Ablation Inhibiting OSA-Induced AF

A schematic diagram illustrates the underlying mechanism by which SLGP ablation attenuates chronic OSA-associated AF (Figures 13, 14). On the one hand, OSA increases afferent signaling to the central nervous system, which leads to overactivity of the intrinsic and extrinsic cardiac autonomic nervous system, thereby increasing the nerve activity of the SLGP, LSG, and LVN, which increases AERP dispersion and AF inducibility and sympathovagal innervation in the LA. On the other hand, chronic repeated OSA leads to hypoxia, negative intrathoracic pressure surges, decreased Cx43 levels, LA enlargement, glycogen deposition, increased necrosis, and fibrosis in cardiomyocytes. All of these changes promote increased conduction heterogeneity and decreased conduction velocity, thereby contributing to the occurrence and maintenance of OSA-induced AF. However, SLGP ablation reduces input to the central nervous system and downregulates the activity of the autonomic nervous system, thereby inhibiting OSA-induced AF.


[image: Figure 13]
FIGURE 13. The schematic diagram illustrates the underlying mechanism by which SLGP ablation attenuates chronic OSA-associated AF.



[image: Figure 14]
FIGURE 14. The schematic diagram illustrates the changes in the intrinsic and extrinsic nervous system activity of OSA-related chronic AF.




Clinical Implications

The long-term treatment effect of SLGP ablation could effectively suppress AF inducibility in chronic OSA in our current study. Previous clinical studies also showed that GP ablation + PVI significantly increased the success rate of AF ablation (Katritsis et al., 2011, 2013; Kampaktsis et al., 2017). Therefore, we hypothesized that SLGP ablation could be considered one of the strategies for chronic OSA-induced AF. Another important aspect was that we observed electrical remodeling and structural remodeling in the early stage of our experiment, so early intervention should be considered in the early progression of OSA to acquire a better prognosis. However, we have only conducted animal studies, so more clinical studies are needed for confirmation.



Study Limitations

Several limitations must be noted in this study. (1) Due to our technical limitations, we failed to implant a recorder to monitor neural activity in the body in the long term, while we dynamically monitored the change in HRV to reflect the activity of the ANS. (2) Previous studies have confirmed that the bilateral stellate ganglia and vagus nerve have different roles in atrial remodeling. We only focused on the activity of the left stellate ganglion and cervical vagus nerve, which might not fully reflect the extrinsic autonomic nervous system. (3) The third limitation is that the inflammatory signaling pathway was involved in the progression of OSA as determined through proteomics analysis, while the exact pathway has not yet been analyzed and needs further verification.




CONCLUSION

Canines with chronic OSA demonstrate significant atrial electrical and structural remodeling characterized by shortening ERP, increased AF inducibility, increased conduction heterogeneity, and sinus node dysfunction. In addition, chamber enlargement, glycogen deposition, increased cardiomyocyte necrosis, and fibrous hyperplasia accompanied by adipose tissue infiltration were noted in the LA. Meanwhile, chronic OSA dramatically increased activities of the intrinsic (SLGP) and extrinsic cardiac ANS (LVN and LSG). All of the factors suggest that the hyperactivity of intrinsic and extrinsic cardiac ANS plays a crucial role in the development of chronic OSA-induced AF. Therefore, SLGP ablation might serve as a potential therapy to treat AF in OSA patients.
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Localized changes in myocardial conduction velocity (CV) are pro-arrhythmic, but high-resolution mapping of local CV is not yet possible during clinical electrophysiology procedures. This is in part because measurement of local CV at small spatial scales (1 mm) requires accurate annotation of local activation time (LAT) differences with very high temporal resolution (≤1 ms), beyond that of standard clinical methods. We sought to develop a method for high-resolution measurement of LAT differences and validate against existing techniques. First, we use a simplified theoretical model to identify a quantitative relationship between the LAT difference of a pair of electrodes and the peak amplitude of the bipolar EGM measured between them. This allows LAT differences to be calculated from bipolar EGM peak amplitude, by a novel “Determination of EGM Latencies by Transformation of Amplitude” (DELTA) method. Next, we use simulated EGMs from a computational model to validate this method. With 1 kHz sampling, LAT differences less than 4 ms were more accurately measured with DELTA than by standard LAT annotation (mean error 3.8% vs. 22.9%). In a 1-dimensional and a 2-dimension model, CV calculations were more accurate using LAT differences found by the DELTA method than by standard LAT annotation (by unipolar dV/dt timing). DELTA-derived LAT differences were more accurate than standard LAT annotation in simulated complex fractionated EGMs from a model incorporating fibrosis. Finally, we validated the DELTA method in vivo using 18,740 bipolar EGMs recorded from the left atrium of 10 atrial fibrillation patients undergoing catheter ablation. Using clinical EGMs, there was agreement in LAT differences found by DELTA, standard LAT annotation, and unipolar waveform cross-correlation. These results demonstrate an underlying relationship between a bipolar EGM’s peak amplitude and the activation time difference between its two electrodes. Our computational modeling and clinical results suggest this relationship can be leveraged clinically to improve measurement accuracy for small LAT differences, which may improve CV measurement at small spatial scales.

Keywords: cardiac electrophysiology, conduction velocity, electrogram, atrial fibrillation, electroanatomic mapping


INTRODUCTION

Cardiac arrhythmia results from a complex interplay of fixed anatomical and dynamic functional sources that are often times difficult to characterize clinically. Fundamental electrodynamic (King et al., 2013) and clinical studies (Brunckhorst, 2002; Jaïs et al., 2012; Nayyar et al., 2014; Irie et al., 2015; Jackson et al., 2015; Anter et al., 2016, 2018a,b) have suggested that areas of slow conduction velocity (CV) are likely to be pro-arrhythmic. There are multiple methods to calculate CV (Cantwell et al., 2015; Masse et al., 2016). Most commonly, CV is calculated using the local activation time (LAT) differences and spatial separation of sets of recorded EGMs (the time to cover a known distance defines speed). Given three EGMs, a local CV vector describing the speed and direction of wavefront propagation can be “triangulated” in this way (Dubois et al., 2012; Cantwell et al., 2015; Verma et al., 2016, 2018; Zheng et al., 2017; Anter et al.,2018a,b). The accuracy of this method is necessarily dependent on the spatial accuracy of distance measurements and the temporal accuracy of LAT differences.

Conduction velocity can theoretically be calculated from any pair of electrodes given known inter-electrode distance and the difference in their activation times. However, the temporal resolution of LAT annotation using standard clinical systems with 1 kHz sampled data is 1 ms, which is insuficient for measurement of timing differences between very closely spaced electrodes. By way of example, if CV is 80cm/sec (0.8 mm/ms), the LAT difference for a 1 mm separated electrode pair would be 1.25 ms, but the system cannot accurately resolve below 1 ms. We therefore sought to develop a technique to measure small LAT differences to enable accurate CV calculation from closely spaced electrodes with available clinical systems.

Previous work identified a close relationship between the peak (Gaeta et al., 2020) or peak-to-peak (Mendonca Costa et al., 2020) amplitude of a bipolar EGM and the LAT difference between its component electrodes. We hypothesized that LAT difference between an electrode pair could therefore be calculated from their resulting peak bipolar amplitude [hereafter the Determination of Electrogram Latencies by Transformation of Amplitude (DELTA) method]. Measurement of these timing differences in the more finely sampled voltage domain could allow resolution of LAT differences below the 1 ms data sampling rate. We use a simplified theoretical model of a bipolar EGM to derive the DELTA method, validate its predictions using EGMs from both clinical recordings and 2D models of healthy and fibrotic cardiac tissue, and demonstrate its ability to enhance the accuracy of CV measurement between closely spaced electrodes.



MATERIALS AND METHODS


Computational Model

To obtain a ground truth for the inter-electrode LAT, we used a 2D computational model of cardiac tissue. In this model, the transmembrane voltage is available to measure wavefront arrival times, offering a ground truth for inter-electrode LAT differences. Additionally, tunable tissue conductivity allows changes in CV to be assessed and to generate random, microholes as a representation of fibrosis (Gokhale et al., 2018). A 2cm x 2cm sheet of tissue was simulated using the Courtemanche et al. human atrial cell model. Simulated electrograms were calculated during a planar wave of excitation at pairs or triads of sites (“simulated electrodes”). Extracellular potentials (U) at these sites were output at a precision of 0.001 mV and sampling frequency of 200 kHz. See Supplementary Material for model details.



LAT Annotation by Maximum Negative dV/dt

The LAT of each simulated and clinical unipolar EGM was annotated as the timing of its steepest unipolar EGM slope (maximum negative dV/dt) within a window of 20 to 300 ms after stimulation (to avoid stimulus artifact and repolarization).



Amplitude Normalization

Prior to DELTA analysis, unipolar EGM pairs were amplitude normalized before calculation of their resulting bipolar EGM. Peak to peak unipolar amplitude (U) of each signal was measured in a 30 ms window surrounding its maximum negative dV/dt. Each unipolar EGM was then scaled to 1 mV peak to peak amplitude, centered on 0 mV. The baseline percentage difference in paired unipolar amplitudes was calculated prior to normalization as the absolute value of their peak to peak amplitude difference divided by their mean.



DELTA Method

To calculate LAT differences using the DELTA method, bipolar EGMs were calculated as the difference between pairs of amplitude normalized unipolar signals (as above). Using Eq. 2, the LAT difference (τ) is calculated from the peak voltage amplitude of this resulting bipolar EGM (B), the unipolar peak to peak amplitude (U, normalized to 1 mV), and the mean maximum negative dV/dt of the two normalized unipolar signals (m).



Patient Study

10 patients with a history of AF (5 persistent, 5 paroxysmal) undergoing a planned ablation procedure were enrolled. Following documented pulmonary vein isolation (PVI), a high density map of the left atrial posterior wall (LAPW) was created during coronary sinus pacing at 600 ms cycle length using a 2-6-2 PentaRay multipolar catheter and the Carto3 mapping system (Biosense Webster, Diamond Bar, CA, United States). Unipolar electrograms were recorded relative to Wilson’s central terminus and bandpass filtered at 2-240 Hz prior to export. Signals were sampled at the nominal rate of 1 kHz with 0.003 mV voltage steps. This study was approved by the Duke University Medical Center Institutional Review Board and all subjects granted informed consent prior to enrollment. See Supplementary Material for additional study and data collection details.



Electrode Pair Definition

The PentaRay multipolar mapping catheter has inter-electrode spacing of 2-6-2 mm, yielding two bipolar pairs with approximately 2 mm center-to-center (1 mm edge-to-edge) electrode distance on each of five splines. We defined additional bipolar pairs consisting of all possible electrode pairs on a given PentaRay spline. In this way, each of the five splines yielded two standard 2 mm bipoles in addition to a 6 mm, two 8 mm, and one 10 mm electrode pair. Bipolar pairs spanning splines were not created in order to ensure fixed inter-electrode distance and avoid spatial inaccuracy in inter-electrode distance measurements. For each electrode pair a bipolar electrogram was calculated by subtracting the more proximal unipolar electrogram from the more distal electrogram of the pair.



RESULTS


Theoretical Model of a Bipolar EGM

We hypothesized that the peak voltage amplitude of a bipolar EGM quantitatively encodes the LAT difference between its component unipolar signals. To derive this relationship, we created a simplified theoretical model of a bipolar EGM as the difference between two unipolar waveforms. To reduce complexity our model considers only the unipolar downstroke, which we approximate as sinusoidal. Its accuracy is therefore limited to electrode pairs with small LAT differences, in which both unipolar downstrokes occur nearly simultaneously. We note that this is the most near- field period, during which the spreading wave of excitation passes beneath a pair of recording electrodes (Spach et al., 1972). A full derivation of the theoretical model is found in the Supplementary Material. We modeled the unipolar electrogram as a traveling sinusoidal wave on a 1-dimensional cable, and a pair of unipolar electrograms as simultaneous measurements at sites separated by the inter- electrode distance (d). In this model, the bipolar EGM is the difference between two equivalent sinusoids and its peak amplitude will therefore vary as a function of the unipolar phase difference. This model predicts that for a pair of unipolar electrograms with equal peak to peak amplitude, U, the peak bipolar amplitude (B) will be a function of their amplitude and phase difference (φ), as:
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The LAT difference (τ) between an electrode pair can be calculated from its peak bipolar voltage amplitude by:
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where m is the most negative slope of the unipolar signals (maximum negative dV/dt).

For unipolar signals with equivalent downstrokes (equal amplitude and frequency), the peak amplitude of the resulting bipolar electrogram encodes the unipolar LAT difference by Eq. 2. As described in the Supplementary Material, the peak of the bipolar waveform will always occur during the period of simultaneous downstrokes (when model assumptions are valid). Importantly, we also show that this relationship holds regardless of the ordering of unipolar electrodes relative to the wavefront or, equivalently, whether the bipolar peak is positive or negative.



Clinical EGM Database

We sought to test our prediction that inter-electrode LAT differences can be measured by the DELTA method in vivo using clinically recorded intracardiac EGMs. To do so, we aimed to create a database of bipolar EGMs with varying LAT differences. We hypothesized that even during planar wave propagation, variations in the angle of incidence between a wavefront of activation and bipolar electrode pairs would provide a natural catalog of time delays with which to validate these calculations.

EGMs were recorded from the LAPW of 10 AF patients following pulmonary vein isolation. Coronary sinus pacing resulted in an approximately planar wave of excitation ascending the LAPW. A total of 14,168 unipolar electrograms (7,084 standard bipoles) were recorded using the 20-pole catheter, with a mean 708.4 per patient (range 456–1180). Noting that LAT differences will vary by inter-electrode spacing, we analyzed electrode pairs with inter-electrode spacings of 2, 6, 8, and 10 mm center-to-center. In this way, the initial set 7084 bipolar electrograms (2 mm spacing) yielded a database of 18,740 bipolar electrograms with variable inter-electrode spacing.



Clinical EGM Characteristics

The mean recorded unipolar peak to peak amplitude was 1.76 ± 0.34 (0.044 to 7.73) mV. The measured maximum negative dV/dt for each unipolar electrogram was strongly correlated with its peak to peak amplitude, with an apparent linear relationship (Supplementary Figure 3B). 2 mm electrode pairs had unipolar peak to peak amplitudes differing by a mean of 19.1% (mean 42.9 ± 37.6% for all pairs; Supplementary Figure 3C). Following amplitude normalization, the maximum negative dV/dt for each unipolar electrogram was more tightly constrained, with a mean of −0.17 ± 0.059 (−0.005 to −0.56) mV/ms (Supplementary Figure 4).



Unipolar Amplitude Normalization

Although the model predicts that peak bipolar voltage amplitude will encode unipolar LAT difference, its assumption of equivalent unipolar downstrokes (with equal amplitude and frequency) is clearly only an approximation when analyzing real clinical data. In reality, the waveforms of adjacent unipolar EGMs often differ even with closely spaced electrode pairs. Prior modeling work suggests a major contributor to adjacent unipolar differences is oblique catheter orientation relative to the tissue (Schuler et al., 2013). Progressive catheter inclination leads one unipolar electrogram to have smaller amplitude and lower frequency (a more “far-field” signal). This violation of the theoretical model’s assumptions will impact the accuracy of Eq. 2 in predicting LAT differences from bipolar amplitude.

We hypothesized that this limitation could be (partially) corrected by normalizing the peak to peak amplitude of each pair of unipolar EGMs prior to calculating their resulting bipolar waveform. This approach is similar to that utilized by prior studies of bipolar EGM morphology (Mendonca Costa et al., 2020). The effect of this approach on the morphology of clinically recorded EGMs is seen in Figure 1. Normalization leads to identical unipolar amplitudes and correction of differences in downstroke slope. Using simulated EGMs, amplitude normalization similarly corrects (imperfectly) for unipolar morphology differences due to differing electrode-tissue distance (Figure 2A) or differing CV (Figure 2B).
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FIGURE 1. DELTA method calculation of inter-electrode LAT difference using clinical EGMs. (A) A representative pair of unipolar electrograms recorded from 2 mm center-to-center spaced electrodes (blue and red) and their calculated bipolar electrogram (black). Using the timing of their maximum negative dV/dt (the standard activation time annotation method) their activation time difference is 2 ms. (B) The same unipolar electrograms (blue and red) after amplitude normalization to a range of 0 to 1 mV. The period of the unipolar downstrokes (gray) is isolated in the inset. The peak amplitude of the resulting bipolar electrogram (black) occurs during the phase of simultaneous unipolar downstrokes, and by DELTA predicts a –2.191 ms time delay between the two unipolar signals.



[image: image]

FIGURE 2. Unipolar amplitude normalization corrects for differences in EGM morphology due to electrode-tissue distance or CV. (A) Simulated unipolar EGMs with electrode- tissue distances of 1.5, 2.25, 3.25, 4.25, and 5.25 mm before (top) and after (bottom) amplitude normalization. (B) Simulated unipolar electrograms from model locations with CV of 70.0, 62.9, 56.0, 50.9, and 46.8 cm/sec before (top) and after (bottom) amplitude normalization.


We next tested the effect of unipolar amplitude normalization on bipolar voltage amplitude using our database of clinically recorded electrograms (n = 18,740). As expected, the peak to peak (top) and peak (middle) bipolar amplitude of clinically recorded electrograms increases as the inter- electrode LAT difference increases (here calculated by the standard method (timing of maximum negative unipolar dV/dt)). When bipolar EGMs are calculated following amplitude normalization of unipolar EGMs, there is much less variation in peak bipolar amplitude for a given LAT difference (Figure 3).


[image: image]

FIGURE 3. After unipolar amplitude normalization, peak bipolar voltage amplitude more closely encodes inter-electrode LAT differences. The peak to peak (A) and peak (B) voltage amplitude of each clinically recorded bipolar EGM is correlated with the LAT difference between its component unipolar EGMs. (C) After normalizing unipolar EGMs to 1 mV amplitude (peak to peak), the peak voltage of the resulting bipolar EGMs more closely encodes the unipolar LAT differences (bottom). n = 18740. Error bars represent the standard deviation.




LAT Difference Measurement Accuracy

To test the above predictions, we used model data to compare the LAT differences predicted by Eq. 2 against both the ground truth LAT differences (measured by the timing of action potential upstroke) and LAT differences measured by the standard method (by the timing of maximum negative unipolar dV/dt). Figure 4 shows an example calculation for a simulated electrode pair separated by 1 mm and 1.5 mm above the tissue. Note that the downstrokes of these unipolar signals have approximately sinusoidal morphology (Figure 4B, bottom). When the LATs at these sites are calculated by the timing of action potential upstroke in the simulated cell beneath each simulated electrode (Figure 4B, dashed lines), a ground truth LAT difference of 1.400 ms is found. Note that simulated EGM sampling frequency of 200 kHz allows temporal resolution of 0.005 ms.
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FIGURE 4. Example LAT difference calculation by standard and DELTA methods using simulated EGMs. (A) Unipolar electrograms (U) and calculated bipolar electrogram (B) recorded from simulated electrodes with inter-electrode distance of 1 mm. (B) Transmembrane voltage (V) of simulated cells at the site of unipolar electrograms in (A) (top). Local activation times calculated by threshold crossing of the action potential upstroke (dashed lines) reveal ground truth inter-electrode time delay of 1.400 ms. This same inter-electrode time delay is found by the standard method (maximum negative dV/dt timing) using the 200 kHz sampled unipolar electrograms (bottom). (C) When these unipolar signals are sampled at 1 kHz, the inter-electrode time delay calculated by the standard method is 1 ms (dashed lines, top). If instead, the inter-electrode time delay is calculated by DELTA using the amplitude normalized signals (bottom), an inter-electrode time delay of 1.404 ms is found.


To simulate clinical data, the extracellular potentials were next downsampled to 1 kHz (Figure 4C, top), allowing temporal resolution of only 1 ms. Using these signals, the LAT difference found by the timing of unipolar maximum negative dV/dt is 1 ms (dashed lines). To calculate the LAT difference by the DELTA method, these (downsampled) unipolar signals were normalized to a peak-to-peak amplitude of 1 mV, after which a new bipolar EGM was calculated as their difference (Figure 4C, bottom). Given the measured unipolar maximum negative dV/dt of -0.254 mV/ms (after normalization) and peak bipolar amplitude of -0.349 mV, the LAT difference predicted by the DELTA method (Eq. 2) is 1.404 ms, nearly identical to the ground truth. Note that by using measurements in the more finely discretized voltage domain (with voltage step 0.001 mV), a higher temporal resolution is afforded by this method compared to the standard, time-domain method.

Using this 2D model, we systematically studied the accuracy of LAT difference measurements by DELTA compared to ground truth and to the standard technique (maximum negative dV/dt). A total of 41 electrode pairs were simulated with inter-electrode distances from 0 to 4 mm. For this study, electrode pairs were oriented parallel to the propagating wavefront. This led to ground truth LAT differences from about −6 to +6 ms. As in the example above, for DELTA and dV/dt measurements, EGMs were filtered and downsampled to 1 kHz to simulate clinically realistic data. For each electrode pair, the ground truth LAT difference (found using 200 kHz sampled Vm data) was compared to LAT difference measured by maximum negative dV/dt annotation and by DELTA. As seen in Figure 5, the DELTA method (triangles) accurately measured the ground truth LAT difference (dashed line) for LAT difference less than approximately ±4 ms. This is in agreement with the theoretical prediction of accuracy only at LAT differences small enough for unipolar downstrokes to overlap. Despite using 1 ms sampled EGMs, the DELTA method avoided the 1 ms discretized results inherent to the standard, time-based annotation technique. Overall, for LAT differences less than 4 ms (n = 29), DELTA-derived LAT differences were more accurate than standard technique, with mean error of 0.095 ms (3.77%) compared to 0.245 ms (22.86%), respectively.
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FIGURE 5. LAT differences measured by DELTA are accurate in a computational model. (A) LAT differences measured by DELTA (triangles) more closely reproduce ground truth measurements (dashed line) compared to standard technique (circles) in the computational model. (B) Focusing on LAT differences of 2 ms or less (corresponding to dashed box in Panel A) it is seen that in spite of using the same 1 ms sampled EGMs, by using the higher resolution voltage data the DELTA method avoids the 1 ms discretization of measured LAT differences measurements produced by the standard LAT annotation technique.




Fibrosis Model

To explore the performance of the DELTA method on more complex EGMs, additional 2D simulations were performed in which fibrosis was incorporated by creating random microholes throughout the domain to generate discontinuous wavefront propagation. On these more complex EGMs (Supplementary Figure 6), the DELTA method more closely approximated the ground truth LAT differences than standard LAT annotation. See Supplementary Material for details.



Local CV Measurement Accuracy – 1D

To demonstrate the benefit of this higher temporal resolution when calculating CV at small spatial scales, we calculated CV in the computational model using LAT differences found by action potential upstroke time (ground truth), the standard method (timing of maximum negative dV/dt), and the DELTA method. CV is calculated here by finite difference (CV = d/τ) using LAT differences (τ) between adjacent electrodes separated by inter-electrode distances of 1 mm (d). For this experiment, electrodes were oriented parallel to the planar wavefront, in effect measuring CV along 1-dimension. The model had linearly decreasing conductivity, resulting in decreased CV (and increasing inter-electrode LAT differences) along its length.

As seen in Figure 6, this model has monotonically decreasing CV as measured by the ground truth LAT differences (black). When LAT differences are calculated from the downsampled data (1 kHz) by the standard method, CV measurements are highly inaccurate due to LAT measurements at a coarse temporal resolution of 1 ms (mean error 16.8%, range 0.25–64%). When CV is instead calculated from the downsampled data using LAT differences found by the DELTA method, the higher effective temporal resolution results in more accurate measurement of CV (mean error 1.7%, range 0.02–6.8%). Notably, changing CV along the length of the simulated tissue led to waveform differences within each pair of unipolar electrograms (seen in Figure 2B). The accuracy of the DELTA method supports the ability of amplitude normalization to compensate for unipolar waveform differences in this context.
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FIGURE 6. CV calculation using DELTA-derived LAT differences improves accuracy at small spatial scales in a 1D computational model. (A) In the setting of linearly decreasing tissue conductivity, CV decreases along the length of the simulated sheet. Results are shown for CV calculation by inter-electrode time delays between 1 mm separated simulated electrodes. When compared to CV calculated using time delays found by action potential upstroke time (green), CV calculated with time delays found by timing of unipolar maximum negative dV/dt (purple) are inaccurate due to only 1 ms temporal resolution (resulting in only time delays of 1 or 2 ms in this example). If instead time delays are calculated by the DELTA method (green), the resulting calculated CV closely recreates the ground truth.




Local CV Measurement Accuracy–2D

We hypothesized that higher resolution LAT difference measurement would improve the accuracy of CV calculation by any method dependent on LAT difference annotation. To test this, we calculated CV from triads of electrodes in the 2D model using a previously described triangulation method (Cantwell et al., 2015). By this method, a 2-dimensional CV vector can be triangulated from any triad of electrodes if the LAT difference across each edge is known.

We simulated a triad of electrodes with 2 mm inter-electrode spacing during planar wavefront propagation. The orientation of the triad was rotated by 15 degree increments through 360 degrees and CV was triangulated each time using LAT differences found by the action potential upstroke (ground truth), standard technique (maximum negative dV/dt), and the DELTA method. For both the standard technique and the DELTA method, EGMs were filtered and downsampled to 1 kHz to recreate clinically realistic data.

An example of this method is seen in Figure 7A. For this triad of electrodes, the ground truth LAT differences along each edge of the triangle (ta, tb, and tc) are −0.84, 1.965, and 2.805 ms. From these LAT differences, a ground truth CV of 71.3 cm/sec at an angle of 90 degrees (white arrow) can be calculated by a previously described triangulation method (Cantwell et al., 2015). When DELTA-derived LAT differences of −0.849, 2.136, and 2.731 ms are used, a CV of 66.664 cm/sec at an angle of 89.019 degrees is found (red arrow). Finally, using LAT differences measured by standard technique (maximum negative dV/dt) of −1, 1, and 2 ms the calculated CV is 104.213 cm/sec at an angle of 103.241 degrees (black arrow).
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FIGURE 7. Measuring LAT differences using DELTA improves the accuracy of 2D CV measurement in the computational model compared to standard LAT measurement technique. (A) Example of 2D CV triangulation from a triad of electrodes in the model, with planar wavefront propagation from the inferior edge. When compared to the ground truth CV (white arrow), CV calculated using DELTA-derived LAT differences (red arrow) is more accurate than that calculated using LAT differences found by standard technique (black arrow). See text for additional details. CV angles (B) and speeds (C) calculated from triads rotated by 15 degree increments through 360 degrees (n = 25). When compared to ground truth (dashed lines), CV angle and speeds calculated using DELTA-derived LAT differences are more accurate than using standard LAT measurement technique (maximum negative dV/dt timing). Shown are means with error bars representing ranges.


The results of CV angle and speed measurements for all triad orientations are seen in Figures 7B,C. CV angle measurements using DELTA derived LAT differences were more accurate than with standard LAT measurement, with mean error 1.386 degrees (range −1.861 to 5.022 degrees) and 7.831 degrees (range −14.036 to 13.241 degrees), respectively. Likewise, speed measurements using DELTA-derived LAT differences were more accurate than with standard LAT measurement, with mean error 0.634 cm/sec (range −4.634 to 4.008 cm/sec) and 3.193 cm/sec (range −11.298 to 32.915 cm/sec), respectively.



In vivo Testing

For each pair of unipolar EGMs, an inter-electrode LAT difference was calculated by the clinical gold standard method (using timing of maximum negative dV/dt), waveform cross-correlation (Shors et al., 1996; Fitzgerald et al., 2003), and the DELTA method. A representative clinical EGM pair is shown in Figure 1, before (A) and after (B) normalizing unipolar peak to peak amplitudes to 1 mV. For this set of unipolar EGMs, the maximum negative dV/dt occurred at time 91 and 93 ms, respectively, giving a time delay of −2 ms by this standard annotation method. Using the amplitude-normalized signals, the mean maximum negative dV/dt for this unipolar pair is −0.307 mV/ms and the peak bipolar amplitude is 0.623 mV. By Eq. 25, the time delay calculated by the DELTA method is therefore −2.191 ms.

Analyzing the entire data set of clinical electrograms, the LAT differences calculated by the DELTA method have a close, linear correlation with those measured by maximum negative dV/dt for time delays less than approximately ± 5 ms (Figure 8). This is in accordance with theoretical predictions that the DELTA will fail with larger LAT differences with non-overlapping unipolar downstrokes. In our data set, this is predicted to occur for LAT differences greater than ± 5.2 ms (the shortest unipolar downstroke duration). Time delays measured by the DELTA method also correlate well with those found by waveform cross-correlation (Supplementary Figure 5).
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FIGURE 8. LAT differences calculated by the DELTA method correlate with gold standard time domain measurements. Comparing standard LAT difference measurement (by maximum negative dV/dt timing) to LAT differences calculated by the DELTA method reveals a close 1:1 correlation for time delays within approximately ± 5 ms. Shown are the mean (circles) and standard deviation (error bars). Data shown is the collection of all bipole combinations (including all inter-electrode spacings). The identity line (dashed) is included for clarity.




DISCUSSION

Recent computational and translational work (Gaeta et al., 2020; Mendonca Costa et al., 2020) has better characterized the relationship between a bipolar EGM’s amplitude and the LAT difference between its component electrodes. Our novel method (DELTA) leverages this relationship to measure small LAT differences between closely spaced electrodes from their resulting peak bipolar voltage amplitude. In addition to validating the theoretically identified relationship, our results suggest a potential application of this method for clinical arrhythmia mapping. By calculating timing differences from voltage data, the high voltage resolution of contemporary EP recording systems can be used to measure small (microseconds) LAT differences that are below the temporal resolution of the systems.

To the best of our knowledge, this is the first study utilizing unipolar amplitude normalization prior to bipolar EGM calculation. Interpretation of clinical bipolar EGMs is challenged by the simultaneous influence of differences in unipolar timing, amplitude, and morphology (Josephson and Anter, 2015). Unipolar signal normalization reduces the influence of amplitude and morphology differences on their resulting bipolar EGM. As seen in Figure 2C, the resulting bipolar EGMs more selectively encode unipolar timing differences. While our approach to unipolar normalization is an imperfect means to reduce the complexity of clinical EGMs, we believe that the utility of reducing bipolar electrogram complexity can outweigh accompanying inaccuracies. Future studies will explore the applicability and limitations of this approach.

The accuracy of the DELTA method is not predicted to be directionally sensitive. As we have previously shown, directional sensitivity of bipolar amplitude is due to changes in LAT difference as an electrode pair is rotated relative to a propagating wavefront (Gaeta et al., 2020). DELTA-derived LAT differences would therefore be expected to be directionally sensitive, but only insofar as LAT differences themselves will vary with changing bipole orientation. Notably, both the clinical data set and the computational model 2D CV study include all catheter orientations. The accuracy of DELTA measurements in the model and the clinical data set in spite of changing bipolar orientations are consistent with this. Likewise, the clinical data set and the 1D model results include electrode pairs with a wide range of inter-electrode distances. This also does not affect the accuracy of DELTA measurements, aside from cases in which the resulting LAT differences are large enough to render the theoretical assumptions invalid (±5 ms in the clinical data set).

The relationship between bipolar voltage amplitude and the underlying unipolar phase difference can be derived from general principles of uniformly propagating waves [see for example (Plank and Hofer, 2018)]. To the best of our knowledge, the present work is the first application of this relationship to determine inter-electrode LAT differences. Noting that a bipolar EGM represents a superposition of two unipolar waveforms (VB=V1 + (−V2), Eq. 9), this concept is akin to interferometry techniques in other physical systems, in which wave interference allows measurements of distance or time to be made in the amplitude/intensity domain.

In this proof-of-concept study, the DELTA method improved the accuracy of LAT difference measurement compared to standard LAT annotation. The DELTA method is not a CV calculation technique, but we anticipate that the improved resolution of the DELTA method will improve any CV calculation requiring LAT difference measurement. In the present study, these improvements were seen when CV was calculated in 1 and 2 dimensions from these LAT differences using a finite difference and a triangulation method, respectively. Notably, the latter can be clinically implemented with newer catheters with triads of closely spaced microelectrodes (Leshem et al., 2017; Sulkin et al., 2018), theoretically allowing local CV measurement with each individual point acquisition given sufficient temporal resolution. Importantly, given the scale-dependence of CV, measurement at macroscopic distances will differ from that measured at the smallest scales. The clinical utility of CV measurement over differing scales remains to be explored.

Improved measurement of small LAT differences is needed for calculation of truly “local” CV over millimeter distances. Mapping of local CV with such high spatial and temporal resolution using widely available clinical systems has not previously been possible. We hope that novel techniques such as the DELTA method can help to realize this possibility and improve clinical mapping of arrhythmia substrate.



LIMITATIONS

Our simplified theoretical model and the predictions derived from it are impacted by several assumptions. First, we have modeled the unipolar EGM downstroke as a sinusoid. This choice is deliberate, as it results in a simple relationship between unipolar phase difference and peak bipolar amplitude. Deviations from a true sinusoidal downstroke in clinical unipolar EGMs will lead to inaccuracy of the DELTA method, but our results suggest validity in this approximation.

Recent work suggests differential effects on EGM morphology when conduction delays results from changing intracellular conductivity, sodium channel conductance, or fibrosis (Mendonca Costa et al., 2020). Our proof-of-concept study did not explore the effect of varying underlying mechanisms of conduction slowing on the performance of the proposed DELTA method. It remains to be seen whether the differences in our approach—use of peak (rather than peak to peak) bipolar amplitude, unipolar amplitude normalization, and incorporation of the unipolar down-stroke slope (m)—affect this result. Our clinical results support that time delays in healthy tissue or tissue with low levels of fibrosis are well determined by this approach.

The clinical data used for testing in this study was recorded during planar wavefront propagation over relatively simple geometries. The performance of this technique in calculating time delays from more complex clinical signals, including those recorded from thicker tissue, during more complicated propagation patterns, with complex fractionated activity, or with more far-field signal remains to be fully explored. Future work will study the effects of electrode size, sampling frequency, and filtering on the performance of this method. Our initial modeling results with incorporated fibrosis (Supplementary Material) suggest that the DELTA method retains accuracy with more complex EGMs, but this remains to be fully explored including the effect of varying fibrosis patterns and density. We hypothesize that the improved temporal resolution afforded by this approach will allow smaller, more closely spaced electrodes with which these more macro-scale complexities will be lessened.
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Electrocardiographic imaging (ECGI) is a technique to reconstruct non-invasively the electrical activity on the heart surface from body-surface potential recordings and geometric information of the torso and the heart. ECGI has shown scientific and clinical value when used to characterize and treat both atrial and ventricular arrhythmias. Regarding atrial fibrillation (AF), the characterization of the electrical propagation and the underlying substrate favoring AF is inherently more challenging than for ventricular arrhythmias, due to the progressive and heterogeneous nature of the disease and its manifestation, the small volume and wall thickness of the atria, and the relatively large role of microstructural abnormalities in AF. At the same time, ECGI has the advantage over other mapping technologies of allowing a global characterization of atrial electrical activity at every atrial beat and non-invasively. However, since ECGI is time-consuming and costly and the use of electrical mapping to guide AF ablation is still not fully established, the clinical value of ECGI for AF is still under assessment. Nonetheless, AF is known to be the manifestation of a complex interaction between electrical and structural abnormalities and therefore, true electro-anatomical-structural imaging may elucidate important key factors of AF development, progression, and treatment. Therefore, it is paramount to identify which clinical questions could be successfully addressed by ECGI when it comes to AF characterization and treatment, and which questions may be beyond its technical limitations. In this manuscript we review the questions that researchers have tried to address on the use of ECGI for AF characterization and treatment guidance (for example, localization of AF triggers and sustaining mechanisms), and we discuss the technological requirements and validation. We address experimental and clinical results, limitations, and future challenges for fruitful application of ECGI for AF understanding and management. We pay attention to existing techniques and clinical application, to computer models and (animal or human) experiments, to challenges of methodological and clinical validation. The overall objective of the study is to provide a consensus on valuable directions that ECGI research may take to provide future improvements in AF characterization and treatment guidance.

Keywords: electrocardiographic imaging, cardiac arrhythmias, atrial fibrillation, inverse solution, AF characterization, catheter ablation, treatment guidance


INTRODUCTION

Atrial fibrillation (AF) is a chronic condition with an overall prevalence rate of 2.9% (Benjamin et al., 2019), and is associated with increased morbidity and mortality. The electro-structural remodeling undergone by the atrial myocardium in patients affected by AF causes the disease to become increasingly sustained, and more challenging to treat (Nattel et al., 2008). The multi-scale mechanisms (molecular, cellular, neurohumoral, and hemodynamic) and the wide range of comorbidities that contribute to promote this remodeling are complex (Heijman et al., 2020). Additionally, at an early stage (paroxysmal AF) the frequency, duration, and burden of AF shows a large inter-individual variability (Wineinger et al., 2019). All in all, the progressive nature, complexity, and inter-patient variability of the disease make effective treatment of AF challenging (particularly in persistent AF patients), and require both gaining detailed information about the mechanisms underlying AF and its natural course, and a multidisciplinary approach to its management (Hindricks et al., 2020).

Therefore, identification and quantification of mechanisms of generation and maintenance of AF may help provide a more adequate AF stratification and guide AF therapy (Kirchhof et al., 2012). These mechanisms and the consequent remodeling of the atrial myocardium influence the propagation of the electrical activity in the atria both in sinus rhythm and during AF. This suggests that body surface potentials, for example captured by the clinical electrocardiogram (ECG), may retain information about the underlying electro-structural substrate of AF, and could be exploited for its identification and characterization (Guillem et al., 2013). In this respect, Marques et al. showed that analyses in the frequency and phase domain of Body Surface Potential Mapping (BSPM) recordings allowed the non-invasive characterization of rotors and their localization in the atria, and helped distinguish rotors from other mechanism (like ectopic foci or macro re-entrant circuits; Marques et al., 2020a). However, the electrical activity recorded on the body-surface is a smoothed and attenuated combination of all electrical activity at the level of the heart surface, which may limit the possibility to accurately identify and characterize AF mechanisms by only using the ECG (van Oosterom, 2012).

Electrocardiographic imaging (ECGI) may help obtaining a more detailed perspective, directly at the level of the myocardium. ECGI allows non-invasively estimating the electrical activity on the heart surface from a dense array of body-surface ECG recordings and a patient-specific heart-torso geometry (Rudy, 2013). ECGI has been widely used for the reconstruction of the activation and recovery sequence of the heart, the origin of premature beats or tachycardia, the anchors of re-entrant arrhythmias and other electrophysiological quantities of interest, both for improving diagnosis and for guiding therapy (Cluitmans et al., 2018). Figure 1 illustrates the standard steps of an ECGI procedure (with focus on the reconstruction of the heart potentials on the atrial epicardial surface).
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FIGURE 1. Steps required for the estimation of the electrical potentials on the atrial epicardial surface by means of Electrocardiographic imaging (ECGI). Body-surface potentials are measured by means of a dense array of electrodes, and the torso and heart geometries are acquired through magnetic resonance imaging (MRI) or computerized tomography (CT). The atrial surface potentials are then reconstructed by adopting a specific source model (surface-potential model in the figure). Figure modified from Romero (2019).


ECGI determines the cardiac electrical sources for a given body-surface potential distribution, which is known as the inverse problem in electrocardiography (MacLeod and Buist, 2010). This problem is “ill-posed,” meaning that it does not have a unique solution and that the solution is highly sensitive to small changes in the input (because of measurement noise and inaccuracies in the estimate of the heart-torso geometry, see Supplementary Material; Colli-Franzone et al., 1985; Kabanikhin, 2008; Pullan et al., 2011; Rudy, 2013). A common approach to overcome these issues is to use regularization. Consequently, this makes ECGI strongly dependent on implementation choices, such as the cardiac source model and the method chosen for regularization.

In addition to these challenges, which apply to ECGI in general, others specific to targeting the atria during AF must be included. First, all of the existing different hypothesized mechanisms of generation and maintenance of AF (repeated rapid focal activity, Lee et al., 2015; rotors, Jalife, 2010; disrupted conduction of multiple stable wavelets that become fragmented, Allessie et al., 1996, 2010) regard atrial activity propagation patterns to be highly irregular and consequently more difficult to reconstruct than regular rhythms. Second, there are unique challenges when imaging the atria. Atria have very thin walls (ca. 4 mm), which are difficult to detect without submillimetre image resolution (McGann et al., 2014), compared to the ventricles (ca. 10 mm thickness). Additionally, atrial anatomy is more complex, with several small but important anatomical structures, such as the pulmonary veins and atrial appendages, which make it difficult to create accurate atrial models without high-resolution three-dimensional scans.

Therefore, in order to study the benefits of using ECGI in AF characterization and treatment, and help contribute to establish its clinical value in AF management, the aims of this paper are:


1. To review the current status of the use of ECGI in characterization, diagnosis, and treatment of AF.

2. To point out the current advantages and limitations of ECGI in investigating and characterizing AF, and suggest the range of clinical AF-related applications for which ECGI shows to be (potentially) useful.

3. To provide a consensus on what are the directions ECGI should develop in the future to answer the still open needs regarding the diagnosis and treatment of AF.



This manuscript is a joint effort of the atrial arrhythmias working group of the Consortium for ECGI (CEI)1, an international working group with the objective of facilitating collaboration across the research community in ECGI and creating standards for comparisons and reproducibility (Coll-Font et al., 2016).

In the next sections, we will highlight the mechanisms of AF (section “AF mechanisms”), methodological considerations for the use of ECGI in AF (section “ECGI in AF: Methodological Considerations”), previous validation efforts for ECGI in AF (section “ECGI Validation in AF: Outcomes From Mathematical Modeling, Animal Models, and Patients”), and its clinical application (section “Clinical Application: From Clinical Need to Workflow Integration”).



AF MECHANISMS

AF is characterized by a fast and irregular atrial activity, with between 300 and 600 activations per minute. Unlike many other cardiac arrhythmias (e.g., ventricular ectopic beats or atrial flutter), AF may present irregular rhythm without a clear repetitive pattern of activation for some patients. During the last decades, several mechanisms of initiation and maintenance of AF have been proposed, from specific regions that drive the arrhythmia by means of ectopic sources or quasi-stable re-entrant drivers (functional re-entrant rotor mechanisms or structural micro-anatomic re-entries), to disrupted conduction of multiple stable wavelets that become fragmented (Figure 2; from Allessie et al., 1996, 2010; Jalife, 2010; Lee et al., 2015; Guillem et al., 2016).
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FIGURE 2. Current hypotheses for atrial fibrillation (AF) maintenance. (A) Diagram of AF maintenance near a pulmonary vein driven by ectopic focus (left), re-entrant driver (middle), or multiple wavelets (right). (B) Re-entrant drivers, or rotors, can be initiated by wave breaks near an ectopic focus (left) and underlie endocardial or epicardial breakthroughs (middle). A drifting rotor (right) can be the driver of multiple and apparently disorganized atrial wavelets. (C) Re-entrant drivers in general, present some spatiotemporal periodicity, and thus electrograms (EGMs) are regular. Spectral analysis identifies a dominant peak that matches the activation frequency of the re-entrant driver, which is the fastest across the atria. At the periphery of the re-entrant driver, propagation is disrupted as some activations are blocked. The variations in activation times and directions at the boundaries of the re-entrant driver result in EGMs with variable morphology and fractionation, with multiple peaks in the power spectrum. At more distal sites, the activation rate is reduced leading to fewer wave breaks and a more regular activity. Modified from Guillem et al. (2016).


It is also possible that multiple AF driving mechanisms may occur in the same patient. Recently, two additional mechanisms were proposed: endo-epicardial dissociation, suggesting that fibrillation could be sustained by an electrical dissociation of the intramural layers of the myocardium (Allessie and de Groot, 2014; Zaman et al., 2017), and re-entrant driver instability due to fibrosis, suggesting that re-entrant drivers are mainly present in the periphery of areas of the myocardium identified with a high degree of fibrosis (Hansen et al., 2015; Stanley, 2017).

Due to these complex electrical activations, invasive cardiac mapping technologies routinely used do not allow to fully capture the electrical patterns during AF. Electro-anatomical mapping systems are based on a sequential mapping of the cardiac chambers and require the presence of repetitive patterns to synchronize electrical recordings obtained at different locations at different time frames, and this requirement is not met during AF. On the other hand, basket catheters do allow for simultaneous recordings at multiple locations of the atria, but coverage of the atrial chambers is sometimes poor and leaves unmapped areas. ECGI, in contrast, offers a panoramic and simultaneous view of both atria with the potential to overcome these limitations of invasive mapping systems at the expense of a presumably lower spatial resolution, meant as the precision of the mapping obtained with ECGi (and depending on the number of surface electrodes employed). This can be estimated for instance in terms of localization error of site(s) of origin of an arrhythmia. Recent studies on animals and humans have shown median errors in the ventricles of about 13 mm in animals (interquartile ranges of about 7–22 mm, with at least 184 surface electrodes; Cluitmans et al., 2017; Bear et al., 2018), and of about 11 mm in humans (interquartile ranges of about 4–21 mm, with at least 130 surface electrodes; Graham et al., 2019; Parreira et al., 2020).



ECGI IN AF: METHODOLOGICAL CONSIDERATIONS

The physics of ECGI is governed by the Maxwell electromagnetic wave equations (see mathematical description of ECGI in Supplementary Material), where the electric field generated by the excitation of the heart is propagated to the surface of the body through a volume with passive electrical conduction (Rudy and Burnes, 1999; Rudy, 2013). In ECGI, heart signals are reconstructed by means of the Laplace equation within the torso volume conductor, using both the electrical potentials from the torso and the geometric relationship between the surfaces of the heart and torso (Rudy and Burnes, 1999; Rudy, 2013). Typically, the “cardiac source” is represented by extracellular potentials (for example unipolar electrograms at the epicardium), by transmembrane voltages, or by simplified activation/recovery models (Cluitmans et al., 2018). For application in AF, typically only the first cardiac source is used, and we will not discuss the other source models.

A sufficient number of electrodes has to be placed on the torso of the patient in order to characterize appropriately the electrical potentials on the torso surface. A seminal paper by Lux et al. (1978) quantified the number of leads required for a full reconstruction of cardiac surface potentials to be 30. The same approach was applied by Guillem et al. (2009a), specifically for recordings during AF with a very similar conclusion, with 34 leads as the limit for the signals to incorporate independent information above the noise level. Later, Marques et al. (2020b) showed that it is possible to even characterize atrial rotors on the body surface with as few as 32 leads. A more recent study quantified the number of leads required for accurate localization of the origin of atrial or ectopic beats and concluded that 74 leads are necessary (Parreira et al., 2020). Methodological differences can explain the difference in these results, since in the latter study leads were removed in bands and a homogeneous replacement of the re-positioned leads was not performed.

The next step in the ECGI procedure is the discretization of the surfaces of the heart and torso into triangular elements, allowing the relationship between torso and heart potentials to be represented with a linear model (a matrix equation). For atrial applications, this results in a “transfer matrix” describing the electrical relationship between electrical signals at the atrial surfaces and electrical signals at the body surface (see sections “Imaging Modalities for Personalized Anatomical Geometry Creation for Atrial ECGI Applications,” “Defining the Personalised Torso-Heart Electromagnetic Relationship,” and Supplementary Material). Discretization can be achieved through the Finite Difference, Finite Element or Boundary Element Methods (FDM, FEM, and BEM, respectively), resulting in a linear relationship of the transfer matrix, which contains the geometric information and electrophysiological properties of the volume conductor that relates the two surfaces (atrium and torso—Rudy and Burnes, 1999; Rudy, 2013).

Due to the aforementioned stability issue of ill-posedness in the inverse problem of electrocardiography, small real-world perturbations in the measurement of the torso signals (i.e., noise), or in the estimates of the torso and heart geometries and the electrode locations, can result in large errors in the calculation of the heart’s potentials (Colli-Franzone et al., 1985; Rudy and Burnes, 1999; Kabanikhin, 2008; Pullan et al., 2011; Rudy, 2013). Consequently, regularization methods are employed to force a unique and stable solution, with Tikhonov regularization (Tikhonov and Arsenin, 1977) being the most used method for this purpose (Figuera et al., 2016). Tikhonov regularization imposes constraints on the estimated heart potentials by delimiting their amplitudes or derivatives in space, time, or both (Rudy, 2013). Prior information can be added to the regularization to further constrain the solution space (Kabanikhin, 2008; see section “Regularization Methods” and Supplementary Material).

Additionally, the reconstructed atrial potentials need processing before interpretation. Particularly during AF, advanced analysis techniques are required to extract meaningful information from the noisy electrograms (see section “Post-processing for Reconstruction Interpretation”). The main implications and limitations of methodological choices in ECGI will be discussed at the end of section “Limitations and Challenges.”


Imaging Modalities for Personalized Anatomical Geometry Creation for Atrial ECGI Applications

Medical imaging is a key component of ECGI systems to develop the personalized anatomical models of cardiac source, the atria and ventricles, and torso volume conductor. This requires including three-dimensional image acquisition, high speed, low cost, and common clinical availability (Cluitmans et al., 2018), together with accounting for atrial specific imaging-related challenges with respect to resolution.

The most common medical imaging modalities used in ECGI applications are CT and MRI (Ramanathan et al., 2004; Dubois et al., 2015). CT is the technique most ubiquitously used in ECGI applications because it is fast, low cost, globally available at most healthcare centers and provides high resolution (typical voxel size 0.5 × 0.5 × 0.5 mm). However, CT exposes patients to ionizing radiation and does not discern soft tissue types well. MRI requires no ionizing radiation exposure and has better tissue characterization capabilities but has significant barriers such as high cost (2–10 times a CT scan), need for specialized magnetic compatible equipment, overall lower resolution (voxel size 0.625 × 0.625 × 1.5 mm) and significantly longer scan times with limited hospital availability (McGann et al., 2008, 2014). If only personalized anatomy of the atria and the torso volume are required, CT is currently the preferred choice. If information is needed on tissue characteristics (e.g., fibrosis in the atrial wall), contrast-enhanced MRI may be preferred.

Unfortunately, including MRI or CT scanning in all patients is one of the main limitations for the extensive clinical application of ECGI. Recently, Rodrigo et al. (2018) explored the ability of a new metric based on the inverse reconstruction quality for the location and orientation of the atrial surface inside the torso. This approach has also been proposed to solve spatial inaccuracies provoked by cardiac motion or respiration, as well as to use ECGI on torso and atrial anatomies from different medical image systems (Gisbert et al., 2020).



Defining the Personalised Torso-Heart Electromagnetic Relationship

After obtaining patient-specific imaging data, defining the electrical and conductivity relationship between the surfaces of relevance requires identifying the relevant tissues and anatomical structures. The simplest application entails defining the cardiac source, in this case the atria, the volume conductor boundary, in this case the torso surface, and the locations of the torso surface electrodes. More detailed models can include structures such as the ventricles, bone, lung, muscle, fat, or blood (Bear et al., 2015). These models can be generated by segmenting or contouring tissue identified on the medical image by using manual, semi-automated, or fully automated methods (Tate et al., 2018). Most segmentation methods examine the relative image intensity values and select pixels or voxels which correspond to relevant anatomical structures. Manual segmentation requires the user to identify voxels that belong to specific anatomical structures. Semi-automated methods can use image intensity, relative location, and spatial filtering combined to threshold and intuitively identify various structures with limited manual user “clean up” (Tobon-Gomez et al., 2015). Other, fully automated machine learning or atlas-based approaches have been developed and implemented. However, their usability in an ECGI setting has not been fully explored (Xiong et al., 2021). Specific segmentation software include many open-source and commercial tools such as Seg3d, Slicer, ITK-SNAP, ImageJ, and others.

There are several methods to subsequently create computational meshes from the segmented structures including common approaches such as Delaunay triangulation, lattice cleaving, and hexahedral meshing directly from imaging nodes (Ruppert, 1995; Shepherd and Johnson, 2008; Bronson et al., 2013). Delaunay triangulation assumes a point cloud of nodes that represent anatomical boundaries and creates triangular surface elements connecting the nodes that minimize each surface element aspect ratio (Ruppert, 1995). This method is suitable for ECGI applications because it can accurately conform to any anatomical boundary. Lattice cleaving creates similar quality meshes with significantly less computational overhead (Bronson et al., 2013). Hexahedral meshing assumes a rectangular element and is limited to structures with regular shape, hence it is not commonly used in ECGI applications (Shepherd and Johnson, 2008). Less common approaches, such as the method of fundamental solutions, can compute the cardiac sources without defining mesh connectivity (which may sometimes be challenging) and only use the boundary node locations (Wang and Rudy, 2006). There are many different software packages to create usable computational meshes, which implement a wide variety of different meshing approaches. Some popular meshing packages are cGAL, Tetgen, and Cleaver.

Ultimately, having computational meshes for the required torso and heart structures subsequently allows to calculate the electrostatic relationship between these surfaces, yielding a linear relationship between heart and torso potentials captured by the personalized transfer matrix (Barr and Spach, 1978).



Regularization Methods

To deal with its sensitivity to noise, ECGI requires regularization to restrict the reconstructions to physiologically realistic solutions. Most studies apply the zero-order Tikhonov regularization method (see mathematical-based description of the method in the Supplementary Material), as Tikhonov-based regularization methods perform as well as more complex techniques in realistic fibrillatory conditions (Figuera et al., 2016). The Tikhonov regularized solution is obtained by minimizing an appropriate objective function (Pullan et al., 2011) to “regularize” (constrain) the inverse solution. A regularization parameter determines to what extent the final inverse solution depends on the Tikhonov regularization. A higher value of this parameter leads to a smoother solution, i.e., reduces noise more, but it can also remove localized activation patterns (an over-smoothed solution) (MacLeod and Buist, 2010). Within the Tikhonov regularization, one can choose between zero order regularization (based on the idea that epicardial potentials should be reasonably small), or first- or second-order Tikhonov (based on the idea that such potentials should be changing smoothly over the heart surface). Zero-order Tikhonov regularization sets the Tikhonov matrix to be the identity matrix, which effectively limits the total magnitude of the solution. First-order Tikhonov regularization sets the Tikhonov matrix to a discrete approximation of the surface gradient operator that limits the slope of the solution, and the second-order Tikhonov regularization sets the Tikhonov matrix to a discrete approximation of the Laplacian surface operator, to restrict the rate of change in the slope.

Other regularization methods that have been implemented for smoothing the inverse solution include Generalized Minimal Residual (GMRes), singular value decomposition (SVD), total variation (TV), Bayesian Maximum a Posteriori Estimation (Bayes) and MUltiple Signal Classification (MUSIC/Greensite) algorithms (Ramanathan et al., 2003; Ghosh and Rudy, 2009; Onal and Serinagaoglu, 2009; Figuera et al., 2016; Pereyra, 2017) (see methods description in the Supplementary Material). Briefly, the GMRes method is an iterative numerical method that does not require the imposition of constraints on the solution (Calvetti et al., 2000; Ramanathan et al., 2003). SVD algorithms used most frequently are truncated (TSVD) and damped (DSVD) SVD. In TSVD, the transfer matrix is truncated such that all its singular value components that represent noise are removed. As components representing noise usually have small singular values, the truncation is implemented by maintaining a set of k components with the highest singular values (Hansen, 2010). The value of k needs to be set a priori to obtain a solution. DSVD is a less “brute force” application compared to TSVD, as it allows a filtering of singular value components rather than forcing to make an inclusion/exclusion decision on the components to include in the final solution (Figuera et al., 2016). The Bayesian approach is based on a priori knowledge of the spatial covariance matrix and mean of the epicardial potentials, setting this mean to zero (Figuera et al., 2016). This approach only accounts for spatial correlation of the potentials. A temporal correlation can be included based on the isotropy assumption described by Greensite (2003).

In Figuera et al. (2016), 14 different regularization methods were compared in a simulation study, aimed at assessing the performance of regularization methods for reconstruction of atrial potentials during AF. The computational model simulated normal sinus rhythm as well as one simple and one complex AF conduction pattern, assuming perfect knowledge of the transfer matrix, and testing for different signal-to-noise ratios (SNRs). It was found that for the reconstruction of epicardial potentials, Bayes markedly outperforms the other methods, and zero-order Tikhonov with the instantaneous choice of the regularization parameter was the second best. A similar result held for phase maps and singularity point detection, though the best choice of the precise value of the Tikhonov regularization parameter was less pronounced. In such a simulation study, complete knowledge of the epicardial potentials was available, which gave the Bayes approach an extra competitive edge compared to real applications in which additional measurements must be performed to estimate those (Gribonval, 2011; Calvetti and Somersalo, 2018). In addition, results for different values of SNR showed that no algorithm was significantly more robust with regard to changes in noise level. Overall, the results of this study suggested that zero-order Tikhonov seems to be insensitive to moderate changes in regularization parameters, and offers a simple and pragmatic approach, although studies using real data are needed to corroborate these findings.



Post-processing for Reconstruction Interpretation

After reconstruction, atrial signals can be used to create activation maps, localize rotors, or find other clinically relevant metrics. Up to quite recently, characterization of AF mechanisms (and of the areas responsible for its maintenance) in humans was performed exclusively by invasive mapping systems, consisting of introducing intracavitary catheters with multiple electrodes into the heart to map the electrical activity of the endocardium, and projecting electrophysiological characteristics on 3D maps of the atria. ECGI provides a non-invasive, instant-acquisition alternative to that approach. The main maps are isopotential, isochrone, frequency, and phase maps.

Using classical isochronal maps to analyze the temporal evolution of the irregular activation patterns would require generating an activation map for each of the 300–600 atrial activations that happen per minute. Despite this requiring a substantial effort, the patterns of AF mechanisms like ectopic activity or rotors observed through these maps have intrinsic characteristics that allow accurate characterization. Briefly, the ectopic activity is observed in isochrone maps as wavefronts that emerge from a focal origin and radially propagate to other areas with a uniform or anisotropic pattern. Rotor patterns in isochrone and phase maps present a rotational activity in which myocardial cells around a (non-excitable) nucleus have a progression of the phases starting at activation until repolarization, at which point the cycle starts again (Umapathy et al., 2010; Navara et al., 2018). However, multiple and continuous intra-atrial re-entry is generally observed with complex patterns when compared to the ectopic and rotor mechanisms. The collision of the re-entry circuits generates unstable and short-lived propagation behavior on phase and isochronous maps, sometimes indicating spurious rotors and ectopic activity.

Despite these advantages of isochronal maps, the detection of atrial activation times is a complex procedure, even visually in intracardiac contact catheters. To overcome those limitations, several signal processing approaches have been developed. One of the most popular is the so-called phase map analysis (Gray et al., 1998). Phase analysis has been applied to describe the spatiotemporal progression of the activation during AF (Guillem et al., 2016). In phase maps, wavefronts propagation is identified by assessing the complete morphology of each signal, without the need of determining the exact moment of activation.

An alternative approach to identify AF foci or conduction paths is through the frequency spectrum. The highest frequency of activation tends to be the “driving frequency” because once a cardiac myocyte is activated it goes into a refractory period, so the remaining areas of the atria will be activated passively at the pace of the fastest activated area, so that “the slower follow the fastest.” This has led to some success when using invasive atrial electrograms (Sanders et al., 2005; Atienza et al., 2009, 2014; Salinet et al., 2013b, 2014, 2017; Li et al., 2017). The next logical step is to localize those sites of highest dominant frequency, which are expected to be associated with the locations of ectopic activity and rotors, using ECGI. At the same time, it is important to bear in mind that while stable rotors and ectopic activity may provide relevant AF targets (e.g., for ablation), functional collisions can generate high frequency values that do not represent the areas responsible for maintaining AF.

A relevant challenge in the interpretation of signals and maps during AF is that in many cases these maps are complex and uncertain, hindering the correct characterization and location of arrhythmogenic sources. In addition, the electrograms of the area under analysis can be contaminated with far-field potentials. Other factors, such as the type of technology used by the manufacturer of the electrical mapping system, the map used, the duration of the analyzed signal (complex rhythms tend to reveal different patterns when signals of longer duration are analyzed), and the number of electrodes (spatial resolution) have been shown to influence the fibrillatory patterns identified in clinical research with patients. Up to quite recently, ECGI only allowed the identification of rotors located in the epicardium, with no evidence of ectopic activity in the same group of patients (Haïssaguerre et al., 2014). However, this might be due, among others, to the fact that pre-processing strategies applied to the body surface signals, as well as the resolution of the inverse problem used, may not be customized for AF, thus limiting its application.

Although initially intracavitary ablation procedures focused on reducing the available atrial tissue to prevent the maintenance of multiple wavelets (by means of extensive procedures that replicate the MAZE surgical strategy; Swartz et al., 1994; Haïssaguerre et al., 1996), the success of pulmonary vein (PV) ablation in terminating the arrhythmia in a significant number of AF patients shifted the attention to the identification of driver regions (Jaïs et al., 2005). PV isolation is nowadays considered the standard for AF ablation and is the first line approach in recent guidelines (Hindricks et al., 2020). However, AF recurrence typically occurs in more than 40% of paroxysmal AF patients after PV ablation (Medi et al., 2011; Weerasooriya et al., 2011). Moreover, in non-paroxysmal AF patients, success rates of single PV isolation are discouraging, with recurrence values from 28 to 51% (Chao et al., 2012).



Limitations and Challenges


Noise, Transmural Aspects, and AF Stability

Several sources of noise, distortion, and inaccuracy may affect ECGI for AF. First, the effects of SNR of the recorded body-surface potentials have been scrutinized in AF simulations for additive Gaussian noise (Figuera et al., 2016), although Laplacian distributed noise has been suggested as a more likely statistical prior for bioelectric cardiac signals (Mincholé et al., 2014). Moreover, cardiac signals are usually low-pass filtered during their pre-processing, to improve SNR. It has also been pointed out that the basic equations of the inverse problem could be much more sensitive to noise in the geometrical conductivity relationship (captured by the matrix) than to noise in the recorded signals (Caulier-Cisterna et al., 2018). To the best of our knowledge, this has not been evaluated in detailed simulations or in real data, but it would be consistent with the ill-posed nature of the inverse problem. Finally, other sources of errors seem to have a strong impact on the solution, such as model bias or incorrect regularization adaptation. For instance, some controversy arose recently when activation mapping obtained with commercial ECGI systems seemed to exhibit differences with catheter recordings (Cluitmans et al., 2019; Duchateau et al., 2019; Rudy, 2019). In several cases these differences could be due to the estimated potentials being strongly biased due to over-smoothing.

A different source of limitations for current estimation methods is the interference of far-field ventricular activity on atrial signals during AF. Ventricular artifacts are markedly present on unipolar configurations, including intracardiac and ECGI signals. A way to remove ventricular interference in intracardiac unipolar signals, which can be extended to non-invasive signals, was proposed in Salinet et al. (2013a), where the authors showed that an adaptive template, built on a sliding-window and updated for each beat, using surface-ECG for QRS-T detection was an effective technique to avoid distortion on the estimation of frequency domain parameters related with AF from ventricular sources. Several other methods for ventricular far-field removal on non-invasive signals have been also proposed among which those presented in the following studies (Bollmann et al., 2006; Langley et al., 2006; Lemay et al., 2007).

Two assumptions on AF signals aiming to yield information about targets for ablation are temporal stationarity (when calculation of the spectrum is involved) and spatial consistency and stability (when parameter maps are obtained). Few studies have aimed to explicitly show the stationarity or cyclostationarity of AF signals in these conditions (which theoretically would support spectral decompositions) either in electro-anatomical mapping systems or in optical mapping recordings (van Hunnik et al., 2018). Spatio-temporal autocorrelation estimations have been recently proposed to support ECGI-based analysis on sustained rhythms (Caulier-Cisterna et al., 2020), which could be extended to the spectral-spatial domain definition. Most of this work is based on pinpointing ventricular activity and pacing sites, but may be translated to AF pattern analysis (e.g., Zhou et al., 2016). However, there is also evidence that AF is a progressive disease, going from paroxysmal to persistent to permanent AF, and it should also be taken into account that in AF the electrical activation markers may not always be spatio-temporal stationary or stable (De Vos et al., 2010; De Groot et al., 2010). In this respect, great efforts have been made during the last two decades to develop tools for the identification of ablation target regions in each individual patient that could improve the efficacy of PV ablation. Differently from other arrhythmias with regular patterns, AF beat to beat variability makes the analysis of the electrical activity using classical parameters such as activation time less adequate. Identification of drivers by considering the origin of an isochronal map, or the identification of the shortest pathway of a stable re-entrant circuit, is limited in a situation in which re-entrant circuits and their isochronal maps change from beat to beat. Consequently, identification of those atrial regions that could be responsible for driving AF requires more sophisticated analysis.

Other electrophysiological sources of possible uncertainty could involve the consideration of the intramural or endocardial myocardium and of the septum in the source estimations, though few studies have tried to characterize them, and the importance of their influence remains unknown. However, in recent years, the endocardial-epicardial dissociation has been shown by using endo-epi phase mapping on short and prolonged AF, thus suggesting that, even in the atria, complex 3-dimensional intra-wall structures could be relevant for successful ablation (Verheule et al., 2014; Parameswaran et al., 2020). Current ECGI systems still do not possess the required resolution, but such measurements could play a significant role in this scenario.



Volume Conductor Effects

The technique by which the volume conductor is accounted for mathematically affects the inverse solution, and therefore the accuracy of ECGI in describing AF electrophysiology. Generally, when traveling from the cardiac surface to the torso, the volume conductor is considered a spatio-temporal filter, which blurs detailed local atrial activations (Stinstra and Peters, 1998; Ramanathan and Rudy, 2001a; Nowak et al., 2006; Vanheusden et al., 2019). The accuracy of the solution can be affected by whether and how tissues and organs are included in the volume conductor model, as well as their localization and electric properties in the model (Gabriel et al., 1996; Klepfer et al., 1997; Ramanathan and Rudy, 2001a,b; Cheng et al., 2003; van Dam and van Oosterom, 2005; Potyagaylo et al., 2016, 2019; Tang et al., 2018).

The largest errors in inverse solutions related to the volume conductor arise from geometric errors (Hoekema et al., 2001; Cheng et al., 2003; Yao et al., 2016). Errors related to electrical properties of thoracic tissues appear limited (Ramanathan and Rudy, 2001a,b; Cheng et al., 2003; Potyagaylo et al., 2016). Geometric errors lead to deviations in localization of activation and potential features, whereas the lack of consideration for inhomogeneities (or misrepresentation of their electrical properties) leads to a change in morphology of these features (Klepfer et al., 1997; Ramanathan and Rudy, 2001a,b; van Dam and van Oosterom, 2005). Activation-based methods appear more robust to geometric errors (Cheng et al., 2003). A study using the fastest route algorithm as initial estimate for activation time imaging found the algorithm robust against lead and geometric errors (Potyagaylo et al., 2016). Reducing the need for incorporation of inhomogeneities may lead to the development of inverse solutions that are free from the need for patient-specific imaging. Recent simulation studies have shown the potential of detecting atrial location based on a Pattern Search algorithm on the L-curve curvature from the Tikhonov regularization method (Rodrigo et al., 2018; Gisbert et al., 2020).

To accurately reconstruct atrial activations, one study suggested that lungs and cardiac blood cavities within the thorax need to be correctly localized and described with realistic electrical properties (van Dam and van Oosterom, 2005). It was shown that inaccurate estimations of conductivities especially affected P-wave morphology (van Dam and van Oosterom, 2005). However, a similar setup also appears sufficient for determining the effect of ablation as well as contribution of the right and left atrium to the activity seen on the body surface (Jacquemet, 2015). One study simulating atrial repolarization, which used a reaction-diffusion system to reduce errors, showed that a homogeneous volume conductor is sufficient for reconstructing a realistic transmembrane potential distribution (Tang et al., 2018).

Another source of error is cardiac motion and respiratory movement. As shown in Cluitmans and Volders (2017) ventricular motion is associated with reduced reconstruction accuracy since when using a constant transfer matrix implies that due to the cardiac motion, the potentials are reconstructed on the wrong point in the epicardium.

If ECGI is used to determine spectral and temporal distributions on the AF propagation patterns, further understanding is needed on how the inverse algorithm attempts to compensate for the smoothening imposed by the volume conductor on the body surface signals, and on how it can potentially induce noise on the reconstructed atrial signals (such an understanding, in turn, requires insight about the mathematical and computational aspects of the inverse algorithm, Hansen, 2010). This also includes better characterizing the effect of regularization on the inverse solution.

Overcoming the above highlighted limitations/challenges is of great importance to the field. One could consider adding atrial wall thickness as a potential field source if appropriate estimation methods using source volumes instead of surfaces are used (He and Wu, 2001). This would complicate current estimation algorithms since transmural anatomy should be accounted for. The effect of taking this into account is yet unclear and it would require further investigation. Through a Finite Element Method (FEM) volume conductor model, electrical properties of the atria myocardium can be considered, and it would be more accurate if muscle elements such as anisotropy are incorporated, since it affects the dissociation between epicardium and endocardium (Hansen et al., 2015) and their respective signal amplitudes (voltages).

With respect to the volume conductor effect, further studies should be carried out aiming at the investigation of the endo-epi dissociation (Gharaviri et al., 2017), where both epi and endocardial atrial electrical activity is acquired simultaneously and recorded alongside high-density mapping of body surface signals (Vanheusden et al., 2019). For certain cases, it would be of relevance to pace the atrial substrate to have prior knowledge of the source, as well as in protocols where ablation did return a patient to sinus rhythm (Ramanathan et al., 2006). Studies further evaluating the anisotropic behavior of the atrial muscle, for example through fitting of appropriate wavefront propagation function onto atrial activation maps as well as simulation studies (Roney et al., 2019) should be conducted to allow the effect of anisotropy to be incorporated in volume conductors.

Future methods to overcome the limitations in the sensitivity of inverse problem related to noise in the geometrical conductivity relationship should focus on at least the following two points: first, the reduction of uncertainty in the estimation of the transfer matrix, derived from medical images in a process that can accumulate errors in different stages (e.g., voxel discretization, segmentation errors, or BEM assumptions); and second, to explore other estimation methods that are less sensitive to matrix inversion, especially in case of large matrices as it is the case with ECGI.

Regarding the latter, machine learning algorithms have been used to tackle ill-posed problems in other fields, and they showed to be able to overcome more traditional regularization methods. For instance, kernel methods for classification or Gaussian Processes for regression (Rojo-Álvarez et al., 2018) showed to overcome Least Squares (with L1 and L2 regularization). Furthermore, recent progress in reconstructing head models have shown the potential to derive information about electrical conductivity of brain tissue using information from T1 and T2-weighted images from MRI (Rashed et al., 2020). These results allow us to envision that similar approaches might help in defining better the electrical properties of torso tissues in future systems. Similarly, neural networks may become of interest in spatial clustering and classification of ectopic atrial foci into atrial (ablation) regions from body surface maps (Ferrer-Albero et al., 2017).



ECGI VALIDATION IN AF: OUTCOMES FROM MATHEMATICAL MODELING, ANIMAL MODELS, AND PATIENTS

The mechanisms that initiate and maintain AF are still under debate, and consequently, optimal treatment targets remain undefined, as well as the optimal signal processing tools to identify such targets. In the literature, spectral components, instantaneous phase or global degree of organization (also known as AF substrate complexity) have been applied to characterize AF. All of them have their own advantages and drawbacks. In addition, the signal length seems to affect the analysis since complex rhythms tend to reveal different patterns when signals of longer duration are analyzed. This section provides a review of the studies evaluating and validating ECGI to measure those characteristics, together with the efforts done to determine how well the organization of AF propagation patterns can be estimated from the body surface. This in turn may help understand the potentials and limitations of ECGI in reconstructing this information at the level of the heart, and help understand the type of questions that can be reliably tackled by ECGI when it comes to diagnosis and treatment of AF.


Validation of ECGI During AF in the Spectral Domain

A direct comparison between endocardial and BSPM recordings in AF patients showed the feasibility to non-invasively detect the highest dominant frequency (Guillem et al., 2013) in both atria (Figure 3). The areas of highest dominant frequency have been shown to correlate with the rotor core in both models and AF patients (Marques et al., 2020a,b). On the other hand, Vanheusden et al. found significant differences in highest dominant frequency values between intra-cardiac and torso signals, when evaluating the highest dominant frequency behavior in AF patients using simultaneously measured virtual atrial electrogram signals from both atria and BSPM (Vanheusden et al., 2019). As for ECGI specifically, both mathematical models and clinical recordings have been used to validate the accuracy of non-invasive mapping to identify dominant frequencies (Figure 4; Figuera et al., 2016; Pedrón-Torrecilla et al., 2016; Zhou et al., 2016; Rodrigo et al., 2017a; Cámara-Vázquez et al, 2021). Since computation of highest dominant frequency requires a time segment, it is obtained as the average over a certain period, and appears to be a more robust parameter in AF patients than instantaneous signal properties such as phase (Pedrón-Torrecilla et al., 2016). Persistent AF patients presented rotor drifting, but with spatial repetition of the highest dominant frequency sites. Paroxysmal patients showed left-to-right maximal frequency gradient, as opposed to the situation for persistent AF patients (Lazar et al., 2004; Atienza et al., 2006, 2009). Nevertheless, the combination of re-entrant analysis and highest dominant frequency regions has been suggested as an optimal approach to identify AF drivers from ECGI in a computational study by Rodrigo and colleagues (Rodrigo et al., 2017a). Non-invasive estimation of frequency of activation during AF showed to be more accurate with a wavelet-based approach rather than with Welch method in both models and AF patients (Marques et al., 2020b).
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FIGURE 3. Intracardiac electrograms (EGMs) and body surface ECGs and their dominant frequency (DF) distribution in a sample patient with a right-to-left DF gradient. (A) EGMs recorded at different atrial sites and their corresponding power spectra. (B) Selected BSPM leads and their corresponding power spectra. (C) Intracardiac DF map. Black arrow points to the right atrial (RA) region with highest DF. (D) 2D DF map on the torso surface with superimposed locations of electrodes from (B). CS indicates coronary sinus; LA, left atrium; LIPV, left inferior pulmonary vein; LSPV, left superior pulmonary vein; RSPV, right superior pulmonary vein; SL, surface left; SP, surface posterior; SR, surface right; and SVC, superior vena cava. Figure modified from Guillem et al. (2013).
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FIGURE 4. Validation of inverse computed DF maps. Electrocardiographic imaging (ECGI) inversely computed (A) and simultaneously recorded (B) DF maps obtained in a patient in which a multipolar catheter was sequentially placed in the right and left atria. Figure modified from Pedrón-Torrecilla et al. (2016).


Although these spectral-domain metrics demonstrate reasonable correlation with invasive localization of AF drivers, their potential to manage AF therapy (e.g., guide ablation procedures) remains untested/unproven.



Validation of ECGI During AF in the Time and Phase Domains

Due to the high activation rate, activation maps are typically not used during AF. Conversely, phase mapping has been applied to identify repetitive activation patterns (Guillem et al., 2016; Rodrigo et al., 2014). In 2D models of human atrial tissue and recorded in isolated sheep hearts, phase maps have been used to detect relatively stable re-entries and foci (Zlochiver et al., 2008). Additionally, as mentioned in the introduction, computational studies suggest that BSPM (without ECGI) may already provide a characterization of AF mechanisms, by allowing the non-invasive characterization of rotors and their location in the atria, and showing large areas of highest dominant frequency, with values close to the frequency of rotation of the atrium rotor (Marques et al., 2020a). Conversely, the mechanism of multiple and continuous intra-atrial re-entry is generally observed with unstable and short-lived patterns when compared to the ectopic and rotor mechanisms.

Importantly, phase mapping is only possible for simultaneously acquired signals, and is thus typically not available for invasive recordings, where data points are collected sequentially. Basket catheters do allow for simultaneous recordings at multiple locations of the atria. However, coverage of the atrial chambers is sometimes poor and leaves unmapped areas, which prevents from generating reliable phase mapping. Consequently, the lower resolution of ECGI compared to invasive recordings may be compensated by its ability to provide reliable phase mapping in the entire atrial surface. Nevertheless, the quality and number of phase singularities computed from ECGI may be dependent on using one or two volumes for the atria geometries, and it is likely that there exists a loss of information in the interatrial septum when two volumes are used. Some preliminary studies suggest that only one volume should be used (González-Ascaso et al., 2020), but this issue still remains unclear. Recent studies in AF patients correlated the rotors detected by invasive mapping with ECGI showing a high correlation in occurrence of 0.97 (Metzner et al., 2017). Additionally, detection of AF re-entrant sites in AF patients showed good correlation in non-invasive and invasive methods, and correlation between the number of simultaneous re-entrant regions (Rodrigo et al., 2020). Recently, a novel vector mapping approach called stochastic trajectory analysis of ranked signals (STAR) has been proposed as an alternative to the use of phase mapping for localizing AF drivers. This system can be used with sequential invasive recordings, and it could be successfully used to terminate AF during catheter ablation (Honarbakhsh et al., 2019, 2020).



Validation of ECGI to Guide Ablation Therapy

Several studies have reported ECGI as a valid tool to detect and localize re-entrant activity in the atria with the purpose of guiding clinical therapy. Identification of regions of AF generation and maintenance with ECGI in AF patients showed AF termination with ablation near those ECGI-detected sites (Figure 5; Cuculich et al., 2010; Haïssaguerre et al., 2013, 2014). This was also validated in a larger population of 103 persistent AF patients (Haïssaguerre et al., 2014), and proved to be helpful in shortening ablation times. In a multicenter study, good results were also reported using ECGI prior to ablation procedures for driver identification with favorable outcomes at 1 year, with 78% of the patients without AF recurrence (Knecht et al., 2017). In this study, ECGI was used in eight centers with no experience and similar results, showing the reproducibility of the technique and an easy adaptation in the clinical practice. Overall, the study showed that ECGI-ECVUE mapping system accurately identified focal and localized re-entry circuits, which after being ablated resulted in AF termination in 64% of 118 patients. 81% of the drivers were re-entrant, and 19% were focal (53% located in the left atrium, 27% in the right atrium and 20% in the anterior interatrial groove). Focal breakthroughs were mostly located on the PV ostia. Different types of phase singularity movements (figure-of-eight shaped re-entry; the phase front ends organized as a pair of rotors with opposite chiralities, rotating clockwise and counterclockwise) were frequently observed. Most of the majority of the identified rotors meandered, and their rotation was, in most cases, less than one full rotation. Importantly, ECGI was used in these studies to characterize AF mechanisms but no ground truth data were available to validate the outcomes, and when ECGI was used to guide therapy, no control group was used. Despite these limitations, these studies show the potential benefit of ECGI characterization of AF mechanisms.
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FIGURE 5. Re-entrant activity cluster maps from driver-guided ablations in terminating (A) and non-terminating patients (B) (modified from Rodrigo et al., 2020).


More recently, ECGI was used for guiding ablation procedures and it was reported that it could be used for patient stratification since differences in driver locations were found non-invasively in patients with AF acute termination compared with patients with unsuccessful termination outcomes (Gao et al., 2019). In a later study, a moderate correlation between the number of simultaneous re-entrant regions with the outcome of AF ablation has also been reported (Figure 5; Rodrigo et al., 2020). Moreover, other recent studies showed the potential of preoperative non-invasive mapping for the characterization of AF in combination with other ablation procedures like Cox-Maze procedures, to personalize the intervention to the patient in combined cardiac surgeries (Ehrlich et al., 2019; Osorio-Jaramillo et al., 2020b).

By combining the information provided by ECGI with other structural information, such as fibrosis (obtained from late gadolinium MRI) has shown to be useful in identifying re-entrant activity around fibrotic areas (Roney et al., 2016; Cochet et al., 2018). In addition, modeling patient fibrosis and combining it with ECGI showed better results in AF characterization (Boyle et al., 2018), which is linked to the outcome of ablation strategies (Chelu et al., 2018), thus improving therapy guidance. Nevertheless, some authors reported ECGI-detected rotors are not directly associated with the location of fibrotic areas (Sohns et al., 2017), but suggested that personalized MRI-based atrial models in combination with non-invasive mapping could be used for guiding ablations in persistent AF patients (Sohns et al., 2018).

Notwithstanding the difficulties of finding a gold standard for ECGI validation in detecting AF mechanisms of generation and maintenance due to the low spatial resolution of reconstructed electrograms, ECGI technology has proven to be useful for identifying relevant AF drivers. Non-invasive mapping has been crucial in studies that explored new ablation therapies in addition to pulmonary vein isolation to restore sinus rhythm in AF patients (Haïssaguerre et al., 2014), by identifying AF drivers in other parts of the atria. Despite that, ECGI is still not typically used for ablation yet. This is mainly because it requires collection and analysis of BSPM signals, which still implies additional time and cost. Moreover, it requires trained personnel and it involves ionizing radiation in case of CT scan, or it requires compatible equipment in case of MRI. More efficient or alternative solutions to the above factors may help ECGI become a standard tool in ablation procedures.



Non-invasive Characterization of the AF Organization

When it comes to AF diagnosis and treatment, it is known that patients with similar AF progression (measured in terms of episode duration as paroxysmal, persistent, or permanent) may still respond differently to the same treatment (Kirchhof and Calkins, 2017). This may be due classification based mainly on episode duration may not represent sufficiently well the continuous spectrum of AF progression, ignores the structural component of AF disease, and may overlook subtle differences associated with the corresponding degree of AF substrate complexity. However, taking AF organization into account may form the basis for a more adequate stratification of AF patients (Kirchhof et al., 2012; Lankveld et al., 2014). In this respect, studies on non-invasive mapping AF (Guillem et al., 2009b) already demonstrated different degrees of organization between several patients.

In a study based on a goat model of AF, non-invasive measures of AF substrate complexity were computed on invasive recordings, and used to discriminate between short-term and long-term AF (Bonizzi et al., 2015; Figure 6). Results showed that ECG-based measures of AF substrate complexity can discriminate between short-term and long-term AF, and correlate well with standard invasive AF complexity measures (including number of waves, number of breakthroughs, wave size, wave velocity, and atrial fibrillation cycle length). In another study, Zeemering et al. (2018) showed that ECG-based measures of AF substrate complexity in AF patients can improve prediction of successful pulmonary vein isolation and progression to persistent AF compared with common clinical and echocardiographic predictors. A recent study showed that with a suitable pre-processing of the ECG, a more sensitive non-invasive characterization of the AF substrate is possible, which allows to identify short-term atrial activity dynamics significantly associated with AF recurrence in AF patients 4–6 weeks after electrical cardioversion (Bonizzi et al., 2020). These findings from BSPM suggest that the (dis)organization of the atrial propagation patterns, and the corresponding degree of electrophysiological remodeling, do reflect, to a certain extent, on the body surface, that the quality of this information is enough to assess AF progression, and that it can be used for diagnostic purposes.
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FIGURE 6. Overview of electrocardiogram (ECG) signal processing and complexity parameter computation. In the time-domain, multi-dimensional parameters derived from multiple leads can be computed on both the extracted atrial activity, as well as on the TQ-segments of the original ECG. In the frequency domain, complexity can be quantified based on spectra computed from a single lead or multiple leads. DF, dominant frequency; OI, organization index; SE, spectral entropy; RHE, relative harmonic energy; MDF/MOI/MSE, multi-dimensional DF/OI/SE; SC, spectral concentration; SV, spectral variability; SAE, sample entropy; FWA, fibrillation wave amplitude; FWP MAW, fibrillation wave power of the main atrial wave; K0.95, C, spatial complexity parameters; NMSE, CV, variability of spatial complexity; MFWA, multi-dimensional FWA. With permission from Zeemering et al. (2018).


Localizing AF substrate complexity at the level of the heart is another target for ECGI to stratify AF patients and potentially guide catheter-based ablation. In this respect, non-invasive assessment of AF complexity from BSPM (Meo et al., 2018; Bai et al., 2019) and ECGI (Lim et al., 2017; Rodrigo et al., 2020) has been consistently correlated with ablation outcome. Higher levels of complexity are good predictors of unsuccessful ablation procedures. As for ECGI specifically, already in 2010, Cuculich et al. (2010) demonstrated that ECGI offers a non-invasive way to map epicardial activation patterns of AF in a patient-specific manner. The results highlight the coexistence of a variety of mechanisms and variable complexity among patients and the possibility of being evaluated from ECGI. The distribution of AF patterns has been associated with procedural outcomes and could be used to stratify patients.



Future of ECGI Validation

ECGI is the first mapping technology that allows a global mapping of both atria simultaneously in a beat-to-beat process. Global mapping has allowed the development of novel AF treatment approaches based on the indication from ECGI maps during AF (Haïssaguerre et al., 2014). Several questions remain open for validation, including what the required resolution is for reliable and accurate reconstruction of the atrial electrical activity, and what the best clinical metrics are for guiding AF ablation.



CLINICAL APPLICATION: FROM CLINICAL NEED TO WORKFLOW INTEGRATION

ECGI may provide a promising opportunity to improve the management of the growing clinical and social burden of AF. A better characterization of the fibrillatory activity offered by the panoramic and non-invasive ECGI mapping of AF simultaneously across the two atria in real time will arguably help patient management for both ablative and non-ablative therapies (Haïssaguerre et al., 2014; Sohns et al., 2017; Rodrigo et al., 2020). Successful application of ECGI in a clinical setting depends on the appropriate clinical goals. Such goals can be divided in two general categories: the first is the opportunity to guide invasive procedures in patients referred for ablation, and the second is to improve patient stratification and treatment selection, possibly leading to a revision of recommendations. The technical requirements for these goals may be different. For example, guiding invasive ablation procedures typically would require the accurate detection and localization of AF drivers such as focal or re-entrant patterns of activation. On the other hand, pre-procedural screening of candidates for successful ablation (or drug therapy) may be based on globally derived metrics of organization and activation rate without the need for precise localization of drivers.

Due to the complex activation nature of AF, with substantial presence of coexisting non-periodic and directionality-varying activation waves in a complex anatomical substrate, clinically meaningful arrhythmia characterization poses a task more challenging in AF than in other cardiac arrhythmias. To facilitate their use and interpretation, the derived ECGI potential maps in the clinic are commonly narrow–band filtered and further processed. This includes transformation of the original signals in the time domain into the phase and frequency domains to extract information about AF mechanisms and complexity (see sections “ECGI in AF: Methodological Considerations” and “ECGI Validation in AF: Outcomes From Mathematical Modeling, Animal Models, and Patients”). For example, activation rate can be extracted from the dominant frequency, and the presence of re-entrant activity can be extracted from phase analysis. Such transformations may allow for a more robust AF characterization approach than others directly based on activation time or wavefront reconstruction.

Table 1 shows the studies identified in the literature where ECGI has been applied to AF (identified through electronic databases including PubMed, Science Direct, IEEE, Scielo, Scopus and Web of Science, from 2000 to 2020; related publications from the Consortium for ECG Imaging (CEI) member were also included). A total of 32 studies were identified (24 original papers, 6 conference papers, 1 conference abstract, and 1 Ph.D. thesis). Around 65% of the studies applied the ECGI technique in AF patients, 10% in both AF patients and AF mathematical models and the remaining only in AF mathematical models. A total of 752 AF patients were reported in the ECGI studies. Around 53% of the studies used CT and 28% an MRI scan to obtain both torso and atria geometries. The remaining studies used realistic 3D models of torso/heart. For the ECGI commercial systems, currently there are three different systems available, ECVUE System (CardioInsightTM Noninvasive 3D Mapping System, Medtronic) with 256 BSPM electrodes and CT imaging modality (FDA and CE Mark), Amycard 01C Noninvasive Epicardial and Endocardial Electrophysiology System (NEEES, EP Solutions SA, Yverdon-les-Bains, Switzerland) with 224 BSPM electrodes and CT/MRI imaging modality (CE Mark), and ACORYS (CORIFY Care SL) with 128 BSPM electrodes and Photogrammetry imaging modality (research only). Epicardial signals were calculated in around 47% of the studies with proprietary commercial solutions (80% with ECVUE-CardioInsight and 20% with Amycard01C-NEEES), representing 82.6% of the studied patients (80.4% from CardioInsight).


TABLE 1. Electrocardiographic imaging (ECGI) studies in atrial fibrillation (AF).
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ECGI for Improved Ablation Guidance

The cumulative density maps of drivers (rotors or focal activity) derived from ECGI have been successfully used for guiding ablation procedures with persistent AF, reaching success rates as high as 85% patients free from AF 12 months after the procedure (Haïssaguerre et al., 2014). As mentioned in section “Validation of ECGI to Guide Ablation Therapy,” these results were confirmed in the AFACART multicenter study that involved centers without prior experience using ECGI mapping systems (Knecht et al., 2017). These findings would contribute to provide a technical basis to approach the main clinical needs in AF: the guidance of ablation procedures, which nowadays presents sub-optimal outcomes for single and multiple procedures (Haïssaguerre et al., 2014; Kirchhof and Calkins, 2017).

An advantage of using MRI to derive the torso-heart geometry is that MRI could be also assisted by deploying Delayed-Enhancement MRI, as another non-invasive modality that can be used to plan and guide ablation procedures in AF patients (Oakes et al., 2009). Accordingly, areas with structural damage, scar progressed fibrosis would appear enhanced in these images and isolation of islands of fibrosis has been proposed as a substrate-based approach for individualizing AF ablation (Akoum et al., 2015). Thus, the combined use of MRI and ECGI may provide the advantage of guiding to possible substrate targets identified by the MRI and to possible AF drivers identified by the ECGI and residing outside of the fibrotic areas (Sohns et al., 2017). The role of the therapeutic MRI-detected atrial substrate modification in patients with persistent AF is currently under evaluation in the ongoing DECAAF II trial (Siebermair et al., 2017).

Recent reports on stereotactic radiotherapy applied to treat ventricular arrhythmias (Cuculich et al., 2017) or atrial fibrillation (Shoji et al., 2019), suggest a non-invasive therapeutic alternative that may expand the possibilities of non-invasive modalities for guiding ablation procedures without catheters.



ECGI for Improved Patient Selection

Although ablation procedures are generally safe, they are not totally free of risks, require substantial resources, and are not indicated for all AF patients (Cappato et al., 2010; Khaykin and Shamiss, 2012). An ECGI-based panoramic mapping of AF simultaneously across both atria may enable pre-procedural screening and planning of ablation procedures to possibly reduce these resources and risks. As a possible paradigm for such an approach, the study by Atienza et al. (2009) found that AF showing no inter-atrial gradients of dominant frequencies did not terminate by ablation and therefore, the ECGI is envisioned as being able to provide a quantitative index to better screen patients for ablation or other therapeutic procedures. This frequency-based screening approach seems viable as the dominant frequency mapping during AF by the BSPM, a first step of the ECGI procedure, has been validated by comparing the dominant frequency atrial maps based on EGGI with maps based on intracardiac recordings (Figure 7; Haïssaguerre et al., 2014; Pedrón-Torrecilla et al., 2016). A direct support for the screening possibility was provided by a study by Meo et al. (2018) showing that BSPM contains sufficient information on the complexity of spatiotemporal patterns of atrial electrical activation to predict which patients may benefit from ablation therapy, and may thus serve to select patients suitable for this invasive therapy. The increasing complexity of non-invasive AF patterns with longer AF duration was associated with a decline in acute termination rates and decreased long-term efficacy, underscoring the importance of early AF treatment (Kirchhof et al., 2020). In the same direction, a study by Rodrigo et al. (2020) showed that complexity of electrical patterns projected reliably on the atrial surface can be derived from ECGI measurements and thus may serve in stratifying patients and recommend for ablation preferentially those with less complex electrical substrates.
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FIGURE 7. ECGI-based (A,B) and intracardiac-based (C,D) dominant frequency maps of patients with a left-to-right dominant frequency gradient (A,C) or a right-to-left dominant frequency gradient (B,D). Modified from Pedrón-Torrecilla et al. (2016).


Overall, the possibility of characterizing the atrial activation patterns non-invasively by ECGI is an incentive for further development of this technology to predict the outcome and evaluate the effect of both ablative and non-ablative AF therapies by directly monitoring the electrical activity in the atria. One challenging development also needs to address the derivation of ECGI metrics employed for screening and guiding ablation procedures of AF patients presented to the ECGI evaluation in sinus rhythm. These new potential applications of ECGI have a much wider potential use in clinical practice than simple ablation guidance and may become the preferred approach for patients’ clinical management. Furthermore, the STRATIFY-AF study is currently analyzing the role of non-invasive risk ECGI-based stratification of ambulatory AF patients and could serve as a basis for establishing novel management approaches (Atienza et al., 2021).

Even in the absence of AF, studying atrial activation patterns from BSPM recordings has been shown to be informative on the substrate for AF (Schill et al., 2020). ECGI has previously been applied to non-invasively study the P wave (Figure 8), and extension of such analysis to study the substrate for AF in sinus rhythm may help predict the effect of therapy.
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FIGURE 8. Epicardial activation pattern of an individual without a history of AF, highlighting the level of detail with which the activation pattern can be studied on the atria to better understand normal patterns and diseased patterns that may reflect AF substrate. The left panel shows the torso electrodes (black dots) and torso (gray surface) with cardiac structures inside. The middle panel shows the atrial epicardial activation sequence as mapped with Electrocardiographic imaging (ECGI). The right panel shows corresponding body-surface P-waves of leads V1, V6, and V8. LA, left atrium; RA, right atrium; LV, left ventricle; RV, right ventricle; PV, pulmonary vein; LAA, left atrial appendage; RAA, right atrial appendage. Figure modified from Lankveld (2016).




Implementing ECGI in a Clinical Workflow

Despite intensive research and development efforts, the clinical adoption of ECGI for AF ablation is currently limited. Several factors may contribute to such limited use. First, as discussed above, accurate and validated maps of the atrial source signals are difficult to reconstruct in ECGI and until reliable mapping is demonstrated clinicians will be hesitant to adopt the approach. Second, mechanisms of AF maintenance and termination by ablation are not fully understood, which may also reduce the endorsement of any AF mapping system by the clinicians. In comparison, the ECGI method has been gaining an increasing clinical credibility for VT ablation following demonstration of success cases (Cuculich et al., 2017). In AF, Haïssaguerre et al. demonstrated the clinical potential of ECGI in AF, where over hundred persistent AF patients were enrolled (Haïssaguerre et al., 2014). Further independent studies on complex and less understood AF, would be of importance to increase worldwide clinic adoption of ECGI for AF.

In addition, practical workflow hurdles can also possibly explain the limited usage of ECGI in AF. The ECGI approach is logistically challenging as it depends on a combination of imaging, mapping and ablation procedures requiring seamless coordinated efforts by various clinical and technical support teams. The efforts include a pre-procedure selection and testing of the multi-electrode body surface vest to fit the patient habitus and then keeping the vest tight and in position during the CT/MRI scan and the following AF mapping and ablation procedure. The time between CT/MRI and any EP procedure may last >4 h to allow for processing of the image data, generation of the torso-heart geometry, and preprocedural EP lab preparations or wait-time. These lengthy protocols may introduce another limitation: although during the procedures multiple movies and maps can be readily reconstructed about 30 min after each electrical recordings’ episode, the quality of the maps may be diminished with time, because over time the electrodes in the vest can become more prone for displacement, which has been found to affect more than 20% of the recordings.

The successful clinical implementation of ECGI for AF management requires defining metrics of clinical success, such as freedom from AF and improved quality of life, vs. economic metrics of long-term financial investment and reduction in AF therapy costs, as well as adjustments of workflow and infrastructure. Important components for the effectiveness of the ECGI approach in successful AF management are its hardware fidelity and the specialized training of operators and physicians, both critical for a standardized high-quality operation of the approach. Recent studies highlighted the limitations in the optimization procedures (Bear et al., 2015) and accurate determination of spatiotemporal patterns of epicardial potentials (Duchateau et al., 2019) based on ventricular recordings. It has been suggested that those limitations could be possibly overcome by improved hardware, which will require increased industry effort, as well as more careful registration of body-heart and electrode (vest) geometry and properties, which will require a better operation of the ECGI system and procedures by staff at the clinical settings (Rudy, 2015, 2019).

The adoption of ECGI in the clinical practice is predicted to continue to be challenging with a likely requirement in modifications of traditional workflow and infrastructures. In either the pre- or intra-EP procedure setting, the CT/MRI imaging modalities used in ECGI will need to be better integrated with the EP modalities for recording and analysis, as well as ablation, to optimize ECGI usage. That integration is predicted to require an infrastructure retrofitting to clinics, which is seen as a major financial impediment for adoption of the new technology (Greenhalgh et al., 2017a,b). As an alternative, other solutions focus on possibly eliminating the CT/MRI modality from the ECGI workflow (Rodrigo et al., 2020) to facilitate the torso-heart geometrical registration procedure.



DISCUSSION

Atrial fibrillation substrate mapping is one of the main challenges of cardiac electrophysiology. During the last two decades endocardial mapping has failed to provide a stable methodology to identify AF ablation target regions. ECGI is nowadays the only technology that can provide mapping of both atria simultaneously and has demonstrated limited but promising clinical efficacy to guide ablation procedures. However, performing ECGI adequately in the clinical practice is a complex process. For any application, ECGI is challenging due to its inherent instability (ill-posedness, which can be partially tackled by regularization methods) and required clinical investments (application time, need for specialized operators, and dedicated imaging). On top of these general ECGI challenges, the signal processing of atrial signals (generally having a lower amplitude on the body-surface recording) and disorganized signals (during AF) is more challenging than reconstructing ventricular or “regular” signals. Balancing these trade-offs, most applications of ECGI for atrial signals have reverted to using approaches that are less sensitive to noise (typically reconstructing epicardial potentials with Tikhonov regularization) but may also deliver a relatively low resolution. Further post processing of such signals has proven to be essential to extract relevant information, and may include translation from the reconstructed time-domain signals to the frequency domain. For example, it was shown that reconstructing electrograms during AF may be challenging, but that phase and spectral analysis of such signals can still provide relevant information on activation sequences, activation rates and regions with dominant rotational frequencies.

As with any AF treatment innovation, it remains an ongoing challenge to validate that such information is relevant in guiding AF management. Additionally, ECGI for AF does not necessarily mean ECGI in AF, and studying atrial activation patterns in sinus rhythm may already be informative on the underlying (structural) substrate.

Classifying AF in subtypes (which may have relevance for therapy) has been performed repeatedly and on different signal sources (12-lead ECG, BSPM, ECGI, invasive recordings or imaging data). ECGI may provide an attractive alternative to go beyond the “persistent” vs. “paroxysmal” classification that is purely based on AF duration. Non-invasive ECGI metrics may yield a more accurate representation of the mechanisms and substrate for AF, and may thus be better suited for guiding AF management. Even if ECGI classification metrics significantly overlap and thus may not be of significance for an individual patient, they may still teach us more about the mechanisms of AF. Improvements would allow us to select patients for therapy (e.g., derive and evaluate metrics that predict ablation outcome/success). Next steps include localizing abnormalities which can guide invasive ablative therapy to specific myocardial regions, for improved outcome.

Clinical application of ECGI as a standard tool for guiding AF treatment would require improvements in the technology to streamline workflow and an extensive validation of patients’ stratification and ablation guidance efficacy. The combination of electrical mapping through ECGI with other auxiliary clinical techniques could potentially advance understanding of arrhythmia mechanisms and treatment options. Such advances are particularly important for AF, which is the most common arrhythmia with inter-patients heterogeneity with both electrical and structural remodeling. Whereas, ECGI may provide novel insights into the electrical activity, structural imaging (CT, MRI, ultrasound) can provide complementary information which may be of particular importance in multi-factorial diseases such as AF. At an individual patient level, combining pre-procedural ECGI with pre-procedural structural imaging and intra-procedural mapping may lead to higher diagnostic and therapeutic value.

Integration and adoption of ECGI in clinical setting will be a reality only once it has been shown to add substantial benefits. Improving the integration of ECGI in a clinical workflow will also depend on its need for specialized personnel and pre-procedural imaging. Simultaneously, if ECGI could be used to speed up AF ablation procedures, overall workload reduction could be achieved. Combining workflow improvement, decreased ablation procedural times with improved patient outcome would then support reimbursement and implementation in the daily clinical management of AF. Until those technological challenges are overcome, ECGI for AF is a powerful research tool and provides clear benefits to better understand AF mechanisms. Figure 9 presents a roadmap summarizing some of the possible future directions for the ECGI.
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FIGURE 9. Roadmap with future directions of Electrocardiographic imaging (ECGI) in atrial fibrillation (AF).




CONCLUSION

The development of ECGI for better understanding AF mechanisms and potentially guiding therapy has a long and rich history. Its potential immediate value may lie particularly within its ability to help understanding AF mechanisms and the effects of treatment. In the future, ECGI may be better integrated with cardiac structure-function imaging modalities and other approaches. The combination of those approaches holds the promise that ECGI may be developed further to deliver a much-needed non-invasive electrical mapping approach that is key to guide AF treatment.
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Atrial fibrillation (AF) is the most common arrhythmia that leads to thrombus formation, mostly in the left atrial appendage (LAA). The current standard of stratifying stroke risk, based on the CHA2DS2-VASc score, does not consider LAA morphology, and the clinically accepted LAA morphology-based classification is highly subjective. The aim of this study was to determine whether LAA blood-borne particle residence time distribution and the proposed quantitative index of LAA 3D geometry can add independent information to the CHA2DS2-VASc score. Data were collected from 16 AF subjects. Subject-specific measurements included left atrial (LA) and LAA 3D geometry obtained by cardiac computed tomography, cardiac output, and heart rate. We quantified 3D LAA appearance in terms of a novel LAA appearance complexity index (LAA-ACI). We employed computational fluid dynamics analysis and a systems-based approach to quantify residence time distribution and associated calculated variable (LAA mean residence time, tm) in each subject. The LAA-ACI captured the subject-specific LAA 3D geometry in terms of a single number. LAA tm varied significantly within a given LAA morphology as defined by the current subjective method and it was not simply a reflection of LAA geometry/appearance. In addition, LAA-ACI and LAA tm varied significantly for a given CHA2DS2-VASc score, indicating that these two indices of stasis are not simply a reflection of the subjects' clinical status. We conclude that LAA-ACI and LAA tm add independent information to the CHA2DS2-VASc score about stasis risk and thereby can potentially enhance its ability to stratify stroke risk in AF patients.

Keywords: computational fluid dynamics, mean residence time, 3D shape analysis, indices of stasis risk, passive tracer transport


INTRODUCTION

Arial fibrillation (AF) is the most common arrhythmia, affecting three to six million US patients a year. This number is rapidly increasing with 12.1 million AF patients expected by 2030 (Virani et al., 2020). Due to the complex morphology of the left atrial appendage (LAA), as compared with the relatively smooth-walled left atrium (LA), the LAA is a favored location for thrombus formation (Reddy et al., 2013). These thrombi are known to cause stroke in AF patients. The CHA2DS2-VASc score is the most commonly used index for making clinical decisions regarding the management of AF patients. While this index is based on clinical data, it does not incorporate the role of LA–LAA geometry or local hemodynamics in the thromboembolic risk assessment.

The hypothesis that there is a correlation between the LAA morphology and stroke risk has been tested in several studies. Many indices have been examined in this context: LAA orifice diameter; number of branches and twigs; degree of coverage with fine structures (Ernst et al., 1995); LAA volume, depth, and number of lobes (Beinart et al., 2011); LAA takeoff from mitral valve (Nedios et al., 2014); and existence of a bend in LAA with an acute angle (Yaghi et al., 2020). Di Biase et al. (2012) categorized LAA shapes into four groups: chicken wing, windsock, cactus, and cauliflower shapes (Figure 1A). They concluded that patients with the chicken wing morphology are less likely to have a stroke. Although these results are promising, there is a large variability in stroke occurrence within a given LAA shape category (Khurram et al., 2013; Nedios et al., 2014; Sanatkhani and Menon, 2017; Yaghi et al., 2018). The subjective nature of LAA shape categorization may contribute to this variability. In an effort to objectify this, a recent study from our group has quantified LAA morphologies using principal component analysis (Sanatkhani and Menon, 2018). This approach uses the entire three-dimensional cardiac computed tomography (CCT) image, as opposed to isolated measurements of LAA dimensions, and therefore is more objective and comprehensive in quantifying LAA appearance.


[image: Figure 1]
FIGURE 1. (A) One representative 3D reconstructed left atrial appendage (LAA) surface geometry from our cohort from each of the four categories proposed by Di Biase et al. (2012). (B) Generic flow waveform over one cardiac cycle used to generate subject-specific waveforms based on subject's cardiac output and heart rate (adapted from Smiseth et al., 1999). To avoid tracers exiting left atrial inlets, the waveform is shifted such that the backflow occurs at the end of the cardiac cycle around t = 0.6 s. (C) Sample geometry with LAA filled with tracer (colored red). All inlets (four pulmonary veins), the outlet (mitral valve), and the location of LAA are displayed. (D) A representative left atrium and LAA geometry meshed with tetrahedrons. A section through the appendage region shows a finer mesh inside the appendage. Furthermore, it shows the use of prismatic layers at the wall boundary.


Several surrogates of thrombus-promoting flow patterns have been used to relate blood flow in vascular structures (including LA and LAA) to probability of clot formation: wall shear stress, shear strain rate, time-averaged wall shear stress, oscillatory shear index (Koizumi et al., 2015), time-averaged velocity, mean resident time (Rayz et al., 2010), local residence time (Esmaily-Moghadam et al., 2013), residual virtual contrast agent (Otani et al., 2016; Bosi et al., 2018), and vortex structure (Masci et al., 2019a,b). The most realistic solution to simulate clot formation is to model the transport of blood cells (i.e., platelets, red blood cells, etc.) in a geometry. A Lagrangian approach can be used for this purpose (Bernsdorf et al., 2006), which requires tracking of a large number of particles and a very fine mesh to resolve the flow field for particle tracking, making it computationally expensive (Rayz et al., 2010). A Eulerian approach, which approximates particle tracking, has been used with reasonable success for quantifying indices correlated with thrombus formation (Rayz et al., 2010; Esmaily-Moghadam et al., 2013; Otani et al., 2016; Bosi et al., 2018; Sanatkhani et al., 2018; Masci et al., 2019b). However, the Eulerian approach has not been employed alongside a systems model approach to correlate the patient-specific LAA geometries with the residence time in LAA and consequently thrombus formation probability.

The present study has two aims: (1) to introduce a Eulerian approach for calculating the blood-borne particles residence time distribution (RTD) in patient-specific LAA and (2) to evaluate the correlation between RTD and known physical (e.g., LAA appearance and location) or clinical (e.g., CHA2DS2-VASc score) indices. This patient-specific morphology and hemodynamics-based approach of calculating RTD may add novel value to the current methodology of stratifying stroke risk and therefore enhance AF management-related decisions.



MATERIALS AND METHODS


Data Acquisition

We performed CCT in a cohort of 16 AF subjects prior to an AF catheter ablation procedure. CCT images were obtained using a multidetector 64-row helical system (Brilliance 64, Philips, Netherlands). Image acquisition was ECG-gated when possible with the following parameters: 70–120 kV, 850 mA s, 0.6 mm beam collimation, 0.625–1.25 mm thickness, and 20–30 cm field-of-view. During an end-inspiratory breath-hold of 20 s and following a timing bolus-chase injection (20 ml at 5 ml s−1), 90 ml of an iodinated contrast medium (Ultravist 370, Bayer Vital, Cologne, Germany) was administered. Furthermore, subject-specific cardiac output and heart rate were measured. Heart rate and cardiac output data were used to scale (both the time and flow axes) a template LA inlet flow waveform (pulmonary vein flow) to generate a subject-specific LA inlet flow waveform (Figure 1B).



Image Segmentation

Contrast-enhanced CCT DICOM images were cropped and then smoothed using a median filter with a kernel of 5 × 5 × 5. Images were segmented in ParaView (version 5.9.0, Kitware, Inc., Albuquerque, NM, USA) using the marching cubes method to create an iso-surface, representing the LA surface. The extracted surface included pulmonary veins (PV), the LA and LAA walls, and the mitral valve plane (excluding the valves themselves; Figure 1C). Extracted surfaces were smoothed out for computational fluid dynamics mesh (Figure 1D) by removing spikes and reducing noise (i.e., simplifying polygons) in Geomagic Studio (version 10, Geomagic, Inc., Research Triangle Park, NC, USA) and ANSYS SpaceClaim (version 2020 R2, ANSYS Inc., Canonsburg, PA, USA). A more detailed flowchart of LAA segmentation is presented in Sanatkhani and Menon (2018).



LAA Appearance, LAA Location, and LAA–LA Size

LAA appearance was quantified according to the methodology described in Sanatkhani and Menon (2018). Briefly, principal component analysis was used to generate the eigenvectors of the LAA appearance of each LAA in our study cohort. Next, we reconstructed each subject-specific LAA using a successively increasing number of principal components (PCs) and calculated a normalized residual error in appearance reconstruction for each step, RE(i), as follows (Equation 1):

[image: image]

where RSS(i) is the residual sum of squares for the ith step (i.e., i PCs used in the reconstruction) and TSS is the total sum of squares. RE(i) decreases with increasing i because the more PCs we use to reconstruct an image, the more information is available to describe the details of the original image. Using all PCs would result in the original LAA image with zero residual error [RE(16) = 0]. We have defined the area under the curve of RE(i) vs. i as the LAA appearance complexity index (LAA-ACI); a larger area under the curve would correspond to a more complex appearance (e.g., see Figure 2A).


[image: Figure 2]
FIGURE 2. (A) Normalized residual error, RE(i), plotted as a function of the number of principal components (i) used to reconstruct the LAA appearance for three subjects. As i increases, RE(i) decreases, reaching a value of zero when i = 16, corresponding to a perfect reconstruction. LAA appearance complexity index (LAA-ACI) is defined as the area the area under the RE(i)–i curve; larger LAA-ACI corresponds to a more complex LAA appearance. (B) Geometrical features of these three LAAs, including LAA ostium, tip of the LAA, LAA lobes (shown by circles), and LAA centerline bend (shown by curved arrows). The rank ordering of these three LAAs based on the LAA-ACI (most complex to simplest) is subject #3, subject #1, and subject #2.


The LAA location with respect to the LA inlet and LA outlet was characterized by the distance from the center of the LAA ostium to the four inlets (i.e., pulmonary veins; dPV1, dPV2, dPV3, and dPV4) and the outlet (i.e., mitral valve; dMitral). LAA volume (VLAA) and LA volume (VLA) were calculated using the 3D reconstructed CCT images. Distances are reported in centimeters and volumes in milliliters.



Computational Fluid Dynamics

The prepared geometries were meshed in ANSYS Meshing. The maximum length for the tetrahedron edge was considered 3.5 mm for the whole geometry (including LA and LAA). Then, mesh was refined based on surface curvature to capture the topology. For instance, mesh at the tip of the LAA is finer than at the center of LA. Five prismatic layers at wall boundaries were used to resolve the boundary layer flow (Figure 1D). We used these settings for our course mesh. Next, we incrementally increased the number of elements until the changes in averaged wall shear stress in LAA were <5%. The number of mesh elements was chosen based on our mesh independency study. Based on the size and tortuosity of each subject, the number of mesh elements varied between 300,000 and 500,000 tetrahedrons, which was considered acceptable according to the literature (Otani et al., 2016; Aguado et al., 2019). LA and LAA walls were assumed to be rigid, impermeable, and with no-slip boundary conditions. Furthermore, for simplicity and lowering the computational costs, the mitral valve was assumed to be open throughout the simulation with both gauge pressure and velocity gradient set to zero. To prevent outlet backflow divergence, we extended the outlet in our geometries (Figure 1C) to develop a uniform with zero gradient velocity and pressure at the outlets. A velocity profile was prescribed at PV inlet boundaries. The PV waveform was generated by modifying a template normal waveform (Figure 1B) based on subject-specific cardiac output and heart rate. Blood was treated as an incompressible, Newtonian fluid with a density of ρ = 1, 060 kg m−3 and dynamic viscosity of μ = 0.00371 Pa s (Formaggia et al., 2009).

We first ran the fluid dynamics simulations until a hemodynamic steady-state was reached (after 25 cycles), as defined by the steady state of wall shear stress averaged over the LAA surface area of each subject. Thereafter, we performed simulations to analyze the transport of virtual tracer [i.e., passive scalar, representative of blood-borne particles (cells) that are neutrally buoyant in plasma] out of LAA. These tracer transport-related simulations were initialized with the LAA filled with the tracer concentration, C(t), of unity (representing an impulse filling of LAA with the tracer) (Figure 1C). Tracer advection was simulated using fluid dynamic analysis where the tracer concentration of each cell was calculated in the transport equation coupled with the momentum equations. The volumetric average of tracer concentration inside the LAA was recorded as C(t) for 150 s (Figure 3A). Based on the decay characteristics of C(t), we fitted a triple exponential model to C(t) that included an asymptotic term, C∞ (Equation A1).


[image: Figure 3]
FIGURE 3. (A) Spatially averaged LAA tracer concentration, C(t), plotted as a function of time for a representative LAA. Inset: Tracer concentration contours for selected time, illustrating the tracer washout from most of the LAA, except for the tip of the LAA. (B) E(t), the residence time distribution function quantifying the normalized rate of tracer washout across the LAA ostium, as a function of time for three representative subjects. Data for the first 10 s are shown to highlight the early washout. (C) Box plots showing the mean residence time, tm, for each of the four traditional LAA shape groups. There is large variability in tm within each traditional LAA shape group.


The dynamics of the tracer clearance from LAA was quantified in terms of the RTD function, E(t) (Fogler, 2016):

[image: image]

where M(t) is the outflow of tracer material (amount of tracer material per unit time) from LAA at the LAA ostium and Mtotal is the total amount of tracer that will leave the LAA over the period 0 to infinity. Thus, E(t), with the unit per second, represents the normalized outflow of tracer material from LAA at time t. As shown in the Appendix, we can rewrite Equation 2 in terms of the LAA tracer concentration, C(t), as follows:

[image: image]

where Δt and C∞ are the time increment used in the finite difference-based estimation of M(t) (Equation A3) and the asymptotic LAA concentration remaining in the LAA (Equation A1), respectively. Two measures of the propensity of particles to stay within the LAA were calculated: mean residence time, tm, which is the first moment of E(t) (Equation A6), and C∞ [C∞ = C(t → ∞), Equation A1]. A larger value for either of these two indices is expected to increase the clot formation risk.

The tracer transport was considered to happen with 0 m2 s−1 diffusivity, making the transport purely due to advection. We solved the transient transport equation for a scalar (i.e., tracer) using a laminar solver developed from IcoFoam and ScalarTransportFoam solvers in OpenFOAM (version 8, The OpenFOAM Foundation Ltd, Inc., UK). A time step of 500 μs was chosen based on a time-step independence study. We started with a 2 ms time step and decreased the value until the changes in averaged wall shear stress in LAA were <5%. The first-order implicit method was used for time discretization and second-order least-square scheme was used for pressure and velocity gradient discretization. First-order and second-order upwind schemes were used to discretize the divergence terms in the scalar transport equation and the convection term in Navier–Stokes equations, respectively. Pressure, velocity, and concentration tolerances were set to be 10−7, 10−8, and 10−8, respectively. For these simulations, 16 cores of Intel Zeon CPU with 2.7 GHz clock speed and 8 GB of RAM were used and the average execution time for each case was ~35 h. C(t) was extracted in ParaView from LAA and postprocessed in MATLAB® (version R2020b, MathWorks, Inc., Natick, MA).



Statistical Analysis

Continuous variables are expressed as mean ± standard deviation. Correlations between variables were determined by Spearman rank correlation. The relationship between LAA tm (dependent variable) and several independent (predictor) variables (e.g., LAA and LA morphological indices) was analyzed using backward multiple linear regression, which yielded the coefficients (β) of significant predictor variables and the respective 95% confidence interval (CI). The threshold for statistical significance, α, was set to 0.05. All statistical analyses were performed in SAS software (version 9.4, SAS Institute, Inc., NC, USA).




RESULTS


Study Subject Characteristics

A total of 16 subjects with symptomatic AF (eight paroxysmal, eight persistent) were studied (four samples per four LAA shapes; 11 males). The average age, heart rate, and cardiac output were 60.3 ± 11.1 years (range: 33–78 years), 71 bpm (range: 42–100 bpm), and 4.2 L min−1 (range 2.7–6.0 L min−1), respectively. The range of CHA2DS2-VASc scores was 0 to 4 (mean = 2.2 ± 1.1).



LAA Appearance Complexity Index (LAA-ACI)

The residual error for step i, RE(i), vs. i curves for three representative subjects is shown in Figure 2A, along with the geometry of the three LAAs (Figure 2B). Subject #3 requires significantly more PCs for accurate reconstruction and, therefore, has the largest LAA-ACI (i.e., area under the curve), indicating that this is the most complex appearance. The rank ordering based on the LAA-ACI is subject #3, subject #1, and subject #2. Interestingly, the rank ordering by the LAA mean residence time, tm, is subject #1, subject #3, and subject #2, suggesting that the LAA-ACI and tm are not conveying the same information.



Relating LAA RTD Function to Traditional LAA Shape Classification

The C(t) curve for a representative subject is shown in Figure 3A. The tracer washed out from the regions close to the LAA ostium after 2–10 s and tracer concentration continued to be high at the tip of the LAA even at the end of the simulation (t = 150 s).

The RTD function, E(t), for three representative subjects (same as those in Figure 2) is illustrated in Figure 3B, starting with the instant of the tracer introduction (t = 0) and until 10 s later. Subjects #1 and #3 started with lower initial normalized rate of tracer washout, E(t), across the LAA ostium, and this washout continued to remain lower as time progressed. Based on these E(t) curves and associated tm values, the tracer exited from the LAA of subject #2 the fastest, followed by subjects #3 and subject #1 in that order.

The LAA appearance for each of the 16 subjects in the present study was classified into one of four groups by an electrophysiologist based on the study by Di Biase et al. (2012). Group data for LAA tm (Figure 3C) indicated that LAA tm had a large variability within each group, resulting in a significant overlap of this index of RTD function among the four LAA shape groups.



Relating LAA Mean Residence Time to LAA Asymptotic Tracer Concentration

The propensity of particles to stay within the LAA was characterized in terms of two indices: LAA mean residence time, tm, and LAA asymptotic tracer concentration, C∞. Spearman rank correlation analysis showed that there was a significant positive correlation between these two indices (R2 = 0.78, P = 0.0003; Figure 4A), suggesting that only one of these indices may be sufficient to characterize the propensity of particles to stay within LAA; we choose LAA mean residence time, tm.


[image: Figure 4]
FIGURE 4. (A) Relationship between the two indices of LAA residence time distribution (RTD) function: mean residence time, tm, and aymptotic LAA concentration, C∞. The Spearman rank correlation analysis indicates that LAA tm and C∞ are highly correlated, suggesting that only one of these indices is sufficent to characterizie the LAA RTD function. The three representative subjects shown in Figures 2, 3 are identified. (B) Relationship between LAA appearance complexity index (LAA-ACI) and LAA tm. The Spearman rank correlation analysis indicates a weak (although statistically significant) correlation, suggesting that these two variables do not provide the same infoamtion. (C) Relationship between LAA-ACI and CHA2DS2-VASc score, analyzed using Spearman rank correlation analysis, showing a weak and insignificant correlation. (D) Relationship between LAA tm and CHA2DS2-VASc score, analyzed using Spearman rank correlation analysis, showing a weak and insignificant correlation.




Relating LAA Mean Residence Time to LAA Morphology and Location

Given that the calculation of LAA tm is computationally expensive, we wanted to examine whether LAA morphological indices (size, shape, and location) that are easier to measure can provide the same information. The Spearman rank correlation analysis indicated that only 56% of the variation in LAA tm was explained by LAA-ACI (Figure 4B). We next carried out backward multiple linear regression analysis to investigate the relationship between LAA tm (dependent variable) and eight independent variables: LAA-ACI, LAA location measures (dPV1, dPV2, dPV3, and dPV4, and dMitral; see LAA Appearance, LAA Location, and LAA–LA Size section), and LA and LAA volumes (VLA and VLAA). Only dPV2 and VLAA were found to be significant predictor variables for tm. Although statistically significant, these two predictor variables could explain only 43% of the variation in tm. Thus, the LAA morphological indices do not provide the same information as tm.



Relating LAA Mean Residence Time and LAA-ACI to CHA2DS2-VASc Score

Spearman rank correlation analysis was performed between LAA-ACI and CHA2DS2-VASc score (Figure 4C) as well as between LAA tm and CHA2DS2-VASc score (Figure 4D). Both LAA-ACI (R2 = 0.46, P = 0.07; Figure 4C) and tm (R2 = 0.41, P = 0.11; Figure 4D) were positively correlated with CHA2DS2-VASc score, but all these correlations were weak and did not reach statistical significance.




DISCUSSION

Lingering of blood cells inside the LAA could result in an elevated risk of thrombus formation and, consequently, stroke. In the present study, we quantify the propensity of blood cell lingering within the LAA in terms of the RTD function, E(t), and associated calculated variables (mean residence time of blood-borne particles in LAA, LAA tm, and asymptotic concentration remaining inside LAA, C∞). Both LAA and LA morphological features and spatially distributed hemodynamic milieu determine the LAA tm and C∞. The key contributions of the present study are as follows: (1) the quantitation of the overall LAA appearance in terms of a novel index, the LAA-ACI; (2) the development of a Eulerian and systems-based approach for quantifying the LAA RTD function and associated calculated variable (LAA tm); (3) the observation that LAA-ACI and LAA location and size measures do not fully capture the information contained in LAA tm; and (4) the observation that the LAA-ACI and LAA tm can add independent information to the CHA2DS2-VASc score and thereby potentially enhance its ability to stratify stroke risk in AF patients.

The idea that the complexity of LAA geometry plays an important role in stroke risk stratification in AF subjects is not new. As discussed in the Introduction section, many indices have been examined in this context, e.g., LAA orifice diameter; number of branches and twigs; degree of coverage with fine structure; LAA volume, depth, and number of lobes; and existence of a bend in LAA (Ernst et al., 1995; Beinart et al., 2011; Di Biase et al., 2012; Khurram et al., 2013; Nedios et al., 2014). While these are isolated features of the complex LAA geometry, our LAA-ACI utilizes the entire 3D dataset, and we believe that this integrated index incorporates the information provided by isolated measures. Considering the LAA-ACI values for three representative subjects illustrated in Figure 2, the LAA-ACI for subject #2 is the lowest, indicating that this subject has the simplest appearance. Subject #2 has a smoother wall and its total length (length of the LAA centerline from the ostium to the tip) is shorter compared with the other two. The appearance of subject #3 is the most complex, having several lobes (circled regions in Figure 2B). Furthermore, subject #3 has the longest length with a bend along its centerline. Although the LAA of subject #1 is smooth, its ACI falls in between the other two subjects because of the large bend along its centerline. Thus, our LAA-ACI is an objective and quantitative metric that characterizes the complexity of LAA appearance in a holistic way. The next question is whether this integrated index is superior from the perspective of improving the stroke risk stratification. We cannot answer this question at the present time; a longitudinal study will be necessary to address this question.

Other studies have used the classification paradigm of Di Biase et al. (2012) to characterize LAA shape. This is a very subjective approach and even experienced cardiologists may not always agree when classifying a LAA into specific shape categories. In addition, there is a large variability in stroke occurrence within a given LAA shape category (Khurram et al., 2013; Nedios et al., 2014; Sanatkhani and Menon, 2017; Yaghi et al., 2018). This is consistent with the large variability of tm (Figure 3C) and LAA-ACI (data not shown) within each shape category and in LAA values that exist even within a given LAA shape category (Figure 3C). The intercategorical tm (and LAA-ACI) variability may explain the differences in the stroke risk seen among subjects with similar overall LAA geometry. This variability underscores the importance of considering subject-specific LA and LAA morphologies in constructing a metric for stroke risk stratification in AF based on hemodynamics.

A systems-based approach was used to calculate E(t) in that it is the tracer washout response to an impulse injection of tracer in LAA. LAA E(t) curves are depicted in Figure 3B for the same three subjects as in Figure 2. Subject #2 and subject #1 had the highest and lowest starting points (i.e., value at t = 0), with subject #3 having an intermediate value. The lower values in subjects #1 and #3 are a consequence of the flow entering the LAA ostium that does not go all the way up to the LAA tip, resulting in a stagnant region at the tip. Subject #2 had the LAA tm. These data would predict that subject #1 has the highest risk of clot formation and subject #2 has the lowest risk.

There are other studies in the literature that have utilized more sophisticated computational fluid dynamics-based analysis to better mimic physiological conditions such as LA and LAA wall motion and more realistic LA outlet boundary conditions (Otani et al., 2016; Masci et al., 2019a). However, due to the very high computational costs associated with more complex computational fluid dynamic analyses, these studies were limited in terms of the number of subjects [five for Masci et al. (2019a) and four for Otani et al. (2016)] and the number of cardiac cycles analyzed (5 cycles). Based on our LAA mean residence time values (Figures 4A,B,D), we believe that it is necessary to perform the fluid dynamics simulation for at least 100 s. Our less sophisticated computational fluid dynamic analysis took about 35 h to complete an 150 s simulation (Intel Zeon CPU, 2.7 GHz, 16 cores). We believe that the more sophisticated analyses of Masci et al. (2019a) and Otani et al. (2016) will take at least several fold longer to perform an 150 s simulation, limiting their clinical application.

We have shown that the LAA tm and LAA-ACI are weakly correlated (Figure 4B). This suggests that LAA tm, representing a holistic measure of subject-specific LA–LAA geometry features and hemodynamics, and LAA-ACI have a potential to contribute independent information. The observation that dMitral and VLA were significant predictors of LAA tm is in line with clinical data from a recent publication (Nedios et al., 2014) showing that a higher LAA takeoff, remote to the mitral valve plane, was associated with an increased thromboembolic risk.

We found a weak and insignificant correlation between the LAA-ACI and CHA2DS2-VASc score (Figure 4C) and between LAA tm and CHA2DS2-VASc score (Figure 4D). In addition, LAA tm varied significantly for a given CHA2DS2-VASc score (Figure 4D). Although subject #1 has a low CHA2DS2-VASc score (=1), this subject has the highest LAA tm (Figure 4D). We would suggest that subject #1 has a high risk of stroke, despite the low CHA2DS2-VASc score. In contrast, there are two other subjects with CHA2DS2-VASc score of 1 and relatively low values of LAA tm (Figure 4D); we would suggest that these subjects have a very low risk of stroke. These observations suggest that the hemodynamics-based index (i.e., LAA tm) and appearance indices (i.e., LAA-ACI) can add independent information to the CHA2DS2-VASc score.



LIMITATIONS

Although we used subject-specific LA and LAA geometries, two concerns can be raised regarding the subject specificity of the fluid dynamics-based analysis. First, for LA inlet boundary conditions, a template (generic) LA inlet flow (pulmonary vein flow) waveform was used instead of a subject-specific waveform because patient-specific waveforms were not available for our cohort. However, because our preliminary study (Sanatkhani et al., 2020) showed that LAA tm is significantly affected by mean LAA inlet flow (i.e., cardiac output), we scaled the template waveform of each subject to match the subject-specific cardiac output and heart rate. Future parametric studies will examine whether the temporal features of LAA inlet flow affect LAA tm. Second, for LA outlet boundary condition, the mitral valve was assumed to be open throughout the simulation, with both gauge pressure and velocity gradient set to zero. A better representation of LA outlet boundary condition would be in terms of left ventricular non-linear diastolic compliance and patient-specific left ventricular end-diastolic or end-systolic volume. These left ventricular diastolic compliance and volume data were not available for our cohort. We plan to conduct parametric studies to examine how left ventricular compliance and end-diastolic (or end-systolic) volume affect the calculated index, LAA tm.

We used the assumption of rigid LA and LAA walls. This assumption is an approximation for highly quivering LA and LAA in persistent AF patients, corresponding to the loss of coordinated contraction and consequent reduction in wall motion. A more realistic simulation with compliant LA and LAA walls would require the fluid–solid interaction approach for hemodynamic simulations, which significantly increases the complexity of the computational fluid dynamics analysis and associated computational cost. Alternatively, one can prescribe LA and LAA wall motions as boundary conditions; however, such wall motion data were not available for our cohort. It is recognized that some studies have used the prescribed wall motion in the computational fluid dynamics analysis of LA–LAA hemodynamics (Otani et al., 2016; Masci et al., 2019a). However, this approach requires additional data acquisition and significantly increases the computational costs, which may limit the clinical applicability. It has been shown that LAA thrombus formation is associated with both poor LAA contraction and LAA dilation (Pollick and Taylor, 1991). Therefore, the complete loss of wall motion may overestimate the risk of thrombus formation inside the LAA.

Furthermore, we assumed the blood to be a Newtonian fluid considering that LA domain is large and shear rate values are mostly in the range that allows for this assumption (mean shear strain rate, [image: image]). However, to better simulate the stasis regions inside the LAA, one might need to consider a non-Newtonian model. In our ongoing study, we are investigating the sensitivity of LAA tm to various hematocrit using a non-Newtonian model in comparison with the Newtonian model.

Although our results indicate that LAA tm and ACI provide additional information, a longitudinal study with a larger number of subjects will be needed to examine whether adding these indices to the CHA2DS2-VASc score can indeed enhance stroke prediction in AF.



SUMMARY AND CONCLUSIONS

We have presented a novel index for quantifying the LAA geometry (LAA-ACI) and an approach for quantifying LAA residence time distribution and associated calculated variables using the subject-specific morphology, cardiac output, and heart rate with a hemodynamic model. Both the appearance index (i.e., LAA-ACI) and the hemodynamics-based index (i.e., LAA tm) add independent information to the CHA2DS2-VASc score about subject-specific stasis risk and thereby can potentially enhance its ability to stratify stroke risk in AF patients.
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AF, atrial fibrillation; LAA, left atrial appendage; LA, left atrium; RTD, residence time distribution; CCT, cardiac computed tomography; DICOM, digital imaging and communications in medicine; PV, pulmonary vein; PC, principal component; RE(i), residual error; RSS(i), residual sum of squares; TSS, total sum of squares; ACI, appearance complexity index; dPV1, dPV2, dPV3, and dPV4, distance from the center of the LAA ostium to the four inlets (i.e., pulmonary veins), respectively; dMitral, distance from the center of the LAA ostium to the mitral valve; VLA, LA volume; VLAA, LAA volume; C′(t), concentration of tracer while exiting the LAA; C(t), tracer concentration inside the LAA; E(t), residence time distribution function; tm, mean residence time; C∞, asymptotic concentration remaining inside LAA; Q(t), volumetric flow exiting the LAA; β, multiple linear regression coefficient; CI, confidence interval; M(t), outflow of tracer material from LAA at the LAA ostium; Mtotal, total amount of tracer that will leave the LAA over the period 0 to infinity.



REFERENCES

 Aguado, A. M., Olivares, A. L., Yagüe, C., Silva, E., Nuñez-García, M., Fernandez-Quilez, Á., et al. (2019). In silico optimization of left atrial appendage occluder implantation using interactive and modeling tools. Front. Physiol. 10:237. doi: 10.3389/fphys.2019.00237

 Beinart, R., Heist, E. K., Newell, J. B., Holmvang, G., Ruskin, J. N., and Mansour, M. (2011). Left atrial appendage dimensions predict the risk of stroke/TIA in patients with atrial fibrillation. J. Cardiovasc. Electrophysiol. 22, 10–15. doi: 10.1111/j.1540-8167.2010.01854.x

 Bernsdorf, J., Harrison, S. E., Smith, S. M., Lawford, P. V., and Hose, D. R. (2006). Numerical simulation of clotting processes: a lattice boltzmann application in medical physics. Math. Comput. Simul. 72, 89–92. doi: 10.1016/j.matcom.2006.05.008

 Bosi, G. M., Cook, A., Rai, R., Menezes, L. J., Schievano, S., Torii, R., et al. (2018). Computational fluid dynamic analysis of the left atrial appendage to predict thrombosis risk. Front. Cardiovasc. Med. 5:34. doi: 10.3389/fcvm.2018.00034

 Di Biase, L., Santangeli, P., Anselmino, M., Mohanty, P., Salvetti, I., Gili, S., et al. (2012). Does the left atrial appendage morphology correlate with the risk of stroke in patients with atrial fibrillation?: results from a multicenter study. J. Am. Coll. Cardiol. 60, 531–538. doi: 10.1016/j.jacc.2012.04.032

 Ernst, G., Stöllberger, C., Abzieher, F., Veit-Dirscherl, W., Bonner, E., Bibus, B., et al. (1995). Morphology of the left atrial appendage. Anat. Rec. 242, 553–561. doi: 10.1002/ar.1092420411

 Esmaily-Moghadam, M., Hsia, T.-Y., and Marsden, A. L. (2013). A non-discrete method for computation of residence time in fluid mechanics simulations. Phys. Fluids 25:110802-. doi: 10.1063/1.4819142

 Fogler, H. S. (2016). “Residence time distributions of chemical reactors,” in Elements of Chemical Reaction Engineering, ed H. S. Fogler (Boston, MA: Prentice Hall), 767–806. Available online at: https://learning.oreilly.com/library/view/elements-of-chemical/9780135486252/

 Formaggia, L., Quarteroni, A., and Veneziani, A. (2009). “Cardiovascular mathematics: modeling and simulation of the circulatory system,” in Cardiovascular Mathematics, eds L. Formaggia, A. Quarteroni, and A. Veneziani (Milano: Springer Science and Business Media), 22–24.

 Khurram, I. M., Dewire, J., Mager, M., Maqbool, F., Zimmerman, S. L., Zipunnikov, V., et al. (2013). Relationship between left atrial appendage morphology and stroke in patients with atrial fibrillation. Heart Rhythm 10, 1843–1849. doi: 10.1016/j.hrthm.2013.09.065

 Koizumi, R., Funamoto, K., Hayase, T., Kanke, Y., Shibata, M., Shiraishi, Y., et al. (2015). Numerical analysis of hemodynamic changes in the left atrium due to atrial fibrillation. J. Biomech. 48, 472–478. doi: 10.1016/j.jbiomech.2014.12.025

 Masci, A., Alessandrini, M., Forti, D., Menghini, F., Dedé, L., Tomasi, C., et al. (2019b). A proof of concept for computational fluid dynamic analysis of the left atrium in atrial fibrillation on a patient-specific basis. J. Biomech. Eng. 142:011002. doi: 10.1115/1.4044583

 Masci, A., Barone, L., Dedè, L., Fedele, M., Tomasi, C., Quarteroni, A., et al. (2019a). The impact of left atrium appendage morphology on stroke risk assessment in atrial fibrillation: a computational fluid dynamics study. Front. Physiol. 9:1938. doi: 10.3389/fphys.2018.01938

 Nedios, S., Kornej, J., Koutalas, E., Bertagnolli, L., Kosiuk, J., Rolf, S., et al. (2014). Left atrial appendage morphology and thromboembolic risk after catheter ablation for atrial fibrillation. Heart Rhythm 11, 2239–2246. doi: 10.1016/j.hrthm.2014.08.016


 Otani, T., Al-Issa, A., Pourmorteza, A., McVeigh, E. R., Wada, S., and Ashikaga, H. (2016). A computational framework for personalized blood flow analysis in the human left atrium. Ann. Biomed. Eng. 44, 3284–3294. doi: 10.1007/s10439-016-1590-x

 Pollick, C., and Taylor, D. (1991). Assessment of left atrial appendage function by transesophageal echocardiography. Implications for the development of thrombus. Circulation 84, 223–231. doi: 10.1161/01.CIR.84.1.223

 Rayz, V. L., Boussel, L., Ge, L., Leach, J. R., Martin, A. J., Lawton, M. T., et al. (2010). Flow residence time and regions of intraluminal thrombus deposition in intracranial aneurysms. Ann. Biomed. Eng. 38, 3058–3069. doi: 10.1007/s10439-010-0065-8

 Reddy, V. Y., Doshi, S. K., Sievert, H., Buchbinder, M., Neuzil, P., Huber, K., et al. (2013). Percutaneous left atrial appendage closure for stroke prophylaxis in patients with atrial fibrillation. Circulation 127, 720–729. doi: 10.1161/CIRCULATIONAHA.112.114389

 Sanatkhani, S., and Menon, P. G. (2017). “Relating atrial appendage flow stasis risk from computational fluid dynamics to imaging based appearance paradigms for cardioembolic risk,” in Imaging for Patient-Customized Simulations and Systems for Point-of-Care Ultrasound; Lecture Notes in Computer Science, ed M. J. Cardoso (Québec City, QC: Springer), 86–93.

 Sanatkhani, S., and Menon, P. G. (2018). “Generative statistical modeling of left atrial appendage appearance to substantiate clinical paradigms for stroke risk stratification,” in SPIE Medical Imaging (Houston, TX).

 Sanatkhani, S., Menon, P. G., Shroff, S. G., and Sotirios, N. (2018). Abstract 11255: thrombus risk prediction in atrial fibrillation: hemodynamic model of left atrial appendage. AHA Scientific Sessions. Circulation 138:A11255. doi: 10.1161/circ.138.suppl_1.11255

 Sanatkhani, S., Nedios, S., Jain, S. K., Saba, S., Menon, P. G., and Shroff, S. G. (2020). Abstract 16439: is pulmonary venous flow pulsatility a critical determinant of left atrial appendage blood stasis risk? AHA Scientific Sessions. Circulation 142:A16439. doi: 10.1161/circ.142.suppl_3.16439

 Smiseth, O. A., Thompson, C. R., Lohavanichbutr, K., Ling, H., Abel, J. G., Miyagishima, R. T., et al. (1999). The pulmonary venous systolic flow pulse–its origin and relationship to left atrial pressure. J. Am. Coll. Cardiol. 34, 802–809. doi: 10.1016/S0735-1097(99)00300-9

 Virani, S. S., Alonso, A., Benjamin, E. J., Bittencourt, M. S., Callaway, C. W., Carson, A. P., et al. (2020). Heart disease and stroke statistics −2020 update: a report from the American Heart Association. Circulation 141, e139–e596. doi: 10.1161/CIR.0000000000000757

 Yaghi, S., Chang, A. D., Akiki, R., Collins, S., Novack, T., Hemendinger, M., et al. (2020). The left atrial appendage morphology is associated with embolic stroke subtypes using a simple classification system: a proof of concept study. J. Cardiovasc. Comput. Tomogr. 14, 27–33. doi: 10.1016/j.jcct.2019.04.005

 Yaghi, S., Chang, A. D., Hung, P., Mac Grory, B., Collins, S., Gupta, A., et al. (2018). Left atrial appendage morphology and embolic stroke of undetermined source: a cross-sectional multicenter pilot study. J. Stroke Cerebrovasc. Dis. 27, 1497–1501. doi: 10.1016/j.jstrokecerebrovasdis.2017.12.036



APPENDIX

The computational fluid dynamics model yields LAA tracer concentration, C(t), every 1 s over the entire simulation period t = 0, 150 s (Figure 3A). The C(t) decay curve seems to have mutiple time constants and a non-zero asymptotic value (Figure 3A). Accordignly, a triple exponential model with non-zero asymptote was used to characterize the C(t) curve:

[image: image]

where a1, a2, a3, b1, b2, and b3 are the parameters to be estimated by fitting the triple exponential model (Equation A1) to the calculated C(t) data. Given that C(t = 0) = 1, C∞ = 1 − a1 − a2 − a3.

The dynamics of the tracer clearance from LAA was quantified in terms of the RTD function, E(t) (Fogler, 2016):

[image: image]

where M(t) is the outflow of tracer material (amount of tracer material per unit time) from LAA at the LAA ostium and Mtotal is the total amount of tracer that will leave the LAA over the period 0 to infinity. M(t) can be written in terms of C(t) using the finite difference approximation:

[image: image]

where Δt and VLAA are the time increment used in the finite difference-based estimation of M(t) and the LAA volume, respectively. To minimize errors in the finite difference-based estimation of M(t), we chose Δt = 10–6 s.

Given that C(t = 0) = 1 and C(t = ∞) = C∞, Mtotal is given by:

[image: image]

Substituting Equation A3 and Equation A4 in Equation A2, we get:

[image: image]

E(t)Δt is the fraction of fluid exiting the LAA that has spent between time t and t + Δt inside the LAA. Thus, the LAA mean residence time, tm, is given by the the first moment of E(t):

[image: image]

It should be noted that since C(t) is comprised of exponetially decaying terms, [image: image] is finite and the result can be written in terms of an analytical expression. For example, [image: image]. A custom program was developed in the MATLAB® (version R2020b, MathWorks, Inc., Natick, MA, USA) environment to estiamte the six parameters (a1, a2, a3, b1, b2, and b3) using a non-linear iterative optimization algorithm and perform subsequent data processing to calculate LAA mean residence time, tm.
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Atrial Fibrillation (AF) is the most common type of cardiac arrhythmia. Early diagnosis of AF helps to improve therapy and prognosis. Machine Learning (ML) has been successfully applied to improve the effectiveness of Computer-Aided Diagnosis (CADx) systems for AF detection. Presenting an explanation for the decision made by an ML model is considerable from the cardiologists' point of view, which decreases the complexity of the ML model and can provide tangible information in their diagnosis. In this paper, a range of explanation techniques is applied to hand-crafted features based ML models for heart rhythm classification. We validate the impact of the techniques by applying feature selection and classification to the 2017 CinC/PhysioNet challenge dataset. The results show the effectiveness and efficiency of SHapley Additive exPlanations (SHAP) technique along with Random Forest (RF) for the classification of the Electrocardiogram (ECG) signals for AF detection with a mean F-score of 0.746 compared to 0.706 for a technique based on the same features based on a cascaded SVM approach. The study also highlights how this interpretable hand-crafted feature-based model can provide cardiologists with a more compact set of features and tangible information in their diagnosis.

Keywords: atrial fibrillation, feature importance, interpretability, feature selection, classification, computer-aided diagnosis


1. INTRODUCTION

Atrial Fibrillation (AF) is the most common cardiac arrhythmia with an increased prevalence with aging (Chugh et al., 2014). AF is defined by an irregular Heart Rate (HR), caused by a chaotic electrical activity in the atria. It can lead to the formation of clots, heart failure, and other heart-related abnormalities (Wolf et al., 1991), and is associated with a five-fold increased risk of stroke (Wolf et al., 1978). The approximated direct costs spent for AF is about 1% of the total healthcare expenditure in the UK and about 6-26 billion US dollars in the US in 2008 (Stewart et al., 2004).

The Electrocardiogram (ECG) has been extensively investigated for the diagnosis of many cardiac diseases. In a Computer-Aided Diagnosis (CADx) system for heart rhythm classification, features are extracted from an ECG signal and are a (compact) representation of the corresponding signal, which are fed into a Machine Learning (ML) model. ML models automatically learn useful patterns from training data (including the extracted features from the ECG signals) for which the diagnosis is already known and aim at extracting knowledge into their structures and parameters. The development of automated AF detection has attracted an increased level of attention, since the combination of wearable devices and ML has been seen as a potential solution for an early management of AF in order to prevent adverse events such as stroke.

During the last decade, there has been an explosion of AF detection algorithms. Interested readers are referred to Sörnmo (2018). The availability of open-source ECG databases on the PhysioNet website and through recent CinC/PhysioNet challenges has allowed for the development of novel ML techniques, among which most recently deep learning (DL) approaches. Automated AF detection can be divided into three categories (i) classical ML classifiers using specifically hand-crafted features extracted from the ECG signals (ii) fully automated DL approaches based on Convolutional Neural Network (CNN), Recurrent Neural Networks (RNN) or Transformers, or (iii) hybrid approaches using a combination of hand-crafted features and DL techniques. Hand-crafted features are designed in order to extract rhythm-based information (and the irregularity of RR intervals) (Sarkar et al., 2008; Bashar et al., 2020; Lown et al., 2020), or morphological features (detection of the absence of P-wave and presence of f-waves) or both rhythm and morphology features (Behar et al., 2017; Datta et al., 2017; Zabihi et al., 2017; Sörnmo, 2018). Many DL approaches have been suggested either by applying 1d-CNN to single lead ECG directly (Pyakillya et al., 2017), or by transforming the ECG signals into an image through a time-frequency transform such as wavelet transform (He et al., 2018), or by adding an RNN layer after the CNN (Warrick and Homsi, 2018). Finally, hybrid approaches have also been suggested with the combination of automatically extracted features with CNN and hand-crafted features (Liaqat et al., 2020). Teijeiro et al. (2018) suggested the use of hand-crafted features and RNN for temporal analysis of ECG signals, and obtained excellent results on the 2017 CinC/PhysioNet challenge.

ML models can often be so-called black boxes, whose internal logic and inner functionality are hidden, preventing them from easily verifying, interpreting, and understanding the reasoning of the system and how particular decisions were taken. For clinical applications and to gain the trust of end-users (clinicians), it is crucial to be able to explain model predictions and provide cardiologists with tangible information explaining why a given prediction was made.

As a prevailing solution to the explanation issue, feature importance techniques indicate the contribution of each feature to the output. A first approach consists in using so-called interpretable models such as decision trees (Breiman et al., 1984), additive models (Caruana et al., 2015), attention-based networks (Xu et al., 2015), or sparse linear models (Ustun and Rudin, 2016). In these approaches, one uses models in which there is the possibility of meaningfully investigating model components directly, e.g., considering a path in a decision tree, or the weight of a specific feature in a linear model. As long as the model is accurate for the task, and uses a reasonably restricted number of internal components (i.e., paths, rules, or features), such approaches provide extremely useful insights.

The situation is much more complex when we have to extract explanations from a black-box model. To tackle this setting, several strategies can be developed. One can either use a two-step procedure, based on distillation approaches (Hinton et al., 2015), learning at first an interpretable model on the predictions of the black box model and thereafter computing the feature importance for the white box model (Craven and Shavlik, 1996; Baehrens et al., 2010). In this paper, we shall focus on one-step-procedures, based on sensitivity analysis and its extensions (Christopher Frey and Patil, 2002; Iooss and Lemaître, 2015), where the feature importance is directly computed from the black-box model perturbing inputs and seeing how the black box model reacts (Strumbelj and Kononenko, 2010; Krause et al., 2016) or both (Ribeiro et al., 2016).

Generally, feature importance techniques are divided into either global or local explanation approaches. Global explanation focuses on feature-level importance scores for how much a given input feature contributes to a model output (Bhatt et al., 2020). Local explanation focuses on the contribution of features for a specific observation (i.e., for a specific ECG record) (Murtaza et al., 2020).

In this paper, we present a range of interpretability techniques applied to hand-crafted features based machine learning models for heart rhythm classification. The objective is two-fold: (i) applying feature importance techniques in order to reduce the complexity of the ML classifier and providing a global explanation of the decision making process to the cardiologists (end-user), and (ii) providing local explanations of the decision making process to the end-user. It should be mentioned that the aim of this paper is not presenting the best model for AF classification but to highlight the benefits of interpretability for building a more compact set of features to provide cardiologists with tangible information in the classification. Accordingly, we introduce an interpretable hand-crafted feature-based model for AF classification.

The rest of the paper is organized as follows. In section 2, one first presents the data of interest and the machine learning task what we are performing on these data. Thereafter, in section 3 one reviews the main global and local explanation techniques for hand-crafted feature-based models. In section 4, results of the feature importance techniques and evaluation of the performance and the strength of each technique by feature selection and classification on CinC/PhysioNet 2017 dataset are presented. Also, an interpretable model for the classification is introduced. In section 5, the significance and limitations of the proposed methods are discussed in details. Finally, conclusion is given in section 6.



2. THE RHYTHM CLASSIFICATION TASK

In this section, one first describes the CinC/Physionet dataset as well as a succinct list of features extracted and the rhythm classification task. Thereafter, one introduces the different classifiers tested and the quality assessment technique.


2.1. Dataset and Feature Extraction

This study focused on the analysis of the dataset from the 2017 PhysioNet/Computing in Cardiology (CinC) challenge (Clifford et al., 2017), collected using a mobile health device (the AliveCor device), as it constitutes one of the largest dataset of single lead ECG with heart rhythm annotations. The dataset includes 8528 single lead ECG signals between 9 and 60 s in length, which were sampled at 300 Hz and filtered by a band pass filter. The signals were labeled into four classes: atrial fibrillation (A) (735 samples), normal sinus rhythm (N) (5,050 samples), other rhythms (O) (2,456 samples), and noisy recordings (~) (284 samples).

A set of 56 features are extracted from each individual signal in the dataset based on Behar et al. (2017). These hand-crafted features were designed for different purposes: (i) assessing the quality of the recording (ii) analyzing the morphology of the ECG (either measuring the QRS width, detecting P waves or assessing the presence of f-waves) and (iii) analyzing the regularity of the RR intervals [either standard HR variability (HRV) measures or specific measures suggested for the detection of AF (Coefficient of sample entropy and Poincare plot)]. The extracted features are listed in Table 1.


Table 1. List of features extracted from ECG signals.
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2.2. Supervised ML Approaches for Rhythm Classification

We try with different supervised classifiers such as Support Vector Machine (SVM) (Cortes and Vapnik, 1995), Logistic Regression (LR) (Hosmer et al., 2013), Random Forest (RF) (Breiman, 2001) and Gradient Boosting (GB) (Friedman, 2001). Each classifier is trained on the training set and tested on the test set, including the extracted features from ECG signals and their corresponding labels. We also apply a cascaded form of the mentioned classifiers. It could be a way to handle the imbalanced dataset CinC/PhysioNet in which the class N samples are almost two-third of all the recordings (Behar et al., 2017). Hence, we try with the cascaded form of the classifiers which are Cascaded SVM (CSVM), Cascaded LR (CLR), Cascaded RF (CRF), and Cascaded GB (CGB). More specifically, in the cascaded classification, regarding the applied dataset, including four classes, three binary classifiers are created. The first one classifies samples into two classes, i.e., the class N and the rest. The second one classifies samples into two classes A and the rest. The third one classifies samples into the two classes O and ~.



2.3. Quality Assessment

The effectiveness of a classifier can be assessed by computing the number of correctly recognized class samples, i.e., True Positives (TP), the number of correctly recognized samples that do not belong to the class, i.e., True Negatives (TN), and samples that either were incorrectly assigned to the class, i.e., False Positives (FP), or that were not recognized as class samples, i.e., False Negatives (FN) (Sokolova and Lapalme, 2009). For multi-class problems with l categories, the validation is defined, for each individual class Ci, by TPi, FNi, TNi, and FPi. The quality of the classification can be assessed in two ways: the sum of counts to obtain cumulative TP, FN, TN, FP and then calculating a measure (micro-averaging shown with the μ index), or the average of the same measures calculated for C1, …, Cl (macro-averaging shown with the [image: image] index). Macro-averaging treats all classes equally, while micro-averaging favors bigger classes. Accordingly, precision ([image: image]), recall ([image: image]), and F-score ([image: image]) are defined as follows (Rijsbergen, 1979):
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It should be noted that the values of [image: image], [image: image] and [image: image] are equal (Sokolova and Lapalme, 2009). Hence, in the results, we only report [image: image]. To assess the classification generalization, we use repeated 10-fold cross validation. In 10-fold cross validation, the dataset is divided into 10- and 9-folds are considered for training and one-fold is considered for the test (Stone, 1974). Then, the average of values of each measure for the test folds is considered for the evaluation of the classifier. Besides, we apply the non-parametric statistical Wilcoxon test (Cuzick, 1985) to assess the statistically significant difference between methods. We also use Receiver Operating Characteristic (ROC) (Fawcett, 2006) and Area Under the ROC curve (AUC) for the evaluation of classification. ROC is plotted in a two-dimensional space in which the x-axis and y-axis represent the True Positive Rate (TPR) or [image: image] and the False Positive Rate (FPR), respectively (Sokolova and Lapalme, 2009).




3. FEATURE IMPORTANCE


3.1. Global Explanation and Feature Selection

Global explanation aims to provide an understanding on ML models and highlight the most important parameters or learned representations along with an explanation of these features in an intuitive manner to end-users. Global explanation techniques are trained on the overall training set and provide therefore an overall perspective for a model. These techniques aim to answer to how does the trained model make predictions? The next sections will give a description of the global explanation techniques used in this paper while the last subsection will introduce how these techniques can be validated as a feature selection approach.


3.1.1. Logistic Regression (LR)

LR is an extension of the linear regression which models the relationship between a categorical response variable y and a set of x ∈ ℝk of k explanatory variables, by fitting a linear equation (Tolles and Meurer, 2016). Given a training set (xi, yi), i = 1, …, n, the goal is to find the LR function p(x) so the responses p(xi) as closely as possible the actual response yi for each observation xi, where i = 1, 2, …, n. In a binary LR, probabilities are modeled with two possible outcomes, meaning that p(xi) should be equal to either 0 or 1. A linear function f(x) = b0 + b1x1 + ... + bkxk, is applied, where the variables b0, b1, …, bk are the estimators of the regression coefficients, so-called the predicted weights or coefficients. The model coefficients can be interpreted as indicators of feature importance. These coefficients can provide the basis for a crude feature importance score, assuming that the input features have the same scale or have been scaled prior to fitting a model. The LR function p(x) is the sigmoid function of f(x) calculated by
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LR estimates the coefficients b0, b1, ..., bk such that the function p(x) best approximates all actual responses yi ∈ {0, 1}, i = 1, ..., n. During the training step, the Log-Likelihood Function (LLF) (Minka, 2001) for all samples, defined as
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is maximized.

LR is easily implemented, and results in a good accuracy for many simple datasets and performs ideally when the dataset is linearly separable, but is not flexible enough to fit complex datasets and it can overfit in high-dimensional datasets.



3.1.2. Random Forest (RF)

Random Forest (RF) is an ensemble model including decision trees as base learners, each learning a different aspect of data and class prediction. The class with the most votes becomes the RF's prediction. RF considers a random subset of features for making the trees. Considering a node τ within the binary tree T in the RF, the optimal split is obtained by the Gini impurity measure (Breiman, 2001) denoted by G(τ). Gini impurity is a computationally efficient approximation of the entropy measuring how well a potential node splits the samples of the two classes. With [image: image] being the fraction of the nk samples from the category k ∈ {0, 1} out of the total of n samples at node τ, the Gini impurity G(τ) is calculated as follows:
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The decrease of G(τ), specified by ΔG, resulting from a split and the division of the samples into two sub-nodes τl and τr with related sample fractions [image: image] and [image: image], according to a threshold tθ on feature θ, is defined as follows:
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In an exhaustive search over all features θ available at the node τ, a property of the RF is to restrict this search to a random subset of the available features (Breiman, 2001), and over all possible thresholds tθ, the pair {θ, tθ} leading to a maximal ΔG is determined. For any feature θ, the decrease in Gini impurity resulting from this optimal split, ΔGθ(τ, T), is stored and accumulated for all nodes τ in all trees T in the forest, in the Gini importance
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The Gini importance IG indicates how often a particular feature θ is selected for a split, and how discriminating it is for the classification. The Gini importance values can be used as values of feature importance (Guyon and Elisseeff, 2003). The advantage of RF is that, unlike LR, it requires no prior knowledge on the linear separability of the classes. The learning is agnostic and it is much more general and applicable to even large datasets.



3.1.3. Permutation Testing (PT)

Permutation Testing (PT) estimates the importance of a particular feature based on the overall results of an underlying machine learning model (Breiman, 2001). It applies permutations to features and re-calculate the prediction accuracy. The feature importance is defined as the mean decrease in the accuracy of the trained model when each feature is permuted. Especially, Breiman (2001) proposed measuring the importance of the jth feature by permuting its values in the training data and examining the corresponding drop in predictive accuracy on a model built with the original training data. Given a training set consisting of a data matrix
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and corresponding response vector [image: image], let Xπ,j be a matrix obtained by randomly permuting the entries in the jth column of X containing the values of the jth feature for all the samples xi, i = 1, ..., n. Using L(yi, f(xi)) as the loss for predicting f(xi) instead of yi (Breiman, 2001) determined the importance of the jth feature as
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the increase in loss which is due to replacing xij with a value randomly chosen from the (marginal) distribution of feature j. The authors of Breiman (2001) designed the method specifically with the RF as the underlying model and considered OOB loss, based only on trees that were not trained using (xi, yi). For more general learners, either training or test loss can be used. The main advantage of such a PT approach is that it is scalable for any model. Most studies using the related permutation-based feature importance of RFs (Díaz-Uriarte and De Andres, 2006; Shen et al., 2007) together with RFs in a recursive feature elimination scheme, also showed an increase in prediction performance. Only Li et al. (2005) report a constant performance, but with a greatly reduced amount of features. Permutation importance also allows us to make “apples-to-apples” comparisons of the importance of different models trained on the same data. Disadvantages of PT include its complexity and its inability to handle feature interactions. Permutation importance scores require generating predictions on the test set twice for each feature, which may be computationally intractable for large feature spaces. The permutation scores also do not consider those predictors may naturally vary together. This can cause misleading interpretations for certain models (Strobl et al., 2008).



3.1.4. SHapley Additive exPlanations (SHAP)

SHAP works based on the concept of Shapley value (Shapley, 1953) developed in cooperative game theory to estimate how much each player contributes in a coalition and receives a payout based on the contribution (Shapley, 1953). The aim of Shapley values is to find which player is the most important one in the cooperative game environment. Taking the idea into machine learning and interpretability context, the goal is to figure out which feature plays the most important role in a specific prediction. Correspondingly, here, the prediction task becomes a game, feature values are players and feature contributions are payouts. By applying game theory concepts, SHAP guarantees that there is a unique solution to a new class that helps to measure the unified SHAP values, approximated by various methods. SHAP represents an additive feature attribution method, which enables the connectivity of various explanation models, including LIME, within the SHAP framework. Additive feature attribution methods have an explanation model that is a linear function of binary variables:
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where ψ is an interpretable model, z′ ∈ {0, 1}M is a simplified feature vector where 0 denotes the absence of feature value and 1 denotes the presence. M is the number of simplified input features and ϕi ∈ ℝ is the feature attribution for feature i, i.e., the Shapley values. SHAP proposed a way to transform the underlying interpretable models into
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and then unifies explanation method who satisfies three desirable properties of Shapley values (Molnar, 2019). The first desirable property is local accuracy, and it measures how well an explanation method estimates the output of function f(x) for a simplified input x0, where x0 corresponds to an original sample x that is being explained and f(x) is a black-box model which predicts an output for x. In order to see if an explanation model ψ(x′) matches the original model f(x), a function [image: image] first transforms the simplified input x0 to original sample x. The second desirable property is missingness. It indicates that when [image: image], then the feature should not have attribution impact, i.e., [image: image]. The third property is consistency. It states that if some changes in a model increase the input's contribution, it should not decrease the input's attribution. Let [image: image] and z′\j denote z′ with its jth entry set to 0. For any two models f and f′, if [image: image] for all inputs z′ ∈ {0, 1}M if follows that [image: image]. In the context of a Shapley value, it means that if model changes increase the marginal contribution of a feature value, or even the marginal contribution remains the same (regardless of the other features), then the Shapley value of the feature should not decrease, it should also increase or stays the same.

In our implementation, we use TreeExplainer (Lundberg et al., 2020) which is particularly relevant for explaining tree-based machine learning models like RF. TreeExplainer presents fast explanations of the model with guaranteed consistency. It provides the exact computation of Shapley values in low-order polynomial time by leveraging the internal structure of tree-based models. Shapley values need a summation of terms across all possible feature subsets. TreeExplainer falls this summation into a set of calculations specific to each leaf in a tree. This is an incremental improvement in terms of complexity over previous exact Shapley methods. Explanations based on TreeExplainer provide a global understanding of the model structure. The average Shapley value per feature across all instances can be considered as feature importance values. In this case, the importance value represents the extent to which the feature influences the outcome and not the model performance or model construction.



3.1.5. Feature Selection

We validate the impact of the global feature importance techniques by feature selection and classification. As explained before, the output of each feature importance technique is a ranking list of features, specifying their importance in the heart rhythm classification. We use these rankings to select the most important features, to the extent they generate almost the same results once all the features are selected. For SHAP technique which provides separate importance values for each class, to get a general importance value, we average the resulted importance values for a given feature for all the classes.




3.2. Local Explanation

Contrary to global explanation techniques, local explanation tries to explain predictions on a single data-point and mainly addresses the question of why did the model make a specific prediction? This study focused on two local explanation techniques Local Interpretable Model-agnostic Explanations (LIME) and SHAP are explained as follows. In the following, two local explanation techniques are described.


3.2.1. Local Interpretable Model-Agnostic Explanations (LIME)

Local Interpretable Model-agnostic Explanations (LIME) is an explanation technique that provides local explanations, in the sense that it yields explanations for each individual prediction (Ribeiro et al., 2016). Each part of the name reflects something that is desirable in explanations. “Local” refers to local fidelity, i.e., we want the explanation to really reflect the behavior of the classifier “around” the instance being predicted. Some classifiers use representations that are not intuitive to users at all (e.g., word embeddings). LIME explains those classifiers in terms of “interpretable” representations, even if that is not the representation actually used by the classifier. Further, LIME takes human limitations into account, i.e., the explanations are not too long. In order to be “model-agnostic,” LIME cannot peak into the model. To figure out what parts of the interpretable input are contributing to the prediction, the input around its neighborhood is perturbed to see how the model's predictions behave. Then, these perturbed data points are weighted by their proximity to the original example. The training set containing permuted samples and their related predictions by the model is applied to train and evaluate a local interpretable model (a linear model) and approximate the model in the vicinity of the sample being explained.

Let ψ ∈ Ψ be an explanation model where Ψ is a class of interpretable models such as linear models or decision trees in RF. As explanation should be simple enough to understand, so the domain of ψ is {0, 1}d′, which shows the absence or presence of the d′ components in its interpretable representation. The original representation of a sample being explained is x ∈ ℝd, but to make an explanation interpretable, a binary vector representation x′ ∈ {0, 1}d′ is used as an interpretable representation. Besides, Ω(ψ) is used as a measure to control the complexity of an explanation model ψ. For example, in the case of linear models, the complexity can be the number of non-zero weights, while it can be the depth of the tree for decision trees. Let f : ℝd → ℝ depicts a model being explained and f(x) is a probability function that determines that sample x belongs to a certain class. To explain the prediction locally, πx(z) is used as a proximity measure between a sample z and x to define locality around x. In the original work of (Ribeiro et al., 2016), πx(z) is set to an exponential kernel exp(−D(x, z)2/σ2) defined on some distance measure D with width σ. The explanation can be obtained using
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where [image: image] is a measure of how unfaithful ψ is in approximating f in the locality defined by πx. The goal is to minimize the [image: image] while keeping Ω(ψ) small enough to produce an understandable explanation. LIME only implements a class of linear models Ψ as interpretable models [image: image] and develops a linear model using sampled dataset [image: image]. The dataset [image: image] contains samples z′ ∈ {0, 1}d′ drawn uniformly at random from non-zero elements of x′, weighted by πx. The labels for the sampled instances z′ ∈ {0, 1}d′ are generated by using the main probability function f(z). The function requires an original representation z ∈ ℝd of a sample, which can be recovered from interpretable representation z′ ∈ {0, 1}d′. So, [image: image] in (16) is defined as
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Finally, by using the dataset [image: image] and the optimization in (16), the local explanation ξ(x) for the sample x is provided. As we deal with the extracted features from ECG signals and their corresponding labels, we apply the implementation of LIME for tabular data, through which new samples are created by perturbing each feature individually, drawing from a normal distribution with mean and standard deviation taken from the feature.



3.2.2. SHapley Additive exPlanations (SHAP)

The baseline of the SHAP technique was presented in section 3.1.4.

Both local explanation techniques will be presented in the results section by depicting examples of output that could be provided along with the heart rhythm prediction to the cardiologists. They will therefore be provided with an explanation as to why the classifier decided to make its decision for a given ECG signal.





4. RESULTS

The first subsection presents the results of the different classifiers. The second subsection shows how the global explanation is used in feature selection and impacts the results of the classification. Finally, several examples of results of both tested local feature importance techniques will be presented.


4.1. Classification

Different classifiers (i.e., SVM, LR, RF, GB and their cascaded form CSVM, CLR, CRF, and CGB) were applied and tested by inputting all 56 features implemented. The classification was evaluated using different measures defined in (1–6). The results presented in Table 2 show that the RF classifier achieved the best performance (the best value of each measure is highlighted in Bold). Hence, in the remaining of the document and for the following experiments, we applied an RF classifier.


Table 2. Results of different classifiers applied to 56 extracted features based on 10-fold cross validation.
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4.2. Global Explanation and Feature Selection

Figures 1–4 show the feature importance for LR, PT, RF, and SHAP, respectively. The higher the values on the y-axis, representing importance values corresponding to different features on the x-axis, the more important the features are. From the figures, it can be observed that the results of different techniques vary depending on their underlying methodology. In particular, the contrast between the most important features and the others is much less pronounced with LR, whereas for the other techniques a couple of features seem to be clearly more important. PT, RF, and SHAP generate a similar ranking for the features with features like (lv_rr and PSS) being amongst the most important features for all three techniques.


[image: Figure 1]
FIGURE 1. Feature importance based on LR.



[image: Figure 2]
FIGURE 2. Feature importance based on PT.



[image: Figure 3]
FIGURE 3. Feature importance based on RF.



[image: Figure 4]
FIGURE 4. Feature importance based on SHAP.


Figure 5 represents the results of the ranking of 56 features by different feature importance techniques shown in Figures 1–4 altogether. From Figure 5, the similarity between PT, RF and SHAP ranking for the extracted features can be clearly seen.


[image: Figure 5]
FIGURE 5. Comparison of feature importance values obtained from different techniques.


Figures 6, 7 show the evolution of [image: image] and [image: image] when incrementally adding features according to their importance rank for the four different global explanation techniques. According to the figures, PT and SHAP generate better results than the others (LR and RF) even when the number of features is low, with faster performance increase compared to the other two techniques. As can be expected, once all 56 features are selected, all techniques obtain almost identical [image: image] and [image: image] values. However, the subtle difference is due to the order of the presentation of features in the tree's construction in the RF classifier, which is randomly selected. It is interesting that by selecting only 28 features ranked by SHAP, the best [image: image] and [image: image] are achieved in the classification. This proves that the applied SHAP technique generates more reliable feature importance making the classification less complex and more computationally efficient.


[image: Figure 6]
FIGURE 6. Results of heart rhythm classification in terms of [image: image], by RF classifier applied to only the most important features. SHAP generates the best classification results based on only 28 features.



[image: Figure 7]
FIGURE 7. Results of heart rhythm classification in terms of [image: image], by RF classifier applied to only the most important features. SHAP generates the best classification results based on only 28 features.


Figure 8 shows the results of RF classification based on the 28 ranked features obtained from SHAP as the best method proposed in this paper, in terms of AUC for each class, separately. Among the AUC values, the 0.98% AUC proves the effectiveness regarding AF detection. Table 3 provides the average confusion matrix obtained by the SHAP_RF during a 10-fold cross-validation procedure. Also, in Table 4, the results of heart rhythm classification by using ranked features and RF as the underlying classifier are presented and compared with the results of the works of Behar et al. (2017) and Pyakillya et al. (2017). The results show the effectiveness and efficiency of SHAP technique along with RF for the classification with a mean F-score of 0.746 and they also highlight how SHAP_RF method can provide cardiologists with a more compact set of features and tangible information in their diagnosis.


[image: Figure 8]
FIGURE 8. ROC curves for different classes obtained from feature importance by SHAP and RF classification and 10-fold cross-validation.



Table 3. Average confusion matrix obtained from feature importance by SHAP and RF classification based on 10-fold cross-validation.
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Table 4. Results of heart rhythm classification by using ranked features and RF as the underlying classifier.
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Moreover, Table 5 presents a comparison between the best results generated by the techniques applied in this paper and some of the existing methods proposed by Behar et al. (2017) and Pyakillya et al. (2017), for the classification of ECG signals on CinC/PhysioNet dataset. The column #features depicts the number of the most important feature generated by the feature importance techniques which cause the best results in the classification. The best value of each column is highlighted in bold. To make the table readable, we use the abbreviations as LR_RF, PT_RF, RF_RF, SHAP_RF, where the name before “_” shows the name of the feature importance and model agnostic technique and the name after stands for the RF classifier. In the method proposed by Behar et al. (2017), a set of 35 features are selected based on the SVM classifiers and a CSVM classification is performed. In the method proposed by Pyakillya et al. (2017), a 1-Dimensional Convolutional Neural Network (1D-CNN), whose input is the raw ECG signal of length 10100, is applied for the feature selection and classification. The comparison with the state-of-the-art techniques shows that RF classification based on the ranked features obtained from SHAP achieves the best results for AF detection.


Table 5. Comparison with state-of-the-art methods on CinC/PhysioNet dataset based on cross-validation.
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In order the overall performance of the proposed compact approaches with the state-of-the-art. Measures [image: image], [image: image], [image: image], [image: image], corresponding to F1-measure for the classes N, A, O, and ~, and [image: image] as proposed in (Clifford et al., 2017) were evaluated during 10-fold cross-validation for the proposed methods and compared with the scores self-reported during cross-fold validation by the three best entries of the 2017 CinC/PhysioNet challenge (Datta et al., 2017; Zabihi et al., 2017; Teijeiro et al., 2018).



4.3. Local Explanation

Figure 9 shows the explanation for the 10 most important features for four examples from the test set (one for each class). In Figure 9, blue indicates the features explaining the positive class prediction, while the features in red indicate the reasons why the specific sample is not classified as one belonging to the negative classes. For example, in Figure 9A, the explanation is provided for one sample from the AF class showing that the features PSS and lv_rr are the most important ones which influence the classification of the sample. Specifically, the values of the feature PSS higher than −0.17 and the values of the feature lv_rr higher than −0.15 reason that the sample belongs to class A, while the features nb_out lower than or equal to −0.20 and CosEn higher than −0.06 explain why the classifier believes the sample cannot belong to another class than AF. Finally, the low value of nb_out also explains why the classifier cannot be part of another class especially the class Other, as this feature is high in presence of multiple Premature Ventricular Contractions (PVCs) or Premature Atrial Contractions (PACs). The end-user can then understand that the AF classification was made because of the irregularity of RR intervals, high heart rate, and low prevalence of PVCs and PACs.


[image: Figure 9]
FIGURE 9. LIME feature importance for different samples, selected randomly from test set, corresponding to class atrial fibrillation (A), class normal sinus rhythm (B), class other rhythms (C), and class noisy recordings (D), respectively.


Figure 10 represents the so-called force plots (Lundberg et al., 2018) for the same four examples used to illustrate the LIME technique in Figure 9. The arrows below the line of each plot indicate all the feature values that are moving the probability of prediction from/to the base value, which is the average model output over the training dataset. The output value, which is in bold, is the sum of the base value and the effects of the features. Features that decrease the probability of positive class are in blue and the ones that increase this probability are in red. Feature values in red move the prediction to larger values from the base value and blue arrows to smaller ones. For example, for the explanation in Figure 10A, we see that the features PSS and lv_rr move the prediction from the base value to a larger value, while the features medPR and max_rr move to smaller, resulting in the prediction probability of 0.95 for the AF class (the positive class with target value 1 in the binary classification).


[image: Figure 10]
FIGURE 10. Force plot for different samples, selected randomly from test set, corresponding to class atrial fibrillation (A), class normal sinus rhythm (B), class other rhythms (C), and class noisy recordings (D), respectively.


By comparing Figures 9, 10, it can be seen that there is agreement on the most important features, e.g, the feature PSS and lv_rr for the same samples from atrial fibrillation and normal classes, Figures 9A,B and 10A,B, respectively. Also, Feature nb_out is the most important feature for the explanation of the sample provided in Figures 9C, 10C. There is also a discrepancy between the two techniques, e.g., feature lv_rr is the most important feature in Figure 10D, but is only estimated to be the third most important feature in Figure 9D. This can be explained by the different characteristics and assumptions of the techniques.




5. DISCUSSION

The 2017 CinC/PhysioNet challenge has shown that despite advances in deep learning techniques, hand-crafted features based machine learning techniques can still achieve highly performing rhythm classification tasks. However in order to train these models, it is necessary to implement and input a large number of features (typically in the hundreds for top-performing teams). This means that given the complexity of the models, combined with non-linear classifiers (SVM, GB, and so on), interpreting the decision process is difficult. To gain the end-users (cardiologists) trust, it is essential to be able to provide an explanation of the model, and to understand how an automated decision is taken.

First, global explanation provides an interpretation of the training process and ranks the features by importance. Although global explanation is relatively complex, especially in the case of multi-class classification (since the techniques like SHAP generate importance values for different classes), end-users can understand what the model (and which features) is primarily looking at. Figure 5 shows that the model seems to be primarily interested by features based on the RR variability, lv_rr which looks at the ratio of RR intervals with large variations, HRV based features, or features based on the irregularity of the RR (e.g., IrE, AFE, CosEn, and so on). Moreover, these global explanations can be used as a feature selection technique and provide a more compact set of features and therefore less complex ML model. Among the applied techniques, SHAP seems to be working best for the explanation of RF classifier at least and provides an efficient model on the most compact set of features. The use of this most compact set of features could therefore be used and implemented on resource-constrained settings such as for mobile applications. In this study, we have focused on the initial set of features suggested by Behar et al. (2017), which contains features based on similar physiological phenomenon and can therefore be correlated. SHAP being based on collaborative game theory is well-adapted to deal with these correlated features and is able to select a compact set of features providing with good outputs. It would be interesting to analyse how SHAP values would perform on an even larger set of features.

Local explanation techniques are also interesting and complementary to global approaches, as they provide additional feedback to the cardiologists, which are specific to a given sample. We evaluated the effectiveness of the global explanation techniques by feature selection and classification, while validation of local approaches is more difficult as additional feedback is provided for each sample but does not impact the classification results. Reviewing the local explanation techniques may help the cardiologists to gain trust in the automated diagnosis, as it can confirm or infirm that the automated model is looking at a characteristic of the signal that makes clinical sense. For example, if a model focuses on high RR variability for highly artifact signals, cardiologists can discard the decision. Similarly, end-users can have more trust in a model that locally focuses on the QRS width for the detection of PVCs. Unlike, LIME which perturbs data around an individual prediction to build a model, SHAP computes all permutations globally to get local accuracy. So, LIME is faster than SHAP and it can be considered as a subset of SHAP. SHAP values can be calculated for any tree-based model. SHAP explains the prediction of the underlying model, meaning that it does not train a surrogate model, so there is no risk in having the explainer, which predicts and explains a different result. Given the review, between the LIME and SHAP techniques for a local explanation, SHAP seems to generate reliable results.



6. CONCLUSION

Machine learning has been successfully applied to improve the effectiveness of Computer-Aided Diagnosis (CADx) systems for Atrial Fibrillation (AF) detection. Providing an explanation for the decision made by CADx is considerable from cardiologists' point of view. In this paper, a range of interpretability techniques has been applied to hand-crafted features based ML models for heart rhythm classification particularly AF detection. We tested different global and local explanation feature importance techniques. We validated the impact of the techniques by applying feature selection according to the obtained feature importance and classification to the public short electrocardiography (ECG) dataset of CinC/PhysioNet. It has been shown that each feature importance technique results in different feature rankings, depending on their characteristics and assumptions. The results prove the effectiveness and efficiency of SHapley Additive exPlanations (SHAP) technique along with Random Forest (RF) for the classification of the ECG signals particularly for AF detection, as an interpretable hand-crafted feature-based model.
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Background: Rate-varying S1S2 stimulation protocols can be used for restitution studies to characterize atrial substrate, ionic remodeling, and atrial fibrillation risk. Clinical restitution studies with numerous patients create large amounts of these data. Thus, an automated pipeline to evaluate clinically acquired S1S2 stimulation protocol data necessitates consistent, robust, reproducible, and precise evaluation of local activation times, electrogram amplitude, and conduction velocity. Here, we present the CVAR-Seg pipeline, developed focusing on three challenges: (i) No previous knowledge of the stimulation parameters is available, thus, arbitrary protocols are supported. (ii) The pipeline remains robust under different noise conditions. (iii) The pipeline supports segmentation of atrial activities in close temporal proximity to the stimulation artifact, which is challenging due to larger amplitude and slope of the stimulus compared to the atrial activity.

Methods and Results: The S1 basic cycle length was estimated by time interval detection. Stimulation time windows were segmented by detecting synchronous peaks in different channels surpassing an amplitude threshold and identifying time intervals between detected stimuli. Elimination of the stimulation artifact by a matched filter allowed detection of local activation times in temporal proximity. A non-linear signal energy operator was used to segment periods of atrial activity. Geodesic and Euclidean inter electrode distances allowed approximation of conduction velocity. The automatic segmentation performance of the CVAR-Seg pipeline was evaluated on 37 synthetic datasets with decreasing signal-to-noise ratios. Noise was modeled by reconstructing the frequency spectrum of clinical noise. The pipeline retained a median local activation time error below a single sample (1 ms) for signal-to-noise ratios as low as 0 dB representing a high clinical noise level. As a proof of concept, the pipeline was tested on a CARTO case of a paroxysmal atrial fibrillation patient and yielded plausible restitution curves for conduction speed and amplitude.

Conclusion: The proposed openly available CVAR-Seg pipeline promises fast, fully automated, robust, and accurate evaluations of atrial signals even with low signal-to-noise ratios. This is achieved by solving the proximity problem of stimulation and atrial activity to enable standardized evaluation without introducing human bias for large data sets.

Keywords: restitution, atrial tissue characterization, conduction velocity, amplitude, signal segmentation, cardiac electrophysiology, S1S2 stimulation protocol


INTRODUCTION

Atrial fibrillation (AF) is the most common supraventricular cardiac arrhythmia, with a fourfold increase in prevalence over the last 50 years (Schnabel et al., 2015). Treatment strategies remain suboptimal in terms of efficiency and outcome (Hindricks et al., 2020). Fibrosis, among other effects, refers to an excess deposition of collagen inside the cardiac tissue (Staerk et al., 2017; Lawson et al., 2020) and is suspected to be responsible for maintaining arrhythmias, e.g., due to anchoring of reentrant depolarization waves (Jadidi et al., 2020; Heijman et al., 2021).

Current invasive AF treatment strategies use multi-electrode catheters to record electrograms and characterize the substrate by the peak-to-peak amplitude (often simply distinguishing between “high” and “low” voltage) and conduction velocity (CV). This information helps to guide the ablation procedure. It has been shown that fibrotic tissue correlates with regions of low voltage (Jadidi et al., 2013; Rodríguez-Mañero et al., 2018; Caixal et al., 2020). Beyond pulmonary vein isolation, these low voltage regions are commonly targeted by ablation (Nielsen et al., 2014; Carrizo and Morillo, 2016; Schade et al., 2020). A drawback of the low voltage guided approach is that it ignores the rate-dependent nature, i.e., restitution information, of both amplitude and CV. Restitution is the property that as the diastolic interval of a proceeding beat varies the action potential duration (APD) and CV of the current beat also vary. In general, a decrease of diastolic interval is followed up with a decrease in APD and CV. On a cellular level this is caused by an incomplete recovery of the membrane voltage to the resting potential, which in turn reduces sodium channel availability, thereby reducing sodium influx and upstroke velocity of the following beat. Due to its potential as a predictor for AF and AF recurrence (Narayan et al., 2008; Ramírez and Tinker, 2020), restitution is an active field of research. Furthermore, fibrotic regions are present in paroxysmal as well as persistent AF patients (Verma et al., 2005) hinting at a more complex interconnection. Subtypes of AF might be uncovered by using restitution information.

Both the CV and amplitude restitution curves have the potential to reflect and uncover the underlying mechanisms related to the initiation and perpetuation of atrial and ventricular arrhythmias (Fenton et al., 2002; Xie et al., 2009). Compared to a healthy control group, the APD restitution curves in AF patients are shifted toward lower values and exhibit a less steep slope for basic cycle lengths (BCL) under 400 ms (Franz et al., 1997). Furthermore, Xie et al. (2009) reported that an increase in fibrosis resulted in a shift of the CV restitution curve toward lower CV values. Therefore, the slope and asymptote of the restitution curve are connected to substrate characteristics and could be used for diagnostical purposes, or can be used to monitor drug intervention to adjust the slope beyond a threshold (Franz, 2003).

For restitution studies in clinical practice, rate-varying S1S2 stimulation protocols are predominantly used (Narayan et al., 2008). They minimize the risk of inducing AF that continuous high frequency pacing carries. S1S2 protocols allow measuring the immediate electrophysiological response to a change in pacing coupling interval (Kalb et al., 2004). The S1S2 protocol consists of several pacing trains. Each pacing train contains several stimuli with a BCL, called the S1 stimuli, followed by a single stimulus administered after a reduced coupling interval, called the S2 stimulus. This pacing train is repeated, with the S1 stimuli retaining their BCL and a sequentially decreasing coupling interval between the last S1 stimulus and the S2 stimulus. The pacing protocol ends as soon as the atrial tissue does not depolarize at a certain S2 coupling interval anymore because the S2 stimulus falls inside the effective refractory period (ERP).

Multiple challenges arise for an automatic signal processing pipeline. Different clinical hardware setups lead to a morphological variability of signals. Additionally, all variable input parameters (filter and stimulation setup) that the physician can control have to be considered. Lastly, in clinical practice, different protocol settings are used, and ad-hoc deviations from the initial study protocol can be required.

In an EP study, signals may be fractionated due to fibrosis, measurement artifacts, or noise influences, making detection of local activation time (LAT) of active signal segments challenging. Two common methods are the non-linear energy operator (NLEO) (Schilling et al., 2015) and the wavelet transform (Lenis et al., 2016), however, there exist multiple alternative ways of determining the LAT (Cantwell et al., 2015; Schilling et al., 2015; Corrado et al., 2017). These approaches lack the ability to detect atrial activities lower in amplitude and maximum slope than a nearby stimulation artifact, necessitating an additional step of stimulus removal to make them viable if a stimulation artifact partly overlaps with the atrial activity of interest.

These considerations led to three requirements for our S1S2 segmentation pipeline: (i) the pipeline must not rely on a-priori knowledge of the procedural parameters; (ii) an automated pipeline is needed, which segments and annotates time windows of activities and stimulations; (iii) a clean removal of the stimulus artifact is necessary to uncover the underlying atrial activity for local measurements with stimuli originating in proximity to mapping electrodes. The independence of procedural parameters allows for verification of measurement data and saves time by eliminating potentially bad outlier measurements at an early research stage.

To the best of our knowledge, there is no established best practice for an atrial activity segmentation pipeline of S1S2 measurements to date. Such a pipeline must meet high quality standards regarding accuracy, robustness, and reproducibility. To address this issue, we propose the CVAR-Seg pipeline for the automatic segmentation of intracardiac S1S2 protocol measurements to gain temporal (LATs) and spatial (distances) parameters from patient data as a basis for deducing restitution curves of both amplitude and CV. The pipeline was designed modular, to allow users to exchange the existing modules with alternatives for atrial detection, LAT assignment or CV calculation components. By releasing the software as open source, the pipeline can be freely used and adapted.

The pipeline was tested on synthetic signals with a known ground truth. Noise estimated from a clinical EP case was added to the synthetic signal to test the pipeline robustness for increasing noise levels. Finally, we applied the method in a clinical proof of concept with one patient data acquired with the widely used CARTO system.



MATERIALS AND METHODS

In this section, an overview of CVAR-Seg (Figure 1) and the basic ideas behind each step are presented. For more detailed information, the interested reader is referred to the Supplementary Material. The pipeline uses electrogram (EGM), electrocardiogram (ECG), and geometry data from clinical S1S2 stimulation routines. From these, the pipeline segments activities and computes amplitude and CV restitution curves.


[image: image]

FIGURE 1. Segmentation pipeline for clinical S1S2 protocol measurements consisting of EGM, ECG, and geometry data. Gray boxes are pipeline input. The pipeline yields segmented atrial activities. In additional steps, CV and amplitude restitution can be calculated.



Preprocessing of Input Data


Electrograms (EGM)

In the first processing step of the segmentation pipeline, different catheters used throughout the experiment are detected, thereby enabling the distinction between stimulating and non-stimulating catheters. Both unipolar and bipolar signal evaluation is supported. Since the bipolar signals are less noisy this is used for all segmentation steps and the final segmentation windows are then evaluated on the unipolar traces. Therefore, from the input the bipolar signals are extracted and used for all further steps. From electrical field theory, we know that the stimulation has the highest amplitude in the stimulating channel, and with increasing spatial distance to the stimulation source, the amplitude decreases. Therefore, neighboring channels should have the second highest amplitudes. This relation is used to detect the stimulating catheter. The channel with the highest signal amplitude and the channel with the second highest amplitude are found and checked if they are spatially neighboring channels. This step adds robustness against high amplitude noise artifacts in non-stimulating channels. The following manual selection of the EGMs evaluation window is turned off for the fully automated processing where the whole input segment is evaluated.



Electrocardiogram (ECG)

In the case of the optional use of a corresponding ECG trace, the signal is first up-sampled by linear interpolation to the sampling rate of the EGM signal. ECG segmentation is based on the open source ECGdeli toolbox (Pilia et al., 2020), yielding a fiducial point table comprising 13 crucial time points characterizing the ECG trace. Of those, this pipeline uses the start, peak, and end of the QRS-complex.



S1S2 Protocol Segmentation

Since the working premise is that all protocol parameters are unknown, the primary goal was to segment the prominent stimulation signals first, to use them as landmarks to obtain atrial activities which are more difficult to segment.


Stimulation Detection and S1 Cycle Length Estimation

To distinguish stimulation components from physiological signal components, a high pass filter with a cutoff frequency of 450 Hz is applied to exclude most components of biological origin and their low order harmonics (Malmivuo and Plonsey, 2012), retaining stimulation-related peaks in the clinically filtered signal traces. To detect stimulation segments in the so filtered signals, the wavelet method using the bior1.5 mother wavelet following Lenis et al. (2016) is applied. Each channel trace is analyzed, and the temporal start, peak, and end of all active signal segments are annotated. To create exact time points of start and end of active signal segments, a threshold is applied to the resulting wavelet-filtered signal. The threshold was defined as the standard deviation of the amplitudes across all samples in the segment multiplied by a factor k that is determined iteratively: starting from a low initial k value of 0.01 to include as many active segments as possible (Figure 2A, yellow segments), the wavelet segmentation is performed. A histogram of the temporal distances Δt between all peaks is evaluated, and the three most common values are identified (Figure 2B) based on the idea that the S1 cycle length will occur most often in an S1S2 protocol. The second and third highest peaks in the histogram should be integer multiples of the S1 cycle length within a tolerance of 10 samples. This holds true for cases with increased extra beats (Figure 2C). If the integer relationship is confirmed, k, the detected segments, and the S1 cycle length are determined. If the second and third highest peaks are not integer-multiples, k is successively increased by a Δk of 0.01 until a consistent S1 cycle length is identified. Should this condition not be met after a maximum number of iterations a warning is issued. This concludes the estimation of the S1 cycle length by using the S1 time interval detection.
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FIGURE 2. (A) Active segment detection (yellow intervals) of a stimulation block segment of a synthetic 80-s-long S1S2 protocol with 20 randomly distributed extra beats – A shows 5 extra beats. S1 peaks have a cycle length of 600 ms. (B) Histogram of all time intervals between active segments. x-axis cut at 5000 ms. Time interval corresponding to S1 cycle length and the harmonics present the highest contribution. (C) Fourfold increase of extra beats does not change the three main contributors.




Number of Pacing Blocks and Stimuli Estimation

Based on the approach of the previous section, the S1 cycle length is known. However, the time interval between S1S2 pacing trains (i.e., the interval between a S2 stimulus and the following S1 stimulus, ΔtS2S1) and the number of S1 stimuli contained within each S1S2 pacing train remain unknown (Supplementary Figure 1 and Supplementary Material section “Number of Pacing Blocks and Stimuli Estimation”). Therefore, the time differences Δt between peaks are classified with a k-means clustering algorithm (Lloyd, 1982) using two clusters. This yields one cluster containing the S1 cycle lengths (ΔtS1) and S2 coupling intervals (ΔtS2), respectively, and the second cluster containing the markedly longer S2 to S1 (ΔtS2S1) intervals between pacing trains. With this information, different pacing trains can be separated. The mode (most frequent value) of the number of identified successive S1 cycles present is used to identify the number of S1 stimuli within a pacing train. To identify the S2 coupling interval, a time window of interest after the last S1 stimulus is defined with the length of S1 because the S2 interval is normally shorter than S1. The rationale for the statistical k-means approach was that extra beats could impair signal segmentation performed on single segments of the measurement. Also, no knowledge of the time window between pacing trains and the S2 time windows was needed. The only assumption used was that the time between trains is longer than the S1 cycle length.



Detection of Stimulus Time Segments

The previous segmentation step detects the time segments of pacing trains. Segmentation of stimulation time segments based solely on time intervals between peaks would be prone to errors in peak detection and noise since an extra beat would disrupt the time interval between neighboring stimuli. For noise-robust stimulus time detection, five conditions (C1–C5) were formulated:


C1:Stimulations are detected in multiple channels of the catheter at the same time.

C2:Stimulations detected by NLEO after high-pass filtering agrees with the detected stimulation time segments by wavelet filtering as detailed in subsection 2.2.1.

C3:In the first principal component computed across all channels, peaks overlap with the detected stimulation time segments and surpass an amplitude threshold of 90% of the maximum first principal component amplitude. This is motivated by the difference of far field effect on the stimulation signal in the spatially varying channels and the fact that the stimulation artifact in the stimulation channel will follow the morphology given by the stimulus generator, which differs in morphology from the far field in the other channels.

C4:The time interval between neighboring stimuli does not deviate from the S1 cycle length by more than 10 samples.

C5:The first principal component of all derivatives of all channel signals overlaps with the detected stimulation time segments and surpasses 90% of the first principal component signal.



The threshold to determine trustworthy stimulation time segments was set such that a stimulation had to be detected in at least half of all channels (C1, C2) and had to pass the derivative (C4) and the amplitude (C3, C5) conditions. Applying that threshold separates the detected time segments into trusted and discarded stimulus time segments. The remaining trusted stimulation time segments are then classified as either S1 or S2 beats using counters or cross-correlation methods. More details on peak detection and code implementation can be found in Supplementary Material section “Detection of Stimulus Time Segments.”



Atrial Activity Segmentation

After all stimulus time segments were assigned either an S1 or S2 tag in the previous step, the atrial activities have to be segmented. Two main problems arise: (i) the stimulation peak is more prominent in amplitude and slope than the atrial activity; (ii) for some combinations of CV and electrode distance, the atrial signal overlaps with the stimulation peak, thereby making it indiscernible for most activity detection algorithms. Thus, a matched filtering method was implemented designed to find specific signal morphology embedded in noise. This methodology maximizes the signal-to-noise ratio (SNR) using a template of a known signal, which is correlated with the measured noisy signal. Short signal segments and morphological impulses can lead to filter artifacts and oscillations, motivating an adapted approach. We detail the key aspect of template choice and our 3-step matched-filter implementation sub pipeline (Figure 3) in the following.
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FIGURE 3. (A) Elimination of stimulation artifact. Exemplary stimulation signal covering an atrial activity from an S1S2 pacing protocol (orange). Template (1, yellow) chosen from the last part of the S1S2 protocol. After template subtraction (2) and linear signal smoothing (3), the maximum of the NLEO activity detection signal (red), shifts by Δt from the stimulation (vertical blue dotted line) to the now uncovered atrial activity (black dotted line). (B) A synthetic signal segment containing stimulations followed by atrial activities. In some cases, the atrial activity is covered by the stimulation (original channels). After the matched filtering method is applied, all atrial activities become visible (processed channels).


To decide on a stimulation signal template, all detected stimulation segments are checked for an overlap with the previously detected QRS complexes to exclude those with ventricular far field overlap from step 2. In the second step, a stimulation signal template is chosen for each channel as the first available S2 stimulation signal starting from (and including) the shortest S2 coupling interval. In most cases, the S1S2 protocol continues until the ERP is reached. Thus, the time interval after the S2 stimulus with the shortest coupling interval either contains no atrial answer signal or, if stopped prematurely, the atrial answer has the highest time interval to the S2 stimulation artifact making it the best candidate for a “clean” stimulation template. In the third step, the amplitude of the signal template is scaled to individually match each stimulus of the channel signal. The template signal segment is cross-correlated with the channel signal and subsequently subtracted from the channel signal at the time point of highest correlation value. Finally, the time between start and stimulation peak in the initially detected stimulation time window (subsection 2.2.1) is linearly interpolated to avoid large derivatives between samples, which would distort the following atrial activity detection. The NLEO method (Schilling et al., 2009),

[image: image]

is used to detect the atrial activity. The subscript n denotes the current sample of an input signal x and E_n is the non-linear energy operator output signal. Applying the previously defined threshold k to these signals yields time points of start, peak, and end of the atrial activity time window. The time segments in which the NLEO signal of the atrial activity does not exceed the threshold are defined as having no detected activity. This can be the case for measurements with loss of capture during the measurement.



ERP Estimation

The last segmentation step is the detection of the ERP. After ventricular far field exclusion, the ERP is determined by checking when the atrial activity to an S2 stimulus dropped below an empirically determined threshold of 20% of the mean amplitude of all atrial activities to S1 stimuli in the same pacing train. The mean of the S1 stimuli inside a pacing train is considered since, in clinical practice, slight catheter shifts due to respiration and muscle contraction can lead to amplitude changes in the signal. The ERP is detected for the stimulating as well as the non-stimulating catheter.



Processing of Location Data

The location of each electrode per time sample is extracted from the clinical EP system. Since the pipeline uses bipolar signals, the mean location of the two electrodes is taken as a surrogate for bipole location. Inter-bipole distances between catheters are calculated using the geodesic distance by searching the shortest path on the mesh and subsequent Bézier spline interpolation (Naber et al., 2020). For the electrode distances within a single catheter, the Euclidean distance is chosen, since often the surface mesh is too coarse to compute mesh-based distances, and additionally, the projection onto the mesh results in non-negligible errors.



Amplitude and CV

Amplitudes are determined within the previously detected active segments and are calculated by subtracting the minimum from the maximum amplitude of the signal (peak-to-peak voltage).

The LATs of the atrial activities are known, and the distance between stimulation (r_s) and measuring electrode (r_m) is known. If an atrial geometry with sufficient LATs is given CV, Anisotropy and fiber direction can be estimated (Roney et al., 2019). To calculate CV from an electrode, existing method such as the ellipse fit (Blauer et al., 2014), the cosinus fit (Weber et al., 2011) or the CV fit for multiploar catheters (Roney et al., 2014) can be applied. These methods create a single restitution curve for the substrate at the specific measurement location by combining all LATs with the catheter geometry. However, most approaches are dependent on certain measurement setups or specific catheter orientation to the wavefront, which might not always be given for all S1S2 protocols. Thus, we use the general velocity equation from classical mechanics to showcase the CVAR-pipeline:
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This is not the true CV of the depolarization wave but rather the scalar projection of the CV vector onto the path between stimulation and measuring electrode. We refer to this as propagation speed (p). Since the pipeline provides all spatial and temporal values, it is well suited to provide input to any other CV estimation method as well.



Pipeline Performance Testing

To evaluate the performance of the pipeline with respect to noisy measurements, synthetic S1S2 protocols were built comprising stimulus peaks, atrial activities with rate dependent changes, baseline wander, and noise existing in clinical data.


Synthetic S1S2 Protocol Setup

Stimulus signals were modeled as exponentially decaying biphasic pulses (Figure 4A) following the formulation of Vigmond et al. (2003). The amplitude of the stimulation artifact was set to 4.7 mV as observed in our patient measurement. The total stimulation signal length was set to 8 ms, with the first part of the biphasic signal being 2 ms in accordance with the clinical stimulation setup. Atrial activities were modeled following Corino et al. (2013) based on a moving dipole in an infinite homogeneous conductor. The atrial activity synthetic signal morphology was scaled to have an amplitude of 2 mV and duration of 35 ms (Figure 4A).
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FIGURE 4. (A) Clinical noise and baseline wander (Blw) are combined with synthetic stimulus and atrial activity signals to create a synthetic signal close to clinical signals with the Pearson correlation coefficient r of 0.72. (B) Complete synthetic S1S2 protocol setup with multiple pacing trains (yellow), catheters, and catheter channels, anisotropic wave propagation (red) as well as amplitude & LAT changes due to restitution. (C) Effect of noise scaling on the signals.


Using these activity templates, a complete S1S2 protocol was created with an S1 BCL of 600 ms and an ΔtS2S1of 1.2 s. The S2 coupling interval was decreased from 500 ms to 350 ms in steps of 50 ms and from 340 ms to 180 ms in steps of 10 ms, yielding 21 pacing trains. The ERP was assumed to be 200 ms. Therefore, the last two pacing trains generated no atrial activity.

The S1S2 protocol was set up to mimic a clinical dataset for a circular catheter with a radius of 10 mm and 10 equidistant electrodes on a plane creating 9 neighboring bipolar signal channels. 4 bipolar coronary sinus (CS) catheter channels were set up with 35, 40, 45, and 50 mm distance to the stimulating channel. The stimulation was set up at channel 1 corresponding to the bipolar electrode pair 1–2. The LATs of the atrial activities in the channels were assigned, assuming elliptic excitation conduction with an anisotropy factor of 1.5. To mimic restitution behavior, an exponential decay of amplitude and CV was defined for the atrial activities of S2 stimuli (Supplementary Material section “Atrial Activity Segmentation”), starting from 2 mV for amplitude and 650 mm/s for CV (Figure 4B red line).

Different LATs across channels resulted in different levels of overlap with the stimulation signal. The overlap was determined by subtracting the LAT of the atrial activity template from the temporal end of the stimulation template in the global signal protocol. Channel 2 had an overlap of 51%, channel 1 46%, channel 3 48%, and channel 4 10% between atrial activity and stimulation. All other channels had no overlap (Figure 4B).



Synthetic Noise Generation

To represent noise, segments containing no atrial activity from clinical recordings were extracted. From these, a signal with equivalent frequency components was reconstructed using the discrete inverse Fourier transfer function. Additional baseline wander was implemented following Lenis et al. (2017), by adding frequency components f_n ranging from 0.001 to 5 Hz with uniform random distributed phases and amplitude of twice the magnitude of the atrial activity (Figure 4A). To test the limits of the pipeline, noise was added successively to the synthetic signal. This was implemented by amplification of the established noise time domain signal with a noise level factor n. This factor scaled the signal to the desired SNR power ratio according to
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P is the power of the signal for the signal and the noise, respectively (Figure 4C).



Evaluation

A single stimulation protocol with 9 channels combined with 19 S2 stimuli with decreasing coupling interval (the ERP is reached for lower S2 coupling intervals) led to 171 signals. Exclusion of the stimulation channel yields 152 signals and thus the same number of detectable LAT values. The measure of error was the deviation of the respective pipeline results (number and value of LAT, amplitude) from the ground truth.

To evaluate the performance of the pipeline under noise-free conditions, the restitution curves of amplitude and propagation speed were compared against the ground truth used to create the synthetic signals. We report conduction speed since we computed the scalar projection of the CV vector onto the path between stimulation and measuring electrode.

To evaluate the overall change of accuracy for decreasing SNR levels, the median of all 152 values was used. Additionally, the 25th (Q1) and 75th (Q3) quantiles of deviation from the ground truth were computed across all channels and all S2 stimuli. We plot the interquartile range here since no outliers exist for the clinical SNR range after exclusion of channel 2 which was used to test the absolute limits of the pipeline in regards to overlap between stimulation artifact and atrial activity (Chapter 2.3.1). The boxplot version of the figure can be found in “LAT Error on Synthetic Data” of the Supplementary Material. Since the median does not account for missed LAT detections, the number of atrial activities which were not detected but were present in the synthetic signal was evaluated as well.



Clinical Data

The proposed pipeline was additionally tested on one clinical dataset recorded in the EP department of Städtisches Klinikum Karlsruhe. The patient (59 years) presented with paroxysmal AF. The S1S2 stimulation was carried out with a 20-pole circular catheter on the posterior atrial wall. The signals were stored in the Bard recording system (Boston Scientific, Marlborough, MA, United States). The atrial geometry was recorded with the CARTO EP mapping system (Biosense Webster, Irvine, CA, United States). Data were anonymized and exported for further investigation. The study was part of a standard ablation procedure and approved by the ethics committee. The patient gave informed written consent.

LATs from the clinical signals acquired from the S1S2 protocol were manually annotated by two independent electrophysiology experts for evaluation of the tool. Furthermore, morphological, and physiological qualitative accordance with literature data was assessed for both amplitude and propagation speed restitution curves in lack of ground truth data. For the interested reader LAT restitution was calculated as well and is available in “LAT Restitution” in the Supplementary Material.



RESULTS


Synthetic Signals Faithfully Reproduce Clinical Electrogram

To test the pipeline with a known ground truth, synthetic signals resembling clinical recordings were created as described above. Similarity of clinical and synthetic signal was assessed by evaluating the Pearson correlation on a signal excerpt of one channel for each noise realization and was found to have a maximum at 40 dB (r = 0.72). Decreasing SNR (Figure 4C) below 40 dB decreases similarity with the clinical signals down to 0.17 for −10 dB. At 0 dB, mean noise amplitude reaches a third of the atrial activity amplitude, which is seldomly seen in clinical bipolar measurements. For even lower SNR values, noise peak amplitude is equal to or surpasses atrial activity amplitude.



Valid Reproduction of True Propagation Speed and Amplitude From Synthetic S1S2 Protocol

The temporal histogram approach consistently estimated the S1 BCL of the synthetic signals with an error below a single sample duration (1 ms). The same holds true for the statistical k-means clustering method used to detect the number of pacing trains and pacing stimuli contained in the single pacing trains. These two segmentation steps build the foundation for all future segmentation steps and proved to be robust for all noise conditions.

The ground truth atrial amplitudes were compared to the amplitude curves reconstructed by the pipeline and showed a maximum deviation of 0.05 mV (Figure 5A).
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FIGURE 5. (A) Ground truth amplitude of atrial activity for all channels (blue) and pipeline outcome amplitudes (red). (B) Ground truth propagation speed (blue) and pipeline outcome propagation speed (red). Both panels represent an almost noise-free case (SNR 40 dB). (C) Schematic sketch of bipolar channel arrangement mimicking a clinical case resulting from 10 electrodes.


The estimated propagation speed values (Figure 5B) resulting from the pipeline revealed channel 5 to have the largest error with a mean deviation of 7.81 mm/s (1.3%), originating from an LAT error of approximately 0.34 ms across all data points. Channel 3 shows a single deviation of 35.2 mm/s (5.7%) at a coupling interval of 230 ms, resulting from an LAT error of 0.7 ms.

The LATs of the channels were set up to create different levels of overlap of the atrial signal and the stimulation peak (Figure 4B). The pipeline was unable to detect the atrial signals where the atrial activity overlapped more than 50% with the stimulation artifact, which was the case for channel 2. All other atrial answers were detected. However, channel 1 was excluded since it was defined as the stimulating channel. Channels 3 and 5 had the same propagation speed restitution curve due to the circular geometry and the LAT model and only differed in noise to test the consistency of the algorithm in later noise evaluations.



Valid Reproduction of Propagation Speed and Amplitude Beyond Clinical Noise Levels

The reconstructed amplitude for synthetic signals with decreasing SNR (Figure 6A) showed a stable mean amplitude error of 0.06 mV down to 10 dB. Below 10 dB, there was a marked increase in the interquartile range, and the median value dropped. At 0 dB, the median error exceeded 0.2 mV. The amplitude error relative to the true value exceeds 10% at 1 dB and 20% at −1.5 dB (Figure 6C).
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FIGURE 6. Influence of noise. (A) Median (Q2) amplitude error and interquartile distance (Q1, Q3). (B) Median LAT error and interquartile distance. (C) Relative amplitude error with respect to true amplitude. (D) Percentage of missed LAT detections. For (A,B) the y-axis was capped for visualization purposes.


The median LAT was stable with errors below a single sample down to −1 dB (Figure 6B). The median value began to oscillate within the 1 sample error margin for values below −1 dB. For values lower than −3 dB, interquartile distance drastically increases, and the median oscillates by values larger than one sample.

Figure 6D shows the number of atrial activities in the synthetic signal which were not detected. Above 9 dB, the number of failed detections was below three resulting in relative errors close to 0%. For lower SNR levels, the number of failed detections increased up to a value of 142, resulting in relative errors close to 90%. These values exceed the range of clinically valid measurements and are used to test the limits of the pipeline.



Plausible Restitution Curves for Clinical Signals

The LAT error was created by subtracting LATs resulting from the pipeline from the manual expert annotations. LAT errors of the stimulation signal remained in the range of −4 ms to 1.5 ms (Figure7A). CS LAT error had a larger variance in median value between channels while the median LAT error in the circular catheter remained approximately −1 ms for all channels except PV3-4 (1.9 ms). Atrial activity error (Figure 7B) median values remained in the range between −1.5 ms and 3 ms for all channels (Figure 7B). Interquartile ranges were below 3.5 ms for all channels except CS1-2, PV1-2, and PV7-8, in which the interquartile range was approximately 7.5 ms. Asterisks at the upper boundary of Figure 7B denote the number of extreme outliers beyond the y-axis limits for each channel. In total, 23 (7%) out of 321 LAT errors were considered extreme outliers. Excerpt signals of the extreme deviations show the expert annotation (black) and pipeline results (brown).
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FIGURE 7. LAT error of stimulation signal (A) and atrial activity (B) calculated by subtraction of pipeline LAT from expert annotation. The number of outliers beyond the y-axis limit (orange asterisk) is shown, along with an exemplary signal showing the differences between the expert annotation (black) and the pipeline annotation (brown).


Figure 8A shows an exemplary output of the pipeline when applied to a clinical measurement with stimulation from the circular catheter (PV) electrodes 13–14. The reconstructed propagation speed restitution curves in the spatially distant CS catheter (Figure 8A top) showed a smooth morphology. The propagation speed asymptote ranged from 407 to 510 mm/s. In the circular catheter (Figure 8A bottom), the channels neighboring the stimulation channel (11–12, 15–16) are removed by default by the pipeline. For all other channels, the stimulus directly transitioned into the atrial activity (Figure 8A right). The atrial activity, however, remained distinguishable from the stimulation. The automated removal of the stimulation signal delivered plausible results for clinical measurements inside the stimulating catheter, as shown by the morphology of the restitution curves. A jump can be seen in PV 7-9 (green curve) at 300 ms. This is due to prolonged atrial activity (green box), where at one instance, the peak nearer the removed stimulation (gray bar) is detected at the next point the further peak is detected, creating a jump in propagation speed.
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FIGURE 8. (A) Exemplary output of the pipeline applied on a clinical measurement with stimulation from the circular catheter electrodes 13–14. Propagation speed restitution curves of each channel of the CS and the circular (PV) catheter (left) and the first corresponding S2 signal segment (right). Green boxes show excerpts of atrial activity signal after removal of the stimulation artifact (time segment marked in gray). (B) Voltage map (left) with circular catheter (PV) with white circles showing bipolar channel positions. Reconstructed amplitudes of circular catheter (stimulation from electrodes 13–14) with black dots representing data points (right). Lines are linearly interpolated in between. Line colors correspond to the color of the dot of the channel position on the voltage map.


The clinical voltage map (Figure 8B left) with the highlighted catheter position indicated that the measurement took place in a region of normal voltage. Most amplitude restitution curves have an asymptote of approximately 1 mV, thus above the prevalent clinical threshold for low voltage of 0.5 mV. The curve PV 7-8 has an asymptote around 0.5 mV. PV 1-2 is the only curve seemingly without restitution morphology. Since the absolute amplitude of the whole channel measurement was consistently lower than all other channels, the morphology is most likely a result from insufficient atrial wall contact due to rigid catheter design. The amplitude measured by the circular catheter follows a restitution pattern with the largest decay between 350 and 330 ms S2 coupling interval (Figure 8B right). This is in accordance with the drop of propagation speed at 350 ms S2 (Figure 8A). The amplitudes for shorter S2 intervals varied strongly for 2 of the 6 channels.



DISCUSSION

This study presents and evaluates a fully automated signal segmentation pipeline for the S1S2 protocol. The pipeline has 3 guiding requirements: (i) No a-priori knowledge of the measurement should be used, and all evaluations should be derived purely from the input. (ii) All steps should be fully automated and yield precise results while remaining robust under noise conditions. (iii) It should handle the evaluation of the atrial activity in proximity to the stimulation artifact. The main result of this work is the openly available CVAR-Seg pipeline, which can accurately segment an S1S2 protocol and create amplitude and propagation speed curves under a wide range of noise conditions. The pipeline fills the gap of automatically evaluating restitution protocol information independently from mapping system, stimulus generator, catheters, and stimulation parameter setups. To the best of our knowledge, there is no other complete pipeline for evaluation of the S1S2 protocol or closely related stimulation protocols.

An LAT detection pipeline was proposed by El Haddad et al. (2013) where a clean reference channel is used for rough pre segmentation of activity, then ventricular far field is blanked, the signal is rectified, and the center of mass is calculated. We use the same fundamental idea by first identifying the stimulation peaks and using them as reference points to create time windows in which to assess the atrial activities. For our pipeline, regular far field blanking is not possible. Due to the changed pacing intervals, atrial activities can overlap partially with the ventricular far field segments and excessive blanking might erase large parts of the atrial activity in some pacing trains. The approach proposed by El Haddad et al. (2013) focuses solely on signal traces without stimulation artifacts and, in part, relies on unipolar signals which are not always available. Therefore, alternative methods were sought.

Cantwell et al. (2015) reviewed the most common methods for automated LAT annotation: morphological approaches, NLEO, time-delay cross-correlation, wavelet decomposition, deconvolution, template methods, and gradient methods. We used the two best performing signal segmentation algorithms, namely the wavelet and the NLEO method, as proposed by Lenis et al. (2016). The wavelet method relies on a mother wavelet which in turn necessitates some estimation of the signal. This can only be done for the stimulation signals. Using the bior1.5 as proposed by Lenis et al. (2016), we only assume a steep flank in the stimulation signal, which is always present in any stimulation and therefore does not violate our requirement of not using a-priori information. For atrial activities, no assumptions were made. Therefore, we used the wavelet to detect the stimulations and the NLEO method for the atrial activity. To determine non-detected activities, we used a NLEO threshold proposed by Lenis et al. (2016). The choice of threshold is a tradeoff between detecting more peaks with potentially increasing errors versus detecting less but more trustworthy peaks. We see a potential for improvement here by using an adaptive NLEO threshold based on estimation of the SNR of the signal as proposed by El Haddad et al. (2013).

Kremen and Lhotska (2007) proposed to detect signal components in different complex fractionated atrial electrograms (CFAE) classes based on the wavelet transform. This could be used to extend this pipeline to incorporate an evaluation of fibrillatory events and annotate atrial activities. An alternative approach could be to use the recently published openEP project (Marino et al., 2021), which enables EP data parsing and analysis.

Other works use manual (Corrado et al., 2017) or semi-automatic pipelines (Corrado et al., 2018; Abdi et al., 2020) to evaluate restitution curve morphology. The latter might be more proficient for an evaluation on the atrial surface mesh. The CVAR-Seg pipeline rather focuses on evaluating singular electrodes, and the evaluation would have to be projected on the 3D atria in a subsequent step.

CVAR-Seg works in a fully automated manner, can be used on large patient cohorts, and demonstrated applicability on clinical recordings. This was shown by evaluating 37 different SNR noise scenarios (55,278 synthetic signals) and an exemplary clinical case without manual interaction. While SNR of clinical signals can, in general, be estimated by comparing filtered versions of the signal, reliable estimates are hampered by different filter settings, clinical setups, and measurement quality. Our arbitrarily picked clinical measurement corresponded to a synthetic case of 40 dB and is assumed to be a good representation of a mean clinical noise level. The range was expanded by looking for the noisiest possible signals in literature. Visual comparison with literature (Verma et al., 2018; Unger et al., 2019; Jadidi et al., 2020) and available clinical measurements suggest a clinical noise level between 40 and 10 dB in terms of our synthetic setup (Figure 4).

Extra beats where accounted for in the detection of the pacing trains and during the evaluation of the single stimulus and following atrial activity time segments. In most cases the stimulation will create the depolarization wave and the tissue will not be activated by extra beats due to the ERP. Should an extra beat occur in the time window of evaluation it cannot be morphologically distinguished from a stimulation induced depolarization wave and must therefore be excluded during postprocessing. We suggest excluding points above threefold standard deviation of the curve. The proposed pipeline gives accurate results for amplitude, LAT, and consequently propagation speed (Figure 5) down to SNR values of 0 dB. If some misdetection of atrial activities is acceptable, the signal quality can even deteriorate to -4 dB (Figure 6). LAT evaluation errors remain mostly below a single sample and amplitude errors in the range of 0.06 mV. Down to 1 dB, the relative amplitude error is below 10%, which is deemed acceptable since other processing steps influence the amplitude more profoundly, e.g., density of sampling points, voltage map interpolation, and method of amplitude calculation in each EP system.

For SNR beyond the clinical range of 10 dB, the errors in amplitude and LAT increase markedly while, at the same time, the number of non-detected LATs rises. The LAT errors translate to larger errors in propagation speed. However, the median LAT value remains nearly constant for all SNR. This means we still obtain mostly correct values and several extreme outliers stemming from large noise peaks in proximity to the atrial activity in some channels. Signal processing solutions would most likely also impact atrial activity morphology. Another way these outliers could be mitigated is by using one of the fitting approaches incorporating all measured values (Weber et al., 2011; Blauer et al., 2014). The general underestimation of amplitude for SNR below 10 dB is due to high noise amplitudes causing the pipeline to mistake noise peaks for atrial activity. As noise grows larger in amplitude, the error trends toward more negative values due to the algorithm increasingly overestimating the amplitude. The increase in spread is then due to different noise realizations in the different channels. For extreme SNR cases below −4 dB, we observe noise amplitudes of equal magnitude as the atrial activities with occasionally noise peaks higher than atrial activity amplitude. Evaluation of such measurements necessitating adjustments of the default filter settings of the pipeline.


Outlook for Clinical Data

Comparison of expert annotation LATs against the pipeline produced LATs revealed good accordance for the stimulation signal. Most LATs from the circular catheter channel median values were merely deviating by −1 ms from the expert annotation. The larger shift in median (−2 ms) present in the CS catheter channels. The large variability can be explained by the fact that during stimulation in the spatially distant circular catheter the stimulation presents as far field in the CS catheter channels with minimal amplitude and slope due to the bipolar arrangement, and signal noise around the stimulation artifact incurred small deviances in the non-linear energy operator peak.

The median atrial activity error with an error of 0 ms is a promising result. Interquartile ranges of most channels resulted in minimal, but acceptable shifts in LAT since all LATs remained within the atrial activity. The different annotation styles (maximum and minimum peaks or maximum slope) between experts explained the larger interquartile ranges of CS1-2, PV1-2, and PV7-8. The extreme outliers reveal that deviations occurred due to several reasons: (i) different annotation between pipeline and manual evaluation; (ii) ventricular far field overlap with the stimulation in the CS catheter. For time windows that contain a stimulation, no far field removal was performed since, in many cases, the bipolar signal would reduce the ventricular far field enough for evaluation, and exclusion of all stimuli overlapping with ventricular far field could result in deletion of too many time segments. (iii) incomplete removal of stimulation artifact leading to premature LATs; (iv) extended atrial activities. These cases accounted for 7% of all annotations, leading to the conclusion that the pipeline yields adequate results. Outliers produced by extreme cases can be filtered out in a postprocessing step since they will be deviating from the restitution morphology of all other points.

The segmented restitution curves from the paroxysmal AF patient showed the following properties: All catheter channels show different asymptotes of propagation speed curves, which is expected due to fiber orientation-induced CV anisotropy. Using the minimum and the maximum propagation speed curves as a first estimate, the resulting anisotropy ratio of 3.4 is in accordance with experimental reports ranging up to anisotropy levels of 5 and above (Spach et al., 1988; Harrild and Henriquez, 2000; Roney et al., 2019). With a mean asymptote of 692 mm/s, our propagation speed lies within the reported ranges values for experimental data ranging from 100 mm/s (Spach et al., 1988) to 1800 mm/s (Roney et al., 2019) and is close to the value of 600 mm/s reported in Verma et al. (2018). Global CV for AF patients has been reported in a range of 511 ± 110 mm/s (Zheng et al., 2017) in line with our asymptote measurement of 439 mm/s between the circular catheter on the inferior posterior wall and the CS catheter. Recent works extend CV estimation by including LAT measurement uncertainty (Coveney et al., 2020) which could potentially be incorporated into CVAR-Seg in the future. Roney et al. (2021) extend the concept of scalar CV by estimating atrial fiber direction along the endocardial surface. Using CVAR-Seg, this method could be applied to restitution data to see if preferential conduction directions stay consistent when derived from CVs acquired at different pacing rates.

Local amplitude restitution ranges from approximately 1 mV to below the clinically used low-voltage threshold of 0.5 mV (Jadidi et al., 2016) for each spatially stable measurement. Thus, the amplitude decrease stems from restitution behavior of the tissue, not catheter roving. This also demonstrates that the single threshold used for voltage guided ablation might not be optimal for all patients since they present with different and highly variable heart rates due to AF (Nairn et al., 2020).

The clinical voltage map shows that our measurement was done in a region with normal voltage associated with healthy tissue. We observed a clear exponential morphology for both amplitude and propagation speed, which is in line with the exponential restitution curve morphology of healthy tissue reported in literature (Kim et al., 2002; Weber et al., 2011).



Limitations

In the scope of this work, not all signal morphology varieties that can arise clinically due to different hardware (e.g., electrode dimensions, catheter spacing) and software (filtering values, filtering algorithms) setups could be covered in silico. Therefore, we considered the most important cases including restitution of amplitude and propagation speed, overlap of atrial activity with stimulation, and clinical noise variation. Since a guiding principle was to not use any a-priori information, the pipeline is not limited to the shown synthetic signals and does not exclude signals that deviate from our setup.

For pacing train detection, the k-means algorithm requires markedly longer intervals between pacing trains than the S1 cycle length. For values lower than 1.2 times the S1 cycle length the k-means clustering can yield unreliable results. A value of twice the S1 cycle length yielded correct clusters for the clean signal setup as well as a setup with noise and extra beats. For suppression of the stimulation signal, our matched filtering approach gives accurate results provided the depolarization slope of the atrial signal is not more than 50% covered by the stimulation. This creates a temporal lower boundary on detectable atrial activities, which is in large parts due to the linear smoothing of the first part of the stimulation time segment. This smoothing step is necessary to erase stimulation parts that cannot be erased by the subtraction of the template and becomes increasingly important when dealing with noisy signals and cannot be removed. In the future, other methods could improve detection of the atrial activities and dispense with the smoothing step, thereby lowering the temporal detection threshold further. One such approach could be the Changepoint method (Killick et al., 2012), which might achieve better detection results for fractionated signals. Additionally, other signal segmentation methods using statistical or machine learning approaches could prove beneficial for a better atrial activity segmentation and further improve robustness and lower the number of misdetected LATs for high noise cases.



Conclusion

In this work, we provide the noise-robust signal segmentation pipeline CVAR-Seg for the widely used S1S2 stimulation protocol. It enables automatic computation of amplitude and propagation speed restitution curves from clinical data. The pipeline is built for S1S2 stimulation protocol measurements. However, the methodology could easily be transferred and adapted to any other stimulation protocols used in EP studies since the main problem of proximity between stimulus signal and atrial activity remains the same. At the same time the pipeline components are modular and can be easily replaced by alternative methods according to the user’s needs. This tool allows for a fast and precise evaluation of large datasets and eliminates the need to analyze each dataset manually. The proposed CVAR-Seg pipeline could serve as a basis for a standardized way of evaluation fostering reproducibility and comparability of future restitution studies.
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Single-procedure catheter ablation success rate is as low as 52% in atrial fibrillation (AF) patients. This study evaluated the feasibility of using clinical data and heart rate variability (HRV) features extracted from an implantable cardiac monitor (ICM) to predict recurrences in patients prior to undergoing catheter ablation for AF. HRV-derived features were extracted from the 500 beats preceding the AF onset and from the first 2 min of the last AF episode recorded by an ICM of 74 patients (67% male; 57 ± 12 years; 26% non-paroxysmal AF; 57% AF recurrence) before undergoing their first AF catheter ablation. Two types of classification algorithm were studied to predict AF recurrence: single classifiers including support vector machines, classification and regression trees, and K-nearest neighbor classifiers as well as ensemble classifiers. The sequential forward floating search algorithm was used to select the optimum feature set for each classification method. The optimum weighted voting method, which used an optimum combination of the single classifiers, was the best overall classifier (accuracy = 0.82, sensitivity = 0.76, and specificity = 0.87). Clinical and HRV features can be used to predict rhythm outcome using an ensemble classifier which would enable a more effective pre-ablation patient triage that could reduce the economic and personal burden of the procedure by increasing the success rate of first catheter ablation.
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INTRODUCTION

Catheter ablation, specifically pulmonary vein isolation (PVI), has become a common treatment over the decades for atrial fibrillation (AF) patients, especially those highly symptomatic (Arbelo et al., 2014) or those where antiarrhythmic drug therapy has not been sufficient (or tolerated) for rhythm stabilization (Kirchhof et al., 2017). However, the long-term outcomes of catheter ablation in AF reported single-procedure success rates as low as 66.6% in paroxysmal AF (PAF) patients and 51.9% in non-paroxysmal AF (NPAF) patients (Ganesan et al., 2013). Several well-established scoring systems aimed at predicting rhythm outcome after catheter ablation, including thromboembolic risk predictors like CHADS2 or CHA2DS2-VASc, have shown modest prediction capabilities (Letsas et al., 2014). Other specific rhythm outcome predictors such as APPLE (Kornej et al., 2015), SUCCESS (Jud et al., 2019), and MB-LATER (Mujović et al., 2017) have achieved better results. However, most studies done so far have the drawback of relying on 24-h Holter monitoring to detect AF recurrences, which was shown to have a rather poor detection rate for subclinical AF of 5.5% (Ramkumar et al., 2018).

Implantable cardiac monitors (ICMs) offer the advantage of long-term monitoring and use highly sensitive AF detection algorithms, with detection rates of up to 96% (Hindricks et al., 2010). These devices continuously classify the heart rhythm of a patient by analyzing its cardiac cycle and, in addition, store the R–R intervals of the beats preceding the AF episode and the first beats of the AF episode. Hence, heart rate variability (HRV)-derived features can be extracted. HRV has been proven to be a predictor of chronic AF recurrence after electrical cardioversion (Lombardi et al., 2001; Akyürek et al., 2003), and extensive work has been done in describing the changes in HRV features before and after ablation (Kocovic et al., 1993; Hsieh et al., 1999; Kang et al., 2014; Seaborn et al., 2014).

This article proposes the use of common HRV-derived features in conjunction with clinical data to predict recurrences within the first 12 months after catheter ablation in a continuously monitored patient population. To accomplish this, the article will evaluate several single classification methods including support vector machines (SVM), with linear (Christianini and Shawe-Taylor, 2013), polynomial (SVMp), and Gaussian (SVMg) kernels (Djerioui et al., 2019), classification and regression trees (CART), and K-nearest neighbor (KNN) algorithms. In addition, the capabilities of ensemble learning methods (Hosseini et al., 2020) in which a weighted combination of the single classifiers is used as the predictor of AF recurrence will be explored.



MATERIALS AND METHODS


Patient Population

This retrospective study included patients from two cohorts: the Reveal LINQ usability study (ClinicalTrials.gov identifier: NCT01965899), a multicenter single-arm clinical study, and clinical data derived from a single center with extensive experience in evaluating the long-term outcome of AF ablation by means of ICM (Bou Ezzeddine et al., 2015). The patients of both cohorts provided written informed consent, and the study protocols were reviewed and approved by the Human Research Ethics Committee of each participating institution.

Out of the 226 enrolled patients, only 99 had pre-ablation data, out of which 19 were excluded due to previously failed ablation and another six due to incomplete data such as no medical and/or ablation records. A schematic presentation describing the patient cohort can be found in Figure 1. The selected 74 patients (67% male; 57 ± 12 years; 26% NPAF) were divided into two classes: those with AF recurrence (R = 42 patients, 57% of the total) and those with no AF recurrence (NR = 32, 43%). AF recurrence was defined as presence of an AF episode longer than 2 min as recorded by the ICM after a 3-month blanking period following catheter ablation. The blanking period of 3 months is used as suggested by the 2012 Consensus Statement of Catheter and Surgical Ablation of Atrial Fibrillation to report the efficacy of the ablation as early recurrences could be caused by post-ablation inflammation or short-term autonomic imbalance (Calkins et al., 2012). Both cohorts had more than 12 months follow-up for AF recurrence after catheter ablation.


[image: image]

FIGURE 1. Flow diagram describing the source population.


The ICM was implanted 5.9 ± 3.8 months before the ablation procedures, which were classified as PVI or PVI plus Extra Lesions. These long monitoring periods ensure the detection of the AF onset of both paroxysmal and non-paroxysmal patients. The devices used in the usability and the single-center studies were Reveal LINQ and Reveal XT (Medtronic Inc, Minneapolis, MN, United States), respectively, and were implanted within the fourth intercostal space (V2–V3 electrode orientation). Both devices sense and detect the rhythm with a sampling frequency of 256 Hz and then, to optimize memory slots, store the R-peak timestamps and the ECG of the first 2 min of the AF episodes. For the last AF episode recorded, the device also stores the timestamps of the beats preceding the AF onset (Flashback). For the analysis, the first beats of the last recorded AF episode (477 ± 71 beats) before the catheter ablation and its Flashback (483 ± 33 beats) were extracted (D and A in Figure 2). The last AF episodes occurred between 1 and 183 days before the ablation.


[image: image]

FIGURE 2. Example of available implantable cardiac monitor data: (A) whole flashback, (B) first 300 beats of the flashback, (C) last 100 beats of the flashback, and (D) first 2 min of the last atrial fibrillation (AF) episode recorded before catheter ablation, illustrating the short-term changes in the R–R intervals (ms) prior to the AF onset and the differences in R–R intervals between the flashback (A) and the AF episode (D).




Data Collection and Feature Extraction

From these two types of signals (Flashback and last AF episode) 4 different areas of interest (AoI) were defined: the whole Flashback (A), the first 300 beats of the Flashback (B), the last 100 beats of the Flashback (C), and the first beats of the AF episode (D) as shown in Figure 2.

Classical HRV-derived features describing the variability and irregularity of the R–R intervals (see Table 1) were computed from the different AoIs and then categorized into four groups: whole Flashback (FB, AoI: A), last 100 beats of Flashback (L100, AoI: C), and delta and first beats of AF episode (AF, AoI: D). Delta was defined as the percentage difference between the first 300 beats of the Flashback (AoI: B) and the last 100 beats of the Flashback (AoI: C) and was computed as:

[image: image]


TABLE 1. Description of the heart rate variability features used in the analysis.

[image: Table 1]with the aim of studying the changes occurring within the Flashback itself.

In addition to variability and irregularity features, clinical information such as the age, AF type (paroxysmal or non-paroxysmal), hypertension presence, and ablation type (PVI or PVI plus extra lesions) were included in the analysis. A total of 14 R–R interval variability and irregularity features were computed for the four areas of interest, except pNN50 and pNN20 for Delta as the values for the first 300 beats of these features were 0 for some patients, and the relative change could not be computed. A total of 58 features were considered per patient, including the four clinical features and the variability and irregularity features.



Classification

Based on the extracted features, eight classification algorithms were evaluated to predict AF recurrence after a 3-month blanking period. As a first step, a test set was randomly selected, containing 22% of the data (eight patients with recurrence and eight with no recurrence), which was used to evaluate the performance of the classifiers on never-before-seen data. The remaining 78% of the observations were processed by the classification algorithm, using 2/3 of the data to train the classification model (the training set) and 1/3 to validate the trained model (validation set) as illustrated in Figure 3. The classification algorithm included the feature selection and the model training, out of which the validation performance metrics were computed. As a feature selection tool, the sequential forward floating search (SFFS) algorithm was used. This algorithm considers and analyzes subsets with different number of features by iteratively selecting the features that increase the overall accuracy of the model (Somol et al., 2006). Further information on the algorithm can be found in the Supplementary Material.
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FIGURE 3. Schematic representation of the overall method. NR, no recurrence; R, recurrence; SFFS, sequential forward floating search.


The trained model was evaluated on the test set, on which the performance metrics were computed.

The classification was performed using two types of classifiers: single classifiers and ensemble classifiers. The single classifiers were SVM, CART, and KNN; the ensemble classifiers were mean voting (MV), accuracy weighted voting (AWV), and optimum weighted voting (OWV).

For the ensemble classifiers, the five classifications of the single classifiers were weighed and combined to classify a given observation x: C(x), which is the result of the scalar product between the weight vector (W) and the voting vector (V(x)):

[image: image]

where, the weight vector:

[image: image]

contains the weights for the single classifiers (Wi ∈ [0,1],∑Wi=1), and the voting vector:

[image: image]

is the binary classification of the observation x made by the single classifiers.

Each ensemble algorithm had a different weight configuration. The MV algorithm was defined as the average of all the classifications; thus, the single classifiers have the same weight:

[image: image]

In the AWV method, the weights are proportional to the accuracy on the validation set of the single classifiers, thus being:

[image: image]

Finally, for the OWV method, all possible weight combinations (considering a step of 0.1 for each weight) were iteratively evaluated, and the set of weights that maximizes the overall accuracy of the validation set was selected.

Leave-p-out cross-validation (where p is 1/3 of the data) was performed with 100 bootstrap repetitions, i.e., all the above-mentioned steps were repeated 100 times, randomizing the patient selection and allowing both patients with AF recurrence and those without to be part of the training and validation phases. Performance metrics such as accuracy, sensitivity, and specificity were then averaged over the repetitions, while F1-score was computed from the averaged confusion matrix, and were computed as:
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where TP is true positive, TN is true negative, FP is false positive, FN is false negative, and PPV is positive predictive value. The feature extraction, selection, and classification were conducted using Matlab R2019b (The Mathworks Inc., Natick, MA, United States).



Statistical Analysis

The statistical properties of the optimum set of features used by the classification method with the highest accuracy were analyzed. Continuous data are presented as mean ± SD if the null hypothesis H_0 of the Shapiro–Wilk test (H_0: data is normally distributed) was not rejected, and these were compared with the unpaired Student’s t-test. Otherwise, continuous data are presented as median (IQR), with IQR being the interquartile range, and compared using the Mann–Whitney U test. Conversely, categorical data is presented as absolute frequency (relative frequency in percentage) and compared with the Pearson chi-square method. A p-value < 0.05 was considered for the rejection of the null hypothesis and set as the level of significance. All statistical analyses were conducted using SPSS, version 23 (SPSS Inc., Chicago, IL, Illinois).



RESULTS

The available clinical baseline characteristics of the 74 patients are shown in Table 2. Even though there are no statistically significant differences between the clinical baseline characteristics used in the analysis of the patients with and without recurrences (age, paroxysmal AF, hypertension, and extra lesions), patients with AF recurrence were, on average, 3.6 years older than those without. There was also a higher proportion of paroxysmal AF patients and a lower proportion of arterial hypertension patients among those who did not have AF recurrences. Diabetes, coronary artery disease, and stroke were excluded from the analysis as these features were heavily underrepresented. The HRV-derived features for each group of interest are shown in Supplementary Table 1 as mean ± standard deviation for normally distributed data and as median (IQR) for non-normally distributed data. Only pNN20 for the whole Flashback, delta triangular index, and sample entropy in the AF episode have a statistically significant difference between patients with and without AF recurrences.


TABLE 2. Clinical baseline characteristics of the patients that had no recurrence and those who did.

[image: Table 2]Firstly, the single classifiers were evaluated by computing the accuracy on the validation set for subsets with an increasing number of features as selected by the SFFS. Figure 4A shows the mean accuracies on the validation set of the single classifiers as a function of the number of selected features. It can be observed that all the classifiers reach a maximum of accuracy for the validation set with a subset containing less than 10 features except KNN (number of features = 18). For each single classifier, the feature subset that maximizes the validation accuracy is selected as the optimum feature set, which is used to evaluate the test using the trained model The performance evaluators for the test set were then computed in every iteration, and Figure 5 depicts the mean and standard deviation. The F1-score, however, was computed from the averaged confusion matrix (also shown in Figure 5), as only the average score was of interest to compare different classifiers
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FIGURE 4. (A) Mean accuracy of the single classifiers on the validation set, plotted as a function of the number of selected features. (B) Mean and standard deviation of the accuracy of the multiple classifiers (line and colored area, respectively) for each subset of features on the validation set. AWV, accuracy weighted voting; CART, classification and regression trees; KNN, K-nearest neighbors; OWV, optimum weighted voting; SVM, support vector machine; SVMg, support vector machine Gaussian kernel; SVMp, support vector machine polynomial kernel.
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FIGURE 5. Mean and standard deviation of the performance metrics on the test set of the different classification methods. The table shows the mean values. AWV, accuracy weighted voting; CART, classification and regression trees; KNN, K-nearest neighbors; OWV, optimum weighted voting; SVM, support vector machine; SVMg, support vector machine Gaussian kernel; SVMp, support vector machine polynomial kernel.


When working with never-seen data, SVM had the highest accuracy (0.72 ± 0.11) and specificity (0.63 ± 0.20), while SVMg had the highest sensitivity (0.88 ± 0.14). The highest F1-score (0.65) was obtained by SVMp.

The single classifiers were then combined in an ensemble classifier in which a weighted combination of the single classification is used to compute the final classification. Figure 4B shows the mean (bold line) and the standard deviation (shaded area) of the accuracy of the validation set for the different ensemble classifiers. Similar to the single classifiers, the maximum accuracy was reached with less than 10 features. The optimum feature set was determined as the subset that maximized the accuracy on the validation set, and the results for the ensemble classifiers’ comparison are shown in Figure 5.

The best overall classifier with the highest F1-score (0.82) is the OWV method, in which the weights used to combine the different single classifiers are evaluated in each iteration. This method also has the highest accuracy (0.82 ± 0.09) and specificity (0.87 ± 0.12) on the test set, while MV has the highest sensitivity (0.98 ± 0.05).

This OWV method of classification used a set of seven features combining geometric delta features (“delta SD1SD2ratio”) with complexity delta features (“delta ApEn”), statistical delta features (“delta RMSSD”), geometric AF features (“SD2 AF”), statistical AF features (“pNN20 AF”), statistical Flashback features (“pNN20”), and clinical features (“extra lesions”).

To provide added information and insight on the performance of the different classification models, the receiver operating characteristic curves from the single and the ensemble classifiers are shown in Figure 6 alongside their area under the curve (AUC) values. SVM had the highest AUC value (0.75) of the single classifiers, while AWV and OWV both obtained the highest overall AUC value (0.85).
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FIGURE 6. (A) Receiver operating characteristic (ROC) curves of the single classifiers and area under the curve (AUC). (B) ROC curves of the ensemble classifiers and the AUC. AWV, accuracy weighted voting; CART, classification and regression trees; KNN, K-nearest neighbors; OWV, optimum weighted voting; SVM, support vector machine; SVMg, support vector machine Gaussian kernel; SVMp, support vector machine polynomial kernel.


The frequency of use of each of the feature groups, i.e., FB: Flashback, L100: Last 100, Delta, AF, and clinical by the different classification methods, was also analyzed. Figure 7 shows the percentage of each feature group used by the different methods. Features from feature group Delta were the most frequently used by the different classifiers. On average, the classifiers used features from Delta group for 31% of their selected features, reaching 63% of the selected features for the SVMp method. However, it is worth noting that every classifier took at least “extra lesions” as one of the optimum features in their feature list, and classifiers such as SVM and SVMg had features from the clinical group comprising more than 25% of their features, with SVMg being the classifier with the highest percentage of use (40%).
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FIGURE 7. Percentage of features from each feature group used by the different classification methods. AF, atrial fibrillation; AWV, accuracy weighted voting; CART, classification and regression trees; FB, flashback; KNN: K-nearest neighbors; L100, last 100 beats; OWV, optimum weighted voting; SVM, support vector machine; SVMg, support vector machine Gaussian kernel; SVMp, support vector machine polynomial kernel.




DISCUSSION

The main finding of this study is that a reduced set of HRV and clinical features extracted from an ICM can be used by an ensemble classifier to predict AF recurrence with a mean accuracy higher than 0.8 in patients that underwent single-procedure catheter ablation. If confirmed by future studies, these findings are potentially of significant clinical relevance for several reasons: first, catheter ablation of the AF substrate is a procedure with high economic and personal burden; secondly, due to the epidemic character of AF prevalence, these interventions cannot be offered (even in countries with developed healthcare systems) to all patients; and third, the selection of patients with higher probability of long-term elimination of AF has high priority. Until now, the various clinical scoring systems based on phenotypic biomarkers used to this aim generate a rather poor prediction of limited clinical usefulness.

HRV has been extensively studied with respect to procedural outcome by analyzing the changes in HRV features before and after ablation (Kocovic et al., 1993; Hsieh et al., 1999; Kang et al., 2014; Seaborn et al., 2014). However, these studies mainly describe the effect of ablation on HRV and use non-continuous Holter monitoring of the patients. To the best of our knowledge, this is the first study that reports the combination of classical HRV and clinical features to predict AF recurrence in a continuously monitored ablation cohort using a variety of classification methods.

Although all of the different HRV and clinical features were initially introduced in the algorithm, SFFS iteratively selected the optimum set, and only one of the eight different methods used had a peak performance with more than 10 features and OWV only used seven: delta SD1SD2 ratio, delta ApEn, delta RMSSD, pNN20 AF, SD2 AF, and extra lesions. Out of the seven features found as optimum, only one was a clinical feature, while the others were classical HRV features extracted from three different feature groups: delta, Flashback, and AF. RMSSD and Poincare descriptor SD1SD2 ratio both describe the variability of the R–R intervals, and so when analyzing the correlation between the features, it was not surprising to observe that they had an r = 0.506, p < 0.01, in the two-tailed Pearson correlation test. The rest of the features had a weak correlation between them.

The most used feature group appeared to be delta, with an average use of 31% in the different classifiers and a maximum of 63% in SVMp, which shows the importance of studying the onset of the AF contained within the Flashback.

Several studies have investigated different methods of AF recurrence prediction by analyzing the impact of different clinical scores. While thromboembolic risk predictors like CHADS2 or CHA2DS2-VASc showed a relatively modest prediction (Letsas et al., 2014), other specific rhythm outcome predictors such as APPLE (Kornej et al., 2015), SUCCESS (Jud et al., 2019), and MB-LATER (Mujović et al., 2017) have been introduced as yielding better results. The APPLE score [one point for age > 65 years, persistent AF, impaired eGFR < 60 ml/min/1.73 m2, left atrial (LA) diameter ≥ 43 mm, and ejection fraction (EF) < 50%] was originally developed to predict AF recurrences after first ablation, with area under the receiver operating characteristic curve (AUC) of 0.634 (Kornej et al., 2015), but it has also been tested to predict recurrence in repeated ablations, with AUC of 0.617 (Kornej et al., 2017). Based on this score, the SUCCESS score was created by adding one point for each preciously performed ablation, and although it did demonstrate an improvement over APPLE (AUC 0.657 vs 0.620), the findings were not significant in the study (Jud et al., 2019). The MB-LATER score [male, bundle branch block, left atrium ≥ 47 mm, type of AF (paroxysmal, persistent, or long-standing persistent), and ER - AF = early recurrent AF] was associated with patients who will develop very late AF recurrence, i.e. recurrence documented more than 12 months after the ablation procedure (AUC 0.782) (Mujović et al., 2017), and was also proven to predict late AF recurrence (AUC 0.62) (Potpara et al., 2019). However, this score has a drawback in that it uses early recurrence of AF as a feature, and it cannot be used as a baseline predictor. All these scoring systems have the disadvantage of relying on conventional Holter devices to detect AF recurrence in patients and the need of image-based parameters such as LA diameter or EF, while the proposed method uses easily obtainable clinical information and classical HRV features extracted from an ICM which continuously monitors the patient.

In the review of AF recurrence predictors developed by Balk et al. (2010) the relationship between success of ablation for AF and clinical features was systematically evaluated. The multivariable analyses showed that neither age, AF type, nor hypertension showed a significant association to ablation success. However, in the case of age, Balk et al. (2010) suggested that this result was due to the limitations of the existing literature rather than a true lack of association, as only relatively young patients were included in the analyses (40–70 years). The patient population analyzed in this study was relatively young (57.5 ± 12.15 years old), and this could be the reason why age was not included in the final feature set. Even though the multivariate analyses performed by Balk et al. (2010) failed to show a significant association between AF type and ablation success, the univariate analysis found that patients with NPAF had a 60% increased risk of AF recurrence compared to those with PAF, and it was hypothesized that it would be a good clinical indicator of the likelihood of AF recurrence. In this study, AF type was chosen by only two of the eight classification methods, and while one was AWV, which had the second highest F1 score, the other one was SVMp, which had one of the lowest scores. This could be explained by the under-representation in the patient population of non-paroxysmal patients (25.7%) which translated into 18.8% of those which did not have AF recurrence and 31.0% of those who did. Ablation type was the only feature used by every method: from these preliminary results, patients that had extra lesions also had a higher chance of having AF recurrence. Although there are some confounding factors to consider, i.e., the need of extra lesions may be due to a more advanced AF with a higher presence of fibrotic tissue in the atria; the extra scar tissue could be the foci of new re-entry circuits that could develop and sustain AF. Nonetheless, this feature was also heavily biased, as most of the patients underwent PVI ablations and only 15 patients (20.3%) also had extra lesions, so further work would have to confirm this.

This retrospective study was made using a limited patient population from two different cohorts with different clinical information, which limited the clinical features that could be used to those which were collected in both studies. Furthermore, the features that were included, such as AF type and ablation type, were heavily biased, as persistent patients (26% of the total number of patients) and ablation strategies with extra lesions (20%) were underrepresented. However, the main part of this study was focused on HRV features, and even though the use of the clinical features increased the accuracy and future work should be done to understand their impact, the presented classification method and the results are still clinically relevant. The data were extracted from the Reveal LINQ ICM which automatically detected AF episodes longer than 2 min and, due to memory restrictions, stored the R–R intervals of the episodes detected and their Flashbacks. Therefore, episodes longer than 30 s, which are defined as AF episodes by the guidelines, but shorter than 2 min were undetected by the ICM. The lack of stored ECG signals also limited the number of features that could be extracted and restricted the analysis to HRV-derived features that could be extracted from the R–R intervals. Despite these drawbacks, the advantage of having continuous monitoring of the patients before and after the ablation greatly outweighs the disadvantages of possible information loss due to device resolution or memory restrictions. Although the study shows promising results and serves as proof of the feasibility of the method described, being a pilot study, the results should be validated on an external database.

Recurrence of AF after ablation can be predicted with varying degrees of accuracy using simple classification methods and an iteratively selected feature set of easily obtainable HRV and clinical features. The best approach is an optimally weighted combination of single classifiers which uses HRV (Poincare descriptors SD1SD2 ratio, pNN20 approximate entropy, RMSSD, and triangular index) and clinical (extra PVI lesions) features. This could be a first step into a more effective pre-ablation patient triage that could reduce the economic and personal burden of the procedure by increasing the success rate of the first catheter ablation to achieve long-term AF termination.
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Atrial fibrillation (AF) is a common cardiac arrhythmia that affects 1% of the population worldwide and is associated with high levels of morbidity and mortality. Catheter ablation (CA) has become one of the first line treatments for AF, but its success rates are suboptimal, especially in the case of persistent AF. Computational approaches have shown promise in predicting the CA strategy using simulations of atrial models, as well as applying deep learning to atrial images. We propose a novel approach that combines image-based computational modelling of the atria with deep learning classifiers trained on patient-specific atrial models, which can be used to assist in CA therapy selection. Therefore, we trained a deep convolutional neural network (CNN) using a combination of (i) 122 atrial tissue images obtained by unfolding patient LGE-MRI datasets, (ii) 157 additional synthetic images derived from the patient data to enhance the training dataset, and (iii) the outcomes of 558 CA simulations to terminate several AF scenarios in the corresponding image-based atrial models. Four CNN classifiers were trained on this patient-specific dataset balanced using several techniques to predict three common CA strategies from the patient atrial images: pulmonary vein isolation (PVI), rotor-based ablation (Rotor) and fibrosis-based ablation (Fibro). The training accuracy for these classifiers ranged from 96.22 to 97.69%, while the validation accuracy was from 78.68 to 86.50%. After training, the classifiers were applied to predict CA strategies for an unseen holdout test set of atrial images, and the results were compared to outcomes of the respective image-based simulations. The highest success rate was observed in the correct prediction of the Rotor and Fibro strategies (100%), whereas the PVI class was predicted in 33.33% of the cases. In conclusion, this study provides a proof-of-concept that deep neural networks can learn from patient-specific MRI datasets and image-derived models of AF, providing a novel technology to assist in tailoring CA therapy to a patient.
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1. INTRODUCTION

Atrial fibrillation (AF) is the most common cardiac arrhythmia and is characterised by rapid and uncoordinated contraction of the atria. It is associated with high levels of morbidity and is the leading cause of stroke in people over 75 (Hart and Halperin, 2001). Although the precise mechanisms underlying AF remain unclear, it has been recognised that ectopic electrical beats originating from the pulmonary veins (PVs) can trigger AF (Chen et al., 1999), and that electrical rotors generated by breakdown of such ectopic waves provide self-sustained drivers for AF. In addition, areas of fibrotic atrial tissue have been linked with slow conduction of electrical waves, providing anchoring points for the rotors, and thus arrhythmogenic locations in the atria (Morgan et al., 2016; Roy et al., 2020).

First line clinical treatments for AF include antiarrhythmic drugs, electrical cardioversion, and catheter ablation therapy (Parameswaran et al., 2021). Radiofrequency catheter ablation (RFCA) involves controlled destruction of arrhythmogenic locations via delivery of localised RF energy to atrial tissue through a catheter. RFCA procedures have a relatively high success rate in patients with paroxysmal AF (about 70% for a single procedure) (Oketani et al., 2012). However, in persistent AF patients, the arrhythmia can recur after RFCA in ~75% of cases (Wang et al., 2017). Cryo-ablation has emerged as an alternative, arguably more convenient method based on delivery of low temperatures through a balloon catheter. However, clinical trials have shown no significant difference in long-term efficacy of RF ablation vs. cryo-ablation of paroxysmal AF patients (Andrade et al., 2019). This warrants the development of novel, more efficient ablation strategies (Gong et al., 2015).

RFCA creates lines of conduction block on the atrial surface, which should ideally have minimal length and allow for quick recovery of the mechanical activity of both atria during sinus rhythm (Ruchat et al., 2007). The only clinically proven empirical strategy is Pulmonary Vein Isolation (PVI), which generates circumferential lesions around the right and left PVs. Promising novel strategies include rotor- and fibrosis- driven CA (Parameswaran et al., 2021). The former targets focal points of electrical activation to terminate rotors (Zaman et al., 2015), while the latter aims to minimise the effect of fibrosis by applying box isolation of fibrotic areas (BIFA) (Schreiber et al., 2017) or linear lesions across fibrotic tissue (Kottkamp et al., 2017).

The heterogeneous results obtained by different studies suggest that a single ablation strategy is unlikely to be successful for all patients, and the improvement of CA therapy can come from personalised approaches to each patient. The latter have successfully applied patient medical imaging and image-based computational modelling (Boyle et al., 2019). We aim to simulate various scenarios of AF and personalised CA strategies using computational models on atrial tissue based on patient imaging data, and use the model simulation data to train deep convolutional neural networks (CNNs), which have proven to be successful for biomedical problems (Pfeiffenberger and Bates, 2018; Poh et al., 2018). Once the CNN is trained, we will use it to identify patient-specific patterns of CA lesions for each scenario.

We have previously developed a method for training CNNs on a set of synthetic data composed of 2D atrial tissues with randomly distributed fibrotic patches (Muffoletto et al., 2019). To prove its effectiveness and provide proof-of-concept results for patients, we will apply this approach to patient-specific 2D atria obtained by unfolding of 3D atrial datasets from AF patients. The latter have been obtained using late gadolinium enhancement-magnetic resonance imaging (LGE-MRI) (Williams et al., 2017; Xiong et al., 2021), which is primarily used to image cardiac fibrosis. LGE-MRI scans are routinely performed before CA procedures in many clinical centres, and hence, LGE data represents a perfect reference for studies of patient-specific AF scenarios and ablation patterns.



2. MATERIALS AND METHODS


2.1 Patient-Specific Atrial Tissues

The patient-specific dataset was obtained from two sources. The first dataset, from the Atrial Segmentation Challenge at the Statistical Atlases and Computational Modelling of the Heart 2018 workshop (Xiong et al., 2021), consisted of 86 LGE-MRI scans from patients with AF (original resolution of 0.625 fnins-15-654170-i0001 0.625 fnins-15-654170-i0001 0.625 mm3), and included the corresponding 3D left atria (LA) segmentations. The second dataset was collected at St Thomas' Hospital (Chubb et al., 2018) from 18 AF patients pre- and post-CA, providing total 36 LGE-MR images (original resolution of 1.3 fnins-15-654170-i0001 1.3 fnins-15-654170-i0001 4 mm3, reconstructed to 0.94 fnins-15-654170-i0001 0.94 fnins-15-654170-i0001 2 mm3).

All LGE-MR images were segmented based on the image intensity distributions, to enhance visualisation of atrial fibrosis for the improved inter-patient quantification and comparisons. To do this, an image intensity ratio (IIR) value was calculated for each voxel on the 3D model by division of LGE intensity by mean blood pool intensity. If the IIR value exceeded an empirical threshold of 1.24, the voxel was labelled as dense fibrotic tissue (red in Figures 1A–C) while an IIR of below 1.08 indicated healthy tissue (blue in Figures 1A,B) (Roy et al., 2018). Applying the standardised segmentation method to all LGE-MRI datasets created a set of patient-specific 3D LA models with fibrosis.


[image: Figure 1]
FIGURE 1. Generation of 2D LA tissue images from LGE-MRI data. (A) 3D LA geometry segmented from LGE-MRI patient data, with LGE-MR image intensity showing healthy myocardium (blue) and regions of fibrosis (red). (B) 2D LA-SUM representation where 3D LA has been unwrapped to a standardised disk form. The PVs and LAA are situated in the centre while the mitral valve becomes the border of the disk. (C) Thresholded LA-SUM images. White represents healthy tissue, red denotes fibrotic regions, while grey indicates areas of empty space (background and openings of the PVs and LAA). PVs and LAA are labelled in all figures.


The LA models were unfolded to a standardised 2D disk representation for further processing and simulation. This was carried out using the LA standardised unfold mapping (LA-SUM) technique (Williams et al., 2017). Each model was registered to a reference atlas mesh and unfolded by mapping of features from the 3D mesh to their corresponding locations on the 2D LA disk (standard diameter 150, resolution 0.3 fnins-15-654170-i0001 0.3 mm2) (Qureshi et al., 2020), with the four PVs and LAA inside and the mitral valve becoming the border of the disk. After the unwrapping, LGE MRI intensities in the 2D LA disks were thresholded to produce binary 2D images with healthy myocardium and fibrotic patches (Figure 1C). Figure 1 illustrates the entire process and the correspondence of unwrapped and thresholded 2D LA disks with the real atria.



2.2. Synthetic Atrial Tissues

Since CNNs are contingent on big data and susceptible to overfitting, a set of data augmentation techniques was implemented to expand the limited real dataset. Given that the 3D LA models were unwrapped onto standardised 2D disks, disparities between them were solely due to the fibrosis regions, with no variance of the PVs size and position in the dataset. Hence, an additional set of synthetic 2D LA tissue models with varying fibrosis distributions and PV positions and sizes was generated from the real data.

The generation of synthetic tissues was a three-staged process, which first involved a weighted averaging of 65 real 2D LA images randomly extracted from the STACOM 2018 dataset, which was the larger of the two datasets, and hence could provide greater variability in the fibrosis distributions. This was done by giving a random weight between 0 and 1 (i.e., intensity of each voxel was multiplied by this random weight). With this technique, a dataset of unique 157 synthetic tissues was generated.To ensure even more variability within the fibrosis distributions of these tissues, a second stage followed. For each of the new tissues, the fibrosis distribution was first extracted and thresholded and successively augmented using one or multiple of three affine transformations: flipping, rotation, or translation. The value of threshold and the types of transformation per tissue was selected by randomly assigning to each of them one of 10 cases with different combinations of threshold (ranging from 0.065 to 0.095) and transformations.

Finally, the last stage was performed to introduce variation for the PVs. In half of the synthetic images the size and positions of PVs were altered by randomly assigning one of 6 different variants. For variants 1–3, only the sizes of the PVs were modified by randomly varying their original diameter between 5 and 50%. For variant 1, only one random value was used to resize all four PVs. For variant 2, two random values were chosen, one for the left pair of PVs (LIPV and LSPV), and another for the right pair (RIPV and RSPV). For variant 3, four random values were chosen for each PV. For variants 4–6, in addition to varying the PV size, positions of the PVs were randomly varied in the horizontal and vertical directions.



2.3. Atrial Tissue Model

The 2D atrial tissues described in the previous sections (122 real and 157 synthetic) were used to simulate electrical activity sustaining AF and suitable personalised successful strategies for each tissue. Thus, a unique 279 strong dataset was created to combine the 2D LA images and labels assigned to each image after the simulations of AF and ablation. This provided a versatile and robust set to train, test, and validate our neural network classification algorithm (see section 2.3 below).

Propagation of electrical activation waves in LA tissue was simulated using the standard monodomain equation:
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Here, Vm represents the membrane voltage, Cm is the specific cell capacitance, and D is the diffusion tensor that characterises electrical coupling in the tissue. For isotropic tissue, the latter is a constant. Equation (1) was solved using forward Euler method with a time step of 0.01 ms, combined with finite difference approximation of the Laplacian with a spatial step of 0.3 mm.

For simulation of the ion current, Iion the Fenton-Karma semi-physiological model was applied. The model uses three currents to represent the main ionic currents responsible for the electrical activation and inactivation dynamics of atrial cells. These are the fast inward (flow of Na+), the slow inward (flow of Ca2+) and slow outward (flow of K+) currents:
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All the currents were implemented using the standard equations and parameters, as previously described (Roy et al., 2018).

Equations (1 and 2) describe the propagation of electrical waves through atrial tissue. To generate the wave breakdown leading to re-entrant drivers (rotors), the standard cross-field protocol was used (Tobón et al., 2014). The rotor was defined as a stable re-entrant circuit lasting for at least 2,000 ms. Trajectories of such rotors can be tracked in the 2D and 3D atrial models even if they hyper-meander (Roy et al., 2020). Only stable rotors were used to simulate AF (see below).

Two AF scenarios were simulated for each 2D LA tissue model, as illustrated in Figure 2. In Scenario A, the cross-field protocol was applied after 28 ms from the start of the simulation and on the LSPV, and D in the healthy myocardium was set to 0.1 mm2ms−1, producing wave velocity of 0.7 m/s typical of early-stage AF. In Scenario B, the cross-field protocol was applied after 58 ms from the start of the simulation and at the centre of the tissue, with D in healthy tissue set to 0.05 mm2ms−1, producing velocity of 0.5 m/s typical of persistent AF. In some cases where the cross-field protocol didn't result in sustained re-entry, the cross-field application time was increased, so that AF became sustained. The diffusion coefficient in fibrotic areas for both scenarios was set to 0.15 fnins-15-654170-i0001 D to simulate slow conduction. For areas corresponding to PVs and LAA, both the diffusion coefficient and membrane potential were set to zero. The simulations of two AF scenarios for each atrial image effectively doubled the size of the dataset, bringing the total number of image-based 2D atrial models in the dataset from 279 to 558 (244 real and 294 synthetic images).


[image: Figure 2]
FIGURE 2. Initiation of AF scenarios in 2D LA tissue models. The images show the voltage distribution (normalised to 0–1 range) in the 2D LA and its changes over time, and the formation of rotors in two scenarios. Each time frame shows, respectively: start of the simulation, application of the cross-field protocol, initial formation of a wave phase break, stabilisation of the rotor and the end of the simulated episode. In Scenario A, the wave is cut off after 28 ms and at the left top pulmonary vein; in Scenario B, the wave is cut off later at 58 ms and at the centre of the tissue.


Ablation lesions were simulated by setting values of the membrane potential and diffusion coefficient to zero in small circular areas corresponding to a catheter tip touching the tissue; zero-flux boundary conditions were applied around such areas, as well as the PVs and LAA.

The rotor's tip—a focal point of its rotations—was tracked during the simulations. The tips were identified as the intersection of isolines of Vm and its time derivative (Fenton and Karma, 1998; Roy et al., 2020):
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The value of Viso used in the tracking was 0.8.



2.4. Tissue Labelling Process

All 2D LA tissue images were labelled to represent common CA strategies: (a) fibrosis-based, (b) PVI, and (c) rotor-based ablation (Parameswaran et al., 2021). Each strategy was simulated in the respective 2D LA tissue models. The simulations for each strategy are illustrated in Figure 3. For fibrosis-based ablation (BIFA), the border between healthy and fibrotic tissue was ablated. For PVI, two approaches were used: one ablating each individual PV, and another applying two large lesions around the left and right pair of PVs (Parameswaran et al., 2021). For rotor-based ablation, the tip of the rotor was identified (Equation 3) and ablated. Each strategy was simulated twice, using 10 and 30 ms intervals between applying successive ablation lesions. The simulation duration was restricted to 2,000 ms and the maximum percentage of ablated tissue was restricted to 40%. Note that most simulations were not performed until 40% of the tissue was ablated, with the rotors terminated by ablation at a much earlier stage; this condition was introduced to avoid ablation by critical mass reduction at the expense of substantially damaging the LA, and practically was only fulfilled in a small number of cases. At the end of the simulation, the CA strategy was defined as successful if at least in one of the two trials AF is terminated. Figure 3 illustrates the assignment of a label for a sample 2D LA tissue based on a unique identification of successful CA strategy.


[image: Figure 3]
FIGURE 3. Simulations and identification of successful CA strategy for each 2D LA tissue model. Each CA strategy (a) Fibro, (b1) PVI 1, (b2) PVI 2, (c) Rotor was simulated twice (at 10 and 30 ms ablation intervals). The strategy was defined as successful if at least in one of the two trials AF was terminated by the end of the simulation. The horizontal arrow shows the time axis and the six panels under it are the voltage distributions in 2D LA tissue for successive moments of time, where the yellow dots represent the ablated points. The last panel (end of simulation) reveals the difference in ablation patterns between the completed strategies. The green tick indicates CA success, while the red cross indicates failure. In the example shown, the Rotor strategy appears to be the only successful one for the sample tissue, and hence this set goes straight in the Rotor class. The bottom panels (under Training Set) show several examples of labelled tissues derived from this process.


Two special cases were taken into consideration when assigning the labels: (1) no CA success was reached in simulations of some specific 2D LA models, (2) multiple CA strategies worked in simulations of the same 2D LA model. In case 1, the tissues with no identifiable label were discarded, reducing the initial dataset of 558 samples to 457 (Scenario A+B). To account for case 2, two different labelling methods were utilised. In the first, further referred to as the minimum percentage method, the label was assigned based on the successful CA strategy that resulted in the minimum percentage of ablated tissue. The second, referred to as class availability method, was introduced to make the training set more balanced by prioritising CA strategies that were scarcely represented in the set: first PVI, and then fibrosis-based ablation over the predominant rotor-based. A label generally represented the most successful ablation strategy for a given image/image-based 2D atrial model, but for some images more than one CA strategy was successful in terminating AF. In such cases, the label was chosen with the aim to create the most balanced training set: PVI was the smallest class, and hence the PVI label was assigned preferentially over Fibro and Rotor labels; Fibro was the second smallest class, and hence it was assigned preferentially over Rotor.

The breakdown of successful CA strategies, labelled using each of the two methods described above, is shown in Table 1 for AF Scenarios A and B (see section 2.1 above) and a combination of both (A+B).


Table 1. Distribution of labelled 2D LA datasets by scenario (A,B,A+B), labeling method (minimum percentage and class availability), and label class (PVI, Fibro, and Rotor).
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2.5. Convolutional Neural Network

To identify CA patterns, a classification algorithm was applied to the labelled 2D LA tissues. The algorithm was constructed using TensorFlow (Abadi et al., 2016), in conjunction with the Python Keras library (Gulli and Pal, 2017; Chauhan and Ram, 2018).

The CNN architecture consisted of four 2D convolutions made of 32 filters of size 3 fnins-15-654170-i0001 3, followed by Rectified Linear Unit (ReLU) activation and using a maxnorm constraint. The convolution block was followed by a MaxPooling of pool size 2 fnins-15-654170-i0001 2, a Flatten layer, and two Dense layers, the first of which was made of 512 units and had ReLU activation and maxnorm kernel constraint. This was followed by a Dropout layer at rate 0.9 and a softmax function. Due to the imbalance of classes we employed the class weighting technique, available in the Keras open-source library as an extra model parameter. This weights the loss function during training based on the percentage of samples in each class. The class weights were found for each model using a scikit-learn package function based on technique inspired by King and Zeng (2001). As suggested in Valova et al. (2020), we used the Adam optimiser and a decay of 0.8 when the validation loss, monitored at every 200 epochs, did not show significant (1e−3) decrease.The maximum number of epochs was set to 500, but the best classifier was usually found at an earlier stage.

Some of the architecture characteristics (number of conv2D layers, filter size) and hyperparameters (dropout rate, optimiser initial learning rate, optimiser decay, rate of change patience) were extensively tested before setting the final values listed above and these results are shown in the (Supplementary Figure 1).

Classifiers were trained on 2D LA tissue models with simulated (1) Scenario A only, (2) Scenario B only, and (3) a combination of the two scenarios A and B, that we refer to as Scenario A+B. Scenarios A and B were simulated separately, and labels were assigned to images based on each scenario separately. The CNN was then also trained separately, once for scenario A, and once for scenario B. The combined scenario A+B did not involve re-running the simulations or re-labelling the images, the CNN was trained using labels produced in both these scenarios. However, since using the same image with two different labels would result in poor training of the CNN, an original binary image was used with a label from scenario A, and an inverted binary image (“negative”) was used with a label from scenario B. It's important to note that 2D LA images used as the CNN inputs are the same in both Scenario A and B, and only difference in the inputs comes from the ground truth labels—successful CA strategies are different between the scenarios due to the change in AF initiation protocol.

A stratified five-fold cross validation was applied with a train-validation split of 80–20%. Prior to the splitting, 27 sets (9 real + 18 synthetic) were excluded from the original dataset to carry out separated testing on unseen samples. This was performed by selecting the best model out of the five obtained through cross validation. Note that training-validation was performed on a mixture of real and synthetic images, and testing was performed on a completely different test set of mixed images. Only one (randomly selected) real image in the test set was used to generate synthetic images, but the generation process ensured that latter were significantly different from the real ones.



2.6. Experiments and Evaluation

Four classifiers for each AF scenario were trained using: (i) the minimum percentage labelling method and without class weighting, (ii) the class availability labelling method and without class weighting, (iii) the minimum percentage labelling method and with class weighting, (iv) the class availability labelling method and with class weighting. These were evaluated using accuracy and loss plots (Figures 4–7), as well as precision and recall metrics (Supplementary Figures 4–7), ROC curves for training and validation sets and confusion matrices for test sets (Figures 8–11).


[image: Figure 4]
FIGURE 4. Network performance for the minimum percentage labelling method without class weighting technique. Plots of accuracy and loss (left training, and right validation) are shown for the best classifier trained on (1) Scenario A, (2) Scenario B, (3) Scenario A+B. Horizontal axis shows the epoch size from 0 to 500.





3. RESULTS


3.1. Network Performance on Training and Validation Set

Performance of the CNN trained on 2D LA tissue models with AF simulated according to the three scenarios (A, B, and A+B) was evaluated for labels assigned using the minimum percentage method (Figures 4, 6) and the class availability method (Figures 5, 7). The classifiers were trained first without the class weighting technique (Figures 4, 5), and then employing the latter to provide a more balanced dataset in the training (Figures 6, 7). All figures show the learning curve representing CNN classification accuracy and loss in each study. Additional plots for precision and recall for each of these cases are provided in Supplementary Figures 4–7. For each combination of scenarios and labelling methods, we trained five different models using fivefold cross-validation (see Methods) and presented results for the best-performing of these models in terms of the highest validation accuracy achieved over training. Table 2 provides a summary of all classifier performances, showing that the accuracy reaches 96–97% during training and 79–86% during validation. Figures 8–11 also illustrate the performances in training and validation for Scenario A using ROC curves.


[image: Figure 5]
FIGURE 5. Network performance for the class availability labelling method without class weighting technique. Plots of accuracy and loss (left training, right validation) are shown for the best classifier trained on (1) Scenario A, (2) Scenario B, (3) Scenario A+B. Horizontal axis shows the epoch size from 0 to 500.



[image: Figure 6]
FIGURE 6. Network performance for the minimum percentage labelling method with class weighting technique. Plots of accuracy and loss (left training, right validation) are shown for the best classifier trained on (1) Scenario A, (2) Scenario B, (3) Scenario A+B. Horizontal axis shows the epoch size from 0 to 500.



[image: Figure 7]
FIGURE 7. Network performance for the class availability labelling method with class weighting technique. Plots of accuracy and loss (left training, right validation) are shown for the best classifier trained on (1) Scenario A, (2) Scenario B, (3) Scenario A+B. Horizontal axis shows the epoch size from 0 to 500.



[image: Figure 8]
FIGURE 8. ROC curves and confusion matrix for classifier trained on Scenario A employing the minimum percentage labelling method without the class weighting technique (cf. Figure 4–Table 2 first row). The ROC curves show the performance of single-class classifications in training (A) and validation (B) based on true positive and false positive rates. The confusion matrix (C) shows the performance on the test set of the same classifiers. Values on the diagonals correspond to the percentage of labels predicted successfully, while others represent the percentage of unsuccessful predictions.



Table 2. Training and validation accuracy of the best classifier for each scenario.
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3.1.1. Minimum Percentage Labelling Method

Figures 4, 6 show accuracy and loss during training and validation for 2D LA tissues labelled using the minimum percentage method with and without applying class weighting to the loss function. In both cases, the training accuracy reaches over 95% for all scenarios and the validation accuracy is generally over 80% (Table 2). A rapid rise in accuracy and drop in loss after very few epochs can be seen for all scenarios, but the loss curve rises up again after ~50 epochs, a sign that the network might start to overfit. However, curves for accuracy in training and validation both reach a plateau at this stage. The CNN classifier performance in all scenarios is generally similar, although the network trained on Scenario A with class weighting (Figure 6) somewhat outperforms other classifiers, reaching accuracy of 86.50% during validation. The ROC curves for this scenario (Figures 8B, 10B) are similar for the classifiers trained with (AUC = 71.3%) and without (AUC = 72%) class weighting, but there is a larger variation between single class performances in the latter case (Figure 10B).



3.1.2. Class Availability Labelling Method

Figures 5, 7 show accuracy and loss during training and validation for 2D LA tissues labelled using the class availability method with and without applying class weighting to the loss function. In both cases, the training accuracy reaches over 95% for all scenarios, and the validation accuracy is also about 80% across the three scenarios. The same overfitting behaviour is observable after a few epochs in the loss function. The ROC curves illustrated for Scenario A (Figures 9B, 11B) are similar between the classifiers trained with (AUC = 87.67%) and without (AUC = 88%) class weighting, but the variation across classes is significantly lower and single class performance is significantly higher when compared to the respective values for the minimum percentage labelling models (Figures 8B, 10B).


[image: Figure 9]
FIGURE 9. ROC curves and confusion matrix for classifier trained on Scenario A employing the class availability labelling method without the class weighting technique (cf. Figure 5–Table 2 third row). The ROC curves show the performance of single-class classifications in training (A) and validation (B) based on true positive and false positive rates. The confusion matrix (C) shows the performance on the test set of the same classifiers. Values on the diagonals correspond to the percentage of labels predicted successfully, while others represent the percentage of unsuccessful predictions.





3.2. Network Performance on Unseen Test Set

The CNN classifiers trained on 2D LA tissue models with simulated Scenario A, labelled using the minimum percentage and class availability techniques, were tested on a small unlabelled dataset of 2D LA images. The confusion matrix for the classifier trained using the minimum percentage labelling technique and no class weighting (Figure 8C) shows that generally the CNN learns to correctly predict the rotor-based CA strategy, and mislabels the other two classes as Rotor (in all cases for PVI). This is likely due to the predominance of rotor labels (see Table 1, min percentage row), which makes the classifier heavily biased toward this class. This imbalance in the training dataset was the primary reason for the introduction of the second labelling method. The behaviour is similar when using the class weighting technique (Figure 10C), but in this case there is slightly less variation between classes.


[image: Figure 10]
FIGURE 10. ROC curves and confusion matrix for classifier trained on Scenario A employing both the minimum percentage labelling method and the class weighting technique (cf. Figure 6–Table 2 second row). The ROC curves show the performance of single-class classifications in training (A) and validation (B) based on true positive and false positive rates. The confusion matrix (C) shows the performance on the test set of the same classifiers. Values on the diagonals correspond to the percentage of labels predicted successfully, while others represent the percentage of unsuccessful predictions.


A significant improvement in testing was achieved by using the CNN classifiers trained on 2D LA tissues labelled using the class availability technique (Figures 9C, 11C). Here the values of prediction probability across the diagonal are generally higher than the external ones, which indicates a larger number of correct predictions. Although the Rotor class is still predominant (the rotor-based CA strategy is always correctly predicted in both classifiers with and without class weighting), the probability of correct predictions for the PVI and fibrosis-based CA strategies is relatively high. The predictions for the classifier with class weighting are superior (Figure 11C), with 100% success in predicting Rotor and Fibro classes, and the misclassification mostly found in distinguishing between PVI and Fibro classes. This case is further illustrated in Table 3 which provides an insight into the classification output of this CNN. A similar table including predictions obtained by the classifier trained using the minimum percentage labelling method and class weighting (cf. Figure 10C) Is shown in Supplementary Table 1.


[image: Figure 11]
FIGURE 11. ROC curves and confusion matrix for classifier trained on Scenario A employing both the class availability labelling method and the class weighting technique (cf. Figure 7–Table 2 fourth row). The ROC curves show the performance of single-class classifications in training (A) and validation (B) based on true positive and false positive rates. The confusion matrix (C) shows the performance on the test set of the same classifiers. Values on the diagonals correspond to the percentage of labels predicted successfully, while others represent the percentage of unsuccessful predictions.



Table 3. Table of test set predictions given by classifier trained on Scenario A using class availability labelling technique and class weighting (cf. Figure 7–Table 2 fourth row–Figure 11).

[image: Table 3]

The confusion matrices show that the classifier may make better predictions between two classes, specifically Rotor vs. other classes. Hence, we also performed binary classifications, using CNNs with class weighting and both labelling methods, trained for the following combinations of labels (successful CA strategies): Rotor-Fibro, Rotor-PVI, PVI-Fibro (see Supplementary Figures 2, 3).




4. DISCUSSION

This work builds upon previous proof-of-concept results that deep neural networks can learn from computational simulations of atrial electrical activation, to identify CA strategies (Muffoletto et al., 2019). This earlier study was based on atrial simulations run on synthetic 2D tissues with simple, randomly assigned geometric structures representing fibrosis. The current study advances this approach to utilise patient-specific imaging data and make personalised predictions of CA strategies. Specifically, we build a CNN and train several classifiers that, after careful clinical validation, can help tailor CA strategies to individual AF patients, which is currently one of the ultimate aims of research in the field of AF. To achieve this, we first process a large LGE-MRI dataset (Section 2.0.1) that we also augment with a synthetic dataset (section 2.0.2) to provide more variability in the CNN training. We then train the CNN classifiers using a combination of real and synthetic images and labels produced by image-based models of AF and CA therapy. We consider three main CA strategies (PVI, rotor-based and fibrosis-based) and also two AF scenarios that represent early- and late-stage AF. The advancements on our previous work (Muffoletto et al., 2019) include: (i) the use of real patient images to generate atrial models and train the CNN, (ii) the use of a wider range of simulated AF scenarios and ablation strategies to produce more accurate labels for the images, (iii) optimisation of the CNN parameters to produce higher accuracy in training and validation, and (iv) more in-depth analysis of the CNN classification between the CA strategies.

The ground truth labels for the images were assigned based on successful termination of AF by ablation in the image-based 2D LA models. If multiple successful CA strategies for the same LA model were identified, we used the minimum percentage (in terms of ablated tissue) method which prioritises less invasive CA strategies. Classification results (Figure 4) show that this method achieves similar performance across two different AF scenarios (A and B) and their combination (A+B). Values for the accuracy during validation on Scenario A (81.39%) and Scenario A+B (82.56%) are particularly promising but when analysing the ROC curve in Figure 8B, we can observe a high variation of the AUC values between the classes. This is further reflected in the confusion matrix for this classifier (Figure 8C), which predicted rotor-based CA as the most successful strategy even in cases where simulations showed that PVI and fibrosis-based CA were more suitable strategies.

For this reason, the same classification experiments were repeated using a different labelling technique, referred to as class availability method, which prioritises the assignment of ground truth labels based on ranking of least common successful strategies in the simulations (in the order: PVI, Fibro, and Rotor). This technique allowed us to produce a more balanced training dataset and to achieve a training accuracy of 96–97% and a validation accuracy of 79–82% across scenarios (Figure 5 and Table 2). The ROC curve (Figure 9B) shows higher AUC values for all classes compared to the first labelling method, and a better performance across them, which is also visible in the confusion matrix for the testing (Figure 9C), where values of prediction per class are promising, except for PVI that is often mislabelled as Rotor. Note that PVI had low success rate in the 2D atrial model simulations, which may be due to the PVs contributing to AF mechanisms primarily via ectopic triggers, rather than via rotors considered in the current study. Expanding the models to account for the PV triggers, and hence naturally increasing the number of images labelled as PVI class, should improve the prediction for this class.

To provide a more balanced distribution of labels (successful CA strategies) in the dataset, we used two different approaches: (1) a stratified 5-fold cross validation which can be considered as a valid alternative to bootstrapping (Kohavi, 1995), and (2) weighting of the loss function based on the percentage of samples in each class, a common approach for unbalanced datasets (Thai-Nghe et al., 2010; Rosenberg, 2012; Huang et al., 2013). The addition of class weighting to the minimum percentage labelling method doesn't lead to a clear advantage (Figure 9C). However, the addition of class weighting to the class availability labelling method shows a substantial improvement in the prediction of Rotor and Fibro classes (100%) (Figure 11C).

Although we have implemented several techniques to improve balance of the dataset, one of the limitations of this study remains the high variation of predictive ability of the classifiers across the three classes. In particular, the presence of such a low success rate of the PVI class in the real set may be explained by the facts that (i) the PVs in LA-SUM disks (Williams et al., 2017) are small and cannot sustain rotors around them, and (ii) PVs contribute to AF mechanisms mainly by sustaining its triggers that were not accounted for in our models. Further work should include the collection of more patient-specific data and its employment for generation of more synthetic data that specifically target the enhancement of the PVI and fibrosis subsets.

It would also be of crucial importance to apply more detailed 3D atrial models that include MRI-derived atrial geometries and region-specific electrophysiology (Morgan et al., 2016; Varela et al., 2017; Roy et al., 2018, 2020). Although the rotor dynamics shows qualitative similarities between 2D and 3D atrial models, such as anchoring of the rotors to large fibrotic patches (Supplementary Figure 8), detailed 3D models will be needed to achieve true patient-specific predictions. The reason for using 2D atrial simulations in our study was the efficiency in providing the needed proof of concept: (i) running 3D atrial simulations for several hundred cases would take years of simulations on a supercomputer, which would be a gross misuse of computational power; (ii) standardised 2D unfolded atrial images allowed us to easily generate a large number of additional synthetic images, which is crucial for training CNNs. Moreover, (iii) our previous work has shown that 3D atrial wall thickness is distributed relatively evenly in the LA outside of PVs and slow conduction in fibrotic areas is the main determinant of the rotor dynamics (Roy et al., 2018). Hence, image-based 2D atrial models provided a sensible balance between realistic atrial details (such as fibrotic distribution) and computational efficiency (primarily the ability to run a large number of simulations and train the CNN).

Another limitation includes the size of the unseen test set, which was kept small to avoid the subtraction of data from the training set. More substantial and more balanced training and test sets should enable achieving higher accuracy in the classification using the minimum percentage labelling method, which is more clinically relevant, as it encourages less invasive CA strategies. The second labelling technique based on the class availability was introduced to even out the distribution of the three classes, and should be considered as a proof of concept. Finally, it's worth noting that a significant proportion of CA simulations were unsuccessful (101), and other CA strategies may need to be considered in the future for such cases.

Boyle et al. (2019) have identified patient-specific targets for ablation from LGE-MRI based computational models of the 3D atria and demonstrated the feasibility of this approach to guide patient treatment in a prospective study of 10 patients. The locations of rotors sustaining AF in their models was strongly correlated with the location of fibrotic areas identified from LGE-MRI. Our group have also reported similar results (Roy et al., 2020). Such studies provide further evidence to the value of research on rotor-based and fibrosis-based to AF ablation, as well as of computational models in such research. The main novelty of the current study is the application of CNNs to make predictions from a combination of imaging and modeling data. While image-based modeling can provide useful information about structure-function relationships during AF, its downsides include (i) huge computational power needed to simulate multiple AF scenarios in the detailed 3D atrial models, and (ii) the need to rerun the models each time novel data is integrated into them, which makes the application of models in a clinical setting impractical. The CNN can overcome these limitations, and - after careful validation and integration of clinical data—could provide a fast and flexible tool to help predict ablation strategies for a large patient population.

PVI is the cornerstone of AF ablation procedures. However, while PVI has proven highly effective in treating paroxysmal AF patients, ablation of more challenging persistent AF patients often requires additional lesions beyond PVI; even after successful termination, long-term success of PVI in persistent cases is highly suboptimal. Hence, the search for novel ablation targets has been a focus of research for two decades, with both rotor and fibrosis based ablations showing the greatest promise (Parameswaran et al., 2021), and considering them as potential candidates in our study along with PVI is a logical and timely step in this research. In regards to fibrosis-based ablation, it is worth noting that Yang et al. (2017) have shown that there was little long-term benefit in substrate modification compared to PVI in non-paroxysmal AF patients. However, the study provides no direct evidence that their approach targeted fibrosis, as they targeted low-voltage areas that are known to have poor spatial correlation with fibrotic areas. In regard to rotor-based ablation, Tilz et al. (2020) have shown that PVI had similar effectiveness to FIRM-guided ablation in paroxysmal AF patients. However, (i) their study provided no evidence that the same applies to persistent AF patients and (ii) FIRM is known for its limitations in identifying rotors, and therefore the study points to the limitations of the FIRM approach specifically, rather than of the rotor-based approach in general. Hence, the question on the role of ablating fibrosis and rotors in persistent AF patients remains open; results of the ongoing DECAAF II trial should provide more direct evidence for the former.

The strength of the modelling approach used in this study is in its ability to test ablation procedures that target rotors and fibrosis with tractable properties – rather than markers believed to have some correlation with the presence of rotors (FIRM) and fibrosis (low-voltage areas). While differences between modelling and clinical data are inevitable, modelling enables exploring promising approaches to AF therapy in depth that may not be achievable in a purely clinical setting. Specifically in our study, this allows us to (i) simulate ablation of rotors and fibrosis with tractable properties and (ii) provide a proof-of-concept that a CNN can be trained based on a combination of structural (patient MRI) and functional (modelling) data to make predictions about suitable ablation strategies. The model in this case only provides a label (a suitable CA strategy) for a patient image, which is used to train the CNN. This builds confidence in the computational approach – which can then be used for images labelled using data from patients (should such data be available), and help make clinically valid predictions. Moreover, the approach is restricted to the three strategies considered in the current study, and can include any other promising ablation strategies, with the CNN helping to choose the most suitable one for each patient. It is important to stress that all stages of this approach need to undergo careful clinical validation before it can be applied in a clinical setting. Importantly, any additions to the gold-standard PVI procedure should be treated with extra care and be aimed at improving, rather than complicating the existing clinical approaches.

In conclusion, this work proposes a unique novel approach to personalisation of AF ablation therapy, which is based on a combination of patient imaging, image-based modelling and deep learning. The importance of a patient-specific approach to AF therapy is being increasingly recognised (Cochet et al., 2018; Roney et al., 2018; Parameswaran et al., 2021), and we believe that such advanced image-based computational technologies will play an important role in achieving such personalisation in the future. Out results show that deep neural networks can provide a sensible approach to predict a suitable ablation strategy for the considerably high number of people suffering from AF. Ultimately, our aim would be to directly apply a similar deep learning approach to 3D datasets that combine information from volumetric patient MRI scans with the image-derived 3D atrial model simulations, as illustrated in Figure 12. Additional validation for the network predictions should be performed against outcomes of actual CA procedures applied to the patients, building up further toward clinical application of this approach.


[image: Figure 12]
FIGURE 12. Proposed workflow for assigning labels to patient MR images based on image-derived 3D simulations of atrial electrical activation. Similar to the current study, labels would be given to each patient dataset according to the rate of success for several AF ablation scenarios. Once passed through the layers of a CNN, the output would be the prediction of a suitable CA strategy for a given patient.
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Although plasma electrolyte levels are quickly and precisely regulated in the mammalian cardiovascular system, even small transient changes in K+, Na+, Ca2+, and/or Mg2+ can significantly alter physiological responses in the heart, blood vessels, and intrinsic (intracardiac) autonomic nervous system. We have used mathematical models of the human atrial action potential (AP) to explore the electrophysiological mechanisms that underlie changes in resting potential (Vr) and the AP following decreases in plasma K+, [K+]o, that were selected to mimic clinical hypokalemia. Such changes may be associated with arrhythmias and are commonly encountered in patients (i) in therapy for hypertension and heart failure; (ii) undergoing renal dialysis; (iii) with any disease with acid-base imbalance; or (iv) post-operatively. Our study emphasizes clinically-relevant hypokalemic conditions, corresponding to [K+]o reductions of approximately 1.5 mM from the normal value of 4 to 4.5 mM. We show how the resulting electrophysiological responses in human atrial myocytes progress within two distinct time frames:


(i) Immediately after [K+]o is reduced, the K+-sensing mechanism of the background inward rectifier current (IK1) responds. Specifically, its highly non-linear current-voltage relationship changes significantly as judged by the voltage dependence of its region of outward current. This rapidly alters, and sometimes even depolarizes, Vr and can also markedly prolong the final repolarization phase of the AP, thus modulating excitability and refractoriness.

(ii) A second much slower electrophysiological response (developing 5–10 minutes after [K+]o is reduced) results from alterations in the intracellular electrolyte balance. A progressive shift in intracellular [Na+]i causes a change in the outward electrogenic current generated by the Na+/K+ pump, thereby modifying Vr and AP repolarization and changing the human atrial electrophysiological substrate.



In this study, these two effects were investigated quantitatively, using seven published models of the human atrial AP. This highlighted the important role of IK1 rectification when analyzing both the mechanisms by which [K+]o regulates Vr and how the AP waveform may contribute to “trigger” mechanisms within the proarrhythmic substrate. Our simulations complement and extend previous studies aimed at understanding key factors by which decreases in [K+]o can produce effects that are known to promote atrial arrhythmias in human hearts.

Keywords: hypokalemia, mathematical modeling, inwardly rectifying K+ current, sodium potassium (Na+/K+-ATPase) pump, action potential repolarization, atrial fibrillation (AF), renal dialysis, plasma potassium levels


INTRODUCTION

Detailed knowledge of plasma electrolyte (e.g., K+, Na+, Ca2+, and Mg2+) levels, and an understanding of the consequences of even small changes in one or more of them, are needed for optimal clinical management of various chronic diseases (Franse et al., 2000; Ahmed et al., 2007; Barrett Bowling et al., 2010; El-Sherif and Turitto, 2011; Alderman et al., 2012; Wang et al., 2013; Collins et al., 2017; Krogager et al., 2020). Examples of the translational implications of changed electrolyte levels can be found in renal physiology/pathophysiology and dialysis (Genovesi et al., 2008; Krueger et al., 2011; Zimmerman et al., 2012; Vincenti et al., 2014), in case management of hypertension (Wrong, 1961; Krogager et al., 2020), and in clinical cardiac arrhythmia management (Weaver and Burchell, 1960; Zaza, 2009; Goyal et al., 2012). During in-hospital acute patient care, plasma levels of Mg2+, Ca2+, K+, and Na+ are monitored closely, and plasma K+ levels ([K+]o) can provide essential information for diagnoses and guidance for treatment (Macdonald and Struthers, 2004; Mehta and Emmett, 2017).

Regulatory mechanisms for plasma electrolytes are both robust and precise; and even small changes in divalent cation levels or in [K+]o can have significant physiological and clinical consequences. Indeed, large-scale studies have linked such electrolyte changes to fluid imbalances and resulting congestion, reduced muscle cramping, and lowered incidence of cardiac arrhythmias (Barrett Bowling et al., 2010; El-Sherif and Turitto, 2011; Collins et al., 2017) including atrial fibrillation (AF; Krijthe et al., 2012; Buiten et al., 2014). As a result, close monitoring of electrolyte levels is recommended. Hypokalemia is known to occur in 20 to 30% of hospitalized patients (Paice et al., 1986; Collins et al., 2017), but whether or not prevention or correction of abnormal plasma potassium levels has a beneficial impact on morbidity and mortality has yet to be shown in a large-scale trial (Mehta and Emmett, 2017). A computational review focusing on plasma electrolyte changes, and in particular on hemodialysis effects, was published by Passini et al. (2014).

In this study we focus on one potentially important plasma electrolyte alteration; the electrophysiological consequences of small, but significant, decreases in plasma K+ levels (hypokalemia) in the human atrium. It is well established that small reductions (1–2 mM) in [K+]o can occur during renal dialysis (Zimmerman et al., 2012; Vincenti et al., 2014), treatment for hypertension (Krogager et al., 2020), diuretic therapies (Osadchii, 2010), or after intense or chronic exercise (Paterson, 1997). Our goal is to gain a detailed understanding of the short- and long-term effects of moderate hypokalemia on human atrial electrophysiological parameters including the resting potential (Vr), action potential (AP) waveform, refractory period dynamics and conduction velocity (CV). Previously, we have studied some of the effects of hyperkalemia on human atrial electrophysiological properties (Nygren and Giles, 2000) and reviewed hypokalemia in the ventricle (Trenor et al., 2018).

Before discussing our methods and results, we briefly review the normal atrial [K+]o level, the critical [K+]o-sensing mechanisms in atrial myocytes, and some important past experimental results on hyper- and hypo-kalemic effects on atrial electrophysiology.


Normal or Physiological Levels of [K+]o

In most in vitro physiological experimental settings, [K+]o is set by the superfusate at 5.4 mM. In contrast, a recent detailed electrolyte analysis of plasma from healthy adult human establishes the mean of this important electrolyte parameter to be around 4.2 mM (Collins et al., 2017). Analyzing both a control group (n = 339,297) and a large and geographically varied cohort of patients (n = 911,689) with heart failure, chronic kidney disease, and/or diabetes mellitus this study found mortality was lowest in the group with potassium levels from 4 to 5 mM (Collins et al., 2017; Mehta and Emmett, 2017). This was in agreement with an earlier study (Macdonald and Struthers, 2004) that reported lowest mortality for [K+]o levels of 4.5 to 5.5 mM. Indeed, the paper by Collins et al. defines “normal” levels as 4–4.5 mM, with “moderate hypokalemia” and “moderate hyperkalemia” given as 3.5–4 mM and 4.5–5 mM, respectively. Based on this information, it appears that many experimental studies of cardiovascular physiology (and pathophysiology) have been carried out under somewhat hyperkalemic conditions (5.4 mM instead of 4–4.5 mM). One reason for this is that much more stable electrophysiological recordings can be obtained in 5.4 than in 4 mM [K+]o.



[K+]o-Sensing Mechanisms in Human Atrial Myocytes


Inwardly Rectifying K+ Channels

This distinction between 5.4 and 4 mM [K+]o is important, since all skeletal muscles and most cardiac tissues exhibit a mechanism for sensing and then rapidly transducing changes in [K+]o into electrophysiological responses (altered Vr or AP waveform). This mechanism is finely tuned to [K+]o levels between 3 and 8 mM (Bailly et al., 1998; Bouchard et al., 2004; Burns et al., 2004; Trenor et al., 2018). These very quickly developing [K+]o-dependent changes arise mainly from altered current flow through a subset of the inwardly rectifying K+ channels, Kir2.1, 2.2, and 2.3 (Melnyk et al., 2002; Anumonwo and Lopatin, 2010) that exhibit a highly non-linear current-voltage relationship (Dhamoon and Jalife, 2005; Hibino et al., 2010). The corresponding transmembrane K+ current, denoted IK1 in cardiac myocytes, can strongly regulate the resting potential and alter the final phase of repolarization of the AP (Shimoni et al., 1992; Anumonwo and Lopatin, 2010; Weiss et al., 2017).



Na+/K+ Pump-Mediated Regulation of Electrophysiology and Contraction

However, it is also well known that the changes in [K+]o that are frequently encountered in clinical settings can significantly alter Na+/K+ pump current (Glitsch, 2001; Burns et al., 2004). K+ binding at the Na+/K+ external (plasma) site has a dissociation constant, Kd, (or half-maximal concentration, K0.5) of approximately 1.5 to 2 mM in both mammalian ventricular tissue (Nakao and Gadsby, 1989; Glitsch, 2001) and in human atrial myocytes (Workman et al., 2003), with the response saturating at approximately 8 mM. Thus, even relatively small changes in [K+]o can significantly alter the electrogenic current INaK (Blanco and Mercer, 1998). In cardiac myocytes, in most physiological settings, this outwardly directed current can hyperpolarize Vr by approximately 5 mV (Workman et al., 2003) and altered Na+/K+ pump activity may also produce changes in the AP waveform or duration (Glitsch, 2001; Workman et al., 2003; Sanchez et al., 2012). In addition, and perhaps more importantly, maintained and relatively long-term changes in Na+/K+ pump activity can significantly alter intracellular Na+ concentration, [Na+]i (Glitsch, 2001).



Electrophysiology of Human Atrial Myocytes

The availability of human atrial tissue (usually excised segments of the right atrial appendage) from open heart surgical procedures has enabled detailed electrophysiological studies of these preparations in both healthy and diseased conditions (Gelband et al., 1972; Ten Eick and Singer, 1979). A number of well-known papers provide important background on human atrium responses to both hypo- and hyper-kalemia for our study. Significant findings include:


i The resting potential in atrial myocytes is largely determined by IK1, a current which is highly sensitive to changes in [K+]o. IK1 is sensitive to [K+]o via three distinct mechanisms: a conductance decrease with decreased [K+]o (Sakmann and Trube, 1984); a shift in the reversal potential; and a change in the voltage-dependence of rectification (see Lu, 2004 for a review).

ii The resting potential is also modulated by the atrial Na+/K+ pump current (Rasmussen et al., 1984, 1986; Workman et al., 2003), which is highly sensitive to [K+]o and [Na+]i.

iii Although hyperkalemic increases above 5 mM are known to strongly depolarize Vr, very few studies in human atrium have investigated this effect at [K+]o levels in the hypokalemic range. A tissue study by Gelband et al. (1972) shows a sharp change in the [K+]o dependence at this point, while Ten Eick and Singer (1979) even show depolarization at very low [K+]o (see Supplementary Figure 1).

iv The resting potential, Vr, at the [K+]o level that is considered “normal” in in vitro atrial experimental settings (5.4 mM) is somewhat more depolarized than in ventricular myocytes, with values in the –80 to –75 mV range commonly reported (Ten Eick and Singer, 1979; Mary-Rabine et al., 1983; Workman et al., 2001).

v Even moderate changes in Vr affect sodium current availability, thereby significantly altering excitability and CV (Whalley et al., 1994; Skibsbye et al., 2016), so that [K+]o changes may alter the effectiveness of drugs that target the fast sodium current (Singh and Vaughan Williams, 1971).

vi Electrophysiological properties of the human atrial myocyte change or remodel significantly under long lasting or chronic AF conditions. Two prominent features of the new phenotype are a marked reduction in atrial AP duration and a significant hyperpolarization of Vr (Workman et al., 2001).



These findings inspired three questions, which we address using mathematical models of the atrial AP: (i) What is the role of the non-linear (inwardly rectifying) background K+ current IK1 in regulating the resting potential and AP in hypokalemia? (ii) How do the two outward currents in human atrium that are strongly modulated by [K+]o (IK1 and INaK) interact in settings that mimic clinical hypokalemia? (iii) What are the main functional changes in human atrial tissue strands that result from short- or long-term hypokalemia?

To address these questions and relate our findings to previous publications that have studied similar problems (Passini et al., 2014; Vincenti et al., 2014), the first part of our mathematical modeling study focuses on the almost immediate changes in the AP, one second after a sudden change in [K+]o. This initial part is expected to reveal the immediate effects due to changes in IK1. Part two consists of a similar analysis done under quasi steady-state conditions (after 15 min), when changes due to the Na+/K+ pump have developed. In part three, these insights regarding [K+]o-induced effects, are applied to assess excitability and conduction dynamics in a simulated strand of human atrial myocytes. Previous work by Passini et al. (2014) has shown that replicating electrolyte changes is challenging for human atrial myocyte models. We attempted to mitigate this by performing a multi-model study. Although we restrict ourselves to a single model in the main manuscript, we will refer to supplementary results from the other models throughout.



MATERIALS AND METHODS

Simulations were performed using models of single human atrial myocytes and human atrial tissue strands. In total, our study used seven published mathematical models of the human AP, as listed in Table 1. All models and scripts that were used are available for download at: https://github.com/CardiacModelling/AtrialLowK.


TABLE 1. Summary of the mathematical models of the human atrial action potential and resting potential that form the basis of this study.
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Mathematical Models of the Human Atrial Action Potential

A number of different mathematical models of the human atrial AP and resting potential have been published (for reviews see Wilhelms et al., 2013; Heijman et al., 2016; Vagos et al., 2018). While some of these models include detailed subcellular spatial modeling of intracellular Ca2+ homeostasis/buffering, we have used less complex models that have a limited number of “compartments” representing average concentration in the cytoplasm, sarcoplasmic reticulum, and dyadic space, etc.

As the first step in this study, the seven published models that are listed in Table 1 were implemented. CellML 1.0 (Hedley et al., 2001) implementations of the models by Courtemanche et al. (1998); Nygren et al. (1998), and Maleckar et al. (2008) were downloaded from the Physiome Model Repository (Yu et al., 2011) and then converted to Myokit “mmt” format (Clerx et al., 2016). Novel Myokit and CellML implementations were created for the Grandi et al. (2011); Koivumäki et al. (2011), and Ni et al. (2017) models based on code kindly provided by the authors. These three “re-implementations” were verified by comparing the calculated state derivatives of the original implementations with our versions at the default initial conditions. A Myokit implementation of the Voigt et al. (2013) model was provided by the original authors. Myokit and CellML files for all models used in this study are provided in the online repository accompanying paper.

All figures were made using an approach similar to that described by Cooper et al. (2011), where essential variables in each model were annotated with labels and unit information so that simulations could be written in a model-agnostic manner. In some models a number of different currents (e.g., ICaL) are coded in such a way that the total current is divided into components according to their ion selectivity or subcellular localization. When plotting these currents, we show the sum of all components. The Nygren et al. and Maleckar et al. models both include a “restricted diffusion” or “cleft” space immediately outside the cell membrane, in which the [K+]o profile can differ from the bulk [K+]o. In simulations with these models, any effects of restricted diffusion within these cleft spaces were removed by assigning the same [K+]o values for both the bulk extracellular (or superfusate) volume and the cleft space.



Single-Cell Simulation Procedures

Single human atrial myocyte AP simulations were performed using Myokit’s CVODE-based (Hindmarsh et al., 2005) simulation engine. All simulations were run with a tolerance setting of 10–8 for both absolute and relative errors. All single myocyte models were paced at 1 Hz using a 0.5 ms stimulus. The first stimulus was applied 50 ms after the start of the simulated experiment, the second stimulus at 1,050 ms, and so on.

Before running experiments, the models were conditioned by: (i) setting the stimulus amplitude to twice threshold value required to elicit an AP (determined at baseline [K+]o); and (ii) pacing each model until the AP was stable from beat to beat. Specifically, each model was paced until the maximum relative change in any state variable was less than 0.001% from beat to beat: maxi|xi[j]−xi[j−1]|/ri < 10−5. where xi[j] is the value of the i-th state variable at t = j⋅1,000ms, and ri is the range (maximum – minimum) of the i-th state variable during the first AP. For most models this “stable” condition was reached within a few hundred paces, although >10,000 paces were needed for the Grandi-Pandit-Voigt et al. model. Our implementation of the Koivumäki et al. model never stabilized enough to meet this criterion, so was instead used with a state obtained after > 10,000 paces.

Minor modifications had to be made to the models of Courtemanche et al. and Nygren et al. to ensure stabilization. In both models, the equations for the internal K+ concentration [K+]i were updated to include the influence of the stimulus current, which has become a standard approach to ensure conservation of charge (Jacquemet, 2007). The Nygren et al. (1998) model contains a constant term ΦNa,en introduced to approximately balance the charge influx corresponding to the stimulus. This extra term is not required when stimulus charges are explicitly accounted for in [K+]i, and so ΦNa,en was set to zero (Jacquemet, 2007).



Na+/K+ Pump I–V Relationships

Some figures show simulated APs along with I–V curves for INaK. These I–V curves were calculated by varying membrane potential but holding other variables affecting INaK (e.g., the internal sodium concentration) fixed at their values just before the graph was made (i.e., corresponding to the left-most point of the shown AP).



Simulations of Human Atrial AP Conduction in Simulated Strands

To investigate the effects of low [K+]o conditions on AP refractoriness and CV, simulations were carried out based on 1–D strands consisting of electrotonically coupled atrial myocytes. This approach was implemented to approximate the experimental procedure used by Smeets et al. (1986). Simulations were run using a forward-Euler integration scheme implemented in Myokit (Clerx et al., 2016), using a step size of 0.001 ms and a Rush-Larsen approximation for Hodgkin-Huxley gate variables. At each selected time, t, the intercellular current flow between any two neighboring atrial myocytes (denoted i and j) was calculated as Iij(t) = g(Vi–Vj) and used to evaluate the state variable derivatives in the model for each cell (with conductance g determined as explained below). In this study, 200 myocytes were included, leading to a strand length of 2 cm (assuming a myocyte length of 0.1 mm). Excitation and AP propagation were initiated at 1 Hz by delivering 2 ms stimuli, adjusted to be 2 times the diastolic threshold. These stimuli were applied only to the left-most 5 myocytes of each simulated strand.

To determine the cell-to-cell conductance g, all 200 atrial myocyte models were set to the same initial conditions that were used in single myocyte simulations (i.e., the steady-state conditions for a single cell at 1 Hz). Simulations were run from this starting point, and g in each strand was varied until a CV of 80 cm/s was obtained (Spach et al., 2007). CV was calculated by estimating the start time of the AP in cells 50 through to 150, and using linear least squares (with the myocyte dimensions given above).

After the stimulus parameters and cell-to-cell conductance were estimated using the procedure above, each simulated strand was preconditioned by: (i) using a [K+]o of 5.4 mM, applying the single-cell steady-state to each of the connected cell models; and (ii) simulating 50 APs at a frequency of 1 Hz. This approach was adopted to mimic commonly-used experimental conditions at a heart rate of a healthy subject at rest. To check whether this procedure led to a sufficiently stable system, we then simulated one further AP and calculated the relative change in all state variables before and after this beat. This was found to be in the range of 0.01 to 0.2% in all models (see Supplementary Section 6).



Short- and Long-Term Effects of Hypokalemia on the Refractory Period and Conduction Velocity

In both the single myocyte and the tissue strand components of this study, the immediate and longer-term effects of step changes to different levels of [K+]o were evaluated by analyzing changes in AP waveform, Vr, and non-linear I–V characteristics at a time point either 1 s or 15 min after the [K+]o change.

In the human atrial strand simulations, a standard S1/S2 paired stimulus protocol was used to determine the functional refractory period (FRP). By convention, the FRP was defined as the shortest time between the two successive stimuli that successfully elicited a second propagating AP with a CV of at least 40 cm/s. Values for the wavelength (WL) of conduction or “wavelength of the cardiac impulse” parameter (Smeets et al., 1986) were obtained as the product of FRP and CV.



RESULTS


Immediate Effects

Although several computational models of the human atrial AP and resting potential have been published, none of them have been formulated or validated using data obtained at low (or perhaps even normal) [K+]o, and predictions for low plasma electrolyte levels from published models are known to vary qualitatively and quantitatively (Passini et al., 2014). We therefore started our study by evaluating seven different published mathematical models of human atrial electrophysiology. A feature-by-feature comparison of these models is given in Table 1, and baseline APs and calcium transients are shown in Supplementary Figure 2. A comparison of the currents active during the AP and in the diastolic phase is shown in Supplementary Figure 3 while Supplementary Section 2.3 compares the models’ restitution characteristics. A detailed description of the IK1 and INaK equations in each model is provided in Supplementary Section 3.

We inspected each model:


i to check whether each exhibited stable resting potential values and characteristic AP waveforms at a 1 Hz heart rate;

ii to ensure a sufficiently strong Na+ current to sustain propagated AP responses in our atrial strand simulations; and

iii perhaps most importantly, to determine whether each model could accurately reproduce the three-part dependence of IK1 on [K+]o, via its reversal potential, maximum conductance, and most importantly its rectification.



From the models that fit these criteria, we selected the one by Voigt et al. (2013) for use in the main text – but we will refer to the Supplementary Material throughout for complementary results in the other models.

In Figure 1, we compare the Voigt-Heijman et al. model’s output with that of its predecessor, the Grandi-Pandit-Voigt et al. model. The three currents that were modified in the Voigt-Heijman et al. model are highlighted in bold on the y-axis labels. Both simulations were run at baseline conditions and paced at a 1 Hz frequency. The AP and Vr data in Figure 1A confirm that the resulting two AP waveforms are very similar. The values of the resting potential, Vr, both fall within the range that has been established in human atrial tissue (Gelband et al., 1972; Mary-Rabine et al., 1983; Workman et al., 2001).
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FIGURE 1. Summary of the human atrial membrane action potential and underlying transmembrane ionic currents. The AP traces (A, A’) and underlying currents were computed using the original Grandi et al. (2011) model (blue) and the Voigt et al. (2013) modification. Where the underlying model formulation differs, labels for the respective transmembrane currents have been highlighted in bold. (B) Shows marked differences in the Na+ currents that generate the AP upstroke, caused by the changed Na+ current formulation. (C) shows L-type Ca2+ currents; (D) illustrates the rapidly activating delayed rectifier K+ current, IKur; and (E) denotes the Ca2+-independent transient outward current, Ito. (F, G) show the fast and slow time- and voltage-dependent delayed rectifier K+ currents, IKr (F) and IKs (G). (H), illustrates model generated changes in intracellular [Ca2+]i that take place during the AP. In both models there are three time-independent or background currents: the Na+ current is shown in (I); the background Ca2+ current in (J) and the background Cl– current in (K). Data depicting the inwardly rectifying K+ current, IK1 is shown in (L). Although the equations for this current differ between models, only modest differences between the produced current traces are observed. The electrogenic current generated by the Na+/K+ pump is shown in (M). A second distinct electrogenic current produced by the Na+/Ca2+ exchanger is illustrated in (N). In the Voigt et al. (2013) model it is also possible to simulate one of the effects of acetylcholine by utilizing a second distinct background K+ current, IKACh. In this study, we did not make use of this feature and thus this current was turned off as illustrated in (O). Note that the two superimposed APs in (A, A’) are identical; this was done to more clearly illustrate the sizes and time courses of the underlying currents in each column relative to the AP waveform.


Compared to its predecessor, the Voigt-Heijman et al. model produces a much larger transient Na+ current, as shown in Figure 1B. This difference is important: It is essential if this model is to be used in our simulations of AP propagation (summarized in Figure 5). A similar modification was used in previous studies using the Grandi-Pandit-Voigt model in a tissue context (Deo et al., 2013; Martins et al., 2014).

The Voigt-Heijman et al. model also generates significantly larger K+ currents than those in the Grandi-Pandit-Voigt et al. model (Figures 1D–G), despite the equations for these currents being identical in both models. Thus, the Voigt et al. (2013) model may have a larger safety factor for repolarization, or repolarization reserve (Varró and Baczkó, 2011). As seen in Figure 1M the Na+/K+ currents are very similar in these two models of the human atrial AP.

One drawback of this model, and of most other human atrial AP models, is that intracellular K+ ([K+]i) is a fixed parameter. In principle, this choice could limit the model’s ability to accurately reproduce long-term effects of hypokalemia due to slow intracellular concentration changes. However, none of the simulated experiments in this study would be expected to significantly alter [K+]i. This is confirmed in Supplementary Figures 15–17, showing at most 2 mM deviation in [K+]i for the three models with time-varying [K+]i and [K+]o-sensitive IK1 rectification.

An essential property of the biophysical behavior of a strong inward rectifier such as IK1 is the effect of [K+]o–-sensitivity on its conductance and rectification properties, which counteract the effect of hypokalemia on its electrochemical driving force. The magnitude and direction of these three effects is plotted independently in Supplementary Figures 7, 9, while Supplementary Figure 8 compares the [K+]o-sensitivity of IK1 rectification in the used models.

Figure 2 shows a side-by-side comparison of predicted electrophysiological changes after 1 s of exposure to an altered [K+]o in the Courtemanche et al. and Voigt-Heijman et al. models. In Figure 2A, the respective baseline AP waveforms and Vr levels, and the responses of both to selected changes in [K+]o in the range 2.5 to 8 mM, are shown. Note that in the Voigt-Heijman et al. model at [K+]o concentrations of less than approximately 4 mM, Vr moves in the depolarizing direction and the AP lengthens. In contrast, in the Courtemanche et al. model the same changes in [K+]o produce a progressive hyperpolarization of Vr and shortening of the AP. Information concerning the ionic basis for these changes in Vr and the atrial AP waveforms is presented in Figure 2B, where the I–V relationships for the background inwardly rectifying K+ current, IK1, are shown. It is apparent that the qualitative behavior is very different for the two models, although IK1 is significantly affected by [K+]o in both. Finally, the I–V curves in Figure 2C show that there are immediate effects on INaK (via Vr), but that these are moderate compared to the dramatic changes in IK1.
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FIGURE 2. Immediate effects of alterations in [K+]o levels on human atrial Action Potential (AP), Resting Potential (Vr), and underlying ionic currents. Computational results for the Courtemanche et al. model are shown in the left column, and analogous results from the Voigt-Heijman et al. model are shown on the right. Each panel in Row A shows five superimposed AP waveforms that illustrate how [K+]o-induced changes in repolarization affect the AP waveform and the resting potential, Vr, 1 s after a step change in [K+]o. Note that in both models, hyperkalemia depolarizes Vr, but hypokalemic effects are model-dependent. In the Courtemanche et al. model the waveforms for the [K+]o levels representing clinical hypokalemia (3.2 and 2.5 mM) show a pronounced hyperpolarization and a shortening of the AP, while in the Voigt-Heijman et al. model hypokalemia depolarizes Vr and prolongs the AP. The origins of this difference can be seen in Row B, which depicts the I-V curve for IK1 at the selected [K+]o levels. Note that these are color-coded to match the AP traces in Row A, while open circles denote the resting potential of the myocyte in the corresponding [K+]o condition. In the Courtemanche et al. model, the only effect of lowering [K+]o is an increase in electrochemical driving force for IK1 (which is more larger at more depolarized potentials, causing the appearance of a peak current that moves “left and up”). In the Voigt-Heijman et al. this effect is still present, but the [K+]o -sensitivity of IK1 rectification and conductance counteracts this effect. Importantly, as described in section “Results” and Supplementary Section 3, the [K+]o dependence of IK1 gives rise to a complex pattern of changes in the non-linear inwardly rectifying I–V relation for IK1. The superimposed I–V curves in each panel of Row C illustrate the corresponding I–V curve of electrogenic current, INaK, generated by the Na+/K+ pump, in each of the [K+]o levels that were used for this analysis.


The significantly different pattern of results shown in the two columns of Figures 2A,B should be considered in conjunction with well-known molecular features and biophysical properties of the K+ channels that generate IK1 in human atrium (see section “Introduction”). In response to decreases in [K+]o the outward component of the non-linear I–V curves for IK1 not only translates in the hyperpolarizing direction (as would be expected from the increased electrochemical driving force for K+) but also “flattens.” While the hyperpolarizing translation leads to an increased current at Vr (as seen in the Courtemanche model), the flattening effect is dominant, so that a smaller outward current is generated in low [K+]o (Shimoni et al., 1992; Trenor et al., 2018). The superimposed I-V curves in Figure 2B also reveal that, when the effects on rectification and maximum conductance are taken into account, changes in [K+]o result in the outward component of the I–V curves exhibiting “cross over” within a range of membrane potentials (–80 to –60 mV). Importantly, this voltage range falls within the normal resting potential and the mid-to-final repolarization phases of the human atrial AP (Bouchard et al., 2004; Dhamoon and Jalife, 2005; Trenor et al., 2018). It is mainly for this reason that in 4 to 2.5 mM [K+]o, although the electrochemical driving force for K+ fluxes has increased, the size of the outward current component decreases substantially. Thus, very soon after lowering [K+]o, this very rapid change in IK1 is the main reason for a depolarization of Vr, and significantly lengthens the final phase of repolarization in the ventricle (Shimoni et al., 1992). In marked contrast, when this essential feature of IK1 is not incorporated into the model, as in the Courtemanche et al. model, Vr progressively hyperpolarizes and the AP shortens in low [K+]o.

In Supplementary Figure 10, we show the full Vr-[K+]o relationship predicted by the seven models, and compare it with the observations by Gelband et al. (1972) and Ten Eick and Singer (1979). This analysis shows that all models with [K+]o-sensitive IK1 predict a depolarization of Vr at severely hypokalemic levels, although the point where the depolarization sets in varies from 4 to 5 mM in the Voigt-Heijman, Grandi-Pandit-Voigt, and Nygren et al. models, to the much lower value of 2 mM in the model by Koivumäki et al. The 2014 paper by Passini et al., recommended using a modified version of the Courtemanche et al. model, in which Vr starts depolarizing at around 3 mM [K+]o.



Delayed Effects

The computational results presented in Figure 2 revealed rapid changes in the background K+ current, IK1, in response to decreases in [K+]o. As noted in the Introduction, we analyze the range of [K+]o known to be present in clinical situations, e.g., as a consequence of diuretic treatment for hypertension or heart failure as well as during renal dialysis procedures (Zaza, 2009; Zimmerman et al., 2012). To begin to gain an improved understanding of the ionic basis for atrial arrhythmias associated with hypokalemia, and to relate our findings to previous detailed studies of low [K+]o conditions in experimental and clinical settings (Aronsen et al., 2015; Weiss et al., 2017), it was necessary to do corresponding AP simulations at times 10–15 min after altering [K+]o. This is because electrophysiological changes due to the Na+/K+ pump would be expected to develop very slowly compared to the ion channel-mediated mechanisms associated with IK1. Accordingly, in Parts II and III of our study, electrophysiological changes in both single myocyte and strand models were assessed and compared almost immediately (1 s) after changing [K+]o levels, and also 15 min later (as an approximation for quasi steady-state conditions). Our rationale was that, in principle, comparison of these two time points could reveal rapidly-developing consequences of hypokalemia (which might serve as a localized “trigger” for atrial rhythm disturbances) and more slowly-developing and long-lasting alterations to the atrial substrate (that may contribute to proarrhythmia; Zhang et al., 2005; Krogh-Madsen et al., 2012; Pandit and Jalife, 2013).

Figure 3 is based on these two sets of calculations, each done using the Voigt-Heijman et al., model, paced at 1 Hz for either 1 s or for 15 min after a sudden [K+]o change, as described in Methods. Figure 3A (1 s) and Figure 3B (15 min) show the resulting changes in AP waveforms and in Vr at the selected values of [K+]o. Figures 3C,D show ionic currents due to IK1 (continuous lines) and the Na+/K+ pump current, INaK (broken lines).
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FIGURE 3. Evaluation of the Short- and Long-Term Physiological Effects of Changes in [K+]o on the Background K+ Current, IK1, and the Na+/K+ Pump Current, IP. Data in the left column (A, C) was obtained 1 s after changing from 5.4 mM to the shown levels of [K+]o; the results in the right column (B, D) are 15 min after changes in [K+]o. The superimposed AP traces in (A) are similar to those in Figure 2 and are included here to provide a direct comparison of very rapid short-term changes in [K+]o with those that develop in a time-dependent fashion, shown in (C). Note that the overall patterns of changes in Vr and AP waveforms are similar when captured at 1 s vs. at 15 min. However, at 15 min in hypokalemic conditions (2.5 and 3.2 mM [K+]o) Vr depolarizes slightly more and the final phase of AP repolarization is slowed markedly. Note also the very small depolarization observed for 2.5 mM after 15 min. (C, D) provide a direct comparison of the size and voltage-dependence of IK1 and INaK. Side-by-side comparison of these two components reveals that, as expected, there is a time-dependent decrease in INaK in the two hypokalemic [K+]o conditions (3.2 and 2.5 mM). This, and the decrease in the outward current due to IK1, are primary reasons that Vr depolarizes to a new stable level. By contrast, the initial [K+]o induced reduction in INaK seen when switching from 5.4 to 4 mM is almost fully restored after 15 min.


As shown in Figure 3C, when [K+]o is decreased, net outward INaK exhibits an immediate downward shift, confirming that its affinity for [K+]o is a significant regulatory variable for Na+/K+ pump current in human atrium (Workman et al., 2003). The KD for [K+]o in the Voigt et al. (2013) model is set at 1.5 mM in accordance with classical experimental analyses (Glitsch, 2001).

The more slowly-developing, time-dependent changes shown in Figure 3D reveal that, for a small change from 5.4 to 4 mM, the initial downward shift (decrease) of INaK is partially recovered. This recovery occurs as a result of the well-known sensitivity of the Na+/K+ pump to changes in [Na+]i (Glitsch, 2001). For larger decreases in [K+]o, to 3.2 or 2.5 mM, the Na+/K+ pump appears not to recover, but instead INaK is further decreased.

The superimposed data sets in Figures 3C,D can be used to address the fundamental question: What are the differences in the sizes of the low [K+]o-induced changes in IK1 vs. those due to the electrogenic Na+/K+ pump current, INaK? Beginning with the current changes that occur in the range of the resting membrane potential (−80 to −50 mV), one can see from Figure 3C that the very rapid (within 1 s) changes in IK1 are at least as large as those due to the changes in INaK. Thus, very soon after [K+]o is decreased, IK1 is an important regulator of membrane potential and action potential duration (APD). In combination, the changes are likely to contribute to the “triggering mechanism” for atrial flutter/fibrillation. However, after 15 min the changes in INaK become more significant.

Second, and equally importantly, in the range of membrane potential that corresponds to the mid- to final repolarization phases of the AP (approx. −30 to −65 mV), the immediate current changes due to IK1 are larger than those due to INaK. This reveals that the highly non-linear change in IK1 is the predominant factor in regulating atrial AP duration in the short term. However, after 15 min the change in INaK has also become a significant regulatory factor. It is important to recall that both AP duration and the time course of repolarization strongly regulate Ca2+ fluxes through L-type Ca2+ channels in cardiac preparations having approximately triangular shaped APs (Clark et al., 1996; Sah et al., 2003) such as the human atrial myocardium. In addition, even small changes in Vr during the diastolic interval can markedly alter electrogenic current generated by the Na+/Ca+ exchanger, and thus strongly modulate [Ca2+]i (Clark et al., 1996).

Complementary results in the other models are shown in Supplementary Figures 11–17. For the models with [K+]o-sensitive IK1 rectification, they show a similar pattern of results, where the effects of small decreases in [K+]o on INaK are compensated, while larger changes are exacerbated over time.

Slowly-developing effects (minutes) in cell electrophysiology settings may occur through changes in intracellular electrolyte balances. Since the Na+/K+ pump is a determinant of the internal sodium concentration ([Na+]i) as well as being sensitive to small [Na+]i changes, we investigated the role of [Na+]i in the observed long-term changes. Our results are shown in Figure 4, which illustrates the time-dependent changes during the first 8 min after the change in [K+]o. At the end of this interval the system was seen to stabilize.


[image: image]

FIGURE 4. Mechanism underlying longer-term effects of [K+]o on Vr and AP. (A) shows the AP either 1 s (left) or 8 min (right) after a change in [K+]o from its baseline value of 5.4 mM. The same pattern of effects as in Figure 3 is observed here at 8 min, indicating that the system has stabilized. (B) shows how the [K+]o changes can cause either a [Na+]i increase (4 mM) or decrease (3.2 and 2.5 mM) over time. While the changes in [Na+]i start gradually in all cases, the 2.5 mM hypokalemic condition reveals a secondary effect occurring after around 140 beats. During this rapid transition phase, [Na+]i steeply declines and the AP waveform undergoes a qualitative change, from a triangular waveform to something resembling a subthreshold response. (C) is based on steady-state inactivation characteristics (gray lines) for INa. It shows the amount of recovered (available) INa at Vr after 1 s or after 8 min (colored circles) for all [K+]o conditions (note that the circles for 5.4 mM and 4 mM overlap). (D) shows how the changes to Vr develop over time, again showing a dramatic increase at around 140 s for 2.5 mM. (E) shows the charge carried into and out of the cell by Na+ ions during each pacing cycle (AP and diastolic interval). The blue line in each graph indicates INaK, the only outward Na+ flux. The orange, green, and red shaded areas shows the influx due to INaCa, INaB, and INa, respectively. The left-most graph illustrates the stable 5.4 mM situation, in which the system is in balance and the sum of inward fluxes equals the outward flux through INaK. The second panel (4 mM) shows an instantaneous reduction in inward flux (through reduced INaCa), and a greater reduction in outward flux (through reduced INaK). Over time, this causes the [Na+]i changes seen in (B) until the system restabilizes. The dominant instantaneous effect in the third graph (3.2 mM) is a decrease in Na+ influx through INa. Again the Na + /K + pump adjusts to compensate and rebalance the system, but now at a reduced [Na+]i and somewhat depolarized Vr. Finally, in the (2.5) case the gradual depolarization of Vr grows until no INa is available for an INa-driven regenerative AP. These mechanisms are described in further detail in the text and in Figure 6.


Action potentials either 1 s or 8 min after the [K+]o change are shown in Figure 4A. The changes in Vr are very similar to those illustrated in earlier figures. Figure 4B shows the changes in [Na+]i during the 1 Hz AP train, from the start of the simulation (including the very first AP before the graph in Figure 4A). There is a qualitative difference between the response to a small decrease (5.4 to 4 mM), where [Na+]i increases, and the larger decreases (to 3.2 and 2.5 mM), where [Na+]i decreases. A secondary change is seen to occur around 140 beats, when the rate of the progressive decrease in [Na+]i suddenly accelerates. The insets in Figure 4B show an AP before and after this time point, indicating a transition from a “normal” AP morphology to an small depolarization, resembling a “subthreshold response.” The basis for this sudden and significant change can be seen in the next panels. Figure 4C consists of two plots of the steady-state voltage-dependence of INa inactivation (gray lines). These curves are the same in both plots, and were obtained by multiplying the corresponding relationships for slow and fast inactivation together. The color-coded circles indicate the location of Vr, 1 s and 8 min after the change to [K+]o, showing whether INa is available or inactivated at rest. As can be seen, INa availability is almost entirely unaffected for the change to 4 mM. In contrast, the depolarized Vr at lower [K+]o values causes a significant reduction in the amount of available INa. As Figure 4D shows, the progressively depolarizing Vr for these hypokalemic conditions leads to a slowly decreasing amount of available INa. In the 2.5 mM [K+]o experiment, this ultimately results in a loss of inward INa current and a failure to depolarize or generate an AP.

Finally, Figure 4E shows the effects of the changes in [Na+]i and INaK on the Na+ homeostasis in the atrial myocyte. The left-most column shows the situation when [K+]o is unchanged and the system is in balance. The orange, green, and red shaded areas show the charges carried into the myocyte by Na+ influx during each pacing cycle (AP and diastolic interval) for the Na+/Ca2+ exchanger (INaCa), the background Na+ current (INaB), and the fast Na+ current (INa). At steady-state, the sum of these three Na+ influxes is balanced by the efflux of Na+ through INaK almost exactly (the model contains a separate slowly activating Na+ current, INaL, omitted here for clarity) so that the blue line for INaK and the red line for the sum of the inward fluxes overlap.

The second column in Figure 4E shows effects of a sudden [K+]o change from 5.4 to 4 mM, to which the Na+/K+ pump can adequately respond: While the immediate effect is a reduction of INaK (the blue line dips), this triggers a feedback response wherein reduced INaK causes an [Na+]i accumulation which increases INaK until the system is once again in balance (the blue and red lines overlap).

A perhaps more unexpected effect is seen in the third column of Figure 4E, which illustrates the restoration of Na+ balance after a step change to 3.2 mM [K+]o. Recall from Figure 3 that the immediate effects of this step-change include a reduction of IK1 and a depolarization of Vr. In this setting, the dominant and immediate effect is the reduction of Na+ influx through INa, due to the reduced INa availability produced by the depolarization of Vr. Again the Na+/K+ pump, acting as one element in a [Na+] homeostasis feedback mechanism, reacts to restore the balance. In this setting, reducing pump current and Na+ efflux, leads to the slow progressive increase in Vr seen in Figure 4D.

Finally, the fourth column of Figure 4E shows the effects of a reduction to 2.5 mM [K+]o. Initially, effects are similar to the 3.2 mM case: IK1 decreases, leading to Vr depolarization and a large and rapid decrease in Na+ influx through INa; followed by a steady decrease in [Na+]i as the Na+/K+ pump reduces its efflux to match. In this scenario, however, the resulting Vr depolarization is so large that AP excitation fails, causing the significant shifts seen starting around 100 beats. Although Na+ balance is eventually restored the atrial myocyte has lost its excitability.

While we did not repeat this detailed analysis for all seven models, very similar patterns of results can be seen in the other models in Supplementary Figures 11–17. Changes to [Na+]i differ in direction according to the size of the [K+]o decrease, and there is often a sudden qualitative change a few minutes into the experiment. As expected, the models without [K+]o-sensitive IK1 rectification show a very different, monophasic [Na+]i-response. This monophasic response is also shown by the model by Maleckar et al., which hyperpolarizes at 3.2 and 2.5 mM [K+]o (see Supplementary Figure 10).



Strand Simulations

The third part of this study consisted of a series of computations aimed at revealing some of the important contributing factors for either (i) triggering atrial arrhythmias or (ii) producing long-lasting electrophysiological changes in multicellular atrial syncytium (often referred to as the substrate) in the setting of hypokalemia. It is known that both hyper- and hypo-kalemia are associated with initiation or prolongation of rhythm disturbances in both the ventricles and atria of mammalian hearts (Gettes et al., 1962; Weiss et al., 2017). For these studies, a model system (described in detail in section “Materials and Methods”) was formulated on the basis of a one-dimensional strand of 200 identical Voigt et al. (2013) human atrial myocyte models. Stimulus protocols (described in section “Materials and Methods”) and analyses were applied to determine the dynamics of the FRP, alterations in CV and related changes in conduction WL. Simulations were stopped at either 1 s or 15 min following changes to the same levels of [K+]o that were used previously in single myocyte studies (Figures 1–4). A 1 Hz stimulus train was applied.

The design of these studies and most aspects of the data analysis were guided by an extensive experimental study concerning the effects of [K+]o on rabbit atrial tissues by Smeets et al., 1986. Results obtained at 1 s and 15 min after [K+]o changes are illustrated in Figure 5. In Figure 5A the Vr values and AP waveforms formed in response to selected [K+]o levels are shown as measured in the first myocyte in the simulated human atrial tissue strand. The vertical lines indicate the FRP at each [K+]o level. At 2.5 mM [K+]o the atrial tissue strand generates only a very small regenerative AP. It fails to support propagation/conduction, so that no FRP can be shown. The reasons for this discrepancy were not pursued in detail. The complete results of these simulations are summarized in Figures 5B–F, in terms of: the resting potential (5B), CV (5C), and (where possible) the APD (5D), FRP (5E), and WL (5F). In agreement with the Smeets et al. study, the CV is decreased at lower [K+]o levels, in both the 1 s and 15 min settings. However, the observed elongation of the APD in these simulations leads to a much increased FRP at low [K+]o, resulting in an increased WL of conduction. This finding is in contrast to the decrease in WL reported by Smeets et al.
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FIGURE 5. Human Atrial Tissue “Strand” Model for Evaluation of Effects of Hypokalemia on Excitability, Conduction Velocity and Wave Length of Conduction. The Voigt-Heijman et al. model of the human atrial myocyte was used as the basis for constructing a 1-D, 200 myocyte atrial strand. Standard steady-state pacing and extra stimulus protocols (S1–S2) were applied, and the results are shown either immediately (1 s) after altering [K+]o or under quasi steady-state conditions (after 15 min). The separate panels in Row A show individual AP waveforms in the first myocyte in the simulated strand, at the [K+]o levels that were the focus of this study. The vertical lines in these graphs indicate the functional refractory periods (FRP) that were estimated from the tissue strand response after either 1 s (left) or 15 min (right). These results, and the corresponding Vr, CV, APD, and WL values are presented in Rows B–F below. Note that in 2.5 mM [K+]o the small AP failed to support conduction, and so no APD, FRP, or WL could be determined. See section “Results” for more details.


Complementary results in generated by the other models are shown in Supplementary Section 6. Since the Voigt-Heijman et al. model results after 15 min did not differ qualitatively from the results after 1 s, we did not run the computationally expensive 15 min fiber simulations for all models. As before, the results differ dramatically for the models with and without [K+]o-dependent IK1 rectification, which show decreases in both APD and FRP. We note, however, that none of the models tested showed the expected prolonged APD with FRP shortening. Finally, results relating to single-cell excitability are shown in Supplementary Section 7.



DISCUSSION

The computational work in this paper has illustrated how hypokalemia can lead to an increased deviation of Vr from the potassium reversal potential, even resulting in depolarization at lower [K+]o. To produce this effect, models of the AP and Vr under hyper- or hypokalemic conditions must include the three [K+]o effects on the inwardly rectifying background K+ current, IK1, which is expressed in both the left and right atrium of mammalian hearts (Voigt et al., 2010). In the human atrium, IK1, is generated mainly by the K+ channel transcripts, Kir2.1 and Kir2.3 (Melnyk et al., 2002). These K+ transcripts, alone or in combination, can sense and react to changes in [K+]o with high affinity and very rapid response times. Recognition and understanding of these properties provides the basis for understanding the direct and indirect effects of clinically-relevant hypokalemia (Macdonald and Struthers, 2004; Krijthe et al., 2012; Mehta and Emmett, 2017). Specifically, validated mathematical models must be able to accurately reproduce the [K+]o-dependent modulation of the highly non-linear I-V relationship (voltage-dependent rectification) generated by “strong inward rectifier” transcripts such as Kir2.1/2.3 (Lu, 2004; Dhamoon and Jalife, 2005; Anumonwo and Lopatin, 2010; Hibino et al., 2010) in all myocytes from human atrium (Figure 2) and ventricles (Bouchard et al., 2004; Trenor et al., 2018).

Based on our application of five models that include [K+]o-dependent IK1 rectification, we saw that even small decreases in [K+]o can very rapidly produce a significant lengthening of the AP duration. This effect occurs almost immediately (within 1 s or 1 heartbeat), and is mediated mostly through IK1 and Vr. At both the single myocyte level and in our 200 myocyte 1-D strand of atrial tissue, this hypokalemia-induced change in the AP waveform significantly lengthened the refractory period and the WL for conduction (Figure 5). A further insight gained from our simulations is that even small decreases in [K+]o, e.g., 4 to 3.2 mM; or 3.2 to 2.5 mM can alter the outward electrogenic current produced by the Na+/K+ pump, and that this interacts with Vr, [Na+]i, and INa in ways that are predictable in the short term (seconds), but much more complex in the longer term (minutes). This was explored in detail in Figure 4. Notably, qualitatively different effects on the AP and Vr were observed when changing [K+]o from 5.4 mM to 4, 3.2, and 2.5 mM, as summarized in Figure 6. While the analysis in Figures 4, 6 is more strongly model-dependent than our previous results, we believe they show a pattern of changes that is shared by other models that include [K+]o-dependent IK1 rectification, as can be seen in Supplementary Figures 11–17.
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FIGURE 6. Qualitatively different long-term effects of different [K+]o changes. This diagram summarizes the origins of the contrasting short- and long-term effects seen in Figure 4. (A) illustrates the sensitivity of INaK to [K+]o (left), [Na+]i (center), and Vr (right), as determined from the Voigt-Heijman model under baseline conditions. The schematic in (B) shows the immediate (left) and delayed (right) effects of [K+]o changes. The short-term effects are similar in all cases: a step change in [K+]o causes an increased electrochemical driving force for IK1 at potentials near Vr, this causes an increase in IK1. However, this effect is overshadowed by the IK1 decrease due to the effects of [K+]o on IK1 rectification and maximum conductance. In response to lower [K+]o, INaK shows an instantaneous decrease, and together these effects cause a depolarization of Vr in all tested [K+]o levels. In the long-term, however, the effect is size-dependent: For small decreases (5.4 to 4 mM), the effect is dominated by the initial reduction in INaK, which leads to an increased Na+ influx. This, in turn, causes [Na+]i to rise progressively and INaK to increase until Na+ balance is restored. For larger decreases in [K+]o (5.4 to 3.2 mM) the effects of Vr depolarization on INa “availability” become dominant. The depolarized Vr reduces INa availability, so that both peak current and Na+ influx through INa is decreased, causing a reduction in [Na+]i. This in turn further reduces INaK until its Na+ efflux once again matches the (reduced) influx. In this case, balance is restored, but at a depolarized Vr level, which markedly reduces excitability. Finally, for the largest reduction in [K+]o studied (5.4 to 2.5 mM), this same pattern develops, but at a faster rate until the depolarization of Vr reaches a point where INa availability is too low to support an INa-driven depolarization.


Finally, we showed that these effects persist in strands of connected myocyte models (Figure 5), although we did not observe the reduced refractory period seen with prolonged APD by, e.g., Smeets et al. (1986).


Relationship to Previous Basic Science Studies

The significant physiological and pathophysiological effects in the mammalian heart of changes in plasma K+ are the basis of previous mechanism-oriented studies of both hypo- and hyperkalemia (Gettes et al., 1962; Kléber, 1983; for review see Weiss et al., 2017). We briefly discuss how our work fits in with earlier work, starting with the relationship between Vr and [K+]o.

A common line of reasoning holds that the resting potential in atrial myocytes is dictated by the reversal potential for potassium ions, EK, and is strongly regulated IK1. But it has also been well established that Vr increasingly deviates from EK as [K+]o is lowered from hyperkalemic to normo- and hypokalemic conditions. For example, Figure 4 in a study by Vaughan Williams (1959) shows an increasing deviation from EK in rabbit ventricle, starting at values as high as 6 or 7 mM. Similar examples in human atria can be seen in Figure 2 of Gelband et al. (1972) and Table 1 of McCullough et al. (1987). Ten Eick and Singer (1979) showed depolarization at 2 mM for healthy human atrial cells, an effect which was already present at 4 mM for diseased (partially depolarized) cells. Figures 2, 3 in McCullough et al. (1990) show a depolarization when lowering [K+]o from 7 to 4 mM in cells from diseased human ventricle, and perform experiments to show that these cells can exist at one of two stable states (with a Vr of either −80 or −45 mV). Recent work by Ma et al. (2011) provides further review of what they call “paradoxical depolarization,” and later work by the same group links this to Kir channels (Zuo et al., 2017).

In our Supplementary Figure 10 we show predictions from all seven models for the relationship between Vr and [K+]o. We demonstrate that all human atrial models that incorporate [K+]o-dependent IK1 rectification predict this effect – although at a variety of potassium levels, with most models predicting a depolarization starting at approximately 4 mM. Howewver, the model by Maleckar et al. stays closer to EK until approximately 1.5 mM. Interestingly, the models predict a relatively smooth Vr-[K+]o relationship after 1 s of hypokalemia, but after 15 min most models display a sharp cut-off instead, corresponding to the observation of two stable Vr levels in, e.g., Gelband et al. (1972) and McCullough et al. (1990). This variability in model predictions may be expected based on Supplementary Figure 3, which displays the relative contribution of ionic currents at Vr. In most models, this consists of IK1 and INaK (outward), balanced by the (inward) Na+/Ca2+-current INaCa and several “background currents.” Compared to, e.g., IKr and INa these currents have perhaps not received as much attention as they warrant from the modeling community, which is further corroborated by the fact that both the IK1 and INaK formulations in all models used in this study date back to the early or mid 1990s. This has been partly ascribed to the difficulty of measuring these relatively small “diastolic” currents (Bueno-Orovio et al., 2014). In this respect, it would be useful to perform new experiments measuring Vr under different hypokalemic conditions, e.g., in right-atrial appendage samples and perhaps in the presence of pharmaceutical blockers such as Ouabain. Such experiments could resolve uncertainties regarding the Vr-[K+]o relationship we highlighted in this study, but also have the potential to add to the relatively sparse data record on the balance between INaK and other diastolic currents.

Many previous studies have interpreted both short- and long-term effects of low [K+]o on cardiac muscle mainly in terms of its established inhibitory effects on the Na+/K+ pump (Aronsen et al., 2015; Weiss et al., 2017). This interpretation is logical since it is known that an essential regulatory site on the external surface of this integral membrane protein complex binds K+ with high affinity (Glitsch, 2001). Thus, a decrease in [K+]o to 3.2 mM from 4 or 5.4 mM can significantly reduce the activity of the Na+/K+ pump, and therefore result in a gradual increase in [Na+]i. This change in the electrochemical driving force for Na+ alters Na+/Ca2+ exchange activity and can produce an increase in [Ca2+]i (Pogwizd et al., 2001; Matchkov et al., 2007). Maintained increases in [Ca2+]i can contribute to a proarrhythmic substrate by a variety of ionic mechanisms. These are likely to include: (i) inhibitory effects of [Ca2+]i on Na+ channels (Chadda et al., 2017; Huang, 2017) and/or (ii) on the background K+ current, IK1 (Nagy et al., 2013) in the mammalian heart. Changes in [Ca2+]i can also alter myocyte-to-myocyte electrotonic communication by changing the conductance of the connexins in gap junctions (Matchkov et al., 2007; Varró et al., 2020). It is also important to note that changes in Vr in response to alterations in [K+]o can strongly modulate the Na+/Ca+ exchange current and thus alter the AP waveform (Baczkó et al., 2003) and myocyte contractility (Ng et al., 1987; White and Terrar, 1991).

In contrast, not all of the prominent low [K+]o effects that we have identified can be fully explained by Na+/K+ pump-based mechanisms. For example, after the change to low [K+]o, the AP lengthening occurs almost instantaneously. Therefore, this effect can not be due to a partial inhibition Na+/K+ pump activity. Based on our computational analysis, we agree, however, that at later times after small reductions in [K+]o the electrogenic current generated by the Na+/K+ pump does indeed have an important effect on excitability and perhaps on CV in atrial myocytes and tissue (see Figure 5). As mentioned, this effect is due to a small, but significant, increase in [Na+]i. The exceptional sensitivity of all known isoforms of the Na+/K+ pump to changes in [Na+]i within the physiological range (approximately 9–11 mM) can alter the associated electrogenic current, and thus change diastolic membrane potential, Vr (Glitsch, 2001). This effect appears to be quite prominent in human atrium (Sanchez et al., 2012).

We also acknowledge that in accordance with an essential part of the published working hypothesis for the effects of hypokalemia, there would be expected to be an increase in [Ca2+]i. However, additional and more detailed analysis of Ca2+ homeostasis in the human atrial myocyte is needed to reveal whether this is due to the IK1-induced broadening of the AP waveform and related effects on dynamics of the L-type Ca2+ current (Clark et al., 1996; Sah et al., 2003; Bouchard et al., 2004); altered release of Ca2+ from the sarcoplasmic reticulum (Koivumäki et al., 2011); a change in the ability of the Na+/Ca2+ exchanger to extrude Ca2+ (Pogwizd et al., 2001; Baczkó et al., 2003); or a combination of these effects.

Several studies have addressed the effects of [K+]o on CV, or on the maximum upstroke velocity V̇max which is known to correlate with CV. Early studies observed a “biphasic” relationship between [K+]o and CV, in which CV peaked at around 9–10 mM in mammalian ventricular cells (Kagiyama et al., 1982; Buchanan et al., 1985) and near 4 mM in sheep Purkinje cells (Dominguez and Fozzard, 1970). Similarly, V̇max was found to decrease with hyperkalemia, but remained relatively unchanged in hypokalemic conditions. All three studies reported a hyperpolarization of Vr with reduced [K+]o. Although effects of hyperkalemia could be explained quite readily by the depolarization of Vr and resulting inactivation of INa; the effects of lowering [K+]o were more of a puzzle. In this respect it is interesting to note the work of Kishida et al. (1979), who showed that the effects of [K+]o are partially voltage-independent, and the follow-up work by Whalley et al. (1994) who demonstrated that the effects of [K+]o on CV can be altered significantly by application of sub millimolar concentrations of BaCl2, a well-known and selective blocker of IK1 (Whalley et al., 1994).

Consistent with this literature, our strand simulations show a decrease in CV with hyperpolarization. Previous work by Nygren and Giles (2000) also showed a peak in CV at around 8 mM. Single-cell results on V̇max are shown in Supplementary Figure 21. In contrast to the experimental studies, these show a “biphasic” response similar to the CV experiments. Interestingly, this effect occurs regardless of whether the models hyperpolarize or depolarize at lowered [K+]o. The Courtemanche et al. and Ni et al. models both hyperpolarize at low [K+]o, leading to a very slight increase in INa availability (Supplementary Figure 23) but their lack of [K+]o-dependent IK1 rectification also causes a significant increase in IK1 (Supplementary Figures 13, 14) which as expected reduces both CV and V̇max. Conversely, the four models with [K+]o-dependent IK1 rectification that depolarize at low [K+]o all show a strong reduction in available INa, leading to a reduced CV and V̇max in spite of the reduced IK1. The most interesting model in this respect is the one by Maleckar et al., which has [K+]o-dependent IK1 rectification but still hyperpolarizes and so is most similar to the ventricular data sets described above. In this model, the slight hyperpolarization causes a small increase in INa availability only when stepping from 5.4 to 4 mM [K+]o (Supplementary Figure 24), while IK1 increases further at 3.2 and 2.5 mM (Supplementary Figure 16). This is likely to be part of the reason why, in this model, although CV keeps decreasing at more negative potentials (Supplementary Figure 20) the V̇max response flattens below 4 mM.



Relationship to Previous Clinical Findings

Our simulations illustrate how even moderate hypokalemia leads to a reduction in IK1, and a resulting increase in APD. This reduction of the atrial myocyte’s ability to stabilize at Vr implies an increased susceptibility to variability in the late stages of repolarization and therefore an increased susceptibility to variability in APD. In human atrium (Maleckar et al., 2009b) and in most other mammalian cardiac preparations, variability in APD is known to contribute to initiation and maintenance of atrial rhythm disturbances (Hondeghem et al., 2001; Kim et al., 2002; Fabritz et al., 2003). In fact, APD alternans often precedes initiation of atrial rhythm disturbances in patients (Narayan et al., 2011; Huang, 2017). This reduction in stability at Vr is further explored in Supplementary Section 8 where we show a reduction in [K+]o leads to an increase in membrane resistance at rest and in the late stages of repolarization, so that small fluctuations in current at this stage can cause large changes in the membrane potential (and thereby in the APD).

There is a general consensus that the [K+]o levels in a healthy adult human are closer to 4 to 4.5 mM than the 5.4 mM value typically used in wet lab and simulation experiments (Macdonald and Struthers, 2004; Mehta and Emmett, 2017) and that quite small changes (±1 to 2 mM) can confer a proarrhythmic phenotype in mammalian atria (Zaza, 2009; Krijthe et al., 2012). The associated hypo- or hyperkalemic phenotypes are observed quite frequently in clinical settings and must be monitored and managed effectively. A primary example is the need for optimization of the use of diuretics, and related transient or maintained alterations in [K+]o. In clinical settings, such as management of hypertension this often results in hypokalemia and related atrial rhythm disturbances (Franse et al., 2000; Zaza, 2009; Wang et al., 2013; Krogager et al., 2020). In addition, patients in the postoperative period following coronary bypass, or in the setting of heart failure, can also present with hypokalemia and associated electrophysiological instability of their atria and ventricles (Ahmed et al., 2007; Barrett Bowling et al., 2010; Severi et al., 2010; Collins et al., 2017). Perhaps the most common situation in which plasma K+ is actively manipulated in clinical settings and when it can decrease to hypokalemic levels is during renal dialysis (Genovesi et al., 2008; Zimmerman et al., 2012). It is recognized that some aspects of atrial rhythm disturbances are strongly associated with clinical hypokalemia (Vincenti et al., 2014).

Basic and clinical cardiac electrophysiologists have long attempted to detect and understand [K+]o-induced rhythm disturbances in mammalian heart. This has been done by monitoring refractoriness, CV and AP duration (Smeets et al., 1986; Nygren and Giles, 2000; Killeen et al., 2007b). Analysis often involves relating these factors in terms of the WL for conduction-that is, the product of CV and AP duration (Jacquemet et al., 2005; King et al., 2013a). Quite recently, based on detailed monophasic AP recordings from mouse hearts, this analysis paradigm (changes in WL for conduction and its restitution) has been updated and placed in a semi quantitative context (Sabir et al., 2007, 2008; Matthews et al., 2013). In brief, this comprehensive analysis provides a relationship between conduction WL restitution and AP duration alternans in the setting of hypokalemia (Killeen et al., 2007a,b). An important underlying physiological principle is that alterations in (i) the amount of inactivation (availability) of the Na+ current, (ii) its reactivation during the diastolic period, and (iii) a progressive inhibitory effect on INa of increases in [Ca2+]i (King et al., 2013b; Chadda et al., 2017; Huang, 2017) combine to contribute to a proarrhythmic substrate.

The dynamics of INa are particularly important in mammalian atria, given that its resting potential is relatively depolarized (e.g., −75 mV) compared to that in the ventricle. As a result, much of this essential rapidly activating inward current is not available or inactivated at diastolic membrane potentials (Sakakibara et al., 1992; Whalley et al., 1994). In fact, a recent study of [K+]o-induced atrial rhythm disturbances concludes that alterations in INa that result in its repetitive activation is a major proarrhythmic mechanism (Tazmini et al., 2020). In addition, Pandit and Jalife (2013), when reviewing mechanisms that underlie fibrillation, have suggested that functional linkages of IK1 and INa are likely to be essential for rotor formation and dynamics. Recent work by Sossalla et al. (2010) has shown a significant decrease in peak INa (but an increase in its late component) in isolated atrial myocytes from patients with AF, which could be further exacerbated by [K+]o-dependent INa decrease.

As mentioned previously, increases in [Ca2+]i have also been reported to be able to decrease K+ currents that are carried by IK1 (Nagy et al., 2013). In fact, much earlier studies of the relationship between [K+]o and INa had also drawn attention to K+-induced changes in membrane potential and related alterations in the availability and dynamics of the Na+ current in atrial tissue (Whalley et al., 1994; Spach et al., 2007).



Future Considerations

This study was performed to address a specific question and therefore has only a quite limited scope. To put our findings in a broader context, it is interesting to consider other published findings that also provide insights into how IK1 can change the human atrial electrophysiological substrate. For example, it is now known that mammalian atrial myocytes include a functional transverse tubule system (Richards et al., 2011; Tazmini et al., 2020). This finding, coupled with previous demonstrations that the K+ channels that are responsible for IK1 show prominent expression in the transverse tubule system (Clark et al., 2001), give rise to the possibility that in the failing heart (Lichter et al., 2014) a fraction of IK1 channel expression is lost due to disease-related decreases in T-tubule density. By analogy to what is known about skeletal muscle, this decrease in IK1 density could destabilize the resting potential and perhaps also alter excitability (Riisager et al., 2014). This change may be particularly relevant during relatively high frequency firing that is characteristic of chronic AF (Fraser et al., 2011, c.f. Tazmini et al., 2020).

Functionally significant, reversible changes in [K+]o have also been demonstrated in the mammalian cardiovascular system in the setting of maintained exercise (Paterson, 1997). One of the factors responsible for the association of exercise for endurance training with the incidence of AF may be explained by the striking sensitivity and rapid responsiveness of IK1 to small changes in [K+]o, and related effects on AP waveform and refractoriness that are revealed by our simulations (Figures 1, 5).

The antiarrhythmic drug flecainide has also been shown to enhance a background K+ current that is generated by a subset of the Kir2.X isoforms that produce IK1 (Caballero et al., 2010). This effect may be a significant factor in some of the proarrhythmic actions of flecainide both in ventricle and in supraventricular tissues. Somewhat similarly, nitric oxide can enhance IK1 expression in cardiac tissue (Gómez et al., 2009). Thus, changes in intrinsic tissue metabolism, including alterations in intracellular phospholipid levels such as PIP2 (Lopatin and Nichols, 1996) may be an important cofactor to consider in future studies concerning the [K+]o dependence of atrial physiology and pathophysiology (Gómez et al., 2009). In particular, details of the negative slope region of the IK1 I–V curve will need to be studied in detail (Baronas and Kurata, 2014).

Initiation and maintenance of atrial rhythm disturbances is known to be modulated by enhanced production of free radicals that are generated, e.g., during a sterile inflammatory response (Coppini et al., 2019; Varró et al., 2020). This finding may be related to the pattern of results revealed by our computations in two ways: (i) It is known that Na+/K+ pump activity is reduced significantly by this type of “redox challenge” (Figtree et al., 2012) and to free radical production and in particular enhanced generation of hydrogen peroxide can increase the slowly inactivating or late component of the Na+ current (Ward et al., 2006; Pezhouman et al., 2018). Both of these effects would be expected to destabilize the resting potential, and may be proarrhythmic through their ability to reduce the net outward current in diastole.

Finally, it is important to recognize that atrial tissue does not consist only or even mainly of myocytes. Rather, both atria in mature mammalian hearts include very significant populations of fibroblasts/myofibroblasts that connect, one to another, to form a syncytium. Fibroblasts and myofibroblasts also form connexin-mediated electrotonic interactions with immediately adjacent atrial myocytes. These functional interactions, especially when combined with the fact that these fibroblasts express the background K+ current, IK1 (Chilton et al., 2005) have important consequences for our main findings and conclusions. Thus, detailed consideration of electrophysiological effects due to altered plasma K+ should also consider changes in the atrial myocyte resting potential or AP waveform that are generated in part through electrotonic interactions with fibroblasts (Maleckar et al., 2009a). Consideration of fibroblast/myocyte electrotonic interactions also requires recognition of the possibility that progressive fibrosis as occurs during healthy aging; or localized changes in the strength of myocyte-to-myocyte coupling could contribute to functional alterations and important electrophysiological changes in the human atrium (Spach et al., 2007; Maleckar et al., 2009a; Huang, 2017; Varró et al., 2020).



Limitations and Future Directions

Atrial rhythm disturbances are the most common cardiac arrhythmias in the aged population (c.f. Tazmini et al., 2020). Accordingly, a number of different approaches have been developed for attempting to detect, manage and possibly even predict episodes of AF. Mathematical simulations of AF are quite advanced, and have already given rise to interesting insights and controversies. Recent reviews summarize available mathematical modeling approaches and also provide opinions concerning “what’s next” (Wilhelms et al., 2013; Vagos et al., 2018; Grandi et al., 2019). Very informative studies of underlying mechanisms and development and refinement of related mathematical models for AF that are directly relevant to the present study have been published (Severi et al., 2010; Krueger et al., 2011; Passini et al., 2014). With further refinement and validation, computational platforms for simulating atrial rhythm disturbances are beginning to make useful contributions Examples include: drug discovery and repurposing (Courtemanche et al., 1999; Koivumäki et al., 2014; Ni et al., 2017, 2020); detailed study of the genetic and molecular causes of arrhythmias (Pandit and Jalife, 2013; Colman et al., 2017; Zhang et al., 2020); and safety pharmacology initiatives (Mirams et al., 2012; Yang et al., 2020). Our findings provide important insights and criteria for selection of robust methods and rational approaches for ongoing or future computational studies of atrial rhythm disturbances.

However, this study also highlights several issues with numerical modeling of atrial cell and tissue electrophysiology which will need to be considered in more detail. In the short-term (1 s) simulations we identified strong interactions between opposing effects: in IK1, increases in electrochemical driving force are balanced by changes to its conductance and the voltage-dependence of its rectification. Such a situation, where large opposing effects partially cancel each other to create a smaller effect, requires a highly accurate parameterization. As a result, even small errors in modeling and parameterization of IK1 can result in large effects. At diastole, Vr is determined by the precise balance between IK1, INaK, INaCa, and several “background currents.” Formulations for these currents are typically inherited from older models or added without too much justification, making this an area of AP modeling that requires additional attention.

The longer term effects of hypokalemia were dominated by the interplay of IK1, INaK, INa, Vr, and [Na+]i. Importantly, even though the changes in [K+]o were small, three qualitatively different results were seen. This adds to the functional significance of this study, because it shows that such results are possible as even a result of very small changes in [K+]o. However, predicting exactly which effects will occur at which [K+]o level requires a model that has precisely the right balance between ionic current conductances and that has accurate sensitivities to internal and external electrolytes. Earlier studies have shown that human atrial AP models fall short in this respect (Passini et al., 2014). We have attempted to remedy model-specific effects by repeating the main results in multiple models. However, given the importance of IK1 and INaK in this respect it is worth noting that the seven AP models all inherit these formulations from the same sources, so that one could argue we only really compare 2 or 3 models. Finally, it may not be possible to get the balance between the opposing diastolic currents exactly right without measuring several quantities simultaneously in the same cell – which is technically highly challenging (Whittaker et al., 2020). The complexity of the low [K+]o response offers a challenging but also a promising perspective as a relatively simple but highly revealing experimental maneuver to be used in experimental characterization and model building.
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Genetic mutations in genes encoding for potassium channel protein structures have been recently associated with episodes of atrial fibrillation in asymptomatic patients. The aim of this study is to investigate the potential arrhythmogenicity of three gain-of-function mutations related to atrial fibrillation—namely, KCNH2 T895M, KCNH2 T436M, and KCNE3-V17M—using modeling and simulation of the electrophysiological activity of the heart. A genetic algorithm was used to tune the parameters’ value of the original ionic currents to reproduce the alterations experimentally observed caused by the mutations. The effects on action potentials, ionic currents, and restitution properties were analyzed using versions of the Courtemanche human atrial myocyte model in different tissues: pulmonary vein, right, and left atrium. Atrial susceptibility of the tissues to spiral wave generation was also investigated studying the temporal vulnerability. The presence of the three mutations resulted in an overall more arrhythmogenic substrate. Higher current density, action potential duration shortening, and flattening of the restitution curves were the major effects of the three mutations at the single-cell level. The genetic mutations at the tissue level induced a higher temporal vulnerability to the rotor’s initiation and progression, by sustaining spiral waves that perpetuate until the end of the simulation. The mutation with the highest pro-arrhythmic effects, exhibiting the widest sustained VW and the smallest meandering rotor’s tip areas, was KCNE3-V17M. Moreover, the increased susceptibility to arrhythmias and rotor’s stability was tissue-dependent. Pulmonary vein tissues were more prone to rotor’s initiation, while in left atrium tissues rotors were more easily sustained. Re-entries were also progressively more stable in pulmonary vein tissue, followed by the left atrium, and finally the right atrium. The presence of the genetic mutations increased the susceptibility to arrhythmias by promoting the rotor’s initiation and maintenance. The study provides useful insights into the mechanisms underlying fibrillatory events caused by KCNH2 T895M, KCNH2 T436M, and KCNE3-V17M and might aid the planning of patient-specific targeted therapies.
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INTRODUCTION

Atrial fibrillation (AF) is the most common sustained cardiac arrhythmia and it is characterized by disorganized rapid electrical activations of the upper chambers of the heart. It affects almost 2% of the general population and its incidence increases with age. Even if the arrhythmia itself does not lead to sudden death, it is associated with increased mortality and increased risk (from three to fivefold) of thromboembolic stroke and heart failure. Associated co-morbidities and risk factors are cardiovascular diseases, endocrine, and metabolic disorders, as well as respiratory conditions and lifestyle factors (obesity, smoking, and alcoholism…) (Kornej et al., 2020). In 30% of cases, however, the arrhythmia manifests in asymptomatic subjects, not affected by any of the previous pathologies. This form of AF is known as “Lone AF” and it has been related to genome alterations that provoke the outbreak of arrhythmic episodes (Chugh et al., 2014). Extensive research has investigated the association of fibrillatory events with a genetic predisposition, holding inheritance responsible for the onset of such a pathology (Fatkin et al., 2007; Fox et al., 2004; Andreasen et al., 2015; Feghaly et al., 2018; Ragab et al., 2020). The role of genetic mutations affecting genes that encode ion channel protein structures on the genesis of arrhythmias has become a matter of intense study in the past few decades.

In particular, many studies have focused on the effects of genetic mutations that affect genes encoding potassium channels and causing serious forms of arrhythmia. In these works, some of the mutations shared different phenotypes such as long- and short-QT syndromes, sudden death, Brugada syndrome, bradycardia, and also familial AF (Chen et al., 2003; Hong et al., 2005b; Lundby et al., 2007; Das et al., 2009; Bartos et al., 2011, 2013; Hattori et al., 2012; Henrion et al., 2012; Christophersen et al., 2013; Ki et al., 2014; Wang et al., 2014; Steffensen et al., 2015). In fact, rapid and slow rectifier potassium currents are the main components of the repolarization phase in cardiac myocyte’s electrophysiology (Rudy, 2009). Therefore, genetic defects impairing the normal function of these channels could lead to abnormal conduction of currents which, in turn, could reflect in shortening or lengthening of the action potential duration at 90% of repolarization (APD90), known to be pro-arrhythmic (Chen et al., 2003; Hong et al., 2005a; Christophersen et al., 2013). In this framework, computational modeling was demonstrated to be a valuable tool in characterizing AF pathophysiology and in reproducing the dynamics behind AF outbreaks (Dössel et al., 2012). Some of the latest rare variants reported in the literature and affecting the rapid component of the potassium channels are T895M, T436M, and KCNE3-V17M. The first two mutations were found and characterized by Hayashi et al. (2015), and affected the KCNH2 (hERG) gene, which encodes the α-subunit of the channel complex Kv11.1, underlying the IKr current. The third mutation was experimentally investigated by Lundby et al. (2008) and impaired the KCNE3 gene, which is responsible for the coding of accessory subunits of the Kv channels, underlying IKr and Ito currents.

In this work, we investigate the effects of the three above-mentioned genetic gain-of-function missense mutations using human atrial mathematical models to reproduce healthy and pathological conditions in three different heart regions: right atrium (RA), left atrium (LA), and pulmonary vein (PV). The computational approach we use aims at reproducing and characterizing the dynamics induced by the mutations at the cellular and tissue scales. Therefore, AF-related parameters were extracted and analyzed from single-cell and tissue simulations to evaluate the mutations’ potential to generate a substrate prone to arrhythmias.



MATERIALS AND METHODS


Experimental Data

Mutant experimental data of the three selected mutations appeared in two previous studies found in the literature (Lundby et al., 2008; Hayashi et al., 2015), where lone AF patients with a family history were investigated through genome screening to find rare variants in genes associated to AF. In the first study (Hayashi et al., 2015), two genetic mutations, T895M and T436M, were reported. They affected the gene KCNH2, which encodes the human heter-a-go-go protein forming the α-subunit of the rapid potassium channel. In the case of the KCNH2 T895M mutation, the proband was an adult male patient with persistent AF who underwent a cardiac ablation procedure. Experimental data showed significantly higher peak and tail current densities and an increase in the values of the time constant at −40 and −30 mV. The patient found with the KCNH2 T436M mutation was instead suffering from persistent AF and presented higher values for peak current density and time constants. In the second study (Lundby et al., 2008), the mutation V17M was found in an adult male with lone AF and it affected the gene KCNE3. This gene is responsible for encoding an accessory subunit of Kv channels. The mutation, in fact, provoked the impairment not only of Kv11.1, but also of Kv4.3 channel complexes, so basically affecting the current flowing in the IKr and Ito channels. Their respective electrophysiological studies showed that Kv11.1/KCNE3-V17M double the time constant at −120 mV with respect to Kv11.1/KCNE3, and that the Kv4.3/KCNE3-V17M steady-state inactivation curves shifted of 14 mV toward more positive potentials with respect to Kv4.3/KCNE3. Peak currents for both Kv11.1 and Kv4.3 were highly enhanced by the mutation.



Parameterization of Potassium Currents

The Hodgkin-Huxley formulations of the WT rapid delayed rectifier potassium current IKr and of the transient outward potassium current Ito were adopted from the Courtemanche et al. (1998) model. These equations were modified by adding additional parameters in order to reproduce the specific changes in the channels’ dynamics provoked by the effect of the genetic mutations under study. In particular, the behavior of the gates was modified by including parameters in the forward (α) and backward (β) rate constants. The magnitude of the rates was altered by the parameters p0r, p0t, p3r, and p3t, which are scaling factors. The voltage dependence of the rates was modified by the parameters p1r, p1t, p4r, and p4t, which are voltage shifts, and by the parameters p2r, p2t, p5r, and p5t, which change the slope of the sigmoid curves. Parameters p6r and p6t are scaling factors applied to the IKr and Ito channel conductance and, finally, parameters p7r and p8r affect the instantaneous inactivation formulation of IKr (voltage shift and change in the slope, respectively). As shown in equations (1) to (6), nine parameters (p0r to p8r) were included in the IKr formulation, and seven parameters (p0t to p6t) were included in the Ito inactivation gates and current formulation.
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Sensitivity Analysis

The two sets of proposed parameters underwent a one-at-a-time (OAT) sensitivity analysis to evaluate their influence on the outcomes of interest. Therefore, activating and tail currents, time constants and inactivation curves were computed for each mutation varying one parameter at a time and varying its value from 0.1 to 5, in steps of 0.1. This range of values was only selected to detect those with the highest influence on the electrophysiological characteristics of the currents. This analysis is relevant to identify the parameters to be fitted to better reproduce the alterations that the mutations produce on the dynamics of the channels, whose values were not constrained to the abovementioned range. Results of sensitivity analysis are shown in Supplementary Figures 1–3.



Model Parameters Estimation

The estimation of model parameter values was performed using a genetic algorithm (Cairns et al., 2017), implemented in Python, with an initial population size of 1,000 individuals and 20 generations. The values of the parameters were left free to vary without constraining them into the range used for the sensitivity analysis. Parallelization was implemented to improve computational performances. Genetic algorithms are robust global search heuristic algorithms and have a demonstrated efficiency in finding good combinations of parameters in some previous cardiac reparameterization problems (Syed et al., 2005; Bot et al., 2012; Groenendaal et al., 2015; Cairns et al., 2017; Smirnov et al., 2020). The main advantages in using such an algorithm are high independence from the initial guess and a low chance to be stuck at a local minimum, thus converging prematurely to a non-optimal solution. As the algorithm was launched, an initial population of 1,000 individuals was randomly generated from a uniform distribution of samples, creating the first generation. Each individual was evaluated using a specifically designed fitness function, and a score value was calculated. Then, individuals were sorted depending on their score value and “Selection,” “Crossover,” and “Mutation” procedures took place. Different configurations of methods were evaluated before running the final simulations in order to find the best combination of techniques. For the Selection procedure, the “Simple Select” method was applied: parents for the next generation were randomly selected from the best fit individuals. The self-adaptive Simulated Binary Crossover (SBX) procedure was implemented since it proved to have better performance at the mating stage (Deb and Kumar, 1995; Deb et al., 2007): the parameter ηc, in fact, guarantees diversity in the offspring solution and adapts based on the parents’ fitness scores. It is contracted or expanded if children have better or worse score values, respectively. While crossovers have control in exploiting an area of the parameter space to find the best solution, the mutation is important for the exploration of new areas. In this study, a gaussian mutation operator was chosen with a mutation rate set at 0.9. Finally, since crossover and mutation guarantee a good exploration and exploitation of search space, elitism seemed unnecessary to ensure the algorithm did not “spoil” a good solution. Thus, the elitism percentage was set to 0. The reduction of dimensionality, and therefore complexity, of the search space through previous sensitivity analysis played an important role in terms of reduction of computational resources and complexity of the genetic algorithm. Finally, the fitness function employed to evaluate individuals was defined as the weighted sum of root-mean-square error between simulated and experimental data.



Atrial Action Potential Model

Action potential simulations were carried out using versions of the human atrial myocyte model proposed by Courtemanche et al. (1998), which was previously modified to also include the formulation of the acetylcholine-activated K+ current (IKACh) proposed by Grandi et al. (2011) the acetylcholine concentration was set to 0.005 μM, which is within the physiological range. Such a current allowed the integration of the autonomic nervous system influence, in particular its parasympathetic stimulations, on atria electrophysiology. In fact, it plays an important role in the repolarization phase of the action potential by reducing its duration, both in physiological and pathological conditions (Bosch et al., 1999; Dobrev et al., 2002). The presence of the mutations was simulated by including the IKr and Ito alterations optimized at the ionic channel level. Furthermore, atrial heterogeneities were taken into account by modifying the channel’s conductances using the scale factors reported in Table 1, similarly to Martinez-Mateu et al. (2018). This allowed the simulation of three different atrial regions: right atrium (RA), left atrium (LA), and pulmonary vein (PV). The combination of wild-type and the three mutations with the three atrial regions resulted in 12 atrial models, namely, WT, KCNH2 T895M, KCNH2 T436M, and KCNE3-V17M in the three tissues RA, LA, and PV.


TABLE 1. Scaling factors of the channels’ conductances to reproduce atrial heterogeneities.
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Single Cell Simulations

Atrial action potential models were excited by a stimulus current with an amplitude of 20 pA/pF and a duration of 2 ms. The ordinary differential equations of the Courtemanche single-cell model were solved using the variable time-step solver ode15s in MATLAB. The virtual cells were paced for 60 s at 1 Hz for stabilization. This protocol preserved the original spike-and-dome morphology and APD90 value and guaranteed a stable behavior of the model in the time interval required to perform the simulations (Martinez-Mateu et al., 2018). Then, the action potentials (AP) and ionic currents elicited by the 61st pulse were analyzed. In addition, APD restitution (APDr) curves and their maximum slope values were computed in order to study the effects of the stimulation frequency in the presence of genetic mutations. For this purpose, cellular models were stimulated at basic cycle lengths (BCL) from 300 to 1,700 ms with an increment of 10 ms. APDr curves were generated by plotting the APD90 values of the 61st pulse as a function of the BCL.



Tissue Simulations

The 12 versions of the Courtemanche model were incorporated into a 2-dimensional mesh, which was used to model a tissue patch of dimensions 5 cm × 5 cm with a longitudinal conductivity of 0.0022 S/cm⋅pF, an anisotropy ratio of 0.35 and a spatial resolution of 300 μm (Ferrer et al., 2015; Martinez-Mateu et al., 2018). Such dimensions were adopted for the three types of tissue to study and compare the vulnerability to re-entry generation. The monodomain formalism was solved using the Elvira software (Heidenreich et al., 2010) with a time step of 0.01 ms (Ferrer et al., 2015; Martinez-Mateu et al., 2018). Tissues were stimulated by applying a 2 ms-excitation current of amplitude 100 pA/pF.

The potential of the 12 models to initiate spiral waves was investigated by applying a cross-field protocol. Tissues were paced with 10 planar pulses (S1) for stabilization at a BCL of 1,000 ms, at the bottom edge of the tissue. Then, a rectangular S2 stimulus of dimensions 1.8 cm × 2.6 cm was applied in the left bottom corner at different S1–S2 time intervals and simulations of 5 s-duration were run. Similar protocols have been applied to study tissue vulnerability in previous studies (Kharche et al., 2008, 2012; Loewe et al., 2014; Zulfa et al., 2016). Temporal vulnerability to re-entry generation was quantified as the width of the time window during which an S2 stimulus, applied to the refractory tail of the 10th S1, initiates a re-entry completing at least two cycles around its center.

Furthermore, variations in the rotors’ lifetime were investigated. Rotors were elicited every 2 ms inside the vulnerable window (VW) and classified into three main categories based on their life span: spiral waves that were sustained for the entire simulation time (sustained VW), spiral waves that lasted between one and 5 s, and spiral waves that lasted less than 1 s.

Spatial organization and temporal information of the rotor’s dynamics were investigated by performing phase analysis on simulated AP signals, with the use of the Hilbert transform (Martinez-Mateu et al., 2018, 2019). The rotor’s tip trajectory was tracked by computing singularity points from phase maps. The stability of the re-entry was quantified in terms of life span and extension of the meandering path of the tip in the tissue. For this purpose, each rotor’s tip trajectory was surrounded by an ellipse and its area was computed.



RESULTS


Mathematical Modeling of the Mutations

Parameters to be adjusted were selected from the initial set of proposed parameters in equations (1) to (6) based on the results of the sensitivity analysis previously performed (see Supplementary Figures 1–3). We selected the parameters p3r, p4r, p5r, and p6r to model the alterations that the KCNH2 T895M and KCNH2 T436M mutations produce in activating and tail currents, and in the deactivation time constants, as they were the parameters influencing them the most (see Supplementary Figure 1). Despite its evident effect on deactivation time constant, the parameter p2r was not taken into account because its changes would affect the activation time constant values as well and no experimental data about it was provided. The chosen parameters for the Kv11.1/KCNE3-V17M mutation were p3r, p6r, and p8r as they affected the I–V curve the most and the value of the deactivation time constant at −120 mV (see Supplementary Figure 2). Finally, the selected parameters for the Kv4.3/KCNE3-V17M mutation were p0t, p2t, p3t, p5t, and p6t; even if some of them act similarly on the I–V curves and on the steady-state inactivation, their combined effect allowed a more precise fitting of the experimental data (see Supplementary Figure 3). Final parameters’ values are reported in Table 2. The genetic algorithm proved to be a valuable tool in tuning model parameter values. An accurate fitting of potassium channel dynamics impaired by the mutations’ effects was achieved, as demonstrated by the trend of the best fitness score over generations in Figure 1, which is monotonically decreasing. Figures 2, 3 show the optimization procedure results (closed circles) together with the target experimental data (error bars). Wild-type data are presented for comparison to the healthy case (black stars). Figures 2A–F show the activating current, the tail current, and the deactivation time constant of the KCNH2 T895M (blue) and KCNH2 T436M (orange) mutations, respectively. Figures 3A,B present the I–V relationship curve and the deactivation time constant value at −120 mV for the KCNE3-V17M mutation affecting the channel complex Kv11.1. Figures 3C,D depict the I–V relationship and the steady-state inactivation curves for Kv4.3/KCNE3-V17M.


TABLE 2. Parameters’ values to reproduce the alterations produced by the studied mutations.
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FIGURE 1. Convergence of the root-mean square value (pA2) of the best individuals as function of the generation for the (A) KCNH2 T895M, (B) KCNH2 T436M, (C) Kv11.1/KCNE3-V17M, and (D) Kv4.3/KCNE3-V17M mutations.
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FIGURE 2. Resulting IKr currents and time constants obtained by using the parameters estimated with the optimization procedure of the KCNH2 T895M (blue) and KCNH2 T436M (orange) models. Error bars indicate experimental data (target) and closed circles correspond to simulation results; wild-type (WT) model results are represented by black stars. (A,D) Activating current. (B,E) Tail current. (C,F) Deactivation time constant.
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FIGURE 3. Resulting IKr (top) and Ito (bottom) I/V relationship and inactivation curves obtained by using the parameters estimated with the optimization procedure of the Kv11.1/KCNE3-V17M mutation (purple) and Kv4.3/KCNE3-V17M mutation (green). Error bars indicate experimental data (target) and closed circles correspond to simulation results; wild-type (WT) model results are represented by black stars. (A,C) I–V relationships. (B) Deactivation time constant at −120 mV. (D) Steady-state inactivation curve.




Effects of the Mutations on AP Characteristics

Figure 4 compares the action potentials, rapid and transient outward potassium currents, and restitution properties of the three mutations: KCNH2 T895M, KCNH2 T436M, and KCNE3-V17M (blue, orange, and purple, respectively) to the wild-type (dashed dark lines) in the three simulated tissues: RA, LA, and PV (from left to right). Figures 4A–C shows that the three mutations yielded a reduction of the APD90 values in all three regions under study: This is strictly related to higher IKr and Ito amplitudes (Figures 4D–I, respectively). Furthermore, APD restitution curves showed a flattened trend for mutations with respect to WT conditions and a shift toward smaller APD values (Figures 4L–N).
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FIGURE 4. Simulated effects of the KCNH2 T895M (blue), KCNH2 T436M (orange), and KCNE3-V17M (purple) mutations in human single cell models of right atrium, left atrium, and pulmonary vein regions (from left to right). (A–C) Action potential. (D–F) Rapid K+ current. (G–I) Transient outward K+ current. (L–N) APD90 restitution curve. WT curves in dashed dark lines are included for comparison.


The effects of the KCNH2 T436M mutation are presented in Figure 4 by solid orange lines. Peak values of the rapid K+ current (Figures 4D–F) increased by 29% its WT value in RA and by 28% in the LA and PV regions. The induced APD90 shortened by 9% in the RA and by 13% in LA and PV (Figures 4A–C). As shown in Figures 4L–N, the shift to lower APD90 values is minor and restitution curve flattening was almost unaffected by the mutation; the percentage of maximum slope value decrease was only 3% in both LA and RA, while an increase of 8% was found in the PV region.

The KCNH2 T895M mutation induced an IKr peak increment of 63% in RA, 62% in LA, and 67% in PV region, as presented in panels D–F. The consequent APD90 reduction, shown in Figures 4A–C, was 18% in RA, 23% in LA, and 24% in PV. This mutation also flattened the APDr curve and produced a downward shift (Figures 4L–N). The maximum value of the restitution curve slope decreased by 22% in RA, 13% in LA, and 15% in PV.

The simulation of the KCNE3-V17M mutation increased the IKr current (Figures 4D–F) peak by 113% in RA, by 33% in LA, and by 76% in the PV region. The transient outward current amplitude incremented by 252% in RA, 254% in LA, and 259% in PV (Figures 4G–I). These changes in current amplitudes provoked an APD90 shortening of 46% in RA, 51% in LA, and 47% in PV. The APD restitution curve shifted to lower values of APD, as shown in panels L–N, and its trend presented a pronounced flattening. The maximum slope value reduced in fact by 43% in RA, by 46% in LA, and by 28% in PV, compared to the WT case. Beat-to-beat alternans appeared in RA at BCLs in the range from 650 to 860 ms, as shown in Figure 4L.

Therefore, our simulations show that the KCNH2 T436M, KCNH2 T895M, and KCNE3-V17M mutations reduced the APD and tended to flatten the APDr.



Effects of the Mutations on Temporal Vulnerability and Stability of Rotors

Temporal vulnerability to re-entry and phase analysis allowed characterization of the susceptibility to arrhythmia of the three tissue models affected by the three genetic mutations under study. The cross-field protocol was firstly applied to healthy tissue (WT) and then to mutation-affected ones. The left panels of Figure 5 depict S1–S2 intervals leading to bi-directional block (white), the initiation of a rotor (orange) and a simple propagation (gray). The right panels represent a zoom of each VW and provide a color-coded life span of the rotors: dark orange represents the sustained VW, yellow corresponds to rotor life spans within 1 and 5 s and light yellow represents rotors lasting less than 1 s.
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FIGURE 5. Temporal vulnerability to spiral waves generation of (A) right atrium, (B) left atrium, and (C) pulmonary vein tissues in WT conditions and in the presence of the KCNH2 T436M, KCNH2 T895M, and KCNE3-V17M mutations. Left panels: bi-directional conduction block (white), rotor generation (blue), and propagation (gray). Numbers inside the blue regions (rotor) are the vulnerable window widths in ms. Right panels: classification of the rotors elicited in each VW based on their life-span (LS): smaller than 1 s (yellow), from 1 to 5 s (orange), and longer than 5 s (red). Numbers indicate the boundaries.


In the RA region (Figure 5A), the WT and KCNH2 T436M failed to initiate a re-entry, whilst the mutation KCNH2 T895M was able to induce a rotor in a narrow window of time (width: 7 ms). Almost 71% of rotors in this interval faded in the edge of the tissue before reaching 1 s of life and the remaining 29% lived for a maximum of 1.2 s. KCNE3-V17M instead showed a 35-ms wide VW and 99% of induced rotors sustained during the whole simulation (sustained VW).

LA was the region with the highest sustained VW width (left panel of Figure 5B in red). The computed VW in control was 25 ms wide and 52% of induced rotors had a maximum life span comprised of between 1 and 2.3 s. The tissue with the mutation KCNH2 T436M showed a VW width of 34 ms, 35% of which yielded rotors that were sustained until the end of the simulation. The tissue of the KCNH2 T895M mutation also exhibited a wide interval of time (35 ms) in which the tissue was more vulnerable to re-entries; during this time frame, 51% of the rotors were sustained for the entire simulation time. Lastly, the tissue with KCNE-V17M showed a temporal VW of 30 ms, 99% of which were maintained for more than 5 s (sustained VW).

The PV tissue (Figure 5C) has the highest vulnerability to rotor initiation. Temporal vulnerability of the tissues in the presence of the mutations increased just slightly with respect to the WT tissue. In WT rotors were induced if stimulated in a time interval of 31 ms and 48% of them had a lifetime between 1 and 1.6 s. The mutation KCNH2 T436M slightly increased the VW width in 4 ms, but just 7% (the first two instants of time) of elicited re-entries were perpetuated up to the simulation end (sustained VW). 88% of rotors disappeared at the tissue border before 1 s of life. The VW width of the KCNH2 T895M mutation, was also 35 ms, only 9% of which provoked sustained rotors. Similarly, the vulnerable window in the presence of the KNCE3-V17M mutation was 35 ms, but in this case 43% of the width of the VW presented stable rotors, lasting until the end of the simulation.

Overall, the results showed that the presence of the mutations shifted the VW to shorter S1–S2 time intervals (left panels of Figure 5, orange) and increased the width of sustained VW (right panels of Figure 5, red). The VW shift is more evident for the KCNE3-V17M mutation, while it is progressively less pronounced for the KCNH2 T895M and KCNH2 T436M mutations. Likewise, the KCNE3-V17M impacted tissue vulnerability the most, showing the largest sustained VW widths, followed by the KCNH2 T895M mutation and finally by the KCNH2 T436M mutation. Moreover, temporal susceptibility to the rotor’s initiation was higher in PV tissue, closely followed by LA, but rotors were more easily maintained in LA. The effect of the KCNE3-V17M mutation on the width of VW was similar in the three tissues. The presence of any of these mutations induced and sustained re-entries in LA and PV tissues, contrary to WT conditions.

Figures 6–8 illustrate snapshots of the rotors induced in WT and in the presence of mutations in RA, LA, and PV and the rotor tip’s trajectory, which was enclosed in the ellipse. The rotors shown were elicited with the S2 at the center of the sustained VW, when possible. Otherwise, they were elicited with the S2 yielding the re-entry with the longest possible life span (rotors in LA and PV in WT and in RA in the presence of the KCNH2 T895M). Rotor tip trajectories exhibited a star-shaped path in all cases, except in LA and PV in the presence of the KNCE3-V17M mutation, where the meandering of rotors appeared more circular. Table 3 summarizes the areas of the ellipses (cm2) surrounding rotor’s tip trajectories. The smallest areas were registered in PV followed by LA and in the presence of the KCNE3-V17M mutation, followed by the KCNH2 T895M and the KCNH2 T436M mutations. These results highlight the ability of LA and PV tissues to accommodate stable re-entries.
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FIGURE 6. Simulation of spiral waves in 2D right atrium affected by the KCNH2 T895M and KCNE3-V17M mutations. Color-coded voltage snapshots of the rotors and rotors’ tip trajectory enclosed by an ellipse for the quantification of the meandering rotor’s area. S1–S2 interval for KCNH2 T895M model was 241 ms. WT and KCNH2 T436M cases are not shown since no rotors were induced.
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FIGURE 7. Simulation of spiral waves in 2D left atrium in control (WT) and affected by KCNH2 T436M, KCNH2 T895M, and KCNE3-V17M mutations. Color-coded voltage snapshots of the rotors and rotors’ tip trajectory enclosed by an ellipse for the quantification of the meandering rotor’s area. S1–S2 interval for WT model was 223 ms.
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FIGURE 8. Simulation of spiral waves in 2D pulmonary in control (WT) and affected by KCNH2 T436M, KCNH2 T895M, and KCNE3-V17M mutations. Color-coded voltage snapshots of the rotors and rotors’ tip trajectory enclosed by an ellipse for the quantification of the meandering rotor’s area. S1–S2 interval for WT model was 205 ms.



TABLE 3. Areas of the ellipses (cm2) surrounding rotor’s tip trajectories.
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DISCUSSION


Main Findings

The simulation study presented in this paper proposes to gain insights into the mechanisms of the AF induced by three gain-of-function mutations—KCNH2 T895M, KCNH2 T436M, and KCNE3-V17M—using 0D and 2D human atrial electrophysiological models. To do so, we first proposed formulations of the potassium currents altered by the mutations (IKr and Ito) which were fitted to experimental data using a genetic algorithm. Then, versions of the Courtemanche et al. (1998) human atrial myocyte model including the acetylcholine current formulation from the Grandi et al. (2011) model were created to simulate the presence of these mutations. In addition, we considered electrical remodeling to account for atrial heterogeneities for RA, LA, and PV. Effects on membrane potential, ionic currents and electrical propagation of the waves in the different atrial tissues in the absence and in the presence of these mutations were analyzed. The main findings are the following: (i) the changes induced by these mutations led to larger IKr and/or Ito; (ii) as a direct consequence, APD90 values were abbreviated and APDr curves were flattened; (iii) the three mutations increased tissue vulnerability to re-entry; (iv) the study of the computation of the sustained VW and the areas of the tips allowed the identification of the KNCE3-V17M mutation as the most pro-arrhythmic, followed by the KCNH2 T895M mutation and by the KCNH2 T436M mutation as the least pro-arrhythmic; (v) LA and PV tissues were much more arrhythmogenic than RA, with the LA tissue showing wider sustained VWs and PV tissue revealing the highest temporal susceptibility to the rotor’s initiation.

To the best of our knowledge, this work represents the first computational study of the generation and maintenance mechanisms of AF induced by the three gain-of-function mutations—KCNH2 T895M, KCNH2 T436M, and KCNE3-V17M—on human atrial electrophysiological models at the cellular and tissue levels. Two novel aspects of this work are the study of the effects of the mutation in different atrial tissues and the comprehensive study of the VW, as it was calculated using three criteria based on their life span. They allowed us to observe interesting aspects, such as longer VW to sustained reentry in LA than in PV and that the presence of the KCNE3-V17M mutation led to the greatest prolongation of the VW to sustained reentries in all the atrial tissue types.

Our findings demonstrate pro-fibrillatory effects of these mutations in spiral wave initiation and maintenance, representing a potential risk of developing severe forms of arrhythmia for patients affected by them.



Pro-arrhythmogenic Effects

APD90 reduction is considered a pro-arrhythmogenic index, as it has been associated with the initiation of AF in previous studies (Bosch et al., 1999; Hong et al., 2005a; Loewe et al., 2014). In the present study, the mutations reduced the APD90 to different extents and this is linked to higher amplitudes of potassium currents, as explained previously. Similar APD90 values were shown in a previous study, where electrical remodeling induced by AF was applied to a version of the Courtemanche model (Colman et al., 2013). The reduction of the APDr maximum slope value was also investigated. In fact, several studies were conducted to assess the causative link between the steepness of the APDr curve and the instability of spiral waves, but the APDr curve slope was not confirmed as the main parameter to determine rotor instability (Cherry and Fenton, 2004; Ten Tusscher and Panfilov, 2006). On the other hand, in our study, a reduction in the maximum slope values of APDr curves was observed in the mutation’s conditions; steep restitution curves were not present, but rotors simulated in 2D tissues exhibited some instabilities, provoking wave breaks. A similar result was reported in a previous study by Kharche et al. (2012), where loss of rate-dependent adaptation was comparable to the ones manifested by patients with chronic AF. In addition, APDr curves in LA and PV in the presence of the studied mutations, and in RA in the presence of the KCNE3-V17M mutation, resemble the trends of those shown by patients suffering from chronic AF in the experimental studies from Franz et al. (1997) and Dobrev and Ravens (2003). Thus, our findings could support the hypothesis that such strong flattening of APDr curve may represent an index of pro-arrhythmogenicity.

Atrial susceptibility was investigated through temporal vulnerability, which indicates the time window when a premature stimulus S2 could trigger the generation of spiral waves. Susceptibility of the atrial tissue was increased by the three mutations under study, as shown by the larger width of VWs, as seen in Figure 5. However, no significant difference was observed in the VW width obtained for re-entries that lasted 2 cycles at least in the LA and PV tissues among mutations, despite their different pro-arrhythmogenicity to sustained re-entries. This result is consistent with a previous study, where a mutation-induced increase of K+ current led to slight differences among their VWs (Kharche et al., 2012; Zulfa et al., 2016). In our research, the study of the VW was extended not only on the rotor’s initiation, but also in its ability to be sustained up to the end of the simulation. This fact supports the idea that the VW width for sustained re-entries could provide a better estimation of the impact of the mutations on the susceptibility to arrhythmias. Tissue susceptibility is also linked to spatial vulnerability, which is the critical size of the tissue required to hold a re-entry and make it sustained. This index is related to the wavelength of excitation impulses, which is in turn linked to the duration of the action potential. A decreased APD thus leads to a decreased excitation wavelength, thereby resulting in a reduced dimension of the substrate needed to promote and sustain a re-entry. Indeed, arrhythmias can be more easily maintained since tissues recover faster from refractoriness. Snapshots of the rotors in Figures 6–8 support this explanation. Our observations appear similar to those of a previous work, where the effects of a mutation were studied at different degrees of expression (Kharche et al., 2012). The wide region of tissue occupied by the tip of the rotor in WT conditions and in the presence of the KCNH2 T895M mutation in RA observed in our study resembles the area of the tip of the rotors in WT in their research, where less recovered tissue and a consequent wider meandering area were shown. Similarly, the stronger the effects of the mutations, the smaller the area of rotors’ tip meandering. Moreover, in the present study, the differences in the tip trajectory area observed among the three atrial regions could point to a higher arrhythmogenicity of LA and PV tissues, with respect to RA.

In conclusion, we have shown that abbreviated APD and increased tissue vulnerability to stable re-entries are the effects of the KCNH2 T895M, KCNH2 T436M, and KCNE3-V17M mutations. However, the impact is different: KCNE3-V17M turned out to be the mutation with the highest risk of arrhythmogenicity, and it was even more risky in the LA and RA than in the PV when considering the width of the sustained vulnerable window. Regarding the meandering area of the rotors, the smallest values were registered in the PV region, followed by LA and finally RA. Susceptibility to re-entry in tissues affected by the KCNH2 T895M and KCNH2 T436M mutations was higher—both in terms of sustained vulnerable window width and in terms of the stability of rotors (meandering area of rotors)—in LA than in PV. Moreover, the KCNH2 T895M mutation has a stronger impact than KCNH2 T436M.



Relevance Respect to Previous Studies

IKr gain-of-function, provoked by genetic mutations affecting the KCNH2 gene, has previously been identified in different cardiac pathologies. The N588K mutation, first reported by Brugada et al. (2004), was found in three unrelated families, with a wide range of phenotypes going from atrial to ventricular fibrillation, short-QT syndrome (Hong et al., 2005a; McPate et al., 2005) and sudden death associated with SQTS (Brugada et al., 2004). Another hERG mutation, L532P, leading to AF was identified by Hassel et al. (2008). Sun et al. (2011) and El Harchi et al. (2012) described a third defect, T618I, also associated with SQTS. Patients affected by these genetic mutations linked to AF presented a shortened action potential and effective refractory period, demonstrating the link between the arrhythmia and the abbreviated APD.

Rare variants affecting the KCND3 gene, coding for Kv4.3, were also associated with lone AF cases with early on-sets. Initially, KCND3 mutations were investigated by Mann et al. (2012) and no effect of cellular electrophysiology was observed. But then, in the first case reported by Olesen et al. (2013), a gain-of-function mutation impaired the transient outward current acting directly on the pore-forming subunit of its channel. The mutation, A545P, produced a shortening in APD and was associated with genesis of AF. Similar results were described in a second mutation in the KCND3 gene (Huang et al., 2017).

The KCNE is a family of voltage-gated potassium channel accessory subunits composed of 5 members, and it modulates specific potassium currents and plays a role in arrhythmias (Crump and Abbott, 2014). Some genetic defects on these accessory subunits have been associated with lone atrial fibrillation, as reported in previous studies for KCNE1 (G25V and G60 mutations) (Olesen et al., 2012), and for KCNE2 (R27C, M23L, and I57T mutations) (Yang et al., 2004; Nielsen et al., 2014). Their results associate the presence of such mutations with increased susceptibility to AF. In addition, variants of the gene KCNE3 were associated with arrhythmogenic outbreak when expressed in the Kv11.1 channel complex (Lundby et al., 2008).

Our simulation study identifies, at different scales, important changes in atrial fibrillation biomarkers and supports the hypothesis that potassium-channel-related mutations could lead to the generation of a substrate more susceptible to arrhythmic events. Many computational studies have reproduced the effects of genetic mutations affecting potassium channels (Kharche et al., 2008, 2012; Imaniastuti et al., 2014; Loewe et al., 2014; Zulfa et al., 2016) and have demonstrated that abbreviated APD and wavelength, as well as increased tissue vulnerability (similarly to our findings), are proarrhythmic factors. Loewe et al. (2014), in particular, demonstrated by simulating the effects of mutations on KCNH2 gene that APD and effective refractory period shortening combined to a more linear repolarization phase (triangular AP) were alone sufficient to induce a substrate for AF. The effects of these mutations was further investigated by extending that work to 3D anatomy with AF electrical remodeling, where the arrhythmogenic potential of the KCNH2 L532P and N588K mutations was confirmed (Heikhmakhtiar et al., 2020).

Together with previous computational studies (Moreno et al., 2013; Cano et al., 2020), our investigation could represent a step forward in the development of personalized anti-arrhythmic drugs based on genotype characteristics. Furthermore, these patient-specific models can provide useful insights not only in improving diagnosis and in guiding therapeutical plans, but also in prevention and management of AF by early identification of patients at risk of developing AF later in life.



LIMITATIONS

The mutations’ effects were investigated using the Courtemanche et al. (1998) cardiac model, which is widely used in atrial simulations and provides a valid and accurate tool with reduced complexity. Although we would expect to obtain similar effects on the main AF biomarkers studied in this work, the assessment of the mutant effects with other mathematical models would indeed improve the evaluation of the mutations’ arrhythmogenic potential on currents such as sodium and calcium, which are better characterized by other frameworks.

The patients affected by the genetic defects analyzed in this study carried the heterozygous form of the mutations. However, experimental data were provided only in homozygous conditions. Thus, our simulations reproduce a condition less likely to happen. Some theoretical studies simulate the heterozygous conditions by exposing only half of the channels to the mutation’s effects. However, in many cases, heterozygous expression of mutations do not really differ this much from the homozygous ones, as demonstrated by the dominant effect of Kv4.3/KCNE3-V17M in Lundby et al. (2008). Therefore, we chose to investigate the cases with highest risk to understand the severe forms of the AF episodes probands are subjected to.

The present study merely characterized the pro-arrhythmic effects of the genetic mutations on atrial electrophysiology. The electrical and structural changes induced by AF are also likely to contribute in the onset and perpetuation of the arrhythmia (Dössel et al., 2012), thus the study of their effects on atrial currents and structures together with the presence of the mutations would add further knowledge to the long-term effects of such pathologies.

Gender-related changes in phenotype in the presence of the same mutations should be explored since the same mutation can lead to different symptoms. The KCNE3-V17M mutation in this work was also carried in fact by the proband’s sister. However, the symptoms manifested were different as she never suffered any AF. Possible explanations from the author of the original study are that this difference may result from environmental factors or is simply a reflection of a low penetrance (Lundby et al., 2008). On the contrary, the KCNH2 T436M mutation was carried also by the proband’s sister, affected with AF since a young age (Hayashi et al., 2015). The study and characterization of the electrophysiological experiments on female individuals could be useful to have a more complete understanding of the underlying properties of such mutations.

The computational study hereby presented was performed at a single-cell and two-dimensional tissue scale. A further extension of our investigation to three-dimensional realistic atrial geometries would allow completing and validating our results at the whole-heart level as well.

Nevertheless, we do not expect these limitations to alter the main conclusions of this work.
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Cardiac fibroblasts express multiple voltage-dependent ion channels. Even though fibroblasts do not generate action potentials, they may influence cardiac electrophysiology by electrical coupling via gap junctions with cardiomyocytes, and through fibrosis. Here, we investigate the electrophysiological phenotype of cultured fibroblasts from right atrial appendage tissue of patients with sinus rhythm (SR) or atrial fibrillation (AF). Using the patch-clamp technique in whole-cell mode, we observed steady-state outward currents exhibiting either no rectification or inward and/or outward rectification. The distributions of current patterns between fibroblasts from SR and AF patients were not significantly different. In response to depolarizing voltage pulses, we measured transient outward currents with fast and slow activation kinetics, an outward background current, and an inward current with a potential-dependence resembling that of L-type Ca2+ channels. In cell-attached patch-clamp mode, large amplitude, paxilline-sensitive single channel openings were found in ≈65% of SR and ∼38% of AF fibroblasts, suggesting the presence of “big conductance Ca2+-activated K+ (BKCa)” channels. The open probability of BKCa was significantly lower in AF than in SR fibroblasts. When cultured in the presence of paxilline, the shape of fibroblasts became wider and less spindle-like. Our data confirm previous findings on cardiac fibroblast electrophysiology and extend them by illustrating differential channel expression in human atrial fibroblasts from SR and AF tissue.

Keywords: voltage-gated channels, BKCa, heart, fibrosis, proliferation


INTRODUCTION

Atrial fibrillation (AF) is a common arrhythmia of increasing prevalence due to an aging population (Chugh et al., 2014). AF is associated with increased morbidity and mortality, and long-term success of current treatment options is limited. One of the many reasons for the unsatisfactory outcome of pharmacological or interventional therapies is thought to be related to the progressive nature of the arrhythmia (Jahangir et al., 2007). As AF proceeds from initial, self-terminating episodes to permanent AF, the atria undergo structural and electrical remodeling, including fibrosis and electrophysiological changes (Quah et al., 2021). Whilst fibroblasts are clearly involved in the former process, much less is known about their role in the latter.

Fibroblasts are essential for cardiac tissue repair and maintenance of mechanical stability of the heart (Souders et al., 2009). They are able to sense and adapt to a variety of mechanical and chemical signals involved in stress and injury responses. Activated upon tissue damage, fibroblasts proliferate, and trans-differentiate into myofibroblasts that migrate toward the lesion and secrete high amounts of fibrillar collagen, for example during scar formation (Camelliti et al., 2005). Excessive collagen accumulation may also lead to fibrosis in non-lesioned tissue, a process which contributes to AF by increasing mechanical and electrical heterogeneity (Krul et al., 2015). In addition, cardiac fibroblasts (Quinn et al., 2016; Rubart et al., 2018), as well as other non-myocytes such as immune cells (Hulsmans et al., 2017), may modify the electrophysiology of cardiomyocytes through direct electrically conductive contacts. Electrotonic interactions of the two cell types will depolarize cardiomyocytes (due to the less negative resting membrane potential of non-myocytes), and potentially slow conduction [due to the addition of a passive electrical load (Kohl et al., 2005)], which could promote re-entry.

Cardiac fibroblasts do not generate action potentials, though they express multiple voltage-, ligand- and mechano-dependent ion channels (Shibukawa et al., 2005; Kamkin et al., 2010; Benamer et al., 2013). Among the ion currents described in cultured human cardiac fibroblasts are Na+ currents, various K+ currents, current conducted via BKCa channels, and Cl– currents (Wang et al., 2006; Li et al., 2009; Kamkin et al., 2010; Chatelier et al., 2012; Poulet et al., 2016; Klesen et al., 2018); a more comprehensive listing of currents and references is given in the Supplementary Table 1. Interestingly, in a canine model of AF, K+ currents of atrial fibroblasts were altered, compared to cells from non-fibrillating atria (Wu et al., 2014; Qi et al., 2015). Also, human atrial fibroblasts undergo phenotypic changes with AF (Poulet et al., 2016). The objective of the present study was to assess and extend previous observations, in order to provide insight into changes in non-myocyte electrophysiology that may contribute to the complex pathophysiology of AF.



MATERIALS AND METHODS


Tissue Samples and Patient Demographics

All patients gave written and informed consent prior to inclusion into the study, and investigations conformed to the principles outlined in the Declaration of Helsinki. Tissue pieces were excised from the right atrial appendage as a routine procedure in the course of cannulation for extracorporeal circulation during open heart surgeries. Excised tissue samples were placed in room-temperature cardioplegic solution [containing in (mmol L–1): NaCl 120, KCl 25, HEPES 10, glucose 10, MgCl2 1; pH 7.4, 300 mOsm L–1] and immediately transported to the laboratory, where they were processed by the Cardiovascular Biobank at the University Heart Center Freiburg Bad Krozingen (approved by the ethics committee of Freiburg University, No 393/16; 214/18). Patients were either in sinus rhythm (SR), or had sustained AF [which includes patients with persistent, long-standing persistent and permanent AF, defined according to ESC Guidelines (Hindricks et al., 2021)]. Patient demographics are listed in Table 1.


TABLE 1. Patient characteristics.
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Fibroblast Isolation and Culture

In order to obtain fibroblasts by the “outgrowth technique,” tissue was processed within 30 min of excision, as described previously (Poulet et al., 2016). In brief, the samples (50–200 mg) were cut into small chunks of roughly 1 mm edge length and transferred into a 6-well plate. Each well contained 2 mL of Dulbecco’s modified Eagle medium (Thermo Fisher Scientific, Germany), 10% fetal calf serum, and 1% penicillin-streptomycin (all Sigma-Aldrich, Germany), for incubation at 37°C in an atmosphere of air supplemented with CO2 to maintain 5% CO2. Culture medium was changed twice a week. Cells migrated from the tissue chunks, proliferated and reached ≈80% confluency after 20–28 days. Then, after washing with Dulbecco’s phosphate-buffered saline (Sigma Aldrich, Germany), cells were detached with 0.05% trypsin (trypsin-EDTA solution; Sigma Aldrich). The suspension was centrifuged (57 × g, 3 min; Rotina 380, Hettich, Germany), the supernatant removed, and the pellet re-suspended in the cell culture medium described above. Cells were re-seeded for subculture in tissue culture flasks or for experiments in uncoated Ø 35 mm plastic dishes (93040, Techno Plastic Products, Germany). Only cells from passage 0 and 1 were used for experimentation (i.e., from 3 to 6 weeks post isolation). The cells had typical spindle-like or polygonal shapes (Figure 5C), as described in earlier work (Poulet et al., 2016; Klesen et al., 2018). They formed a mixed population of vimentin-positive fibroblasts and αSMA-positive myofibroblasts (82% and 18% respectively; data not shown).
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FIGURE 1. Overview of different ion current patterns in human atrial fibroblasts recorded using a ramp pulse protocol in whole-cell mode. (A) Exemplary traces of different current types (inward rectification, outward rectification, no rectification) with the ramp protocol used (top trace). (B) Distribution of current types between cells from different patients with SR or AF. Note that percentages may add up to >100% because some cells show both inward and outward rectification; the number of cells assessed for each patient is indicated below the x-axis. (C) Distribution of current types between cells from SR and AF patients (error bar = standard deviation between patients). (D) Pooled current/voltage (IV) curves of all cells from patients with SR (black) or AF (red): Both IV curves have a reversal potential of approximately –20 mV. No statistically significant differences in current density between cells from SR and AF patients were observed.
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FIGURE 2. Currents profiles with fast kinetics identifiable with a step-pulse protocol (whole-cell mode). (A–C): Representative recording of three different current profiles measured during the first 30 ms after depolarization: rapidly activating and inactivating transient outward current (fast current, (A), more slowly activating and inactivating outward current [slow current, (B)] and inward current observed at holding potentials ranging from –20 to +60 mV (C). 1 s-long voltage clamp pulses were used to depolarize cells from –80 to +60 mV in steps of 20 mV; the holding potential used between pulses was –80 mV (top schematic). (D–F) Representative IV curves of peak current. In panel (F), the difference current IV curve was obtained by subtracting from the original IV curve the one of the fast current (D). (G) Distribution of current profiles within cells from three patients each with SR and AF. Note that percentages may add up to >100% because some cells presented two current activation patterns. (H) Comparison of the percentage of cells exhibiting fast and slow outward, and inward current in all cells analyzed from patients with SR and AF. No statistically significant differences in the distribution of current profiles between cells from SR and AF patients were observed.
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FIGURE 3. Fast transient outward current measured with a step-pulse protocol in cells from tissue donors with SR and AF. (A) Pulse protocol and a representative current recording. Inset: Enlargement of early (first 10–15 ms) current dynamics, as indicated in A (stimulation artifact truncated in the enlarged image). Depolarizing steps activate a linearly increasing, transient current of <10 ms in duration. (B–D) IV curves constructed from peak current values (P), from values 10 ms after P (P′), and from values at the end of each voltage step (S, steady state), respectively, for fibroblasts from SR and AF donors. Please note different scales of Y-axes. *Indicates significant difference.
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FIGURE 4. Large Ca2+-dependent conductance activated in the positive potential (outward current) range in human atrial fibroblasts. (A) Representative current trace measured with the ramp pulse protocol (whole-cell recording, ruptured patch mode). The inset shows the final 200 ms of the trace (outward current) at positive potentials; the current displays clear single channel openings. (B) Voltage-dependent current amplitude at different intracellular Ca2+ concentrations (from 0 to 0.1 mM), and after returning to nominally Ca2+-free solution (washout). Recordings obtained in inside-out configuration (I.O.). (C) Channel activity in an inside-out patch transiently superfused with paxilline-containing solution. Note that the paxilline-induced inhibition of channel activity was partially reversed during wash-out. (D) Single channel activity in cell-attached patches without (control) and with 3 μmol L− 1 paxilline in the pipette solution. (E) Single channel events during representative current traces at various holding potentials (cell-attached patch mode) in a cell from an SR and AF patient. (F) Percentage of cells in relation to all cells studied per patient (see total numbers below the columns) that exhibit single channel openings during the final 200 ms of the ramp protocol.
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FIGURE 5. Effects of BKCa channel blocker paxilline on proliferation rate and cell shape. (A) Proliferation assay in the presence (dashed lines) and absence (continuous lines) of the BKCa channel blocker paxilline (10 μmol L− 1) after 1 and 3 days in matched samples from five individual SR patients (triplicate measurements for each point). (B): Mean values for results from the proliferation assay. When normalized to the absorbance value of day 1, the mean increase in absorbance of cells incubated with paxilline was lower (1.6 ± 0.077) than for control conditions (1.8 ± 0.077). (C,D) Representative images of fibroblasts cultured for 2 days with and without paxilline. Scale bar = 20 μm. (E) Comparison of cell-shape (circularity) of cells incubated with DMSO (control) vs. 10 μmol L− 1 paxilline in DMSO.




Patch-Clamp Technique

Ion currents or single channel activity in primary cultures of atrial fibroblasts were measured by the patch-clamp technique, either in ruptured patch whole-cell or in cell-attached mode, respectively. Micropipettes were pulled from fire-polished soda-lime glass capillaries (inner diameter: 1.15 ± 0.05 mm, outer diameter: 1.55 ± 0.05 mm; VITREX Medical, Denmark) with a standard pipette puller (PC-10, Narishige, Japan), pipette resistance was 1–3 MΩ when filled with pipette solution for whole-cell recordings, containing (in mmol L–1): NaCl 8, KCl 40, K-aspartate 80, CaCl2 2, Tris-GTP 0.1, Mg-ATP 5, EGTA 5, HEPES 10 (adjusted to pH 7.4 with KOH), ≈300 mOsm L–1. The bath solution contained (in mmol L–1): NaCl 150, KCl 5.4, CaCl2 2, HEPES 10, glucose 5 (adjusted to pH 7.4 with NaOH), ≈300 mOsm L–1.

For cell-attached recordings, the pipette solution contained (in mmol L–1): NaCl 150, KCl 5, CaCl2 2, HEPES 10 (adjusted to pH 7.4 with NaOH), ≈300 mOsm L–1 and the bath solution (in mmol L–1): KCl 155, EGTA 5, MgCl2 3, and HEPES 10 (adjusted to pH 7.2 with KOH). Patch excision, to obtain the inside-out mode, was achieved by a fast upward displacement of the patch pipette. Experiments were performed at room temperature (≈20°C), using a patch-clamp amplifier (200B, Axon Instruments, United States) and a Digidata 1440A interface (Axon Instruments). Recorded signals were digitized at 3 kHz, low-pass filtered at 1 kHz, and analyzed with pCLAMP10.3 software (Axon Instruments) and Origin9.1 (OriginLab, United States). Membrane capacitance was measured using fast depolarizing ramp pulses (−55 to −50 mV, 5 ms) after gigaseal formation and breaking the cell membrane. At passage 0 and 1, no statistically significant differences in membrane capacitance were detected between cells from SR and AF patients (Supplementary Figure 1).


KCNMA1 mRNA Expression

To determine mRNA expression levels relative to glyceraldehyde 3-phosphate dehydrogenase (GAPDH) by quantitative polymerase chain reaction (qPCR), mRNA isolation from immortalized human atrial fibroblasts (Künzel et al., 2020) was performed using a commercial RNA isolation kit (RNeasy Micro Kit; Qiagen, Germany). Complementary DNA was amplified in TaqMan Fast Advanced Master Mix (4444556, ThermoFisher) for a total of 40 cycles. A more detailed protocol can be found in Emig et al. (2021).

KCNMA1 expression in primary atrial fibroblasts from patients with SR and AF was assessed based on the Affymetrix GeneChip array (Affymetrix, Santa Clara, CA, United States) analysis described in Poulet et al. (2016). Briefly cells were cultured for 3 weeks, replated at a density of 2.5 × 103 cells per cm2 and kept two more weeks in culture before analysis. Hybridization at 45°C and 60 revolutions per minute for 16 h (hybridization oven 640; Affymetrix), staining and washing, processing (Fluidics Station 450, Affymetrix) and scanning (GeneChip Scanner 3000 G7) were all carried out as recommended by Affymetrix.




Proliferation Assay

Cells were seeded at a density of 5,000 cells per well in a 24-well plate with the culture medium described above. Cell proliferation was assessed using the colorimetric CellTiter 96® Aqueous One Solution Cell Proliferation Assay (Promega, United States). The solution contained the tetrazolium compound MTS [3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)-2H-tetrazolium]. When MTS was added to cultures for 60 min in the incubator, viable cells converted the compound into a colored formazan dye, measured spectrometrically at 490 nm using a Biospectrometer® Basic (Eppendorf, Germany). The concentration of formazan is proportional to metabolic activity and to the number of viable cells.



Cell Shape

In order to quantify changes in cell shape, we analyzed individual cell images acquired by an inverted microscope Nikon Eclipse TS100 (Nikon, Japan) for cell area (A) and cell perimeter (P). For a perfect circular shape, the radius calculated from cell area (rA) is equal to the radius calculated from cell perimeter (rP), rA = rP. Given rA = √A/√π (with A = πr2) and rP = P/2π (with P = 2πr), √A/P = √π/2π, and √A/P = 0.2821. Image procession and analysis were conducted with ImageJ (Schindelin et al., 2012; Schneider et al., 2012).



Statistical Analysis

Graphs and statistical analyses were generated using Origin9.1 (OriginLab Corporation, United States). For normally distributed data (Shapiro-Wilk test), the unpaired two-tailed Student’s t-test was used. For n < 25 or not normally distributed data, the Mann–Whitney test was used. Results were considered as indicative of a significant difference between means if p < 0.05. Asterisks in figures indicate the following p-values: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.




RESULTS


Steady-State Currents, Whole-Cell Mode

Voltage ramp protocols lend themselves to the study of steady-state currents because if membrane potential changes are slow enough, rapid transient currents will already be inactivated and therefore not visible. Voltage-dependent currents, measured during a 2 s-long ramp pulse from −120 to +60 mV (rate of voltage change 90 mV s–1, top trace), exhibited three different rectification patterns in fibroblasts from both patient groups: inward, outward or no rectification (Figure 1A). Figure 1B illustrates the distribution of these types of rectification between cells from each of the seven SR and four AF patients studied. The numerals below each column indicate the number of cells assessed for each patient; the distribution is expressed in percent of fibroblasts exhibiting a particular type of rectification, noting that some cells showed both inward and outward rectification. The inter-patient variability of percentage of cells exhibiting any particular type of rectification was large and no statistically significant differences in distribution of current types between fibroblasts from patients with SR and AF were detected (Figure 1C). In addition, the mean current/voltage relationships (IV-curves), obtained from all cells studied, were not statistically different in fibroblasts from either group (Figure 1D).



Voltage- and Time-Dependent Currents, Whole-Cell Mode

In order to study the voltage dependence of ion channels with fast kinetics, 1 s-long voltage clamp pulses were used to depolarize cells from −80 to +60 mV in steps of 20 mV. During the initial 30 ms of the clamp steps, we observed three different profiles of transient currents: a time-dependent outward current with fast activation and inactivation (“fast current,” Figure 2A), a time-dependent outward current with slow inactivation kinetics (“slow current,” Figure 2B), and a current that had a net inward component at depolarization steps to 0 and +20 mV (“inward current,” Figure 2C). The IV-curve for the fast transient outward current was linear with a reversal potential near −70 mV, while the IV-curve for the slow transient outward current was exponential with a reversal potential near −50 mV (Figures 2D,E). The inward current (Figures 2C,F “original”) appeared superimposed with a fast outward current with a linear voltage-dependence. The extrapolated linear IV-curve between −80 and +40 mV had a conductance of 31 pS, compared to the fast current conductance of 48 pS (Figure 2D). Subtracting this fast current from the recorded inward current yielded the IV-curve shown in Figure 2F, “difference.” The inward current component was observed in 12% of AF cells (n = 3 of 25) and 24% of SR cells (n = 4 of 17). Comparing three patients each for AF and SR, there were no statistically significant differences in the number of cells showing any of these three current patterns (Figures 2G,H).

The fast transient outward current, i.e., the most frequently seen current type, was analyzed in more detail. The current peaked a few milliseconds following the depolarizing voltage step, and inactivation appeared biphasic. A rapid initial phase lasted until 10 ms after the start of the voltage step, followed by a more slowly inactivating component (see inset in Figure 3A). In order to examine the kinetically different components of this outward current, we constructed IV-curves at three defined time points during the steps, i.e., for the peak of fast transient current (P), for current still active 10 ms after initiation of the depolarizing voltage step (P′), and for steady-state current at the end of the 1 s-long step (S; Figures 3B–D, respectively). Interestingly, only peak current amplitude (P) was different in AF compared to SR (significantly larger at +60 mV), whereas the IV-curves for P′ and S were not statistically different between AF and SR cells. As current declines over time during the clamp step, the apparent reversal potential shifted from about −60 mV (P), to near −20 mV at the end of the pulse (S), suggesting that—in addition to the rapidly activating and inactivating outward current component—there is a background (“leak”) current.



Single BKCa Channel Currents, Cell-Attached and Inside-Out Modes

Since conflicting reports exist about the presence of BKCa currents in human atrial fibroblasts [compare Sheng et al. (2013) with Poulet et al. (2016)], we investigated whether currents with properties of BKCa were present in our cells. When magnifying the most depolarized portion of current traces activated by ramp pulses in whole-cell mode, one can notice single channel events (see Figure 4A).

To explore this further, we conducted recordings in inside-out and cell-attached configurations in SR cells. Current amplitudes in inside-out patches were voltage-dependent and enhanced upon increasing Ca2+ concentrations in the superfusate (facing the cytosolic side of the plasma membrane) from 0 to 0.1 mM, while the reversal potential of IV-curves was shifted to more negative potentials. This effect was reversible upon returning to nominally Ca2+-free solution (Figure 4B).

Also in inside-out patches (Figure 4C), channel activity in SR cells was completely blocked within 1 min of superfusion of the patch with the BKCa channel blocker paxilline (3 μmol L–1), and it was partially reversed after washout (representative recording shown, same effect observed on three cells isolated from two donors).

Ion channel activity (assessed in SR cells) was also abolished in cell-attached mode when the pipette solution contained paxilline (3 μmol L–1; (Zhou and Lingle, 2014) as shown in the traces for +40 and +60 mV in Figure 4D. In 21 fibroblasts from two donors, mean open probability was 0.0003 ± 0.0003 with paxilline in the pipette solution, compared to 0.026 ± 0.014 in 26 control cells from the same two donors.

Analysis of the data obtained in cell-attached voltage clamp mode (Figure 4E) revealed single channel activity whose open probability increased with increasingly positive clamp potentials. Open probability was smaller in AF than in SR fibroblasts [0.009 ± 0.003 (56 cells/4 AF patients) vs. 0.042 ± 0.012 (97 cells/7 SR patients) at +60 mV]. No statistically significant difference was seen between cells from SR and AF patients either in single channel conductance or in the percentage of cells that displayed such currents (Figure 4F). The presence of BKCa in atrial fibroblasts was confirmed by qPCR (Supplementary Figure 2A). In fibroblasts derived from a previous cohort of patients with AF and SR (Poulet et al., 2016), expression of KNMA1 (BKCa subunit alpha1) was not different in cells from AF compared to SR patients (Supplementary Figure 2B).

Taken together these findings confirm the presence of BKCa channels in human right atrial fibroblasts, and their lower open probability in cells from AF, compared to SR tissue.



Functional Role of BKCa Channels – Proliferation and Cell Shape

Some reports have related BKCa channel function in cardiac fibroblasts to proliferation and changes in cell shape (He K. et al., 2011; Sheng et al., 2013), while other groups did not find an effect of BKCa channel blockers on proliferation (Choi et al., 2008). In our hands, the absorbance (reporting the number of viable atrial fibroblasts: cells from five SR patients, analyses conducted in triplicate) increased by a factor of 1.8 ± 0.077 during 2 days of cell culture in control conditions (culture medium with 0.1% of DMSO as vehicle). This increase was significantly reduced, to 1.6 ± 0.077, when paxilline (10 μmol L–1) was added to the culture medium (Figures 5A,B).

Microscopic inspection of fibroblast cultures in control conditions or with paxilline (10 μmol L–1) suggested a paxilline-induced change in cell shape, from spindle-like to polygonal forms (Figures 5C,D). In order to quantify this change, we analyzed individual cell images for cell area and cell perimeter with ImageJ software and assessed circularity (see section “Materials and Methods”). For a perfect circular shape, the value of √A/P (circularity) will be at its maximum (=0.2821), while cells deviating from circular have smaller values. Circularity is larger in the presence of paxilline, confirming quantitatively the initial observation on cell shape differences (Figure 5E).




DISCUSSION


Electrophysiology

Cultured human atrial fibroblasts, obtained by the outgrowth technique and used at passage 0 or 1, exhibit diverse patterns of voltage- and time-dependent currents, independent of whether they are derived from patients with SR or AF. In accordance with previous work (Poulet et al., 2016), we distinguished three types of rectification in steady-state currents: inward and/or outward, and no rectification. Neither the frequency of these three current patterns, nor their average IV-curves were different in cells derived from tissue donors with SR or AF. An inward rectifier current has been described in cardiac fibroblasts of both ventricular and atrial origin in several species (Chilton et al., 2005; Sheng et al., 2013; Aguilar et al., 2014; Qi et al., 2015; Poulet et al., 2016). Poulet et al. (2016) compared human atrial fibroblasts according to the patient’s pre-operative rhythm status and found that the inward rectifier current was significantly larger in AF than SR fibroblasts, which we did not observe in the present work.

We observed two voltage- and time-dependent transient outward currents with rapid and slower kinetics, as well as an inward current. The peak of the fast transient outward current had a linear IV-curve, and inactivation was almost complete after 10 ms. At +60 mV, peak current was significantly larger in AF than SR-derived fibroblasts. Fewer cells (20–60% less) showed slow outward currents, and no difference between fibroblasts derived from AF or SR patients was detected in this current.

Several groups have characterized inward currents in atrial and ventricular cardiac fibroblasts from rat and human as tetrodotoxin-sensitive Na+ currents (Walsh and Zhang, 2008; Li et al., 2009; Chatelier et al., 2012; Koivumaki et al., 2014; Poulet et al., 2016). In one study, INa was found in more cells from patients with AF (57% of 49) than from patients with SR (32% of 41) and peak INa was significantly larger in fibroblasts derived from AF patients (Poulet et al., 2016). Here, we observed inward currents in only 12% of AF and 24% of SR fibroblasts, without a statistically significant difference. Moreover, the voltage dependence of the observed (original) inward current (threshold, peak, and reversal at ≈−40, 0, and +60 mV, respectively) is not consistent with a fast Na+ current (Chatelier et al., 2012; Koivumaki et al., 2014; Poulet et al., 2016), but rather points toward L-type Ca2+ channels [see for instance Christ et al. (2004)]; this is an aspect that deserves further investigation.

BKCa channels have been reported previously in ventricular fibroblasts from rat (Choi et al., 2008) and human (Wang et al., 2006; Li et al., 2009; He M.L. et al., 2011). Interestingly, BKCa channel inhibition with paxilline markedly suppressed proliferation of human (He M.L. et al., 2011) but not of rat cardiac fibroblasts (Choi et al., 2008). In human atrial fibroblasts, BKCa channels were detected previously, but no information about heart rhythm was given (Sheng et al., 2013). Thus, the present study is the first report of lower BKCa channel activity in right atrial fibroblasts derived from AF compared to cells from SR donors. As KCNMA1 mRNA expression is not altered in the context of AF, further experiments are needed to explore BKCa protein expression and localization, to determine whether the lower channel activity observed in AF compared to SR could be due to changes in protein trafficking and/or targeting to the plasma membrane for example. Also it will be important to include higher patient numbers to support robust statistical analyses.

Block of BKCa channel activity with paxilline alters cell shape of atrial fibroblasts and inhibits proliferation, as previously observed in ventricular fibroblasts (He M.L. et al., 2011). Since development and progression of AF is associated with structural remodeling and fibrosis (Burstein and Nattel, 2008), the involvement of BKCa channels in atrial fibroblast proliferation highlights these channels as target for further investigation into therapeutic interventions.



Heterogeneity of Ion Currents in Human Atrial Fibroblasts

The recordings of ion currents in fibroblasts were surprisingly variable, which may in part be due to genuine diversity of ion channel expression and activity in cultured fibroblasts. Part of the variability in our results may be due to the presence of a mixed population of fibroblasts and myofibroblasts. In future work, it would be interesting to investigate the effect of fibroblast/myofibroblast phenoconversion on ion channel diversity and activity. This could be achieved by culture conditions enriching either phenotype.

Cells used here were cultured for an average duration of 25 days. Significant culture-related remodeling can occur in such a time-span, so that differences between fibroblasts from patients with SR or AF that were present originally in vivo may have leveled out. In this study, the fibroblasts analyzed are possibly pre-activated, as suggested by cell capacitance data which was in the range of 100 pF after an average time of 25 days in culture, both for SR and AF-derived fibroblasts, whereas (Poulet et al., 2016) reported such high capacitance values only in the AF group which have been more myofibroblastic [for comparison, (Sheng et al., 2013) found ≈40 pF for SR-derived fibroblasts]. The number of αSMA-positive cells has been assessed to be 17.6 ± 10.2% (N = 6) in cultures from SR patients (not shown); this percentage of αSMA-positive cells would be too small to explain the extent of variability in ion channel activities, suggesting a genuine intrinsic diversity of ion channel expression and/or function.

In summary, we confirm the presence of steady-state currents with different rectifying properties as well as voltage- and time-dependent outward currents in fibroblasts derived from patients with SR and in AF. We detect BKCa channels and find that they have a lower open probability in cells from AF, compared to SR patients. The different types of currents were observed in cells from the same donor tissue, showing that human cultured atrial fibroblasts are highly heterogeneous with respect to the pattern of ion channels they express.
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Supplementary Figure 1 | Capacitance of human atrial fibroblasts in primary culture. Capacitance of fibroblasts isolated from patients with SR and AF at passage 0 (average culture time 25 days, measured with the patch-clamp technique.

Supplementary Figure 2 | KCNMA1 mRNA Expression in human atrial fibroblasts from patients with SR and AF. (A) KCNMA1 expression obtained by quantitative PCR in an immortalized cell line of human atrial fibroblasts (Künzel et al., 2020). GAPDH = glyceraldehyde-3-phosphate dehydrogenase, n = number of dishes analyzed corresponding to three independent experiments. (B) Mean KCNMA1 expression from the Affymetrix GeneChip array, performed in the study by Poulet et al. (2016) on atrial fibroblasts in primary culture isolated from patients with SR and AF, de novo analysis of original data from Poulet et al. (2016). Analysis performed after one passage (5 weeks of culture). N: number of patients; A.U.: arbitrary units.

Supplementary Table 1 | Ion Currents/Channels in Cardiac Fibroblasts. CM, cardiomyocytes; FB, fibroblasts; LA, left atrium, LV, left ventricle; CHF, congestive heart failure; MI, myocardial infarction; TEA, tetraethylammonium chloride; 4-AP, 4-Aminopyridine; →: leaded to; ↑: increase; ↓: decrease.
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Screening for atrial fibrillation (AF) with a handheld device for recording the ECG is becoming increasingly popular. The poorer signal quality of such ECGs may lead to false detection of AF, often caused by transient noise. Consequently, the need for expert review in AF screening can become extensive. A convolutional neural network (CNN) is proposed for transient noise identification in AF detection. The network is trained using the events produced by a QRS detector, classified into either true beat detections or false detections. The CNN and a low-complexity AF detector are trained and tested using the StrokeStop I database, containing 30-s ECGs from mass screening for AF in the elderly population. Performance evaluation of the CNN-based quality control using a subset of the database resulted in sensitivity, specificity, and accuracy of 96.4, 96.9, and 96.9%, respectively. By inserting the CNN before the AF detector, the false AF detections were reduced by 22.5% without any loss in sensitivity. The results show that the number of recordings calling for expert review can be significantly reduced thanks to the identification of transient noise. The reduction of false AF detections is directly linked to the time and cost spent on expert review.

Keywords: short-term ECG signals, transient noise, signal quality, handheld devices, mass screening, convolutional neural network


1. INTRODUCTION

Mass screening using intermittent single-lead ECGs for early detection of atrial fibrillation (AF) can help identify patients with untreated AF and thereby reduce the risk of ischemic stroke by oral anticoagulation treatment (Svennberg et al., 2015; Freedman et al., 2017; Platonov and Corino, 2018). The prevalence of AF increases with age, from 1–2% in the general population to as high as 10% in the elderly (age ≥75) (Freedman et al., 2017). Hence, screening is primarily focused on the elderly population.

Thanks to recent advances in low-cost technology for recording the ECG with a handheld device (Lau et al., 2013; Tieleman et al., 2014; Vaes et al., 2014), mass screening in the home environment has become feasible (Engdahl et al., 2013; Lau et al., 2013; Kearley et al., 2014; Svennberg et al., 2015; Kaasenbrood et al., 2016; Zink et al., 2021). Screening with handheld devices may go on for weeks, resulting in multiple intermittent ECGs, each with a duration typically ranging from 30 to 60 s. However, signals recorded with a handheld device have poorer quality than clinical signals recorded at rest, mainly due to the presence of motion artifacts and poor electrode contact.

Transient noise, exemplified in Figure 1, constitutes the main source of falsely detected QRS complexes, transforming a regular rhythm into an irregular one falsely detected as AF. Since screening databases may contain up to hundreds of thousands of recordings, false AF detections cause an extensive expert review load which is time-consuming, and, therefore, very costly to deal with (Freedman et al., 2017; Svennberg et al., 2017).


[image: Figure 1]
FIGURE 1. Examples of transient noise observed in ECG screening with a handheld device.


The review load can be reduced by identifying and excluding noisy signals segments before further processing is performed. The identification problem has been addressed from a general ECG analysis perspective in many studies (Ghaffari et al., 2010; Clifford et al., 2012; Hayn et al., 2012; Behar et al., 2013; Orphanidou et al., 2015; Daluwatte et al., 2016; Abdelazez et al., 2017; Orphanidou and Drobnjak, 2017; Yaghmaie et al., 2018; Moeyersons et al., 2019; Huerta-Herraiz et al., 2020; Smital et al., 2020), however, only a few studies have done so in relation to AF detection (Oster and Clifford, 2015; Taji et al., 2018; Bashar et al., 2019). Then, the methods for identifying poor-quality segments have been based on comparing the output of two different QRS detectors (one being more sensitive to noise than the other) (Oster and Clifford, 2015), deep belief networks (Taji et al., 2018), and time–frequency analysis combined with sub-band decomposition of the ECG signal (Bashar et al., 2019); the latter two studies did not rely on QRS detection. In these three studies, the ability to identify poor-quality segments was evaluated on long-term recordings, using either the Physionet Long-Term AF Database (Oster and Clifford, 2015), a subset of the MIT–BIH AF Database (Taji et al., 2018), or a subset of the MIMIC III database (Bashar et al., 2019). By adding noise to the ECG recordings, AF detection performance could be presented as a function of the signal-to-noise ratio in Oster and Clifford (2015) and Taji et al. (2018). Noise typical of signals obtained from screening in the home environment was not considered in any of these three studies.

The present study proposes and evaluates a novel method for deep learning-based quality control in AF detection, with the ultimate goal to reduce the number of recordings requiring expert review. The quality control, inserted between the QRS detector and the AF detector, is accomplished by a convolutional neural network (CNN), trained using good- and poor-quality recordings. Transient noise is identified by the CNN on an event-to-event basis, meaning that the events produced by the QRS detector are classified as either true beat detections, i.e., heartbeats, or false detections, i.e., noise. The proposed method is developed and tested using different subsets of the StrokeStop I database (Svennberg et al., 2015). To the best of our knowledge, this study is the first to establish the degree of improvement in AF detection performance when using CNN-based quality control1.

The remainder of this paper is organized as follows: section 2 describes the database and types of annotation. Section 3 describes the proposed method for quality control and the AF detector. The results are presented in section 4, then subjected to discussion in section 5.



2. DATABASE AND ANNOTATIONS

The StrokeStop I database is divided into two parts (denoted SSI-A and SSI-B) depending on whether or not expert annotation is provided:

• SSI-A contains 81,063 lead-I ECG recordings from 3,209 75- or 76-year old subjects. Expert annotation is provided using the two categories AF and non-AF, assigned to 259 and 80,804 recordings, respectively.

• SSI-B contains the remaining part of the StrokeStop I database with 114,138 recordings from 3,964 75- or 76-year old subjects. Since no expert annotation is provided, this part was machine annotated, see below.

The ECGs were recorded using Zenicor handheld ECG devices (Zenicor Medical System AB, Sweden) and transmitted to a center for offline analysis. The recording duration is 30 s. For each subject, an average of 26 ECGs were recorded over a period of 2 weeks. Recordings with at least 10 s of AF were, as a whole, annotated as AF (Svennberg et al., 2015).

The database was approved by the Ethical Review Board of Karolinska Institute (211/1363-31/3) after informed consent to all subjects.

Since no expert annotation was provided for SSI-B, a commercial CE-approved software for ECG analysis (Cardiolund AB, Lund, Sweden) was used to machine annotate SSI-B. The machine annotation resulted in the following four categories: normal rhythm, irregular rhythm, other rhythm (i.e., bigeminy, trigeminy, multiple ventricular/supraventricular ectopic beats, fast/slow sequence, pause/AV blocks), and noise, having the composition presented in Table 1.


Table 1. SSI-A and SSI-B composition after machine annotation.

[image: Table 1]

Since the aim of the present study is to reduce the number of false AF detections, the performance of the proposed approach is evaluated on recordings which are likely to cause false AF detections and therefore requiring expert review. Typically, such recordings are machine annotated by the category irregular rhythm containing the following entities: AF, irregular rhythms not part of the category other rhythm, and false irregular rhythms caused by transient noise. Since SSI-A was expert annotated, therefore lacking the category irregular rhythm, SSI-A was also machine annotated to facilitate the creation of the dataset used for evaluating AF detection performance (see section 3.3). Note that the above notion “irregular rhythm not part of the category other rhythm” refers to recordings mainly containing irregular rhythms, such as short episodes of supraventricular tachyarrhythmias and runs of ectopic beats.



3. METHODS

The proposed approach to quality control involves the following steps: (1) Creation of training, validation, and test datasets for CNN-based quality control, (2) Training of the CNN, (3) Creation of training and test datasets for AF detection, and (4) Optimization of the AF detector parameters. A block diagram, showing creation of the datasets used for training and performance evaluation of the CNN and AF detector is presented in Figure 2.


[image: Figure 2]
FIGURE 2. Creation of datasets for CNN-based quality control and AF detection training and performance evaluation. The machine annotated categories normal rhythm, irregular rhythm, other rhythm, and noise are abbreviated to NR, IR, OR, and N, respectively. The number of recordings are indicated by an appended “r” and the number of events are indicated by an appended “e”.



3.1. CNN Training, Validation, and Test Datasets

The task of the CNN is to perform quality control on an event-to-event basis. Using SSI-B, a large number of true beat detections and false detections were compiled, from good-quality and poor-quality ECGs, respectively (see Figure 3). Each event is defined by a 400-ms segment (sampling rate of 1,000 Hz), 150 ms before and 250 ms after the occurrence time produced by the built-in QRS detector of the commercial software. The events were scaled to the range in [0, 1] using min-max normalization.


[image: Figure 3]
FIGURE 3. Compiling the events, i.e., true beat detections and false detections, for CNN training, validation, and testing.


A total of 34,657 true beat detections were selected from 879 recordings in the machine-annotated categories normal rhythm, irregular rhythm, and other rhythm. The recordings were manually reviewed to ensure that no false detections were included.

A total of 10,683 false detections were selected from 262 recordings in the machine annotated category noise. Again, the selected recordings were manually reviewed but now to ensure that no true beat detections were included.

Together, the recordings of these two groups make up for 1% of the total number of recordings in SSI-B.

The training, validation, and test sets were created by 60, 20, and 20%, respectively, of the true beat detections and false detections. It should be noted that no patient appeared in more than one of the training, validation, and test sets.



3.2. CNN Training and Architecture

Several CNN architectures were tested and different experiments were carried out to determine a satisfactory combination of the number of convolutional layers, fully connected layers, and pooling layers. In addition, different kernel size, stride size, dropout rate, batch size, and learning rate were examined. The search space for determining the best CNN architecture and fine-tuning is given in Table 2.


Table 2. CNN architecture and fine-tuning search space.

[image: Table 2]

The structure of the selected network and the number of parameters are given in Table 3. Three consecutive 1-D convolutional layers with the number of filters of 16, 32, and 64, respectively, where the last two followed by an average pooling layer, are used to extract and summarize the most pertinent feature maps of the 400-ms signal segment. The kernel size in convolutional and average pooling layers is set to 10 and 5, respectively, and the stride size in both is 2. The convolutional and pooling layers are followed by three fully-connected layers with the number of neurons set to 40, 40, and 1, respectively.


Table 3. Definition of layers and parameters of the proposed CNN.

[image: Table 3]

The number of epochs was set to 200 and the CNN was trained with a batch size of 256, using the Adam optimizer with a learning rate of 0.001.

To account for data imbalance, the weighted binary cross entropy is used as loss function, defined by:

[image: image]

where M is the total number of training data, yi is the label of the i-th training sample, and ŷi is its prediction. The weights w0 and w1 are associated with the numbers of true beat detections M0 and false detections M1, respectively, defined by

[image: image]

In order to avoid overfitting, two dropout layers with the rate of 0.5 and 0.25 are inserted between the first two convolutional layers. L2 regularization with penalty weight of 0.01 is applied to the first convolutional layer. In addition, at the end of each epoch, L is computed on the CNN validation set to stop training in case that loss increases.

The Relu activation function is used for the convolutional and fully-connected layers, except for the final fully-connected layer which uses a sigmoid activation function. The output sigmoid layer provides a probability, meaning that an event is identified as a false detection when its probability is higher than a certain threshold. This threshold is set to the value which maximizes the F1-score (defined in section 3.5) on the CNN validation set.



3.3. AF Detection Training and Test Datasets

Recordings in SSI-A, machine annotated as irregular rhythm, were used to train and test the AF detector. The category irregular rhythm of SSI-A contains 5,586 recordings from 1,548 subjects, of which 237 recordings from 77 subjects were expert annotated as AF (see Table 4).


Table 4. Composition of the category irregular rhythm in SSI-A resulting from expert annotation.

[image: Table 4]

The category irregular rhythm was divided into training and test sets, where recordings from 50% of the subjects were assigned to the training set and the remaining to the test set. Given that the number of AF patients is much smaller than the number of non-AF subjects, the AF patients were divided equally between the training and the test sets. To reduce the performance bias resulting from a single data split, the evaluation was repeated 10 times using random splits.



3.4. AF Detection Optimization

In the present study, a variation on the low-complexity AF detector described in Petrėnas et al. (2015) is used. The detector explores the fact that AF episodes are associated with irregular RR intervals. quantified by

[image: image]

where ri(n), n = 0, 1, …, N−1, denotes the RR intervals within a sliding window whose onset is positioned at the i-th RR interval, H(·) is the Heaviside step function, and N is the length of the sliding window. The threshold γi is defined by

[image: image]

where α is a constant. Whenever Λi exceeds the threshold η, the RR intervals in the sliding window are considered irregular:

[image: image]

Finally, AF is detected whenever

[image: image]

where I is the number of sliding windows accommodated in a 30-s recording. The threshold ηd is set to 1/3 as recordings with AF episodes as short as 10 s are annotated as AF.

The parameters N, η, and α are optimized with and without quality control. The parameter search space is defined by 4 ≤ N ≤ 8, 0.03 ≤ α ≤ 0.12, and 0.05 ≤ η ≤ 0.95. Subject to the constraint that sensitivity ≥99%, the parameter values yielding the lowest false positive rate are determined; these two metrics are defined in section 3.5.

The above description builds on the assumption that the entire series of RR intervals is used for AF detection. However, with quality control, the false detections identified by the CNN need to be handled before AF detection. This is done by omitting all sliding windows containing false detections, except when a false detection occurs between normally spaced true beat detections, deviating <15% from the median RR interval; then, the false detection is omitted. It should be noted that with quality control I is given by the number of windows qualifying for detection.



3.5. Performance Evaluation

Performance is evaluated for the following three situations: CNN-based quality control, AF detection on a recording basis, and AF detection on a patient basis.

The metrics sensitivity (Se), specificity (Sp), accuracy (Acc), false positive rate (FPR), and positive predictive value (PPV) are used, defined by
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respectively. The interpretation of NTP, NFP, NTN, and NFN depends on the situation in which performance is evaluated, see below.


3.5.1. CNN-Based Quality Control Performance

In this case, NTP is the number of false detections manually annotated as false detections, NTN is the number of true beat detections manually annotated as true beat detections, NFP is the number of false detections manually annotated as true beat detections, and NFN is the number of true beat detections manually annotated as false detections. Sensitivity, specificity, and accuracy and F1-score are computed in this case.



3.5.2. AF Detector Performance on a Recording Basis

In this case, NTP is the number of recordings detected as AF and expert annotated as AF, NTN is the number of recordings detected as non-AF and expert annotated as non-AF, NFP is the number of recordings detected as AF and expert annotated as non-AF, and NFN is the number of recordings detected as non-AF and expert annotated as AF. Sensitivity, false positive rate, and positive predictive value are computed.



3.5.3. AF Detector Performance on a Patient Basis

In this case, NTP is the number of detected AF patients expert annotated as AF, and NFN is the number of patients detected as non-AF expert annotated as AF. Sensitivity is only computed in this case as the goal is to determine whether all AF patients are detected.





4. RESULTS


4.1. CNN-Based Quality Control Performance

The performance of the trained CNN is evaluated on the test set described in section 3.1, containing true beat detections and false detections. Using the threshold obtained by maximizing the F1-score on the CNN validation set, i.e., 0.75, the following figures resulted: Se = 96.4%, Sp = 96.9%, Acc = 96.9%, and F1-score = 92.5% (see Table 5).


Table 5. CNN performance on the test set.
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The effect of applying quality control to the SSI-A recordings machine annotated as irregular rhythm is shown in Figure 4, presented as the percentage of the total number of events identified as false detections. Out of the 5,586 recordings annotated as irregular rhythm, 2,693 have at least 5% of all detections identified as false, whereas 2,893 recordings have <5%.


[image: Figure 4]
FIGURE 4. Percentage of the total number of detections belonging to the recordings in the category irregular rhythm identified as false detections.


The performance is illustrated by two examples in Figure 5, where the many false detections are correctly excluded, but none of the true beat detections. Thanks to quality control, the AF detector correctly identifies a non-AF rhythm instead of AF, which otherwise would have been the case.


[image: Figure 5]
FIGURE 5. Without quality control, these two recordings are falsely detected as AF due to the rhythm irregularity caused by transient noise. By identifying and excluding transients (red crosses) before AF detection, the two recordings are correctly detected as non-AF; true beat detections are indicated with blue dots.




4.2. AF Detector Performance on a Recording Basis

Using the training sets described in section 3.3, the optimal values of N, α, and η are found to be 8, 0.07 and 0.55, respectively, without quality control. Not surprisingly, the optimal N is lowered from 8 to 4 when quality control is introduced, whereas α and η are found to be 0.04 and 0.65, respectively. Using the optimal values, the performance is determined on the 10 randomly split test sets with and without quality control (see Table 6). With quality control, a considerable improvement in FPR results, decreasing from 87.5 ± 0.7 to 65.0 ± 1.3%, without any loss in sensitivity; the PPV increases from 4.6 to 6.2%. Without quality control, this result implies that at least 22 recordings are needed for review to find one AF recording (≈100/4.6). With quality control, the corresponding number decreases to 16 (≈100/6.2).


Table 6. AF detection performance with and without quality control using optimal parameter values.

[image: Table 6]

The confusion matrix of a randomly sampled test set is presented in Table 7. Without quality control, the sum of NTP = 106 and NFP = 2,405 means that 2,511 recordings require expert review. With quality control, this number drops to 1,913 recordings. Thus, 598 fewer recordings require expert review when quality control is applied.


Table 7. Confusion matrix for AF detection with and without quality control.

[image: Table 7]



4.3. AF Detector Performance on a Patient Basis

Since multiple recordings are available for each subject, the 99.0 ± 0.6% sensitivity obtained for both without and with quality control (see Table 6), shows that no AF patient is missed. Thus, 100% sensitivity is achieved when evaluating performance on a patient basis.




5. DISCUSSION

AF screening in the elderly population requires expert review of a huge number of recordings (Svennberg et al., 2015). The presence of transient noise in screening ECGs causes many false detections which, in turn, result in false detections of irregular rhythms. In the present study, the problem of identifying and excluding transient noise before performing AF detection is investigated. The results show that a considerable number of false AF detections can be avoided using CNN-based quality control.


5.1. CNN Design and Training

CNNs have found their way into various ECG applications, including arrhythmia detection (Rubin et al., 2018; Yıldırım et al., 2018; Hannun et al., 2019; Niu et al., 2020), AF detection (Andersen et al., 2019; Dang et al., 2019; Fujita and Cimr, 2019), heartbeat classification (Kiranyaz et al., 2016), QRS detection (Silva et al., 2020), and signal quality assessment (Huerta-Herraiz et al., 2020). Concerning the approach taken to signal quality assessment in Huerta-Herraiz et al. (2020), consecutive 5-s ECG segments were inputted to the CNN which assigned a label (high- or low-quality) to each segment; similar segment-based approaches were also investigated in Clifford et al. (2012) and Behar et al. (2013), but then based on traditional machine learning. In the present study, a CNN interleaved with an AF detector is proposed for quality control, differing from Clifford et al. (2012), Behar et al. (2013), and Huerta-Herraiz et al. (2020) insofar as the CNN operates on an event-to-event basis.

One reason for pursuing an event-based approach is due to the fact that atrial activity cannot be reliably analyzed in lead I, commonly recorded with a handheld device, and, therefore, rhythm-based AF detection appears as a natural choice. Another reason is that the performance of a rhythm-based AF detector depends heavily on the performance of the QRS detector (Sörnmo et al., 2018; Butkuvienė et al., 2021). An event is defined by a 400-ms window centered around the occurrence time of a QRS complex. While QRS duration and morphology can vary from subject to subject, a 400-ms window ensures that the entire heartbeat is contained in the window. The effect of inserting a CNN after QRS detection for suppression of false detections was investigated in Silva et al. (2020), also operating on an event-to-event basis but using an 800-ms window. In that study, however, only recordings without arrhythmia were analyzed, whereas, in the present study, the vast majority of recordings contain arrhythmias, making an 800-ms window unsuitable as it may contain multiple events.

The CNN was trained using true beat detections selected from good-quality recordings and false detections from poor-quality recordings. Given the huge size of SSI-B and the lack of expert annotation, a manual search for noisy signals was deemed unfeasible. Instead, machine annotation was employed to identify false detections in poor-quality recordings well-suited for CNN training. An alternative approach would have been to insert false detections by simulating transient noise to create a large, balanced dataset. However, the proposed approach for collecting false detections resulted in more than 10,000 false detections (and about 35,000 true beat detections) which was deemed sufficient. This size of dataset is similar to the one used for training, validation, and testing of a CNN for ECG-based detection of myocardial infarction (Acharya et al., 2017). In addition, a weighted loss function was used to account for data imbalance.



5.2. AF Detection in Mass Screening

The low-complexity AF detector is well-suited for handling short recordings obtained by a handheld device, particularly in those cases when the 30-s duration decreases due to the exclusion of false detections. The detector, offering good performance on the MIT–BIH AF Database (Petrėnas et al., 2015; Sörnmo et al., 2018), makes use of a short sliding window whose length is set to either 4 or 8 RR intervals depending on whether or not quality control is used. This length stands in contrast to the fact that most well-performing AF detectors require a much longer window, ranging from 32 to 128, with longer windows yielding better performance (Dash et al., 2009; Huang et al., 2010; Lian et al., 2011). The decisions made by the low-complexity detector can easily be traced and interpreted, while the internal rules of the CNN-based quality control distinguishing good-quality ECGs from noise have yet to be established. However, knowledge on what characterizes transient noise is of much less interest than that which characterizes AF.

Since the primary goal of mass screening is to detect all AF patients, a sensitivity very close to 100% is essential. While the achieved sensitivity on the 10 randomly split test sets was 99.0 ± 0.6% (cf. Table 6), no AF patient was missed thanks to the availability of multiple recordings.

The main result of the present study is that the FPR is reduced by as much as 22.5%, i.e., from 87.5 to 65.0%. This reduction has particular clinical significance as it is achieved on a dataset which required expert review to confirm the presence of AF.

For comparison, AF detection performance was evaluated on the PhysioNet/CinC Challenge AF database (Clifford et al., 2017) using recordings machine annotated as irregular rhythm (and thus requiring expert review); recordings with inverted measurements were omitted as the CNN was not trained on such recordings. Without quality control, the sensitivity was 98.7% and the FPR 83.0%. With quality control, the sensitivity was slightly reduced to 98.0% while the FPR dropped to 70.1%, i.e., a reduction of 12.9% to be compared with the 22.5% obtained on our dataset.

The lower false alarm reduction obtained on the Challenge database may be explained by the following two reasons: the SSI database is a large mass-screening database with 195,000 recordings from more than 7,000 75- and 76-year old subjects, while the Challenge database is compiled of recordings from an unknown population and preselected for the challenge. Hence, the Challenge database is not directly comparable regarding the presence of transient noise. Another reason is that the SSI database required at least 10 s of AF to be expert annotated as AF. Since no such criterion has been declared for the Challenge database, applying a detector trained on the SSI database is likely not optimal.



5.3. Comparison to Studies on ECG Quality Assessment

As mentioned in section 1 many methods assessing signal quality have been proposed over the years. Performance has been quantified by comparing how well the assessment agrees with annotated poor-quality segments of one or several databases. In one of those studies, the ECGs obtained from the intensive care unit were analyzed and signal quality assessed in 10-s segments to determine the extent with which poor-quality signals cause arrhythmia alarms (Behar et al., 2013). The authors came to the important conclusion that quality assessment should be rhythm-specific. However, when evaluating performance, segments with transient noise were omitted before computing the results due to probable label disagreement between the annotators.

The earlier mentioned CNN-based approach for detecting poor-quality segments (Huerta-Herraiz et al., 2020) analyzed three different databases with ECGs from wearable devices. The CNN was better in discriminating high-quality from low-quality ECGs than the method in Clifford et al. (2012). The percentage of segments labeled as AF when classified as high quality were presented in Huerta-Herraiz et al. (2020), but no information on AF detection performance.

The above-mentioned approaches to signal quality assessment analyze and classify entire 5- or 10-segment, whereas the present approach operates on an event-to-event basis. While quality assessment on an event-to-event basis has been used before, e.g., to compute a set of heuristic, event-related parameters reflecting signal quality (Hayn et al., 2012) or a dynamic signal quality index (Yaghmaie et al., 2018), its significance in AF detection has not been the subject of investigation.

Interestingly, few studies have been published investigating the influence of poor signal quality on the subsequent rhythm analysis. With the aim to reduce the number of false AF detections, a time–frequency technique was employed to detect various types of artifacts (Bashar et al., 2019). The 94% reduction in false AF detections, reported in that study, is impressive when compared to the much more modest 22.5% reduction in the present study. However, a comparison is not meaningful since the present results are obtained on a subset of recordings which required expert review, whereas no such criterion was applied in Bashar et al. (2019) when creating the MIMIC III subset.



5.4. Limitations

A limitation is that the CNN is trained on detections from lead I, and, therefore, needs to be re-trained if another lead is to be processed. Another limitation is that the performance of the proposed method for quality control is not compared to that of any other method. This is due to the lack of studies investigating the effect of transient noise identification on AF detection performance.




6. CONCLUSIONS

This paper presents a CNN-based approach to identifying and excluding transient noise, being a major cause of false alarms and extensive expert review in mass screening. The reduction of false AF detections by 22.5% in the elderly population was achieved on a subset in which AF is difficult to distinguish from non-AF, and, therefore, typically require expert review. The reduced number of false AF detections translates to lower review burden and, accordingly, lower cost.
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Presence of Left Atrial Fibrosis May Contribute to Aberrant Hemodynamics and Increased Risk of Stroke in Atrial Fibrillation Patients
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Atrial fibrillation (AF) patients are at high risk of stroke, with the left atrial appendage (LAA) found to be the most common site of clot formation. Presence of left atrial (LA) fibrosis has also been associated with higher stroke risk. However, the mechanisms for increased stroke risk in patients with atrial fibrotic remodeling are poorly understood. We sought to explore these mechanisms using fluid dynamic analysis and to test the hypothesis that the presence of LA fibrosis leads to aberrant hemodynamics in the LA, contributing to increased stroke risk in AF patients. We retrospectively collected late-gadolinium-enhanced MRI (LGE-MRI) images of eight AF patients (four persistent and four paroxysmal) and reconstructed their 3D LA surfaces. Personalized computational fluid dynamic simulations were performed, and hemodynamics at the LA wall were quantified by wall shear stress (WSS, friction of blood), oscillatory shear index (OSI, temporal directional change of WSS), endothelial cell activation potential (ECAP, ratio of OSI and WSS), and relative residence time (RRT, residence time of blood near the LA wall). For each case, these hemodynamic metrics were compared between fibrotic and non-fibrotic portions of the wall. Our results showed that WSS was lower, and OSI, ECAP, and RRT was higher in the fibrotic region as compared to the non-fibrotic region, with ECAP (p = 0.001) and RRT (p = 0.002) having significant differences. Case-wise analysis showed that these differences in hemodynamics were statistically significant for seven cases. Furthermore, patients with higher fibrotic burden were exposed to larger regions of high ECAP, which represents regions of low WSS and high OSI. Consistently, high ECAP in the vicinity of the fibrotic wall suggest that local blood flow was slow and oscillating that represents aberrant hemodynamic conditions, thus enabling prothrombotic conditions for circulating blood. AF patients with high LA fibrotic burden had more prothrombotic regions, providing more sites for potential clot formation, thus increasing their risk of stroke.
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INTRODUCTION

Atrial fibrillation (AF) is the most common form of cardiac arrhythmia. About 1–2% of individuals worldwide currently suffer from AF (Andrade et al., 2014), and its prevalence is expected to increase 2.5-fold in the next four decades (Go et al., 2001). Patients afflicted with AF have a higher mortality rate due to dramatically increased stroke risk (Andrade et al., 2014). The left atrium appendage (LAA) has been identified as the most common site for clot formation, with ∼90% clots originating from the LAA causing stroke in AF patients (Kamp et al., 1999; Yaghi et al., 2015). Clinical and computational studies on LAA anatomy and blood flow have established that relatively low blood flow in the LAA explains the propensity to clot formation and eventual stroke events (Lee et al., 2014; Otani et al., 2016; Masci et al., 2019, 2020). In addition to the LAA, increased left atrium (LA) fibrotic burden has been associated with increased risk of stroke in clinical and imaging studies (Daccarett et al., 2011). However, the exact mechanisms by which the presence of fibrosis at the LA wall contributes to increased stroke risk remain unknown. In this study, we aimed to use personalized hemodynamic simulations of LA blood flow to explore the potential mechanisms that explain the increased stroke risk for AF patients with high fibrotic burden in the LA.

Computational fluid dynamic (CFD) analysis on patient-specific image-based LA models is a powerful tool that provides highly resolved physiological blood flow dynamics in the LA, which is not achievable by using current imaging modalities. CFD has been used to investigate how different LAA shapes result in different hemodynamics and to provide insights into their propensity to stroke (Otani et al., 2016; Masci et al., 2019, 2020). Furthermore, CFD studies have explored how LAA closure devices might change the hemodynamics in the LA, which could potentially alter the AF patients’ stroke risk (Paliwal et al., 2020). Here, we use personalized CFD analysis to investigate aberrant hemodynamics in the vicinity of LA fibrotic regions and to dissect the potential mechanisms that lead to increased stroke risk in AF patients with high LA fibrotic burden.



MATERIALS AND METHODS


Patient Image Acquisition and LA Fibrosis Identification

We retrospectively collected imaging data of eight AF patients from the Johns Hopkins Hospital. Preablation late-gadolinium-enhanced magnetic resonance imaging (LGE-MRI) scans were acquired using a 1.5-T Avanto MR system (Siemens Medical Solution, Malvern, PA) for the purpose of visualizing and reconstructing the LA geometry. Scans were performed in the axial orientation 10–27 min following 0.2 mmol/kg of Gadavist (active ingredient, Gadobutrol) agent using a fat-saturated three-dimensional IR-prepared fast spoiled gradient-recalled echo sequence, with ECG-triggered and respiratory navigator gating. For each LGE-MRI, the image resolution was 1.25 × 1.25 × 2.5 mm. Before MRI acquisition, persistent AF patients were either kept on antiarrhythmic medication and/or referred for cardioversion. The MRI was taken during sinus rhythm for paroxysmal AF patients. For each patient, MRI was optimized to perform image acquisition during the diastole of the left atrium.

The geometrical reconstruction workflow of the LA from LGE-MRI is presented in detail in recent publications (Ali et al., 2019; Boyle et al., 2019; Shade et al., 2020). Briefly, the LA epicardial walls were manually delineated on the LGE-MRI images using ITK snap1 (Yushkevich et al., 2006). The epicardial segmentation was represented as a triangular surface of connected nodes and edges. An affine transformation was used to ensure alignment of the triangular surface with the LGE-MRI (Cantwell et al., 2014; Ali et al., 2020). The LGE intensity was projected onto the epicardial surface as the maximum voxel intensity through the wall along an inward facing normal (Ali et al., 2020). The image intensity ratio (IIR) was then used to classify surface intensities as fibrotic or non-fibrotic. Fibrosis was identified as intensities that were more than 1.22 times the mean blood pool intensity (Khurram et al., 2014).



Personalized LA Hemodynamic Modeling

The segmented LA surface was preprocessed to identify the four pulmonary veins (PVs) and mitral valve (MV). The boundaries of all PVs were extended using Meshmixer (Autodesk Research, New York, NY) to represent the entrance length at the inlets for hemodynamic simulations (Karmonik et al., 2008). Volumetric meshing was performed using tetrahedral elements in the LA volume, with three prism layers at the LA wall using ICEM CFD (Ansys, Canonsburg, PA). The average element size was prescribed to be 0.5 mm, resulting in ∼3–8 million elements for each case depending on the size of the LA.

The boundary conditions (BCs) were then prescribed as inlet at the four PVs and zero pressure outlet BC at the MV. To obtain physiological blood flow at the PVs, we interpolated physiological velocity values derived from the literature, and inlet velocities were scaled according to the cross-sectional area of each PV for each model (Gentile et al., 1997; De Marchi et al., 2001). The blood flow was assumed to be in the laminar regime, as flow in the atria has been shown to have Reynolds number < 2,300 (Fung, 2013). Due to high flow in LA vascular structure, blood was modeled as a Newtonian fluid with density and dynamic viscosity values of 1,056 kg/m3 and 0.0035 Pa s, respectively. The LA wall was prescribed a predefined motion, and no-slip BC was assumed at the wall. Details of the LA wall motion and inlet velocity from the PVs is provided in the Supplementary Material. The flow-governing Navier–Stokes’ equations were solved to obtain hemodynamics in the LA, as described in our previous publications (Paliwal et al., 2017, 2018). CFD simulations were solved using the open-source OpenFOAM software’s pimpleFoam module2. For each case, CFD simulations were performed for three identical cardiac cycles during sinus rhythm to obtain numerical stability, and results from the third cycle were used as final hemodynamic result. The length of the cardiac cycle was equal to 0.92 s, which was discretized with a temporal resolution of 0.001 s using first-order spatial discretization scheme (Paliwal et al., 2017). Hemodynamic results were saved at 92 time intervals for each case, representing the blood flow in the LA with a resolution of 0.01 s. Parallel simulations were performed at the Maryland Advanced Research Computing Center supercomputing facility3.



Hemodynamic Parameters

For each case, simulation results from 92 solution points were exported and used to quantify four hemodynamic metrics defined over a single cardiac cycle in sinus rhythm: time-averaged wall shear stress (WSS), oscillatory shear index (OSI), endothelial cell activation potential (ECAP), and relative residence time (RRT). These parameters are derived from the WSS vector (WSSv), which represents the tangential (along the LA wall) frictional stress of the blood flow at the LA wall and quantifies the imprint of the blood flow in the near vicinity of the LA wall. Time-averaged WSS captures how slow or fast the blood moved at a local point near the LA wall during sinus rhythm. We quantified WSS by averaging the WSSv magnitude over one cardiac cycle in sinus rhythm (Xiang et al., 2011). OSI is a non-dimensional parameter that represents the average directional change in WSSv over the cardiac cycle, capturing the local fluctuations in the blood flow sensed locally at the LA wall. OSI was computed based on the difference in the direction of the WSSv over a cardiac cycle, normalized by its magnitude (Xiang et al., 2011). OSI values can range between 0 and 0.5, with 0.5 representing a 180° change in the WSSv direction during a cardiac cycle. ECAP is the ratio of WSS and OSI, which amplifies the regions of low WSS and high OSI, representing regions of aberrant hemodynamics in vascular flows (Chiu et al., 2003; Himburg et al., 2004; Di Achille et al., 2014). RRT reflects the residence time of flowing blood near the LA wall and is evaluated based on both WSS and OSI. Equations for calculations of these hemodynamic metrices are provided in the Supplementary Material and were calculated using ParaView4 (Ahrens et al., 2005). To quantify aberrant flow burden for each LA hemodynamic model, we identified areas at the LA wall that had high ECAP values. Aberrant hemodynamic burden was defined as the area exposed to ECAP above 10% of the average values at the LA wall (Jou et al., 2008; Xiang et al., 2011). For each case, aberrant hemodynamic burden was quantified as the fraction of the total LA surface area that was exposed to high ECAP.



Registration of Fibrosis on LA Hemodynamic Models and Statistical Analysis

Due to the LA geometry preprocessing, extension of PVs, and LA volume meshing, the LA hemodynamic models did not align with the initially segmented LA geometries. Therefore, to accurately and efficiently register the initial LA segmentation to the final LA hemodynamic models, we employed a projection technique (Regazzoni et al., 2020; Fedele and Quarteroni, 2021). In the framework of the VMTK library (28) (Schroeder et al., 2004), we performed either a finite-element expansion or closest-point interpolation to project imaging data from the initial LA segmentation to the final LA hemodynamic volumetric mesh. Details of the registration method are provided in the Supplementary Material. Briefly, we use a finite-element-based expansion or contraction of the base mesh elements from the initial LA segmentation on the final LA hemodynamic volumetric mesh and then use a closest-point interpolation technique using the VTK library. This registration method assigns to each element of the LA wall in the hemodynamic model an associated LGE-MRI image intensity value from the initial image, the latter used to identify whether that element was fibrotic or non-fibrotic.

Subsequently, the wall of each LA hemodynamic model was divided into two interdigitated regions, fibrotic and non-fibrotic portions of the wall, each representing the group of surface elements that either have fibrosis or not. Hemodynamic values were accordingly assigned to be either on a fibrotic or a non-fibrotic portion of the wall, representing the WSS, OSI, ECAP, and RRT distributions in these two parts of the LA wall. Each LA hemodynamic model consisted of ∼20,000–50,000 data points at the LA wall, with each point either fibrotic or non-fibrotic and assigned local hemodynamic values. To compare among different cases, WSS, ECAP, and RRT values were normalized by their mean values throughout the LA model. The registration method was automated and independent of the personalized LA hemodynamic simulations. The overall workflow of the personalized hemodynamic simulations is shown in Figure 1.


[image: image]

FIGURE 1. Workflow of the personalized computational fluid dynamic (CFD) simulation and comparison of hemodynamics between fibrotic and non-fibrotic regions for each case. Bottom left panel shows the left atrial (LA) model with fibrotic region highlighted in dark gray, and bottom right panel shows contour of wall shear stress (WSS) magnitude.


To perform statistical comparison, a one-sample Kolmogorov–Smirnov test was first performed to check for normal distribution of the data. Statistical differences between the variables were then tested using the Mann–Whitney U-test for non-normally distributed data or Student’s t-test for normal data. Statistical significance was defined as p < 0.05. All continuous variables were expressed as mean ± standard error. Statistical analysis was performed using MATLAB (v9.7, R2019b, MathWorks, Natick, MA).



RESULTS


Patient Cohort and Fibrotic Burden

A total of eight AF patients were included in this retrospective analysis: four with persistent and four with paroxysmal AF. The average volume of the LA was 158.79 ± 25.63 ml, with persistent AF patients having larger LA volumes (220.20 ± 18.61 ml) as compared to the paroxysmal AF patients (97.38 ± 14.34). The average fibrotic burden in the LA of all patients was 14.11 ± 2.05%. Among the four persistent patients, fibrosis was 12.48 ± 2.89%, while average fibrosis in the paroxysmal patients was 15.75 ± 3.09%. Case-wise values of LA volume, fibrotic burden, type of AF, and number of discretized surface points at the LA wall are provided in Table 1.


TABLE 1. Patient atrial fibrillation (AF) type, left atrial (LA) fibrotic burden, volume, and number of data points in each LA model for hemodynamic comparison.
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Differences in LA Hemodynamics Near Fibrotic and Non-fibrotic Portions of the Wall

Average hemodynamic comparison (Table 2) at the LA wall showed that WSS was lower and OSI was higher in fibrotic region as compared to the non-fibrotic region. However, these differences were not statistically significant, with p-values of 0.07 for WSS and 0.24 for OSI. However, both ECAP and RRT were significantly higher in the fibrotic region as compared to the non-fibrotic region (p = 0.001 and p = 0.002 for ECAP and RRT, respectively).


TABLE 2. Comparison of hemodynamics in normal and fibrotic regions averaged across eight cases.

[image: Table 2]Case-wise comparison shows that for all LA hemodynamic models, WSS was consistently lower and OSI, ECAP, and RRT were consistently higher at the fibrotic portion of the wall as compared to the non-fibrotic, with differences being statistically significant for all cases, except case 3 (Figure 2). Case 3 only had significant difference in WSS (p < 0.001), whereas the difference in OSI (p = 0.05), ECAP (p = 0.96), and RRT (p = 0.71) were not statistically significant. All other cases showed strong statistically significant differences (p < 0.001) between all hemodynamic parameters between the fibrotic and non-fibrotic portions of the LA wall.
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FIGURE 2. Case-wise comparison of (A) wall shear stress (WSS), (B) oscillatory shear index (OSI), (C) endothelial cell activation potential (ECAP), and (D) relative residence time (RRT) between the fibrotic and non-fibrotic left atrial (LA) wall, showing lower WSS and higher OSI, ECAP, and RRT in the fibrotic region as compared to the non-fibrotic region of the LA wall for all cases. Cases marked with * have statistically significant differences; error bars represent standard error values.




Correlation of Aberrant Hemodynamics With Fibrotic Burden

We plotted fractional area of the LA wall exposed to aberrant hemodynamic burden captured by high ECAP as a function of fibrosis percentage for all cases in Figure 3. As shown in Figure 3, trendline shows that cases with higher fibrotic percentage tend to have higher LA area exposed to high endothelial cell activation. On the lower end, case 4 with a fibrosis of 6% had 9.4% of the total LA wall that was exposed to high ECAP. On the higher end, cases 2 and 8, which had 17.7 and 24.8% fibrosis, had 18.9 and 18.5% of the LA wall area that was exposed to high ECAP. Aberrant hemodynamic regions for all other cases lay between these extreme values; R2 of the correlation coefficient for the linear fit was 0.69.
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FIGURE 3. Correlation of aberrant hemodynamics with left atrial (LA) fibrotic burden. X-axis shows cases arranged with increasing fibrosis percentage, and Y-axis plots percentage of fractional LA surface area exposed to aberrant hemodynamics at LA wall.




LA Hemodynamics in Representative Persistent and Paroxysmal AF Cases

To identify local hemodynamic differences at the fibrotic portion of the wall in paroxysmal and persistent AF cases, we performed qualitative comparison of hemodynamics for one representative case from each group. Cases 2 (persistent) and 8 (paroxysmal) had statistically significant differences in all hemodynamic parameters between fibrotic and non-fibrotic portions of the LA wall. For both cases, we plotted the LA geometry with the fibrotic region marked as dark gray and corresponding hemodynamic results in two views: anterior and posterior as shown in Figures 4, 5, respectively. Figure 4 shows qualitative results for the persistent AF case 2, highlighting the high amount of fibrosis in the LAA and near the MV in the anterior view and on the top of the posterior wall in the posterior view. Personalized hemodynamic results show that the fibrotic region at the LAA has locally low WSS and high ECAP and RRT in the anterior view, but OSI was not visibly different in this region. Furthermore, corresponding to the fibrosis patch at the MV, there is no aberrant hemodynamics qualitatively, likely due to the unidirectional high blood flow going out of the LA through the MV. In the posterior view, the region between the left and right inferior PVs had a large scattered patch of fibrosis, with hemodynamic values exhibiting varying patterns in this patch. There is relatively low WSS and high ECAP in the middle of left and right inferior PVs and close to the left inferior PV, but OSI and RRT do not show any differences in this region.


[image: image]

FIGURE 4. Qualitative comparison of personalized left atrial (LA) hemodynamic results with LA fibrotic burden for the representative persistent AF case 2. Dark gray region in the left panel represents the fibrosis at the LA wall. Other panels show wall shear stress (WSS), oscillatory shear index (OSI), endothelial cell activation potential (ECAP), and relative residence time (RRT) contours, respectively: blue color represents low value, and red color represents high value.



[image: image]

FIGURE 5. Qualitative comparison of personalized left atrial (LA) hemodynamic results with LA fibrotic burden for the representative paroxysmal atrial fibrillation (AF) case 8. Dark gray region in the left panel represents the fibrosis at the LA wall. Other panels show WSS, OSI, ECAP, and RRT contours, respectively: blue color represents low value, and red color represents high value.


For the paroxysmal AF case 8, as shown in Figure 5, the fibrosis was distributed near the right superior PV in the anterior view and in two patches near the left inferior and right inferior PVs in the posterior views. In terms of hemodynamics near the fibrotic patch at the right superior PV, there is low WSS but OSI values are also low, but ECAP is higher corresponding to this region and RRT shows no difference. In the posterior view, while the fibrotic patch near the left inferior PV had low WSS, it is also the region with low OSI. The fibrosis patch near the right inferior PV does not correspond to aberrant hemodynamic, but the fibrosis patch near the left PVs does correspond to regions of high ECAP and RRT, with no differences in either WSS and OSI in this region.



DISCUSSION

We performed personalized CFD simulations of LA models of eight AF patients to calculate blood-flow patterns and characterize the hemodynamic differences between the fibrotic and non-fibrotic portions of the LA wall that could explain high stroke risk in AF patients with higher fibrotic burden. Current clinical management of AF patients is based on the CHA2DS2-VASc, which scores patients based on their age, sex, congestive heart failure, hypertension, prior stroke, vascular disease, and diabetes history (Chen et al., 2013; Boyle et al., 2021). However, an inherent limitation of such clinical score is the lack of use of AF patients’ atrial structural and anatomical functions in evaluating stroke risk (Yaghi and Kamel, 2017). Atria of patients with AF undergo arrhythmic remodeling and change in atrial anatomy and function (Nattel et al., 2008). Subsequently, it has been established that AF patients with higher LA fibrotic burden quantified using LGE-MRI images have higher risk of stroke (Daccarett et al., 2011). Daccarett et al., in a prospective study of 387 patients, showed that AF patients who had stroke had higher LA fibrosis as compared to those who did not (24.4 ± 12.4% vs. 16.2 ± 9.9%, p = 0.01). They concluded that LA fibrotic substrate was an independent predictor of stroke event and should be considered along with clinical scores to assess patients’ stroke risk stratification. However, they did not explore or hypothesize how the LA fibrosis could elicit thromboembolic event and cause stroke for patients with high LA fibrosis. In this study, we explored potential hemodynamic-based mechanisms to explain this.

The main finding of our study is that, on average, WSS was consistently lower and OSI, ECAP, and RRT were consistently higher in the fibrotic region as compared to the non-fibrotic regions for all cases, with ECAP and RRT having significant differences (Table 2). Furthermore, when we compared across all cases, we found that cases with higher fibrotic burden were exposed to larger areas of aberrant hemodynamics as shown in Figure 3, even though the correlation coefficient was not high. This suggests that (1) for each patient, fibrotic region is more susceptible to aberrant hemodynamics as compared to the non-fibrotic regions, and (2) patients with higher fibrotic burden at the LA wall have higher areas exposed to aberrant hemodynamics. These results show that fibrotic regions at the LA wall are more likely to be exposed to slower and more oscillating blood flow as compared to the non-fibrotic patches. In vitro studies have shown that endothelial cells activate to become proinflammatory when exposed to such low and oscillatory flow (Chiu et al., 2003; Passerini et al., 2004). We suggest that the combination of low WSS and high OSI flow is likely to activate the endothelial cell lining at the LA wall at the fibrotic region, thus attracting locally circulating platelets and leukocytes (Torisu et al., 2013; Koupenova et al., 2017). This would, in turn, activate the coagulation cascade near the endothelial cell via the venous thrombus mechanisms (Mackman, 2012), resulting in stroke-causing local clot formation. This provides a mechanistic explanation as to how the presence of fibrosis could provide sites for potential clot formation within the LA, thus increasing the risk of stroke in AF patients. However, whether these hemodynamic values are physiologically aberrant enough to activate endothelial cells and initiate the venous thrombus mechanism still remains unknown; in vitro studies are required to further explore this. Furthermore, even though we found significant difference in average ECAP and RRT among the fibrotic and non-fibrotic regions of the LA wall (Table 2), we did not find strong association between the increased fibrotic burden and aberrant hemodynamics (R2 = 0.69, Figure 3), suggesting that our mechanistic explanation of the activation of endothelial cells and subsequent clot formation near the fibrotic region is a hypothesis that must be tested in future studies.

Qualitative results on two representative cases show that LAA experienced aberrant hemodynamics irrespective of the fibrotic substrate. These findings provide hemodynamic evidence to further support that LAA is the most common site for clot formation within the LA (Kamp et al., 1999; Lee et al., 2014; Yaghi et al., 2015; Olivares et al., 2017; Garcia-Isla et al., 2018). In addition, we found that WSS and OSI on their own do not necessarily correspond to fibrotic regions, but higher ECAP is a better metric for visual comparison. Furthermore, not all fibrotic patches at the LA wall match perfectly with the aberrant hemodynamics, probably due to local blood-flow behaviors (Figures 4, 5). For example, in Figure 4, the region near the left inferior PV had a patch of fibrosis in the posterior view, but did not have differences in WSS or OSI, but has a presence of high ECAP. The fibrotic patch near the MV in the anterior view does not correspond to aberrant hemodynamics, which could be attributed to the local blood flow going out of the MV. Similarly, in Figure 5, the fibrotic patch near the right inferior PV for case 8 shows high WSS and low OSI, likely due to the relatively large size of the right inferior PV resulting in high amount of blood coming in to the LA. These qualitative results suggest that LA hemodynamics also depend highly on the LA and PV anatomical structure and the BCs for the blood-flow simulations. Therefore, the presence of a fibrotic patch in the LA wall does not imply the presence of a clot-prone region; the location of fibrosis at the LA wall is also an important factor. Our results indicate that blood flow near the PVs and the MV depends more on the LA structure and local flow conditions at these locations, so fibrotic substrate near these regions are less likely to have aberrant hemodynamics and therefore less clot prone. Fibrotic patches that are away from the PVs and MV could be more susceptible to result in potential clot formation sites.

CFD studies have shown that LA hemodynamics is highly dependent on incorporating the LA wall motion in the simulations (Koizumi et al., 2015; Garcia-Villalba et al., 2021). To investigate the effect of LA wall motion in our study, we performed simulations for all our models with LA wall assumed as rigid non-moving wall (Supplementary Material). As shown in Supplementary Figure 6, the rigid LA wall simulations resulted in a correlation coefficient of 0.43 between aberrant hemodynamics and LA fibrosis, as compared to 0.69 with moving LA wall simulations (Figure 3). This suggests that neglecting LA wall motion in CFD simulations might not produce accurate hemodynamics. These results are in accordance with the findings of Garcia-Villalba et al., who demonstrated that simulations with no LA wall motion results in different flow fields as compared to simulations with moving LA walls (Garcia-Villalba et al., 2021). However, our LA wall motion method is based on volume-based interpolation, which might not be representative of the physiological LA wall motion for these patients, which could be a possible reason for modest correlation coefficient. We believe that incorporating physiological LA wall motion or a mechanical LA contraction model in our simulations might result in a stronger association between LA hemodynamics and fibrosis. However, we could not incorporate physiological LA wall motion for our models due to the lack of such information in clinical imaging for these patients.

This study has some limitations. A major limitation of this study is the lack of clinical data for stroke events for these patients, so these results could not be correlated with their clinical endpoint. Second, we analyzed a small number of patients; studies on a larger cohort are needed to confirm these findings. Third, due to the lack of clinical data for LA wall motion during AF event and the flow through the PVs, we modeled the blood-flow dynamics during sinus rhythm with blood flow through the PVs and the LA wall motion interpolated from the values in the literature.



CONCLUSION

We used personalized hemodynamic simulations to explore potential mechanisms that explain increased risk of stroke in AF patients with higher LA fibrotic burden. Our results show that, on average, the fibrotic portion of the LA wall had consistently lower WSS and higher OSI, ECAP, and RRT as compared to the non-fibrotic regions for all cases, with ECAP and RRT showing statistically significant differences. Additionally, cases with higher fibrotic burden have more aberrant hemodynamics as compared to cases with less fibrosis. These results suggest that the fibrotic region in the LA of AF patients might lead to aberrant hemodynamic conditions, which could lead to thrombogenesis near these areas via the venous thrombus activation, potentially causing a stroke. Amount and distribution of LA fibrotic burden could be important factors to consider while evaluating the clinical stroke risk management of AF patients.
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The relationship between premature atrial complexes (PACs) and atrial fibrillation (AF), stroke and myocardium degradation is unclear. Current PAC detectors are beat classifiers that attain low sensitivity on PAC detection. The lack of a proper PAC detector hinders the study of the implications of this event and its monitoring. In this work a PAC and ventricular detector is presented. Two PhysioNet open-source databases were used: the long-term ST database (LTSTDB) and the supraventricular arrhythmia database (SVDB). A combination of heart rate variability (HRV) and morphological features were used to classify beats. Morphological features were extracted from the ECG as well as on the 4th scale of the discrete wavelet transform (DWT). After feature selection, a random forest algorithm was trained for a binary classification of PAC (S) vs. others and for a multi-labels classification to discriminate between normal (N), S and ventricular (V) beats. The algorithm was tested in a 10-fold cross-validation following a patient-wise train-test division (i.e., no beats belonging to the same patient were included both in the test and train set). The resultant median sensitivity, specificity and positive predictive value (PPV) were 99.29, 99.54, and 100% for (N), 95.83, 99.39, and 35.68% for (S), 100, 99.90, and 79.63% for (V). The proposed method attains a greater PAC and ventricular beat sensitivity and PPV than the state-of-the-art classifiers.

Keywords: machine learning, ECG diagnosis, atrial fibrillation, beat classifier, supraventricular ectopic beat, premature ventricular contractions, premature atrial contractions, stroke


1. INTRODUCTION

Premature atrial complexes (PACs) have always been considered benign. However, several recent studies link them to high risk of developing atrial fibrillation (AF) and stroke (Binici et al., 2010; Gladstone et al., 2015; Huang et al., 2017).

About 25–30% of ischemic strokes remain unexplained (cryptogenic) (Gladstone et al., 2015). One of the possible causes is that the thromboembolic events are caused by occult or silent AF. AF is the most common prevalent arrhythmia, affecting around 2% of global population. When AF is present without any perceived symptoms that enable its diagnosis, it is denominated silent AF. Prediction of the appearance of these episodes of AF could reduce the incidence rate of cryptogenic strokes. Several recent studies link frequent PACs to first time appearance of AF (Thong et al., 2004; Binici et al., 2010; Chong et al., 2011; Suzuki et al., 2013). Others have studied PACs as the possible direct reason for stroke (Huang et al., 2017). Furthermore, frequent PACs have been studied as a measure of cardiac tissue deterioration (Binici et al., 2010; Chong et al., 2011; Larsen et al., 2015; Huang et al., 2017) and as a possible cause for left ventricular remodeling (Pacchia et al., 2012).

All these studies point at the important and undervalued impact PACs may have on the cardiac electrophysiogy. However, manual beat annotation of long-term electrocardiogram (ECG) recordings is extremely time consuming and requires of specialized professionals. A PAC detector with high sensitivity able to assume this task is still missing. Such a detector would enable to study PAC implications in AF onset and cardiac tissue remodeling. It could be used to monitor patients for the occurrence of frequent PACs and determine stroke risk or possible silent AF or short paroxysmal AF (PAF) episodes. In addition, it could enhance the performance of arrhythmia detectors as PAC beats tend to increase AF false positives (Langley et al., 2012; Sörnmo et al., 2018).

To the extent of our knowledge, no proper detector explicitly designed for PAC is present in literature, most PAC detectors are actually beat classifiers (Llamedo and Martinez, 2012; Luz et al., 2016) that attain low PAC detection sensitivity. In this work we present a PAC detector not requiring any ECG delineation to extract morphological information. In addition, the extension of the methodology to also ventricular beat detection and beat classification is explored.



2. MATERIALS AND METHODS


2.1. Data

Two PhysioNet public databases (Goldberger and Amaral, 2012) were used in this study: the long term ST database (LTSTDB) and supraventricular database (SVDB). Signals were 2-lead ECGs acquired at 250 and 128 Hz with a duration of 21–24 h and 30 min for the LTSTDB and SVDB, respectively. These databases were selected because they are the ones containing a higher number of PACs and manual beat annotations. The LTSTDB was originally built so as to represent a wide variety of ST segments. The SVDB contains a high number of supraventricular events. While the LTSTDB contains PACs together with different ST-segment variations, the SVDB contains a high number and variety of different possible PAC occurrences: bigeminy, trigeminy, and atrial runs. Both datasets were combined into a single dataset to use their complementary PAC representations for training and testing the model.

Table 1 gathers the number of beats per beat class in each database. In this study only 5 categories were originally considered as in Llamedo and Martinez (2011): Normal (N), Supraventricular (S), Ventricular (V), Junctional (J), and unclassifiable (Q) beats. We considered as PACs all S beats in which: atrial premature beats (A), aberrated atrial premature beats (a) and PACs (S) annotations were included. Instead, V comprehended the categories: premature ventricular contractions (V), fusion of ventricular and normal beats (F) and ventricular escape beats (E). Finally, N beats included normal beats N, bundle branch block beats (B) and atrial escape beats (e). J and Q classes were excluded for the successive analysis as they were underrepresented in both databases. Throughout the text, N, S, and V will be used to refer to the classifiers categories. As mentioned above, While S refer just to PACs, V represent ventricular beats (that include not only V but also E and F).


Table 1. PhysioNet and simplified beat annotations per database.
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2.2. Preprocessing

The preprocessing carried out was the same as in De Chazal et al. (2004). Firstly, all signals were resampled to 250 Hz to homogenize the sampling frequency of the datasets. Secondly, to obtain a baseline corrected signal, two median filters of 200 and 600 ms length were applied to obtain the baseline wander estimate which was then subtracted from the original raw one. Thirdly, a finite impulse response (FIR) low pass filter with cut off frequency of 35 Hz and equal ripple in the pass- and stop-bands was applied to remove powerline and high frequency noise. The full preprocessing was performed on MATLAB 2020a, The Mathworks Inc.



2.3. Feature Extraction

To classify each beat into one of the three categories considered in section 2.1, a set of features (185 in total) was extracted to describe two main properties of the ECG: the heart rate variability and wave morphology. To these features, the first and last 40 beats were not considered.


2.3.1. HRV Features

For each individual beat, a set of features was computed taking into account the neighboring beats. RR intervals are defined as the distance of two consecutive R peaks of each beat. dRRs are instead the series of the difference of consecutive RRs, namely dRRn = RRn+1 − RRn. Both the RR and dRR of the corresponding beat (RRi, dRRi), the previous beat (RRi−1, dRRi−1) and the following one (RRi+1, dRRi+1) were analyzed. Four different time windows were considered for the extraction of the heart rate variability (HRV) features: 1 or 5 min windows preceding the current beat; 2 or 10 min windows centered on the current beats. From each time window the mean and standard deviation of the RR intervals, along with the standard deviation of the dRR intervals, the percentage of successive interval differences greater than 10, 20, 30, 40, and 50 ms (pNN50) and the root mean square of successive differences (RMMSD) were computed. A total of 41 HRV features were measured.



2.3.2. Morphological Features

Morphological information of the P wave, QRS complex, PR segments and the whole beat were extracted using, a fixed window. The window dimensions, using the R peak as reference (i.e., t = 0), for the ECG segments considered were: [–300, 40] ms for the P wave segment, [–70, 60] ms for the QRS complex, [–288, 0] ms for the PR interval and [–300, 250] ms for the whole beat (Censi et al., 2007). The following segments will be referred as the P wave, QRS complex and PR interval, respectively throughout the rest of the paper. However, it should be noted that as no ECG delineation is performed, the reported segments may not precisely account for these ECG regions (i.e., it is not an exact selection of the onset and offset of the ECG segment, but rather an approximate estimation). Nevertheless, the scope of this selection is to account for their intra-patient variability not to extract any precise parameter which could describe any of the ECG regions described above. Therefore, given that for the same patient the same ECG portion would be extracted for each of the mentioned segments, any variability produced by a premature atrial or ventricular beat, should be detected even if the ECG region is not accurately delineated. Prior extraction of the ECG segments, an intra-patient template was created using the neighboring beats. Three different templates were computed using 80 (40 prior and 40 posterior the beat of study), 20 (10 prior and 10 posterior the beat of study) and 4 beats (2 prior and two posterior the beat of study) each. Three templates were computed to represent the instant beat differences with respect to the short-term neighboring beats (4-beat template) and compare each beat with respect to the long-term (80-beat template) and the mid-term (20 beats). While the short-term could be especially useful for the detection of isolated PACs, the long and midterm could be more relevant in identifying PACs in bigeminy, trigeminy or in atrial runs.

The surrounding beats' segments were aligned through cross-correlation and then averaged. Outlier segments, according to the maximum cross-correlation value obtained for alignment, were excluded from the mean and thus, from the computation of the intra-patient template.

Once the intra-patient templates were computed, each beat of the subject was compared with the templates using cross-correlation. At the end of the process, for each beat, the following parameters were extracted and used as features:

• Maximum cross-correlation value of each segment with respect to the different intra-patient templates created with the neighboring beats (80, 20, and 4).

• Lag corresponding to the cross-correlation value described above.

• Median standard deviation of the beats used to create the intra-patient template.

The features enumerated above were computed for each lead of the ECG independently. A total of 72 morphological features were computed for each beat.


2.3.2.1. Discrete Wavelet Transform

Morphological features were computed also on a filtered version of the ECG obtained through the discrete wavelet transform (WT). The WT for a continuous signal s(t) if defined as follows:

[image: image]

This transform maps the input signal into the time-frequency plane by means of the prototype wavelet function ψ(t), dependent of the scaling (s) and translation (b) parameters. Low values of s enable the WT to localize fast transitions, whereas higher values localize coarser changes instead. Instead, the translation parameter b correspond to their location (Martínez et al., 2004).

A computationally feasible version of the WT is the discrete WT (DWT) which discretizes the time-scale by means of a dyadic sampling i.e., s = 2k and b = 2kl for k, l ∈ Z. The same implementation followed in Llamedo and Martinez (2011) and implemented in Demski and Soria (2016) was performed. In Llamedo and Martinez (2011) b = l for l ∈ Z so as to maintain the same sampling frequency in all scales. A quadratic spline was used as prototype wavelet ψ(t), retaining ECG information at determined scales (Martínez et al., 2004). The fourth scale of the DWT [W4s(l)] retains useful information of the ECG (Llamedo and Martinez, 2011). This ECG decomposition was also used to extract morphological information described above in the Morphological features section using the mentioned implementation characteristics. The resultant set of morphological features were composed by the same intra-patient cross-correlation information but computed using the filtered ECG signal and the [W4s(l)] ECG decomposition. A total of 72 DWT morphological features were computed for each beat.




2.4. Model Definition and Training

The selected classification model was a random forest (RF) evaluated in a patient-wise, 10-fold cross-validation i.e., no beats belonging to the same patient were included in the training and test set.


2.4.1. Train-Test Dataset Definition

The dataset was divided into 10 different subsets. Given the unbalance occurrence of S among different patients, the data subsets were conformed so as to maintain a similar proportion of S in each Kfold. At each iteration of the cross-validation, 9 of the 10 subsets were used for training and the remaining was used to test the performances. To prevent patient bias during training, a 10,000 upper bound limit was set for the number of beats of each class used for training the algorithm.




2.4.2. Feature Processing

To remove possible outliers an upper and lower bound was set for the features containing RR and dRR information. Values out of the established boundaries were reevaluated as the lower or upper limit (depending on which threshold they exceeded). Based on the cardiac refractory period, the minimum RRmin considered was 250 ms. On the other hand, if we accept 35 beats per minute (bpm) as the lowest possible heart rate (considering an extreme case of bradycardia), the corresponding RR interval would be 60s/35bmp = 1, 714.3ms. However, it is known that after a PAC a refractory pause is caused due to the depolarization of the sinoatrial node, and that the maximum this pause can be is double the normal RR. Therefore, the maximum RR considered was RRmax = 3428.6ms (Sörnmo and Laguna, 2005). The dependence among the different variables was computed using Pearson's correlation coefficient. Correlation sequence were normalized so that the autocorrelations at zero lag were equal to one. In addition, features with a variance lower than 0.05 were excluded. Finally, a z-score transformation was applied to the remaining features.



2.4.3. Model Definition

RF is a supervised tree-based ensemble machine learning model trained with the "bagging" method. The concept behind bagging is that the combination of several weak simple classifiers can lead to high performance. RF builds a strong classifier by adding together simple decision trees. A strong advantage of this methodology is its resistance toward over-fitting which is of great importance to reduce patient and database-dependent bias and ensuring the extrapolation of the model to other scenarios. A first train-test patient-wise split was performed for hyper-parameter tuning. The train set was composed by a random group of patients summing up to the 80% of S from the whole dataset, while the test set were all the remaining ones. A first random hyper-parameter search was carried out to prove the most suitable ranges. Grid hyper-parameter search was performed based on the results of the first random search. The best-performing hyper-parameters chosen were: number of estimators = 500, minimum samples for a split = 10, minimum samples for a leaf =2, maximum tree depth =20 and sample replacement in bootstrap aggregation = False. RF was implemented in Python 3.8 version using the Scikit-learn library version 0.24.0.

An outline of the full final model pipeline described is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Outline of the final working classifier pipeline. The input consists of a 2-Lead ECG and the output on the classification of the beat of one of the three categories N, S and V. Outliersr. stands for outliers removal.


The model was both assessed as a PAC detector or binary classifier to discriminate S vs. Other, and as a multi-class classifier for N, S and V discrimination following the same beat classifiers strategy present in literature. As stated above, S category included PAC with different notations across the two databases used (A, a and S), while Other included both N (formed by B, N and e) and V (formed by V, F and E) categories.





3. RESULTS


3.1. Total Features Computed

A total of 185 features were computed for 6126250 N, 48,032, S and 40,312 V beats: 41 HRV features plus 144 morphological features (from which 72 of the temporal signal and 72 of the DWT). For each beat, a total of 48 intra-patient models were computed: 4 segments (whole beat, P-wave, PR segment, QRS complex), 3 beat windows used to construct each model (80, 20 and 4 beats) and 2 leads for both the raw signal and the [W4s(l)] of the DWT. Figure 2 presents an example of P-wave intra-patient models computed with 4, 20, and 80 neighboring beats for the original and the WT of the ECG.


[image: Figure 2]
FIGURE 2. Example P-wave intra-patient models built using a different number of surrounding beats for the raw signal (top) and the W4s(l) DWT decomposition. Intra-patient models built using (A) 80, (B) 20, and (C) 4 beats.


Figure 3 shows an example of an N, S, and V beat and the corresponding P wave, PR interval and QRS complex. The corresponding intra-patient model built using the 40 anterior and posterior beats is also shown. It can be noted that for the N beat, the P wave, PR segment and QRS complex match almost perfectly the intra-patient model. In contrast, the S beat's P wave differs considerably from the intra-patient model, the PR segment slightly differs and the QRS complex almost matches it. Finally, all V intervals differ from the corresponding intra-patient models. Ventricular beats are not usually accompanied by a prior P wave. This is the reason why it does not match the neighboring P waves.


[image: Figure 3]
FIGURE 3. Example of each of the beat classes N, S, and V for the whole beat, the P wave, PR segment and QRS complex. Each row represent one of the three beat types and each column the mentioned ECG segments. Continuous lines represent the beat segment itself whereas dashed lines represent the corresponding intra-patient models built with the 40 beats before and after the beat of study (80-beat intra-patient model).




3.2. Most Relevant Features

Feature importance was analyze at each Kfold for the binary and multi-label classification. The top 10 most important features according to the random forest model for each Kfold of the cross-validation are gathered in Table 2 for the bi-label and multi-label approach. A total of 20 features conformed the 100 most important features (10 for each Kfold) for the multi-label classification and 18 for the binary one.


Table 2. The ten most relevant features for each cross-validation KFold for the bi-label and the multi-label classification.

[image: Table 2]

The most important features were shared between both bi- and multi-label approaches with the exception of Beat cross-correlation of Lead 1 (L1) with 4-beat intra-patient template (intr.temp.) and PR cross-correlation of L1 with 80-beat intr.temp. that were only included as the 10 most important for the multi-label classifier and not for the binary one. The most relevant features were those accounting for RR disturbances, QRS complex and Beat morphology for the temporal ECG signal. Only three DWT morphological features were included as top features.



3.3. Classifier Performance

The proposed model was evaluated for a binary classification (S vs. Other) for evaluating explicit PAC detection and for a multi-class classification, evaluating the proposed model as a beat classifier. It should be noted that, the number of S per patient varied considerably among patients and thus, not all had the same weight when accounting the classifiers' performance. Therefore, the performance of the model could be assessed in two ways: taking into consideration each beat as a separate sample, regardless of the patient (Table 3), or by averaging the accuracy, sensitivity and specificity values of every single patient regardless of their number of N, S, and V beats (Tables 4–6). In addition, patient-wise performance median and percentile values were provided considering a patient division by database to enhance comparability with other studies and to provide information about the database dependencies on the results reported.


Table 3. Classifier performance considering single beats regardless of the patient.
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Table 4. Patient-based classifier performance, median (IQR range) for the binary classification (S–Other).
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Table 5. Patient-based classifier performance, median (IQR range) for the multi-class classification.

[image: Table 5]


Table 6. Patient-based classifier performance, median (IQR range) for the multi-class classification.

[image: Table 6]


3.3.1. Binary Classification

The first row of Table 3 represent the accuracy, sensitivity, specificity, positive predictive value (PPV, and negative predictive (NPV) value results for S detection from a beat-wise perspective; considering each beat as a sample independently of the patient it came from. Although sensitivity values were slightly lower than those reported in the same table for multi-label classification, the PPV was higher. Table 4 instead present results from a patient-wise performance. Following the interquartile range (IQR) of the PPV presented in Table 4 a high patient-dependent influence can be intuited. Low PPV values even with high sensitivity and specificity are given by the extreme class imbalance of the dataset.



3.3.2. Multi-Label Classification

Figures 4, 5 display the classification distribution for the LTSTDB and the SVDB, respectively. Each of the three sub-graphs shows the classification of one of the three beat categories. Bars represent the classification distribution of individual patients for that specific beat type, in percentage. For example from patient s20301, Figure 4 shows that all N beats (top subgraph) were correctly classified, around 20 and 10% of S beats (middle sub-graph) were misclassified as N and V, respectively and <10% of all V beats (bottom sub-graph) were misclassified as S. From both figures, it can be noted that most of the beats were correctly classified in all patients as it can be also appreciated by the overall results reported in Table 5. From results in Figures 4, 5 it can be derived that S and V misclassifications have a strong patient-dependent component. Figure 6 shows the classification distribution computed for each patient independently as in Table 5. The presence of outliers show that even if the classifier attained very high performance for most patients, for some of them it failed to properly classify into the three categories. S sensitivity attained the highest inter-patient variability values.


[image: Figure 4]
FIGURE 4. Classification percentage of each of the LTSTDB signals' beats. Each sub-graph represents the classification distribution of the beats of the three classes considered: N, S, and V. Each bar in each sub-graph represents the total number of beats of that class of a single patient and how they have been classified (in percentage). The x-axis represent the different patient IDs.



[image: Figure 5]
FIGURE 5. Classification of each of the SVDB signals' beats. Each sub-graph represents the classification distribution of the beats of the three classes considered: N, S, and V. Each bar in each sub-graph represents the total number of beats of that class of a single patient and how they have been classified (in percentage). The x-axis represent the different patient IDs.



[image: Figure 6]
FIGURE 6. Accuracy Sensitivity and Specificity box plot for N, S, and V detection calculated for each patient independently.


Results in Table 5 show the median and IQR of the accuracy, sensitivity and specificity values for the patient-wise N, S, and V classification performance. The three classes attained a sensitivity and specificity higher than 99%, with the exception of S sensitivity that was 95.83%. S sensitivity also attained a higher IQR than the rest of the categories. PPVs for the S class were inferior to those of the other categories, influenced by the presence of false positives and class imbalance. Multi-class S sensitivity was slightly higher than that of the binary classification. PPVs instead were superior and with a lower IQR for the binary classification than for the multi label one.

Finally, Table 7 shows the confusion matrix. It can be observed that the majority of false negatives for N and V were S whereas for S most of the false negatives were N.


Table 7. Confusion Matrix of total classified beats in percentage.
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4. DISCUSSION

Explicit PAC detection in the ECG has not gained great attention, as it can be noted by the low number of papers addressing solely this problem (Visinescu et al., 2004; Krasteva et al., 2006). Rather, extensive literature can be found regarding a broader beat classification into supraventricular, ventricular and normal categories (Llamedo and Martinez, 2012; Luz et al., 2016).

PACs in the ECG are characterized by two alterations: disruption of the RR sequence and distortion of the P wave morphology. While in Petrenas et al. (2017) four different types of PACs were described based on how they altered the RR interval, in Kistler et al. (2006) different P wave morphologies were explored depending on the PAC site of origin. The combination of HRV and morphological features included in the method proposed in this study aimed to take advantage of both characteristics.

Given that R peak detection is more robust against noise and less patient-dependent than morphological ECG information, RR interval-derived features are the most reliable to discriminate PAC from normal beats. However, ventricular beats generate RR sequence alterations similar to those induced by PACs and thus, they need to be distinguished from PACs based on the ECG morphology. The main appreciable differences on the ECG between PAC and ventricular beats lie on the QRS complex and P wave morphology. Nevertheless, whereas QRS distortions are of high amplitude and can typically be reliably distinguished, the P wave is more susceptible to noise and its morphology may be easily altered by external sources rather than by an electrophysiological disturbance.

The feature importance displayed in Table 2 is coherent with this, pointing at the main role RR intervals and QRS complex morphology features had on the S and V detection capacity. The consistency found between the most relevant features for the binary and the multi-class classifiers could be explained by the fact that the same ECG characteristics (RR intervals and QRS complex) can be used to distinguish both S and V classes from N as well as from themselves. Therefore, the features better representing these ECG characteristics were the ones attaining a higher relevance in both binary and multi-class classifiers.

Observing Table 2 one could intuitively guess that the model detects an RR alteration and it discriminates between S and V or Other (in the multi-label or binary approach, respectively) by checking if the QRS complex morphology is or not altered.

Even if the DWT has been proved useful for extracting relevant ECG information (Martínez et al., 2004; Llamedo and Martinez, 2012), according to Table 2 morphological features extracted from the DWT seemed to have a lower impact on the overall classifier's performance. While the morphological features obtained using the raw signal accounted for any morphological signal changes, morphological DWT features accounted for changes occurring only at a determined frequency band. Results suggest that the morphological changes induced in the 4th scale of the DWT captured by cross-correlation with respect to the intra-patient templates, were not as representative as those capturing morphological changes in the temporal signal.

It is known that ECG signals acquired from different patients have a considerable inter-patient variability. These dissimilarities hider the definition of universal measures that could serve as descriptors of eletrophysiological events (as PAC or V). As a result, ECG delineators and beat classifiers attaining high performance across different patients and databases are rather challenging. By extracting morphological features that do not depend on precise measures but on the analysis of the evolution of the ECG signal itself, the inter-patient dissimilarity problematic is bypassed. In contrast, classifiers as De Chazal et al. (2004) and Zhang et al. (2014) depended on a proper ECG delineation to extract morphological information.

Two approaches were taken to study the proposed model: a proper PAC detector by discriminating between two categories (S–Other) and a beat classifier to discriminate among three different classes (N, S, and V). Sensitivity values increased slightly for multi-label approach but with a reduction in PPV in comparison to the binary classification. Although PAC detection was the main target of the development of this model, results obtained for the multi-label approach shows that the classifier can be successfully adapted to the detection of also ventricular beats without major performance degradation in PAC detection performance.

Great care was taken in this work so as to not only maintain a balance among the three beat categories in the train set but also among the number of beats belonging to different patients, in order to avoid a patient-biased trained model. As it can be seen in the results in Figures 4, 5 as well as in Table 5, the detector performance varies among patients, evidencing the strong inter-patient influence on discriminating different beat types. One factor contributing to this could be the differences between lead placement on patients for acquiring Holter recordings. Different lead placement for Holter monitoring would influence amplitudes for the ECG segments, specially for regions as the P-wave. In patients with ECG signals attaining a lower P-wave amplitude, morphological distortions would be less evident and thus more difficult to detect.


4.1. Related Work

From the published methods, an initial distinction can be made based on if a proper patient-wise train-test division was made. As demonstrated by Llamedo and Martinez (2012), there exists a strong bias introduced in algorithms trained and tested with beats belonging to the same patients. A second distinction can be made based on the database used for testing the methodology. The Association for the Advancement of Medical Instrumentation (AAMI) guidelines recommend the open-source MITBIH Arrhythmia database available at Physionet as a common framework for reporting performance as it is the only one that contains the five superclasses of arrhythmias. However, as discussed by Luz et al. (2016) this database is highly unbalanced and provides misleading results about supraventricular and ventricular beats detection. A standardized train-test division of the MITBIH arrhythmia database was proposed by De Chazal et al. (2004), which has been used by many authors as Yu and Chen (2007), Yu and Chou (2008), Mar et al. (2011), and Zhang et al. (2014). However, most S and V occur in single patients in both sets and extrapolation of the performance to other patients is rather doubtful. Llamedo and Martinez (2012) performed an exhaustive analysis about how the databases used for testing changed significantly the performance reported by the same methodology. Therefore, it is important to understand that comparison between algorithms is not trivial and that it should be interpreted with care.

De Chazal et al. (2004) used RR intervals and morphological information of the segmented ECG as features and linear discriminant (LDs) models as classifier. They used for training and testing the MITBIH arrhythmia database divided by the standard DB1 DB2 introduced by themselves. They reported a sensitivity of 75.9%, a PPV of 38.5% and a FPR of 4.7%. In two studies, Llamedo and Martinez (2011) and Llamedo and Martinez (2012) developed a classifier including RR interval and morphological features from different scales of the DWT. In a first study (Llamedo and Martinez, 2011) used a LD classifier (LDC) and tested their method on the DS2-Test set of the MITBIH obtaining a SVEB sensitivity of 77% and a PPV of 88%. In addition, they also tested the methodology on the whole MITBIH Arrhythmia database reporting a SVEB sensitivity of 61% and a PPV of 73%. In a second study (Llamedo and Martinez, 2012) they used up to 8 public databases, among which were the SVDB and the LTSTDB (containing the 82.01% of the total PACs) to train and test their model. They used their previously developed classifier together with and unsupervised clustering method to construct their model. In addition they enabled it to be assisted, semi-assisted or automatic. They obtained a sensitivity and a PPV of 76 and 43% in the full MITBIH in automatic mode that increased up to 89–88%, respectively, in assisted modality. Similarly in the SVDB they obtained 47 and 50% that increased to 74 and 79% sensitivity and PPV in automatic to assisted, respectively. Finally in the LTSTDB they obtained 50% and 8% sensitivity and PPV in automatic and 51 and 58% in assisted. To the best of our knowledge (Llamedo and Martinez, 2012) are the only ones reporting results using the SVDB and LTSTDB as test set.

The classifier presented in this work attained a sensitivity and PPV of 94.12 and 21.21% for the LTSTDB and 91.78 and 66.67% for the SVDB as shown in Table 4. Results for both databases were considerably higher in terms of sensitivity in comparison with those reported in Llamedo and Martinez (2012) for the automatic and assisted classification. PPVs were higher that the ones reported by Llamedo and Martinez (2012) only in the fully automatic mode. Nevertheless, PPV should be interpreted with care as, given the high class imbalance (of more than 2 orders of magnitude) S PPVs would increase if S sensitivity was equal to zero, thus not detecting PACs at all. Therefore, sensitivity values ought to be taken in consideration together with the PPV. The beat classifier presented by Llamedo and Martinez (2012) attains a higher PPV in the SVDB (76%) in the assisted mode. However, the reported sensitivity in the LTSTDB using that same methodology reaches only a 51% which would not make it suitable for PAC detection. It is evident that using the proposed methodology or the one presented by Llamedo and Martinez (2012) is a matter of trade-off with regard to the amount of false positives or false negatives as far as PAC detection is concerned.

On the other hand the sensitivity and PPV values obtained for V classification shown in Tables 5, 6 (100 and 93.66% for the SVDB and 99.81 and 45.83% for the LTSTDB) were superior to those reported by Llamedo and Martinez (2012) in the automatic mode (sensitivity and PPV of 82 and 54% percent for the SVDB and 43 and 11% for the LTSTDB). For the assisted mode they obtained a sensitivity and PPV of 88 and 90% for the SVDB and 95 and 99% for the LTSTDB. It should be noted that even if some performance values are higher for S or V detection for the assisted version of the classifier presented in Llamedo and Martinez (2012), this version requires of the intervention of a user to verify the final classification which could induced human errors as well as variability among users in the final classification. These results suggest that the proposed model could be used not only for PAC, but also for V detection, obtaining performance results for beat classification higher than those present in literature.

The proposed model enabled the detection of almost all PACs included in this study, implying an step ahead in PAC detection, as the available methods' sensitivity was always kept low (De Chazal et al., 2004; Yu and Chen, 2007; Yu and Chou, 2008; Llamedo and Martinez, 2011, 2012; Mar et al., 2011; Luz et al., 2013; Zhang et al., 2014). In addition, PPVs were higher than those reported in literature for the databases included in this study and for fully automatic algorithms. In order to reduce false positives, the exploration of the the integration of an unsupervised learning classifier to the one presented in this work as Llamedo and Martinez (2012) did, could be considered for future work.




5. CONCLUSION

In this work a PAC detector and a classifier for N, S, and V beats is presented. In contrast with many methodologies present in literature, the developed methodology does not require ECG delineation. Although comparison among methodologies presented in different studies is not trivial, the former method outperforms in terms of sensitivity and PPV the state-of-the-art models for PAC detection. Further efforts should be made in order to decrease the inter-patient variability, increase the PPV and reduce false positives so as to be able to use the former method in clinical trials.
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Atrial stretch may contribute to the mechanism of atrial fibrillation (AF) recurrence after atrial fibrillation catheter ablation (AFCA). We tested whether the left atrial (LA) wall stress (LAW-stress[measured]) could be predicted by artificial intelligence (AI) using non-invasive parameters (LAW-stress[AI]) and whether rhythm outcome after AFCA could be predicted by LAW-stress[AI] in an independent cohort. Cohort 1 included 2223 patients, and cohort 2 included 658 patients who underwent AFCA. LAW-stress[measured] was calculated using the Law of Laplace using LA diameter by echocardiography, peak LA pressure measured during procedure, and LA wall thickness measured by customized software (AMBER) using computed tomography. The highest quartile (Q4) LAW-stress[measured] was predicted and validated by AI using non-invasive clinical parameters, including non-paroxysmal type of AF, age, presence of hypertension, diabetes, vascular disease, and heart failure, left ventricular ejection fraction, and the ratio of the peak mitral flow velocity of the early rapid filling to the early diastolic velocity of the mitral annulus (E/Em). We tested the AF/atrial tachycardia recurrence 3 months after the blanking period after AFCA using the LAW-stress[measured] and LAW-stress[AI] in cohort 1 and LAW-stress[AI] in cohort 2. LAW-stress[measured] was independently associated with non-paroxysmal AF (p < 0.001), diabetes (p = 0.012), vascular disease (p = 0.002), body mass index (p < 0.001), E/Em (p < 0.001), and mean LA voltage measured by electrogram voltage mapping (p < 0.001). The best-performing AI model had acceptable prediction power for predicting Q4-LAW-stress[measured] (area under the receiver operating characteristic curve 0.734). During 26.0 (12.0–52.0) months of follow-up, AF recurrence was significantly higher in the Q4-LAW-stress[measured] group [log-rank p = 0.001, hazard ratio 2.43 (1.21–4.90), p = 0.013] and Q4-LAW-stress[AI] group (log-rank p = 0.039) in cohort 1. In cohort 2, the Q4-LAW-stress[AI] group consistently showed worse rhythm outcomes (log-rank p < 0.001). A higher LAW-stress was associated with poorer rhythm outcomes after AFCA. AI was able to predict this complex but useful prognostic parameter using non-invasive parameters with moderate accuracy.

Keywords: atrial wall stress, atrial fibrillation, catheter ablation, artificial intelliegnce, rhythm outcome


INTRODUCTION

Atrial fibrillation (AF) is a prevalent arrhythmia that significantly increases morbidity, mortality, and economic burden (Kim et al., 2018). However, current rhythm management approaches still have limited efficacy and have inspired substantial efforts to investigate the mechanism of AF (Nattel, 2002). Among the complex mechanisms of AF, chronic atrial stretch causes atrial dilatation and is thought to contribute toward AF progression and atrial remodeling (Nattel et al., 2008). Although left atrial (LA) size is a widely used parameter that reflects the degree of structural remodeling and prognosis of AF rhythm control, some studies have reported inconsistent results (Marchese et al., 2012; Zhuang et al., 2012). Similar to ventricular wall stress or wall tension, LA wall stress (LAW-stress) is a parameter that reflects the tensile stress and strain of the atrial wall (Augustin et al., 2020). Since LAW-stress reflects not only anatomical but also functional aspects of AF, it is expected to provide useful insights into AF mechanisms. However, this physiologic parameter has not yet become popular because it requires variables that are complex and difficult to obtain, such as LA pressure and LA wall thickness, for the calculation (Wang et al., 2011). Recently, new clinical studies utilizing the predictive power of artificial intelligence (AI) have actively increased in the fields of cardiology and electrophysiology (Krittanawong et al., 2017; Kwon J. M. et al., 2020).

In this study, we hypothesized that the complex and invasive variables required to calculate LAW-stress can be replaced with non-invasive common variables using AI among patients who underwent AF catheter ablation (AFCA). We first evaluated the clinical usefulness of LAW-stress in cohort 1, which included data on LA pressure and LA wall thickness measured by customized software. We then evaluated whether the high LAW-stress group estimated by AI in an independent cohort 2 without LA pressure and LA wall thickness had similar clinical outcomes.



MATERIALS AND METHODS


Study Population

The study protocol adhered to the principles of the Declaration of Helsinki and was approved by the institutional review boards of the Yonsei University Health System and Korea University Cardiovascular Center. All patients provided written informed consent for inclusion in the Yonsei AF Ablation cohort (cohort 1, registered at clinicaltrials.gov as NCT02138695) and the Korea university AF ablation cohort (cohort 2). Cohort 1 included 2223 consecutive patients who underwent de novo AFCA. LAW-stress[measured] was retrospectively measured in the subjects in cohort 1, and the patients were divided into four groups according to their quartile value of LAW-stress[measured]. Cohort 2 included 658 patients who underwent de novo AFCA (Figure 1). The exclusion criteria were as follows: (1) AF refractory to electrical cardioversion; (2) LA size >55 mm as measured with echocardiography (Verma et al., 2011); (3) AF with rheumatic valvular disease; (4) AFCA using energy sources other than radiofrequency energy; and (5) prior AF ablation or cardiac surgery. All patients stopped all anti-arrhythmic drugs for a period corresponding to at least five half-lives before the catheter ablation.


[image: image]

FIGURE 1. Flow chart of the study analysis. AF, atrial fibrillation; AFCA, atrial fibrillation catheter ablation; AI, artificial intelligence; LAW-stress, left atrial wall stress.




Electrophysiological Studies and AFCA

The electrophysiological mapping method and the AFCA technique/strategy used during the study period were consistently performed as described in a previous study (Yu et al., 2017). In brief, an open irrigated-tip catheter [Celsius, ThermoCool SF (Johnson & Johnson Inc., Diamond Bar, CA, United States) or Cool Flex (St. Jude Medical Inc., Minnetonka, MN, United States); 30–35 W, 45°C] was used to deliver radiofrequency energy for ablation under 3D electroanatomical mapping [NavX (St Jude Medical, Minnetonka, MN, United States) or CARTO3 (Johnson & Johnson Inc.)] merged with 3D spiral computed tomography (CT). LA electrogram voltage maps were generated during high right atrial pacing at 500 ms before circumferential pulmonary vein (PV) isolation. However, in minority of patients with recurrent AF at the beginning of the procedure, we acquired voltage maps during sinus rhythm after completion of PV isolation. We obtained the peak-to-peak amplitude of contact bipolar electrograms from 350 to 500 points on the LA endocardium, and the mean LA electrogram voltage was calculated. If frequently recurring AF persisted after three attempts at cardioversion, no further efforts were made to generate an LA voltage map.

All patients initially underwent a circumferential PV isolation. For patients with persistent AF, roof line, posterior inferior line, anterior line, cavotricuspid isthmus line, superior vena cava to septal line, or complex fractionated atrial electrogram-guided ablation were added at the operator’s discretion. The procedure was considered complete when there was no immediate recurrence of AF after cardioversion with an isoproterenol infusion (5–10 μg/min; target heart rate, 120 bpm). In the case of mappable AF triggers or premature atrial beats, non-PV foci were mapped and ablated as much as possible. Systemic anticoagulation was achieved with intravenous heparin while maintaining an activated clotting time of 350–400 s during the procedure.



Measurement of the LA Pressure, LA Wall Thickness, and LAW-Stress[measured]

During the AFCA procedure, LA pressure was measured during sinus rhythm and AF immediately after trans-septal puncture as described in previous studies (Park et al., 2014, 2019). If the initial rhythm was AF, we measured LA pressure during sinus rhythm after terminating AF by internal cardioversion, followed by at least 3 min waiting period to allow for recovery from atrial stunning from the cardioversion. We excluded those patients in whom LA pressure during sinus rhythm could not be measured due to frequent re-initiations of AF after electrical cardioversion.

We developed a customized software (AMBER, Laonmed Inc., Seoul, South Korea) that measured the LA wall thickness by applying Laplace’s equation in the cardiac CT images (Kwon O. S. et al., 2020; Lee et al., 2021). The number of rows and columns of CT image pixels were 512, and the number of slices was approximately 320 at the z-axis. The spatial resolutions of the CT images were within 0.3–0.55 mm for the x- and y-axis, and the slice thickness of the z-axis was 0.5 mm (no overlaps and gaps). The spatial resolution of CT was set to the normalized vector in 3D Euclidean space. The methods and principles of the customized software (AMBER) were previously described in detail, and the results have been well validated with a 3D printed phantom and in 120 patients (Kwon O. S. et al., 2020; Lee et al., 2021). In brief, the endocardium of the LA was semi-automatically divided on the cardiac CT by using the edge detector. Then, the LA wall was extracted with an overlapped area by morphology operations after separation from other tissues using the multi-Otsu threshold algorithm in the histogram of the Hounsfield units. The LA wall thickness was calculated as a numerical streamline connecting the endocardium and epicardium using the Euler method after solving the vector field with Laplace’s equation, the partial differential equation in the 3D space. Then, the mean LA wall thickness was used as a parameter to calculate the LAW-stress.

LAW-stress[measured] (dyne/cm2) was calculated using the Law of Laplace [σ = (P × r)/2 h (σ, wall stress; P, pressure; r, radius; h, wall thickness)] (Falsetti et al., 1970; Wang et al., 2011). Peak LA pressure during sinus rhythm was directly measured during AF procedure and LA radius was defined as half of the LA anterior–posterior (AP) diameter by transthoracic echocardiography. Therefore, LAW-stress[measured] was calculated using the following equation: LAW-stress[measured] = (peak LA pressure × LA AP diameter)/(4 × LA wall thickness). LAW-stress was expressed as dyn/cm2 (1 mmHg = 1333 dyn/cm2).



AI Model Implementation

We developed a convolutional neural network-based model to classify the risk of LAW-stress[measured], as shown in Supplementary Figure 1. The input dimension (8 × 1) was composed of eight non-invasive clinical features [non-paroxysmal type of AF, hypertension, diabetes mellitus, vascular disease, heart failure, left ventricular ejection fraction (LVEF), and the ratio of the peak mitral flow velocity of the early rapid filling to the early diastolic velocity of the mitral annulus (E/Em)], and pre-normalization was performed. The population was randomly divided in a 7:1:2 ratio (training set:validation set:test set). The test and validation sets were scaled with the normalization coefficient (e.g., minimum and maximum) for the training set. Since clinically significant variables were selected as the input variables, only the convolution kernel was considered to avoid the clinical features from being discarded by the pooling operation. The network stream was designed with a typical structure after a convolution filter (3 × 1) to connect with batch normalization and dropout layers and fully connected (FC) layers. The normalized input was performed using batch normalization to reflect the mean and variance of the mini-batch after eight convolution filter operations. The activation function adopted Leaky Rectified Linear Unit (ReLU) to consider the gradient vanishing, and the tensor was serialized (flatten) and then connected with the FC layer. The FC layer consisted of batch normalization, ReLU activation function, and dropout layer, and was recursively connected. The FC layer was a multi-layer perceptron of a two-layer structure, consisting of 16 neurons in the first layer and four neurons in the second layer. The number of convolution filters and number of nodes in the FC layer were selected using a manual search. The output layer used a sigmoid function, and the predicted value ranged from 0 to 1. The whole sample was randomly shuffled, and hyperparameters were conducted by a Bayesian optimizer. The dropout rate was 0.2 and the batch size was 35, and it consisted of stratified sampling to keep the balance between the two classes. The neural network model training was performed with supervised learning using Adam Optimizer (Kingma and Ba, 2014), a backpropagation algorithm, to minimize logit loss calculated by the sigmoid cross-entropy function. The initial learning rate started at 9.36 × 10 –3 and was performed with the cosine annealing methods of a cycle of 20 epochs, and the condition for early stopping was when the logit loss of the validation set stopped improving for 10 epochs. We implemented the software in a developmental environment using Python (ver. 3.5) and TensorFlow (ver. 1.14.0) backend.



AI Prediction for LAW-Stress

We conducted a quartile analysis for LAW-stress[measured] and attempted to detect the highest quartile (Q4) LAW-stress[measured] using non-invasive parameters alone. The conventional logistic regression model for the Q4-LAW-stress[measured] was derived using a traditional statistical method. Among the variables that had statistically significant associations with LAW-stress[measured] in the univariate linear regression analysis, we selected the non-invasive parameters to predict Q4-LAW-stress using AI (Q4-LAW-stress[AI]). In the randomly selected training set, five iterations were performed to identify the consistency and robustness of the AI results. Among them, the best-performing model was selected to investigate the association between LAW-stress[AI] and rhythm outcome after AFCA in both cohort 1 and cohort 2. A summary of the study design is shown in Figure 1.



Post-ablation Management and Follow-Up

All patients visited the scheduled outpatient clinic at 1, 3, 6, and 12 months after the AFCA and every 6 months thereafter or whenever symptoms occurred. All patients underwent electrocardiography at every visit, as well as 24-h Holter recording at 3 and 6 months, then every 6 months for 2 years, annually for 2–5 years, and then biannually after 5 years, following the modified 2012 HRS/EHRA/ECAS expert consensus statement guidelines (Calkins et al., 2012). Whenever patients reported palpitations, Holter monitor or event monitor recordings were obtained and evaluated to check for recurrence of arrhythmias. AF/atrial tachycardia (AT) recurrence was defined as any episode of AF or AT lasting for at least 30 s. Any electrocardiographic documentation of AF/AT recurrence 3 months after the blanking period was diagnosed as a clinical recurrence.



Statistical Analysis

Continuous variables were expressed as the mean ± standard deviation for normally distributed variables and as the median with the interquartile range for non-normally distributed variables, and compared using the Student’s t-test and Wilcoxon rank-sum test, respectively. Categorical variables were reported as counts (percentages) and were compared using the chi-square or Fisher’s exact test. Three or more groups were compared using one-way analysis of variance, and a Bonferroni method was used to account for multiple comparisons between groups. A linear regression analysis was used to investigate the variables related to the LAW-stress[measured]. The Kaplan–Meier analysis with log-rank test was used to analyze the probability of freedom from AF/AT recurrences after AFCA. A Cox regression analysis was used to identify predictors of AF/AT recurrence after AFCA, and to estimate the hazard ratios (HRs), 95% confidence intervals (CIs), and p-values. The variables selected for the multivariate analysis were those with a p-value < 0.05 on univariate analysis. Area under the receiver operating characteristic curve (AUC) was used to investigate the predictive power of the AI model and conventional logistic regression model, and clinical outcomes were investigated with Kaplan–Meier analysis. Statistical Package for the Social Sciences version 25.0 for Windows (IBM Corporation, Armonk, NY, United States) and R software version 3.6.2 (The R Foundation for Statistical Computing, Vienna, Austria) were used for data analysis.




RESULTS


LAW-Stress[measured] Associated Factors

A total of 2223 patients were included in cohort 1 [72.8% male, 59.0 (52.0–67.0) years old, 71.3% with paroxysmal AF (PAF), Table 1] and 658 patients were included in cohort 2 [79.2% male, 57.0 (50.0–65.0) years old, 59.7% with PAF, Supplementary Table 1]. Compared to cohort 1, the patient population included in cohort 2 were younger [59.0 (52.0–67.0) vs. 57.0 (50.0–65.0) years old, p < 0.001], had higher proportion of male (72.8% vs. 79.2%, p = 0.001), non-paroxysmal AF (28.7% vs. 40.3%, p < 0.001), and lower proportion of hypertension (47.1% vs.37.1%, p < 0.001) and diabetes (14.9% vs. 8.5%, p < 0.001). We obtained LAW-stress based on LA wall thickness, peak LA pressure, and LA diameter in cohort 1; however, the data on LA wall thickness and invasive LA pressure were not available in cohort 2. As shown in Table 1, we divided cohort 1 into four groups based on the quartile values of LAW-stress[measured]. In the higher quartile LAW-stress[measured] group, the patients were older (p < 0.001), had a higher proportion of non-paroxysmal AF (p < 0.001), body mass index (BMI) (p < 0.001), and CHA2DS2-VASc score (p < 0.001), and higher prevalence of hypertension (p < 0.001), diabetes mellitus (p < 0.001), history of stroke or transient ischemic attack (p = 0.041), vascular disease (p < 0.001), or heart failure (p < 0.001). The LA volume index (p < 0.001), LVEF (p = 0.028), and E/Em (p < 0.001) were higher, and mean LA voltage (p < 0.001) was lower in the higher quartile LAW-stress[measured] group (Table 1). Procedure-related factors were compared according to the quartiles of LAW-stress[measured] in Table 2.


TABLE 1. Baseline characteristics according to the quartile value of LA wall stress in cohort 1.
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TABLE 2. Procedural characteristics and clinical rhythm outcomes according to the quartile value of LA wall stress in cohort 1.
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In the multivariate linear regression analysis, LAW-stress[measured] was independently associated with non-paroxysmal AF [β = 31.08 (21.77–40.39), p < 0.001], BMI [β = 2.91 (1.53–4.29), p < 0.001], diabetes [β = 15.36 (3.35–27.38), p = 0.012], vascular disease [β = 22.27 (8.40–36.14), p = 0.002], E/Em [β = 4.95 (3.87–6.02), p < 0.001], and mean LA voltage [β = −22.24 (−27.96 to −16.52), p < 0.001, Table 3].


TABLE 3. Linear regression analysis for the clinical variables predictive of LA wall stress (103 dyn/cm2) in cohort 1.
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LAW-Stress Prediction by the AI Model

To predict Q4-LAW-stress[measured], which is a complex parameter requiring an invasive measurement of LA pressure and LA wall thickness for the calculation, we tested the AI prediction accuracy by using common non-invasive clinical variables. Among the variables that were associated with LAW-stress[measured] in the univariate linear regression analysis (Table 3), non-paroxysmal type of AF, age, presence of hypertension, diabetes, vascular disease, and heart failure, LVEF, and E/Em were selected for the machine learning algorithm to predict the Q4 of LAW-stress[measured] in cohort 1. We excluded the invasive parameter, mean LA voltage, because cohort 2 did not have this invasive variable.

The training time required for the model was approximately 26 min to learn the eight variables from 2223 subjects and the time required to predict the Q4-LAW-stress was approximately 1.8 min. The training, validation, and test sets consisted of randomly selected samples, and all tests were repeated five times. Supplementary Table 2 shows the mean performance results for the Q4-LAW-stress[measured] predictions in the training, validation, and test sets. To determine the Q4-LAW-stress[AI] in the independent cohort 2, we applied the best-performing model from cohort 1 (AUC 0.734, sensitivity 65.3, specificity 72.1, Gini 0.470, log-loss 0.655, and mean squared error 0.256, Figure 2A). Utilizing the same non-invasive variables, the conventional statistical logistic regression model predicted Q4-LAW-stress[measured] with an AUC value of 0.687 (sensitivity 71.8, specificity 58.2, Figure 2B). When we added the invasive parameter, mean LA voltage, the conventional statistical model predicted Q4-LAW-stress[measured] with an AUC value of 0.718 (sensitivity 65.6, specificity 68.0, Figure 2C).


[image: image]

FIGURE 2. Predictive performance for Q4-LAW-stress[measured] in the AI model and conventional logistic regression models. ROC curve of the best-performing AI model (A) utilizing non-invasive parameters. ROC curve of the conventional logistic regression model utilizing the same non-invasive parameters (B) and utilizing variables including invasive parameters (C). AI, artificial intelligence; AUC, area under the receiver operating characteristic curve; Q4-LAW-stress, highest quartile value of left atrial wall stress; ROC, receiver operating characteristic.




LAW-Stress and the Rhythm Outcome After AFCA

During 26.0 (12.0–52.0) months of follow-up, AF/AT recurrence was significantly higher in the Q4-LAW-stress[measured] group (log-rank p < 0.001, Figure 3A) and Q4-LAW-stress[AI] group (log-rank p = 0.039, Figure 3B) in cohort 1. In the multivariate Cox regression analysis for clinical recurrence in cohort 1, LAW-stress[measured] [HR 2.43 (1.21–4.90), p = 0.013], non-paroxysmal AF [HR 1.61 (1.39–1.87), p < 0.001], and female sex [HR 1.20 (1.03–1.40), p = 0.023] were independently associated with clinical recurrence of AF after AFCA (Table 4). In cohort 2, the Q4-LAW-stress[AI] group consistently had worse rhythm outcome (log-rank p < 0.001, Figure 3C). In the multivariate Cox regression analysis in cohort 2, Q4-LAW-stress[AI] [HR 2.19 (1.54–3.11), p < 0.001], age [HR 0.97 (0.95–0.98), p < 0.001], AF duration [HR 1.03 (1.00–1.06), p = 0.026], and LA dimension [HR 1.05 (1.02–1.08), p = 0.001] were independently associated with clinical recurrence of AF after AFCA (Supplementary Table 3).
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FIGURE 3. Kaplan–Meier analysis of clinical recurrence of AF after AFCA according to LAW-stress. AF-free survival according to the quartile LAW-stress[measured] in cohort 1 (A). AF-free survival according to AI-estimated Q4-LAW-stress[AI] in cohort 1 (B) and cohort 2 (C). AF, atrial fibrillation; AFCA, atrial fibrillation catheter ablation; AI, artificial intelligence; LAW-stress, left atrial wall stress; Q4-LAW-stress, the highest quartile value of left atrial wall stress.



TABLE 4. Cox regression analysis for clinical recurrence of AF in cohort 1.
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In the subgroup analyses, LAW-stress[measured] was independently associated with post-AFCA recurrence, regardless of AF type, sex, BMI, or presence of vascular disease (Figure 4).


[image: image]

FIGURE 4. Subgroup analysis for rhythm outcome after AFCA according to LAW-stress[measured]. LAW-stress[measured] was independently associated with post-AFCA recurrence, regardless of AF type, sex, BMI, or associated vascular disease. BMI values were divided into two groups using a BMI of 25 kg/m2, which is the cutoff value for being overweight. The LA dimension and LA voltage were divided by the median values. AF, atrial fibrillation; AFCA, atrial fibrillation catheter ablation; BMI, body mass index; CI, confidence interval; DM, diabetes mellitus; HR, hazard ratio; LAW-stress, left atrial wall stress; PAF, paroxysmal atrial fibrillation; PeAF, persistent atrial fibrillation.





DISCUSSION


Main Findings

In the present study, we calculated LAW-stress[measured] using LA pressure, dimension, and wall thickness, and evaluated its prognostic value in patients with AF after catheter ablation. LAW-stress[measured] was independently related to non-paroxysmal AF, diabetes, vascular disease, BMI, E/Em, and low mean LA voltage. We also estimated this complicated parameter (LAW-stress[AI]) based on non-invasive common clinical variables using AI. AF recurrence was significantly higher in both the higher LAW-stress[measured] and LAW-stress[AI] groups. The high LAW-stress[AI] group consistently had worse rhythm outcomes after AFCA in the independent cohort. AI was able to predict this complex but useful prognostic parameter using non-invasive variables with moderate accuracy.



Role of LAW-Stress in the Mechanism of AF

Chronic atrial stretch causes atrial dilatation and heterogeneous changes in atrial cellular structures (Takeuchi et al., 2006). Although the association between cardiac wall tension and ventricular remodeling is well known, direct comparisons of LAW-stress and atrial remolding have been very limited (Pouleur et al., 1993; Burchfield et al., 2013). This is because the atrial structure is complex, LA pressure measurements require an invasive procedure, and there is no standard for measuring thin atrial wall thickness.

Therefore, we calculated this complex parameter, the LAW-stress[measured], by using the direct LA pressure measured during AFCA (Park et al., 2014, 2019) and CT-based mean LA wall thickness measured using customized software (AMBER, Laonmed, South Korea) (Kwon O. S. et al., 2020). LAW-stress is a comprehensive parameter that reflects not only LA size but also LA hemodynamic status and innate patient characteristics, such as regional LA wall thickness. In this study, LAW-stress[measured] had significant associations with chronic atrial remodeling and left ventricular diastolic dysfunction, such as persistent AF, low LA voltage, high BMI, and E/Em, which have been reported to be related to poor rhythm outcomes (Park et al., 2009; Kim I. S. et al., 2015; Baek et al., 2016). A recent study also indicated that LA compliance at baseline was associated with LA reverse remodeling after AFCA (Tops et al., 2011).



LAW-Stress as a Predictive Marker of AF Recurrence

Although AFCA is an effective but invasive rhythm control strategy, the long-term recurrence rate is substantial, especially in patients with longstanding persistent AF. LA size reflects the degree of remodeling or progression of AF and is known to be related to the risk of recurrence after AFCA, but some studies have reported inconsistent results (Zhuang et al., 2012; Njoku et al., 2018). This is because LA size, which is a simple anatomical index, is affected by various pathophysiological conditions, such as electrical and structural remodeling, hemodynamic conditions, or underlying pathophysiology. For example, successful rhythm control by AFCA reduces LA size remarkably, while LA hemodynamic unloading by mitral valve surgery also contributes to successful AF rhythm control (John et al., 2010; Zhuang et al., 2012; Kim et al., 2019). On the other hand, LAW-stress is a complex and comprehensive prognostic factor with a higher specificity for rhythm prognosis in consideration of innate LA wall thickness, histopathological changes, and hemodynamic burden.



Role of AI in the Prediction of High LAW-Stress

Recently, AI has been applied to cardiovascular medicine in various ways (Choi et al., 2017; Krittanawong et al., 2017). AI has been tested for diagnosing cardiac diseases, and its high prognostic predictive power in cardiac images and electrocardiograms has already been verified (Arnar et al., 2006; Betancur et al., 2018). We saw another potential for AI in that it could be useful for predicting invasive and complex parameters with a diagnostic and prognostic value by substituting them with non-invasive common variables in this study. Using AI, we predicted LAW-stress[AI], which, despite having clinical value, was otherwise complex, difficult to calculate, and included invasive parameters (Falsetti et al., 1970; Wang et al., 2011), and validated its prognostic value in an independent cohort. Further prospective studies with a large sample size are warranted.



Study Limitations

There were several limitations to this study. First, as the left atrium is not an exact sphere, the Law of Laplace may not be definitely suited for LAW-stress. To calculate the global LAW-stress, we assumed that there were no regional differences of wall thickness in the left atrium. Second, although we waited for LA pressure stabilization at least for 3 min in each patient (Park et al., 2014, 2019; Kim T. H. et al., 2015; Pak et al., 2021), the mechanical stunning of the LA after cardioversion may affect the LA pressure. Third, although the results were validated with other datasets, this study was mainly performed using single center data. Therefore, generalization of the results should be considered with circumspection. Fourth, the number of patients may not be sufficient for developing an AI model. To reduce this limitation, we selected training and validation sets five times randomly from our cohort data. Fifth, since the cohort 2 database did not have data on LA pressure and LA wall thickness, validation of the AI model for LAW-stress was performed indirectly by predicting the rhythm outcome of the estimated LAW-stress groups. In addition, due to the different time of enrollment and follow-up duration between the development and independent cohorts, differences in catheter type, ablation lesion set, and AF recurrence between the two cohorts should be considered. However, there were previous AI-related studies analyzing results with data that have a time discrepancy of enrollment in training cohort and validation cohort (Feeny et al., 2020; Firouznia et al., 2021).




CONCLUSION

A higher LAW-stress was associated with poorer rhythm outcomes after AFCA, and AI was able to predict this complex but useful prognostic parameter using non-invasive parameters with moderate accuracy.
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In the context of cardiac electrophysiology, we propose a novel computational approach to highlight and explain the long-debated mechanisms behind atrial fibrillation (AF) and to reliably numerically predict its induction and sustainment. A key role is played, in this respect, by a new way of setting a parametrization of electrophysiological mathematical models based on conduction velocities; these latter are estimated from high-density mapping data, which provide a detailed characterization of patients' electrophysiological substrate during sinus rhythm. We integrate numerically approximated conduction velocities into a mathematical model consisting of a coupled system of partial and ordinary differential equations, formed by the monodomain equation and the Courtemanche-Ramirez-Nattel model. Our new model parametrization is then adopted to predict the formation and self-sustainment of localized reentries characterizing atrial fibrillation, by numerically simulating the onset of ectopic beats from the pulmonary veins. We investigate the paroxysmal and the persistent form of AF starting from electro-anatomical maps of two patients. The model's response to stimulation shows how substrate characteristics play a key role in inducing and sustaining these arrhythmias. Localized reentries are less frequent and less stable in case of paroxysmal AF, while they tend to anchor themselves in areas affected by severe slow conduction in case of persistent AF.
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1. INTRODUCTION

Atrial fibrillation (AF) is the most prevalent cardiac arrhythmia worldwide, with elevated morbidity and mortality risks associated (see e.g., Kannel et al., 1998; Chugh et al., 2014). It is characterized by sequential irregular electrical activations, leading to ineffective atrial contraction. Despite substantial research efforts, the mechanisms underlying AF are not yet completely understood. Different theories have been proposed along the last decades to explain initiation, maintenance and progression of AF over time, such as the wavelet theory (Moe, 1962), the focal atrial activities (Jaïs et al., 1997), the driver domains (Haissaguerre et al., 2014) or the ganglia and autonomic system (Chen and Tan, 2007), just to mention a few.

AF classification is based on event duration and spontaneous termination, as reported in the 2020 ESC Guidelines in Hindricks et al. (2020). In particular, paroxysmal AF (PAF) is defined as an episode that terminates either spontaneously or with cardioversion within 7 days of onset, while persistent AF (PsAF) is referred to an episode that is continuously sustained beyond 7 days. The clinical factors behind the distinction between these two AF forms are not fully understood yet. In paroxysmal AF, the role of specific triggers localized in the pulmonary veins has been universally recognized starting from the work of Haissaguerre et al. (1998). However, a debate is ongoing about the characterization of the electrical and structural substrate responsible for the different duration and spontaneous termination of AF forms, as well as on the key factors behind the transition from PAF to PsAF. The transition has been often associated with the progression of left atrium (LA) remodeling, either anatomical or electrical, leading to a greater probability of AF recurrence; evidences in this direction have been shown, e.g., in Tieleman et al. (1998); Lu et al. (2008); Nattel et al. (2014).

Electrophysiological studies (EPSs), combined with radiofrequency catheter ablation, nowadays provide a well-established procedure to treat AF patients. In this respect, an EPS provides a detailed characterization of the electrophysiological properties of the LA, unvealing possible targets of ablation, such as complex fractionated atrial electrograms, low-voltage and slow conducting areas, and pivot points (see e.g. Cheniti et al., 2018). Structural defects of the atria, in the form of fibrosis, can be also identified using medical imaging (see Marrouche et al., 2014). Areas of patchy fibrosis retrieved from late-gadolinium enhanced magnetic resonance imaging (LGE MRI) have been associated with arrhythmic activity. However, functional properties, which are strictly related to the electrical remodeling, cannot be investigated by means of LGE MRI, thus removing a fundamental element to understand the mechanisms of AF.

In recent years, the use of computational models, parameterized with data extracted from medical imaging, has been proposed to balance the aforementioned lack of information. These computational studies exploit the numerical simulation of electrophysiology mathematical models, which consist of a coupled system of partial and ordinary differential equations, such as the modomain equation to describe the transmembrane potential and the so-called ionic models for the description of ionic species dynamics (see e.g., Franzone et al., 2014; Quarteroni et al., 2019). In these computational studies, patient-specific MRI-based atrial models were employed to analyze the stabilization of localized reentries in fibrotic areas (see e.g., McDowell et al., 2015; Zahid et al., 2016; Boyle et al., 2018; Cochet et al., 2018; Roy et al., 2020), which are then marked as possible patient-specific ablation targets (Boyle et al., 2019). However, mathematical models of LA electrophysiology need to be complemented by several additional patient-specific and spatially heterogeneous data, namely parameters and functional data, such as the conductivity tensor, the fiber orientation, and the ionic channel coefficients.

As from imaging data it is only possible to calibrate few parameters or infer a limited amount of patient-specific information, this leaves several other crucial ones as incomplete or totally undetermined. In these cases, as the calibration process would reveal to be ineffective, it is customary to select parameters from the literature or to make simplifying assumptions; however, the overall computational pipeline might yield numerical results that prove to be ineffective in order to shed light on the real patient-specific AF mechanisms, despite the reliability of the aforementioned physics-based models.

In this study, we propose a novel model parametrization based on conduction velocities, estimated from invasive high-density catheter mapping data, to numerically simulate both paroxysmal and persistent AF induction and sustainment in the LA. Specifically, our LA electrophysiology mathematical model couples the monodomain equation with the Courtemanche-Ramirez-Nattel (CRN) ionic model, which is particularly suitable for the human LA (see Courtemanche et al., 1998). A pipeline for the integration of invasive mapping data was firstly presented in Corrado et al. (2018) and validated against controlled-paced rhythms. Recently, in Lim et al. (2020) a new parametrization based on bipolar voltage maps was proposed and patient-specific AF simulations were used to identify targets of ablation. However, bipolar voltage measurements are extremely sensitive to the position of the two electrodes, and the definition of the optimal cutoff values among scarring tissue, border zone, and healthy tissue (see e.g., Kapa et al., 2014) is still subject to discussion. The development of a model parametrization driven by conduction velocities might provide a more detailed description of both structural and electrical remodeling, which might ultimately help to identify localized reentries' mechanisms. In this work, we consider patient-specificic mapping data coming from one paroxysmal and one persistent case, respectively, to compare their localized reentries' pattern. Furthermore, the model encodes the effects of electrical remodeling in fibrotic regions. This is achieved by modifying the ionic coefficients associated to the transient outward current, the ultrarapid delayed rectifier current and the L-type calcium current in areas of slow-conduction. Finally, to include all the basic factors promoting AF, we consider the presence of a high-frequency trigger from one of the pulmonary veins. The numerical simulations, performed once the mathematical model has been discretized with respect to both space and time, allow to study localized reentries' formation, their sustainment and their relationship with the substrate characteristics. Compared to the previously mentioned MRI-based atrial models, the proposed new model parametrization relying on conduction velocity data is able to capture the dynamics of a wandering rotor along mild slow conduction areas, which are usually not captured when using models based on macro-regions with homogeneous electrical properties. Consistently, the model parametrization manages to simulate the formation of anchor points in areas affected by severe fibrosis, but also to distinguish between functional lines of block in areas with high heterogeneity and stable anchor points. These findings might further improve the identification of possible patient-specific ablation targets from numerical simulations, as currently done by Boyle et al. (2019) and Lim et al. (2020).

The paper is organized as follows. In section 2, we summarize the basic factors promoting atrial fibrillation. In section 3, we present the mathematical model we use to simulate cardiac electrophysiology. In section 4, we discuss the pipeline for the approximation of conduction velocities starting from invasive mapping data. Finally, in section 5 we integrate the conduction velocity data into the mathematical model, by designing a new model parametrization that takes into account all the basic factors promoting AF. A presentation of the obtained numerical results, together with, a brief description of the computational setting, and a numerical comparison between a paroxysmal and a persistent case, are reported in section 6, followed by the Limitations of the study and our Conclusions.



2. FACTORS PROMOTING AF

AF results from a series of functional and structural factors, generating the substrate for localized reentrant circuits induction and sustainment. In these circuits, the electrical activation is characterized by: (i) a rotation of the wavefront around a structural obstacle, under the form of either a fixed anchoring point or a line of block, arising in patchy fibrotic tissue; (ii) a center of rotation (rotor) that travels along functional lines of block.

Following the scheme proposed in Schotten et al. (2011) (revised in Figure 1) and in Nattel et al. (2008), the basic factors promoting AF are the following ones:

1. trigger activity, which leads to the AF initiation through ectopic beats, that are mainly originated in pulmonary veins, as shown in Haissaguerre et al. (1998);

2. electrical remodeling, that includes shortening of the effective refractory period (ERP) and of the action potential duration (APD), which is also associated with the increase of the stimulation rate (rate adaptation). Electrical remodeling has been directly associated in Courtemanche et al. (1999) to changes in specific ionic currents, such as transient outward potassium current, L-type Calcium current and ultrarapid delayed rectifier current;

3. structural remodeling, characterized by defects induced by the formation of fibrosis and resulting in enhanced conduction heterogeneity in the tissue (conduction velocities are in the range [0−200] cm/s);

4. hemodynamics and mechanics dysfunction, firstly driven by the decrease of the atria contractility properties, yielding a decrease of the atria compliance, too.


[image: Figure 1]
FIGURE 1. Overview of AF mechanisms generated by the interplay between functional (electrical remodeling and triggering) and structural factors (structural remodeling generated by the hemodynamics and mechanics dysfunction). We refer to Schotten et al. (2011) for the details of those mechanisms.


The continuous interactions among the former four factors might explain AF progression from paroxysmal, to persistent, and finally to permanent. The initial, but unsustained episodes might accelerate the electrical remodeling and the worsening of the structural remodeling, generated by altered strains in the myocardium.



3. MATHEMATICAL MODEL

The propagation of the electrical signal in the cardiac tissue is a multiscale process linking the microscale (ion channels dynamics) to the macroscale (atria tissue conductivity). In pathological conditions, this process across the scales is made even more complex by the strong heterogeneity of the tissue, due to the presence of fibrotic regions and electrical remodeling. A mathematical model that is able to describe the AF mechanisms should encode all this information.

With this in mind, we adopt the monodomain equation (Potse et al., 2006; Franzone et al., 2014), a time-dependent nonlinear diffusion-reaction partial differential equation (PDE) that describes the transmembrane potential dynamics at the tissue level, coupled with the CRN ionic model introduced in Courtemanche et al. (1998), which characterizes the dynamics of the ionic species concentrations and the ionic channels at the cellular level, modeling the behavior of the single cardiomyocyte of the atria.

The coupled electrophysiological model reads as follows:

[image: image]

where u represents the normalized transmembrane potential, t is the time variable, vectors w = {w1, w2, ..., wk} and c = {c1, c2, ..., cm} define k = 15 gating variables and m = 5 concentrations of specific ionic species (such as Ca2+, Na+ and K+), respectively. Here, [image: image] is the fixed computational domain (left atria, simplified to a thin layer of tissue), with outward unit normal n to the boundary ∂Ω. Physical coefficients, such as the total membrane capacitance Cm and the area of cell membrane per tissue volume χ, complete the monodomain model, together with the diffusivity tensor

[image: image]

The tensor D = D(x) encapsulates the fibers-sheets-crossfibers structure expressed by the vector fields f0, s0 and n0, respectively. This architecture, revealed by using submillimeter diffusion tensor magnetic resonance imaging in Pashakhanloo et al. (2016), encodes the structural contributions to atrial activation pattern: the conductivities σl, σt and σn regulate the anisotropy in the signal propagation along the directions f0, s0 and n0, as shown in Roberts et al. (1979) and Zhao et al. (2012). [image: image] is an external applied current, which can model the complex physiological activation (from the sinoatrial node to the fast conduction system of the Banchmann's bundle) or any arbitrary pacing sequence. Finally, the ionic current [image: image] is the nonlinear reaction terms coupling the cellular scale (micro) to the tissue one (macro). A Neumann boundary condition is applied all over the boundary, under the simplifying assumption of electrically isolated domain, as done, e.g., in Potse et al. (2006).

To solve system (1) we need to discretize it both in space and in time. We consider a fine hexaedral partition [image: image] of the LA volume Ω0 in hexahedra. Here, the subscript h refers to the average size of the hexahedra in the computational mesh. We apply the Galerkin-Finite Element (FE) method, over the finite dimensional space Xh ⊂ X(Ω0), to numerically discretize the monodomain problem (1) in space. For the time discretization, we introduce the discrete times tn = nΔt, n = 0, …, Nt−1, which partition the time interval (0, T) in Nt evenly spaced subintervals of length Δt and we adopt Backward Difference Formulae (BDF) scheme, introduced in Curtiss and Hirschfelder (1952). Finally, for the treatment of the nonlinear term and the ionic model, we adopt a segregated approach in which the ionic model advances in time first, in each node of the mesh, and then the updated values of both gating and concentration variables are used for the time advancement of the transmembrane potential in the monodomain model, as shown in Pagani et al. (2018). We refer the interested reader to Colli Franzone and Pavarino (2004), Colli Franzone et al. (2005), Potse et al. (2006), and Quarteroni et al. (2019) for the details of the numerical approximation.

In this setting, the discretized ionic model yields a system of ODEs, which indirectly depends on the space variable through the transmembrane potential at each time step. By denoting with [image: image], [image: image], and [image: image] the transmembrane potential, the gating variables and the ionic concentrations approximated by the FE method at time tn, respectively, the fully-discrete formulation of the ionic model can be written as follows:

[image: image]

The fully-discretized formulation of the Monodomain equation reads as: for n = 0, ..., Nt−1, find [image: image] such that:

[image: image]

Here, the matrices and vectors arising from the FE discretization are denoted by M (mass matrix), A (stiffness matrix), Iion (discretized ionic current term) and Iapp (discretized applied current term). The vectors [image: image], [image: image], [image: image], [image: image], [image: image], [image: image] are extrapolations of the same order of the selected BDF scheme. There are several strategies in literature for the treatment of the nonlinear term [image: image]. Here, we adopt the so-called single variable interpolation (SVI) approach (see e.g., Pathmanathan et al., 2011, 2012; Krishnamoorthi et al., 2013).

For all the numerical simulations we consider a BDF approximation of order 3 as time advancing scheme, and linear Finite Element for space discretization. We refer the interested reader to Quarteroni et al. (2010).



4. ESTIMATION OF THE CONDUCTION VELOCITY

Electroanatomical maps acquired during an EPS reveal the presence of areas of low voltage and slow conduction, which can be directly associated with fibrotic tissue. An automatic and detailed characterization of these areas can be achieved by a numerical approximation of the conduction velocity (CV) vector field from activation maps acquired during sinus rhythm (SR). The CV vector field depicts the magnitude and the direction of wavefront propagation, quantifying the heterogeneity in the cardiac tissue conduction properties. In this work, we aim at integrating this source of information into model (1) to study potential mechanisms for localized reentries' induction and sustainment through numerical simulations. Several methods have been proposed for CV estimation, such as triangulation techniques, finite difference techniques or polynomial surface fitting (for a complete review see Cantwell et al., 2015). In this work, we follow the last approach by adapting the pipeline for the numerical approximation of CV, which was developed in Frontera et al. (2020) for the left ventricle and designed starting from the work of Dallet et al. (2018) and Roney et al. (2019b).

For each patient, the CV vector approximation at each point of the map is obtained with a least-squares approach based on activation times acquired on a local patch (1 cm x 1 cm) of the map (see Figure 2). First, we build a local tangential plane, onto which we project the neighboring points belonging to the patch. Then, we compute the coefficients of a polynomial of degree two with a least-square approximation based on local activations and projected anatomical data. Finally, we compute the spatial gradient of the polynomial approximation, which is then projected back onto the LA map to reconstruct the three-dimensional CV vector. We consider CVs in the range [0,200] cm/s for the construction of the model parametrization.


[image: Figure 2]
FIGURE 2. CV vector approximation procedure based on a least-squares approach.


In this work we start from two SR activation maps of the LA, acquired by the Arrhythmia Unit at San Raffaele Hospital, of a paroxysmal and a persistent patient, respectively. High-density electroanatomical maps were performed using Rhythmia (Boston Scientific) 3D mapping system and the Orion™ mapping catheter, which have an interelectrode spacing of 2.5 mm, acquiring more than 5, 000 signals on the atrial surface.

Should detailed LGE images be available, an approximation of conduction velocities could be also derived from pixel intensity, as recently proposed in Jang et al. (2019) and Aronis et al. (2020) for the ventricles. This procedure, however, aims at capturing differences in tissue conduction properties, rather than recovering the patient's actual conduction velocity. The possibility of integrating this source of information with activation time data would improve the accuracy of conduction velocity estimates, as well as the integration of additional data on the position and the shape of the mapping catheter (see e.g., Verma et al., 2018). We remark that our model parameterization, presented in the next section, can take advantage of any conduction velocity estimation technique, starting from the most adopted ones reviewed in Cantwell et al. (2015), up to new techniques, such as the streamline-based method of Good et al. (2020), the two-stage technique based on the depolarization pattern reconstruction shown in Nagel et al. (2019), the back-propagation parameter estimation procedure proposed in Pheiffer et al. (2017), or physics-informed neural networks applied to cardiac activation mapping in Sahli Costabal et al. (2020).



5. INTEGRATING DATA INTO THE MODEL

To numerically simulate AF, we define a new model parametrization that includes the basic factors reviewed in section 2: trigger activity, electrical remodeling and structural substrate characterization. In this section we show how we, respectively parametrize the applied current, some coefficients of the ionic model, governing the conduction and refractory properties, and the heterogeneous diffusivity tensor. This new model parametrization is based on conduction velocity data, whose approximation from patient's activation maps is discussed in section 4.

The applied current [image: image] is parametrized to describe both the physiological activation sequence of the LA and the trigger activity from the pulmonary veins. We directly encode the complex and yet not well understood mechanism behind trigger activity in this term, which enables to artificially mimic afterdepolarizations that follow the upstroke of an action potential, whether these are early afterdepolarizations (EADs) or delayed afterdepolarizations (DADs). We also do not model the autonomic nerve activity, which can be one of the mechanisms behind the trigger activity, as shown in Chen and Tan (2007).

For the physiological baseline activation, we employ three impulses placed at spheres [image: image] of radius rp and centered at points xp, p = 1, 2, 3, with a prescribed frequency fapp and duration tapp

[image: image]

Here, xp are approximatively located in correspondence of the main inter-atrial connections: the Bachmann's Bundle (BB), the upper part of the Fossa Ovalis (FO) and the Coronary Sinus Musculature limbs (CSM) (for a detailed characterization, see Sakamoto et al., 2005). The impulses located in the FO and the CMS are delayed, with respect to the BB impulse, by 10 and 20 ms, respectively (see e.g., Piersanti et al., 2020).

For the trigger activity, we superimpose to the baseline activation a cubic-shaped impulse of length lp, centered at a point xt, with a given high frequency [image: image] and duration [image: image], under the form

[image: image]

Here, xt is located in the lumen of one of the pulmonary veins, as measured in Haissaguerre et al. (1998). This modeling choice aims at reproducing a spontaneous induction phenomenon and neither the clinical one obtained through a stimulation protocol nor the artificial numerical one obtained by the superimposition of a planar wave. To encode in the model the local CV changes characterizing the diseased electrical substrate, we consider a diffusivity tensor under the form (2), where σl(x), σt(x) and σn(x) are heterogeneous over Ω0 and parametrized following the approach presented in Costa et al. (2013). In particular, we model the electric conductivity coefficient along fibers using the following law:

[image: image]

where Cl is a suitable constant depending on the characteristic mesh size h of the FE mesh and CV(x) denotes the norm of the conduction velocity vector. In order to maintain the anisotropy ratio, we model

[image: image]

where a threshold of 0.4 m/s has been considered for the transversal CV, based on the measurements reported in Ferrer et al. (2015). In this way, it is possible to describe in a continuous manner the structural tissue modifications covering all the scales among dense fibrosis and non-fibrotic tissue areas: this allows to capture not only the border zone variability, but also the natural one of the non-fibrotic tissue. Unlike other studies that have distinguished into fixed macro-regions, our strategy might better highlight the role of heterogeneity both during sinus rhythm and AF.

Regarding the effect of electrical remodeling on the ionic channels, we choose to modify the ionic properties in regions characterized by slow conductions. In particular, we consider reductions in transient outward current (Ito), ultrarapid delayed rectifier current (IKur) and L-type calcium current (ICaL), as derived from experimental measures in Courtemanche et al. (1999). With respect to the formulation reported in Courtemanche et al. (1998), we model the maximal conductances gto, gCaL and gKur (expressed in nanosiemens per picofarad) as heterogeneous coefficients, defined by the following laws:

[image: image]

where, [image: image], [image: image] and [image: image] are the homogeneous maximal conductances defined in Courtemanche et al. (1998). ICV(x) is a continuous function based on the values of the conduction velocity CV going from the non-fibrotic tissue (ICV(x) = 1 for all x with CV(x) ≥ 1.25 m/s) to the fibrotic area (ICV(x) = 0 for all x with CV(x) ≤ 0.25 m/s). We consider ICV(x) = CV(x)−0.25 for all x with 0.25 m/s ≤ CV(x) ≤ 1.25 m/s.



6. NUMERICAL SIMULATIONS

In this section, we report the numerical results obtained starting from two different CV maps, which are computed from a paroxysmal and a persistent activation map, respectively. The study was divided into a first phase of code validation, followed by the simulation of atrial fibrillation scenarios. In this second phase, we varied the trigger activity location (left superior pulmonary vein and right superior pulmonary vein) and we modified both the electrical and conduction properties to describe the progression of AF remodeling.

Numerical simulations have been performed on the iHEART cluster (Lenovo SR950 8x24-Core Intel Xeon Platinum 8160, 2100 MHz and 1.7TB RAM) at MOX-Department of Mathematics, Politecnico di Milano. The numerical methods presented in this paper have been implemented in lifeX1, a high-performance C++ library developed within the iHEART project2 and based on the deal.II Finite Element core (see Arndt et al., 2020a,b).


6.1. Feeding the Model With Patient-Specific Data

We generated a reference LA geometry by extruding the endocardial surface of the LA given by the Zygote solid 3D heart model Zygote Media Group Inc. (2014). Then, we generate three 3D tagged hexahedral meshes [image: image] of the computational domain. The refined meshes were obtained by recursively splitting each hexahedral element in eight elements (main features of the computational meshes are reported in Figure 3).


[image: Figure 3]
FIGURE 3. Hexahedral meshes with different levels of refinement. The geometry was obtained from Zygote solid 3D heart model (Zygote Media Group Inc., 2014).


Then, we applied the atrial Laplace Dirichlet rule based method (LDRBM) developed by Piersanti et al. (2020) to mathematically reconstruct the distribution of myocardial fibers, which direct the electric potential propagation in the cardiac tissue. For the diffusivity tensor, we consider two configurations:

1. [image: image] and [image: image] to approximatevely mimic the patient-specific behavior (coefficients were tuned on a simplified geometry by Piersanti et al. (2020) to numerically match the conduction velocities);

2. [image: image] and [image: image] to reproduce a condition of increased slow conduction with respect to the given parametrization, which potentially represents the progression of the disease.

Regarding the parametrization of the diffusivity tensor and of the ionic properties, we consider two CV(x) fields based on clinical data of two AF patients, classified as paroxysmal and persistent, respectively. Each CV field is approximated, following the procedure described in section 4, from the activation map in SR acquired by the Arrhythmia Unit at San Raffaele Hospital. After manually aligning the maps and the Zygote geometry, we project the numerically approximated conduction velocities onto the Zygote mesh using nearest-neighbor interpolation. This pipeline is reported in Figure 4. The final heterogeneous coefficients CV(x) for both cases, along with LDRBM fibers distribution, are reported in Figure 5.


[image: Figure 4]
FIGURE 4. Feeding the model with data: numerical approximation of CV field from patient activation map and its projection onto the computational geometry.



[image: Figure 5]
FIGURE 5. LDRBM fibers distribution and projected CV field for the two patients considered in this work.


The projection of the CV data onto the Zygote geometry might introduce a non-negligible geometrical error, limiting the ability of the model in reproducing the patient-specific behavior. However, we expect that this approximation has a non-significant impact on the model's ability to reproduce the mechanisms of atrial fibrillation, as the result of the functional and structural factors described in section 2.

The mapping of CV data onto the reference geometry can be performed also using an alternative projection strategy, based on the universal atrial coordinates, developed in Roney et al. (2019a).



6.2. Sinus Rhythm Activation

For numerically simulating sinus rhythm activation, we employ three spherical impulses of radius rp = 6 mm, an amplitude of 200s−1 and a duration tapp = 5 ms.

In the spirit of calculation verification (see Viceconti et al., 2020), we assess the accuracy of the discretization scheme in approximating the activation pattern. Specifically, we compare the activation times resulting from the post-processing of the numerical solutions related to different choices of (h, Δt), with h = {0.65, 0.33, 0.17}mm and Δt = {0.1, 0.05, 0.025} ms. Here, the unipolar activation map (AT) at each point x of the computational mesh is computed as the time of maximum variation of the transmembrane potential approximation, i.e.,

[image: image]

where [image: image] stands as the approximation of the transmembrane potential u(withouth) at point x and time tn+1. To compare the numerical results, we compute the relative error with respect to the activation map computed using h3 = 0.17mm and Δt3 = 0.025ms, that is:

[image: image]

where the norm 1 is defined as follows:

[image: image]

The mesh with 1-level refinement, with an average diameter h ≈ 0.33 mm, captures all the space scales of the electrophysiological problem in both cases, with a relative error of 0.016 with respect to the mesh with 2-levels refinements (see Table 1). Activation maps reported in Figure 6 are not distinguishable in norm 1. This motivates the use of a discretization with (h, Δt) = (0.33 mm, 0.05 ms) for all the numerical simulations presented in the following sections.


Table 1. Relative error err(h, Δt) in approximating the activation time for different choices of (h, Δt).

[image: Table 1]


[image: Figure 6]
FIGURE 6. Comparison of activation maps numerically approximated using different space and time discretizations.




6.3. Persistent AF

In these numerical simulations, we adopt the CV field obtained by projecting the persistent patient conduction velocity map onto the Zygote geometry (see Figure 5, bottom-right). We consider T = 6 s as final time of all the simulations reported in this section.

For the baseline activation, we employ three spherical impulses of radius rp = 6 mm, an amplitude of 200 s−1 and a duration tapp = 5 ms, with a baseline frequency of 1.82 Hz (which corresponds to 109 bpm in physiological conditions). We superimpose a trigger activity, which is either located in the left superior pulmonary vein or in the right superior pulmonary vein (see Figure 5, left), modeled as one cubic impulse of length rp = 6 mm, with an amplitude of 200 s−1 and a duration tapp = 5 ms and a high frequency of 8.26 Hz, which is derived from clinical measurements.

In all the simulations, the high-frequency trigger activity becomes preponderant with respect to the low-frequency baseline activity. However, the interplay between the continuous triggering from one of the pulmonary vein and the baseline activation generates instabilities that lead to the formation of localized reentries. As the triggering point changes, the induction of the phenomenon always occurs within a few seconds from the start of the simulation. The instabilities then propagate along the tissue forming localized reentrant circuits (see Figure 7).


[image: Figure 7]
FIGURE 7. Persistent AF: examples of two localized reentries with different anchoring sites. An anchor point, located in an area of severe slow conduction, allows rotor's stabilization (top). Tissue heterogeneity, instead, force the rotor to travel along a functional line of block (bottom) .


Numerical simulations confirm that, in persistent AF, localized reentries can be anchored to areas of severe slow conduction, which are a distinctive feature of this group of patients. In Figure 7, we observe the formation of anchor sites, under either the form of points (top) or functional lines of block (bottom), around which the wavefront rotates. The shape of these anchor sites can be directly related to the properties of both the substrate and the ionic species, subject to electrical remodeling (see Figure 8). In the case of localized reentries that take place around functional lines of block, the rotor is not anchored to a point but travels along this line. The formation of these lines occurs in areas of heterogeneous tissue, where the wavefront meets its tail, forcing the rotor to travel along this functional block. The length of these lines is naturally linked to the conductive and refractory properties of the tissue: areas with physiological conduction velocities have a longer APD duration, which increases the probability of forming head-to-tail interactions, thus forcing a lengthening of the line. On the contrary, in areas of severe slow conduction, the rotor tends to stabilize thanks to the combination of two effects: the wavefront slowly travels the circuit and the shorter APD decreases the possibility of head-tail interaction, due to the local changes in the ionic properties.


[image: Figure 8]
FIGURE 8. Role of the electrical and structural remodeling in the formation of localized reentries. The formation of functional lines of block occurs in areas of heterogeneous tissue, where the wavefront is likely to meet its tail due to conduction and APD heterogeneity. In areas of severe slow conduction, the rotor stabilize thanks to the low wavefront's speed and the short APD.


We now consider the case with [image: image] and [image: image] to reproduce a condition of increased slow conduction with respect to the previous results. In addition, we also introduce an increased electrical remodeling in areas of slow conduction, encoded by the following modifications of the ionic currents parametrization: ICV(x) = (CV(x)−0.5)/0.75 for 0.5 m/s ≤ CV(x) ≤ 1.25 m/s is a continuous function linking the non-fibrotic tissue ( ICV(x) = 1 for all x with CV(x) ≥ 1.25 m/s) to the fibrotic area (ICV(x) = 0 for all x with CV(x) ≤ 0.5 m/s).

Also in these simulations, the induction of localized reentrant circuits occurs within a few seconds from the beginning of the simulation. Compared to the previous case, we observe an increase of anchor points, which are also more stable than the previous ones. That is, the signal rotates around these points for a longer period of time, and the arrival of other wavefronts is less likely to interrupt the reentrant circuit. Numerical results in Figure 9 show how the unstable circuits that travel along functional lines of block (top), rapidly stabilized in anchor points in an area of severe slow conduction (Figure 9, bottom).


[image: Figure 9]
FIGURE 9. Anchor points stabilization in area of severe slow conduction and enhanced electrical remodeling.


In Figure 10 we display the anchor areas that arise during the numerical simulations. We compare the triggering activity from the left or right pulmonary vein (right column and left column, respectively) and a condition of increased slow conduction and more severe electrical remodeling with respect to the starting one (second row vs. first row). As pointed out previously, anchor points are clustered in areas of severe slow conduction, while functional lines of block form in areas with heterogeneity in conduction. The progression of the disease, with increased slow conduction and more severe electrical remodeling, generates more anchor points with respect to the previous case, which might be the drivers preserving the persistence of the AF event.


[image: Figure 10]
FIGURE 10. Position of localized reentry anchor points or functional lines of block in the analyzed cases generated from the CV field of the persistent patient. The progression of the disease (bottom) generates more anchor points, which sustain the localized reentries.


Our results show that in a patient suffering from persistent fibrillation, the triggering is responsible for the induction of several localized reentrant circuits, however their sustainment might be motivated by the stabilization of localized reentry in anchor points. This result seems to be able to explain the mechanism behind the persistence of the phenomenon.



6.4. Paroxysmal AF

In these simulations, we adopt the CV field obtained by projecting the paroxysmal patient conduction velocity map onto the Zygote geometry (see Figure 5, top-right). We consider T = 10 s as final time of all the simulations reported in this Section.

Regarding the activation sequence, we used the same parameters of the previous test case, with the exception of the radius of the baseline activation increased to rp = 7 mm. The main differences in the parametrization are due to the different CV field, which affects the diffusivity tensor, expression of a different electrical substrate, and the electric remodeling areas. Here, the mean conduction velocity is approximatively 40 cm/s higher than the previous case (with a comparable standand deviation).

Also in this case, the high-frequency trigger activity becomes preponderant with respect to the low-frequency baseline activity. The interplay between the continuous triggering from one of the pulmonary vein and the baseline activation generates instabilities that lead to the formation of localized reentries. However, the induction of localized reentries occurs less frequently than in the previous case, and very often instabilities create reentries that terminate quickly due to head-tail interactions, as shown in Figure 11.


[image: Figure 11]
FIGURE 11. Non sustained localized reentry in paroxysmal AF.


The mechanisms of induction of localized reentries can be explained using the pinwheel experiment proposed by Winfree and reviewed in Karma (2013). This experiment is based on the interplay between a first propagating wavefront generated by a first stimulus (S1) and a second stimulus (S2). The time interval between the two stimuli (S1–S2), the dimension of the second stimulus, the refractory properties of the tissue and the conduction speed of the tissue are factors that contribute to the so-called vulnerable window. If S2 is delivered in this window, it creates an instability with refractory tissue, resulting in one or two rotors that might form a reentrant circuits (see Figure 12, right). If the S2 is delivered outside the vulnerable window, there are two possible scenarios: early stimulus, which means that S2 is applied when the tissue is not re-excitable yet (see Figure 12, left); late stimulus, which results in a single extra beat without localized reentries formation (see Figure 12, center). In this paroxysmal case, the higher conduction speed significantly reduces the vulnerabile window, thus lowering the probability of reentry formation. On the contrary, in a condition of reduced conduction speed, such as the persistent one, the vulnerable window widens. This also corresponds to a condition of fewer head-tail interactions, in which the sustaining of localize reentry is more likely, as we have observed from the previous results.


[image: Figure 12]
FIGURE 12. Effect of a stimulus delivered before (left), after (center) or in the vulnerable window (right). Only in the latter case, the instability creates rotors that might form reentrant circuits.


We now consider the case with [image: image] and [image: image] to reproduce a condition of increased slow conduction with respect to previous results. In addition, we also introduce an increased electrical remodeling in areas of slow conduction, encoded by the following modifications of the ionic currents parametrization: the values of ICV(x)(CV(x)−0.5)/0.75 for 0.5 m/s ≤ CV(x) ≤ 1.25 m/s range from the non-fibrotic tissue (ICV(x) = 1 for all x with CV(x) ≥ 1.25 m/s) to the fibrotic area (ICV(x) = 0 for all x with CV(x) ≤ 0.5 m/s). Only in this configuration, when the trigger is in the left pulmonary vein, we observe the formation of unstable localized reentries sustained for a few seconds (partially represented in Figures 13, 14).


[image: Figure 13]
FIGURE 13. Rotors position in unstable localized reentry in paroxysmal AF.



[image: Figure 14]
FIGURE 14. Rotors position in unstable localized reentry in paroxysmal AF. The reentry is interrupted by head-tail interaction.


Numerical simulations show that in paroxysmal AF localized reentries cannot anchor to areas of severe slow conduction, which are absent in this group of patients. In Figure 13, we observe the dynamics of a wandering rotor along mild slow conduction areas. The movement of the rotor is dictated by head-tail interactions that occur along the functional line of block. In this case, the higher conduction velocity causes the signal to reach its tail and, being unable to continue along the same reentrant circuit, it deviates by moving its rotor along the tissue. The absence of areas of severe slow conduction prevent the anchoring of the rotor, by making the wavefront dynamics unstable and therefore more likely to be interrupted (see Figure 14).




7. LIMITATIONS OF THE STUDY

MRI-based models have been adopted for exploring the link among localized reentry locations and fibrosis distribution. Starting from this correlation, Boyle et al. (2019) developed a new ablation strategy, targeting regions with a high probability of reentry anchoring. However, it is not possible to deduce the electrophysiological properties of a patient from the imaging alone, even if relationships between variations in speed and pixel intensity have recently been shown in Aronis et al. (2020). This approach, although able to identify the structural causes of AF, could limit the model in reproducing the so-called functional causes, i.e. those resulting from the dynamics of the transmembrane potential. Such functional causes modify the localized reentry locations, as shown in the AF persistent case in Deng et al. (2017), potentially compromising the ablation target identification based exclusively on structural data, especially at the early stages of AF. For this reason, we consider an approach based on direct measurements of the electrophysiological properties from electroanatomical mapping, as also done in Corrado et al. (2018) and Lim et al. (2020). In this way, we encode in the model patient-specific AF factors such as electrophysiological heterogeneity (together with structural heterogeneity, consistently).

Following Courtemanche et al. (1999), we consider a minimal remodeling of the ionic currents in slow conduction areas involving Ito, IKur and ICaL. Nevertheless, cellular remodeling in human hearts affected by AF results in modifications of additional ionic currents, such as the inward rectifier potassium current (IK1) and the sodium current (INa), as reported in Bosch et al. (1999), Workman et al. (2001), and Zahid et al. (2016), which may contribute to the functional modifications of localized reentries.

Since we worked with mapping data acquired on the endocardium, we do not take into account parameters such as atrial wall thickness heterogeneities, which can lead to dissociation among layers in the atrial wall, as reported in Gharaviri et al. (2020). Anisotropy ratio cannot be identified from the sinus rhythm map alone, but requires the acquisition of additional data, such as paced maps, as shown in Roney et al. (2019b). This absence of additional information is surrogated in our model by a rule-based model of the fibers, which reconstructs the basic architecture of the conduction, as done also in MRI-based models.

These limitations should be addressed to construct reliable patient-specific models, which can potentially identify targets of ablation. Since the focus of our work is related to the role of heterogeneity in conduction and electrical remodeling in the formation and sustainment of localized reentries, we believe that the impact of these limitations on our main findings is limited. The possibility of integrating a larger number of information, coming from the mapping systems themselves (geometry, pacing maps and endocavitary signals) or from imaging would improve the model ability of reproducing increasingly realistic scenarios.



8. CONCLUSION

The present study develops a new parametrization of the monodomain equation coupled with the CRN ionic model based on conduction velocity data with the aim of providing insights about the role of the electrical substrate that triggers and sustains AF. In the numerical tests that have been performed, significant differences emerged in the comparison between a substrate characterized by the presence of severe slow conductions, typical of patients with persistent AF, and a substrate with less severe slow conductions (and on average higher conduction velocity), typical of patients with paroxysmal AF.

In our numerical results, we observed the induction of several localized reentries in the persistent case in all the tested conditions. Conversely, the induction of the localized reentries occurs less frequently in the paroxysmal case, due to a reduction of the vulnerable window. Moreover, several of these localized reentries are not self-sustained, since they terminate due to head-tail interactions.

In the persistent AF case, we observed the formation of anchoring areas, in the form of anchor points in areas of homogeneous severe slow conduction or functional lines of block where the tissue is heterogeneous. We also observed that a greater severity of slow conduction corresponds to the formation of more stable anchor points. In the paroxysmal AF case, we notice that the triggering from the pulmonary vein does not lead to anchor points that sustain fibrillation, but forms unstable wandering rotor along mild slow conduction areas. From these numerical results, we can associate the progression of the disease with a stabilization of localized reentries in slow conducting areas.

These results indicate that our new model parametrization has the potential to be used for patient-specific simulations of both paroxysmal and persistent AF in the LA. Furthermore, the numerical simulation of localized reentries might provide indications on the electrophysiological substrate, that might contribute to the identification of ablation targets.
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Background: Atrial fibrillation (AF) is the most common arrhythmia and a significant burden for healthcare systems worldwide. Presence of relevant atrial cardiomyopathy (ACM) is related to persistent AF and increased arrhythmia recurrence rates after pulmonary vein isolation (PVI).

Objective: To investigate the association of left atrial pressure (LAP), left atrial electrical [invasive atrial activation time (IAAT) and amplified p-wave duration (aPWD)] and mechanical [left atrial emptying fraction (LA-EF) and left atrial strain (LAS)] functional parameters with the extent of ACM and their impact on arrhythmia recurrence following PVI.

Materials and Methods: Fifty patients [age 67 (IQR: 61–75) years, 78% male] undergoing their first PVI for persistent AF were prospectively included. LAP (maximum amplitude of the v-wave), digital 12-lead electrocardiogram, echocardiography and high-density endocardial contact mapping were acquired in sinus rhythm prior to PVI. Arrhythmia recurrence was assessed using 72-hour Holter electrocardiogram at 6 and 12 months post PVI.

Results: Relevant ACM (defined as left atrial low-voltage extent ≥2 cm2 at <0.5 mV threshold) was diagnosed in 25/50 (50%) patients. Compared to patients without ACM, patients with ACM had higher LAP [17.6 (10.6–19.5) mmHg with ACM versus 11.3 (7.9–14.0) mmHg without ACM (p = 0.009)]. The corresponding values for the electrical parameters were 166 (149–181) ms versus 139 (131–143) ms for IAAT (p < 0.0001), 163 (154–176) ms versus 148 (136–152) ms for aPWD on surface-ECG (p < 0.0001) and for the mechanical parameters 27.0 (17.5–37.0) % versus 41.0 (35.0–45.0) % for LA-EF in standard 2D-echocardiography (p < 0.0001) and 15.2 (11.0–21.2) % versus 29.4 (24.9–36.6) % for LAS during reservoir phase (p < 0.0001). Furthermore, all parameters showed a linear correlation with ACM extent (p < 0.05 for all). Receiver-operator-curve-analysis demonstrated a LAP ≥12.4 mmHg [area under the curve (AUC): 0.717, sensitivity: 72%, and specificity: 60%], a prolonged IAAT ≥143 ms (AUC: 0.899, sensitivity: 84%, and specificity: 80%), a prolonged aPWD ≥153 ms (AUC: 0.860, sensitivity: 80%, and specificity: 79%), an impaired LA-EF ≤33% (AUC: 0.869, sensitivity: 84%, and specificity: 72%), and an impaired LAS during reservoir phase ≤23% (AUC: 0.884, sensitivity: 84%, and specificity: 84%) as predictors for relevant ACM. Arrhythmia recurrence within 12 months post PVI was significantly increased in patients with relevant ACM ≥2 cm2, electrical dysfunction with prolonged IAAT ≥143 ms and mechanical dysfunction with impaired LA-EF ≤33% (66 versus 20, 50 versus 23 and 55 versus 25%, all p < 0.05).

Conclusion: Left atrial hypertension, electrical conduction slowing and mechanical dysfunction are associated with ACM. These findings improve the understanding of ACM pathophysiology and may be suitable for risk stratification for new-onset AF, arrhythmia recurrence following PVI, and development of novel therapeutic strategies to prevent AF and its associated complications.

Keywords: atrial fibrillation, pathophysiology, left atrial strain, pulmonary vein isolation, left atrial pressure, atrial cardiomyopathy, atrial conduction abnormalities


INTRODUCTION

Atrial fibrillation (AF) is the most common arrhythmia worldwide and associated with significant morbidity and mortality (Hindricks et al., 2020). Atrial cardiomyopathy (ACM) is characterized by progressive fibrosis of healthy atrial myocardium and is present in the majority of patients with persistent forms of AF (Platonov et al., 2011; Haissaguerre et al., 2016). ACM is related to adverse outcomes in AF, including higher arrhythmia recurrence rates after pulmonary vein isolation (PVI) (Verma et al., 2005; Marrouche et al., 2014).

The development of ACM itself, and the consequences to AF-persistency, were investigated in a variety of clinical studies. ACM was found to impair left atrial function on several levels: First, ACM was associated with impaired left atrial mechanical function as evidenced by standard 2D-echocardiography and speckle tracking (Pilichowska-Paszkiet et al., 2018; Seewoster et al., 2019). Second, ACM affects the electrical function of the left atrium, as is evidenced by progressive intra-atrial conduction slowing in these patients (Jadidi et al., 2018; Muller-Edenborn et al., 2020). Third, ACM was found to be associated with elevated left atrial pressures, likely as a result of decreased atrial compliance in a vicious circle promoting further adverse fibrotic atrial remodeling (Park et al., 2014; Roh et al., 2020). However, all this information is mostly derived from individual studies investigating one single aspect of this pathophysiological concept. The aim of the current study, in contrast, was to perform a holistic determination of all these aspects in a single patient cohort, in order to understand their relative expression and importance in ACM and AF.



MATERIALS AND METHODS

We prospectively included 50 consecutive patients with persistent AF undergoing their first PVI. All patients underwent electrical cardioversion 4–6 weeks prior to PVI. Digital 12-lead electrocardiogram (ECG) and transthoracic echocardiography (TTE) were performed in sinus rhythm 1 day prior to PVI. The following day, after completion of the transseptal access to the left atrium, we invasively measured left atrial pressure (LAP) and subsequently performed a high-density endocardial voltage and activation mapping as well as PVI in sinus rhythm. Follow-up visits were assessed 6 and 12 months after PVI to monitor arrhythmia recurrence. The study was approved by the Institutional Review Board and all patients provided written informed consent prior to enrolment.


Digital 12-Lead-ECG

We recorded standard digital 12-lead ECG in all patients during sinus rhythm 1 day prior to PVI using a AT-104 PC (Schiller, Baar, Switzerland). Duration of the amplified p-wave (aPWD; 40 mm/mV amplification and 200 mm/s sweep speed) was measured between the earliest and latest component of the p-wave in any of the 12 electrocardiographic leads as described in previous studies (Jadidi et al., 2018; Muller-Edenborn et al., 2020).



Transthoracic Echocardiography

We performed standardized 2D TTE (GE ultrasound system E95, M5Sc probe, GE Healthcare, Solingen, Germany) in all patients during sinus rhythm 1 day prior to PVI. Left atrial diameter, left atrial volume index, left ventricular end-diastolic dimension (LVEDD) and left ventricular ejection fraction (LV-EF) were measured in accordance with current guidelines (Lang et al., 2015). Left atrial mechanical function was analyzed by measurement of biplane left atrial emptying fraction (LA-EF) and biplane 2D speckle tracking in four- and two-chamber views (frame rate between 57 and 90 frames per second) (Badano et al., 2018; Walek et al., 2020): LA-EF was calculated with the following formula: (LA maximum volume − LA minimum volume) / LA maximum volume × 100%. We analyzed left atrial global longitudinal strain (left atrial strain, LAS) using TomTec software (AutoStrain, TomTec Imaging Systems, Unterschleissheim, Germany). Thereby, a complete RR-cycle (end-diastole to end-diastole) was automatically selected and endocardial borders were automatically placed. Subsequently, LAS was measured automatically in the reservoir phase (LASr, between mitral valve closure and mitral valve opening), conduit phase (LAScd, between mitral valve opening and onset of LA contraction), and contraction phase (LASct, between onset of LA contraction and mitral valve closure). All automatically performed measurements were rechecked by a physician who intervened in the case of relevant deviations.



Measurement of Left Atrial Pressure, Endocardial Contact Mapping and Ablation Procedure

Pulmonary vein isolation was performed under general anesthesia. A long sheath (SwartzTM braided transseptal guiding introducer Lamp 45TM, Abbott, United States) was used for transseptal puncture. Immediately after transseptal puncture, LAP was recorded through the transseptal needle (BRK-1TM transseptal needle, Abbott, United States). The maximum amplitude of the v-wave was measured when stable sinus rhythm was present with a rate between 60 and 80 bpm. Subsequently, we acquired high-density endocardial activation and voltage maps (mean 3052 ± 1225 sites) in sinus rhythm using either a 20-polar Lasso-Nav (variable diameter: 15–25 mm, Biosense Webster, Irvine, CA, United States) or a PentaRay-Nav catheter (electrode size for both catheters: 1 mm, spacing: 2-6-2 mm, Biosense Webster, Irvine, CA, United States) in combination with the electro-anatomical contact mapping system CARTO-3 (Biosense Webster, Irvine, CA, United States) as described previously (Jadidi et al., 2016, 2018). Invasive atrial activation time (IAAT) was measured between the beginning of the amplified p-wave on surface ECG and the latest activated site in the left atrium. Extent of ACM was measured as the area of bipolar left atrial low-voltage substrate (LA-LVS) <0.5 mV. Relevant ACM was defined as a LA-LVS extent ≥2 cm2 as prespecified in accordance with prior studies (Jadidi et al., 2018; Muller-Edenborn et al., 2020).

After completion of left atrial mapping, proximal circumferential PVI was performed using an irrigated-tip contact force-enabled radiofrequency ablation catheter (Smart Touch Thermocool, tip electrode: 3.5 mm, spacing: 2-5-2 mm, Biosense Webster, Irvine, CA, United States). An ablation index of 350–380 at the posterior left atrium (at 30 W) and of 450–500 at other areas (at 35 W) and an inter-lesion distance <5 mm were aimed. Achievement of bi-directional entrance and exit block was defined as acute procedural success.



Follow-Up

Ambulatory clinical visits including 12-lead ECG and 72-hour Holter ECG 6 and 12 months after PVI were scheduled for all patients. Arrhythmia recurrence was evaluated in absence of antiarrhythmic therapy and was defined as any documented episode of AF, atypical atrial flutter or atrial tachycardia lasting >30 s after a 3-month blanking period. In symptomatic patients in whom no arrhythmia recurrence could be recorded, the patients received an event recorder allowing to record a single lead ECG during symptomatic episodes.



Endpoints

The primary endpoint was to investigate the relation of ACM with LAP, mechanical and electrical parameters.

The secondary endpoint was to assess the predictive value of these parameters regarding arrhythmia recurrence at 12 months following PVI.



Statistical Analysis

SPSS Statistics 23 (IBM, New York, NY, United States) and GraphPad Prism 8 (GraphPad Software, San Diego, CA, United States) were used for statistical analysis. We used Shapiro–Wilk test to assess test for normality. Normally distributed data are given as mean ± SD and skewed distributed data as median with interquartile range (IQR, 1st and 3rd quartiles). For group comparison, Student’s t-test and Mann–Whitney U test was performed depending on the number of groups and distribution. We used Fisher’s exact test to compare categorical variables. Cut-off values for ACM diagnosis using left atrial pressure, mechanical and electrical parameters were acquired using receiver-operating curves (ROC). Univariate linear regression analysis was conducted for all independent variables. All univariate variables with p < 0.05 were selected for analysis in the multivariate model. We used Kaplan–Meier curves to illustrate arrhythmia recurrence and compared them using the log-rank test. Cox proportional hazard regression models were used to analyze the impact of clinical covariates on arrhythmia recurrence. A two-tailed p < 0.05 was considered significant.



RESULTS

Patient characteristics and procedural data are illustrated in Table 1. Patients were on average 67 (IQR: 61–75) years old and predominantly male (78%). Relevant ACM was diagnosed in 25/50 (50%) patients. In the entire study cohort median LA-LVS extent at <0.5 mV threshold was 2.5 (IQR: 0.4–17.9) cm2. The median LA-LVS extent in patients without versus those with ACM was 0.4 (0.0–1.1) cm2 versus 17.7 (4.6–29.1) cm2. No significant differences were observed in patients with and without ACM with regard to conventional cardiovascular risk factors such as atrial hypertension, diabetes mellitus or coronary artery disease. Left-ventricular dysfunction or valvulopathies were present in only a minority of patients in both groups.


TABLE 1. Clinical and procedural characteristics.

[image: Table 1]

Pathophysiological Alterations in Atrial Cardiomyopathy

Patients with ACM demonstrated characteristic alterations in key left atrial functions: Compared to patients without ACM, patients with ACM had on average higher LAP [17.6 (10.6–19.5) mmHg with ACM versus 11.3 (7.9–14.0) mmHg] without ACM (p = 0.009; Figure 1A). Patients with ACM were also subject to significant electrical conduction slowing both evidenced using invasively measured IAAT [166 (149–181) ms versus 139 (131–143) ms, p < 0.0001] and aPWD from the surface-ECG [163 (154–176) ms versus 148 (136–152) ms, p < 0.0001; Figure 1B]. Impaired LA mechanical function in ACM was evident both by standard 2D-echocardiography [LA-EF: 27.0 (17.5–37.0) % in ACM versus 41.0 (35.0–45.0) % without ACM, p < 0.0001], as well as by speckle tracking-imaging of the individual phases of the left atrial cardiac cycle [15.2 (11.0–21.2) % versus 29.4 (24.9–36.6) % for LASr, p < 0.0001; 10.6 (6.5–13.3) % versus 17.0 (14.2–22.2) % for LAScd, p < 0.0001; and 4.0 (2.3–9.3) % versus 11.2 (6.9–17.9) % for LASct, p = 0.004; Figure 1C]. Correlations between ACM extent and LAP, electrical as well as mechanical parameters are shown in Figure 2. None of the automatically performed LAS measurements showed relevant deviations and therefore no manual adjustment was done in order to keep the results investigator-independent and universally valid.
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FIGURE 1. Comparison between left atrial pressure (LAP), left atrial electrical and left atrial mechanical parameters in patients with and without atrial cardiomyopathy (ACM). In patients with ACM (red boxes and whiskers), LAP (A) and left atrial electrical parameters [invasive atrial activation time (IAAT), amplified p-wave duration (aPWD), (B)] were significantly increased. In contrast, left atrial mechanical parameters [left atrial emptying fraction (LA-EF), left atrial strain during reservoir phase (LASr), conduit phase (LAScd), and contraction phase (LASct), (C) were significantly reduced in ACM compared to patients without ACM (green boxes and whiskers). Boxes include data between lower and upper quartiles and whiskers mark 10th and 90th percentiles.
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FIGURE 2. Correlations between atrial cardiomyopathy (ACM) extent and left atrial pressure (LAP), electrical parameters and mechanical parameters. LAP (A), left atrial electrical parameters [invasive atrial activation time (IAAT), amplified p-wave duration (aPWD), (B)] and left atrial mechanical parameters [left atrial emptying fraction (LA-EF), left atrial strain during reservoir phase (LASr), conduit phase (LAScd), and contraction phase (LASct), (C)] correlated significantly with ACM extent [assessed as left atrial area displaying low-voltage substrate (LA-LVS) <0.5 mV]. The dashed line marks the border between absence (<2 cm2 LA-LVS extent at 0.5 mV threshold) and presence of relevant ACM.




Determination of Pathological Cut-Off Values and Outcome-Validation

Receiver-operator-curve-analysis demonstrated at least moderate diagnostic abilities for all investigated parameters (Figures 3A–C). The best classification was made using either electrical parameters (c-statistic of 0.899 and 0.860 for IAAT and aPWD, respectively; Figure 3B) or speckle-tracking echocardiography (c-statistic of 0.884 for LASr; Figure 3C). Using the Youden-index, the optimal cut-off values to predict ACM were LAP ≥12.4 mmHg, IAAT ≥143 ms, aPWD ≥153 ms, LA-EF ≤33%, LASr ≤23%, LAScd ≤13.4%, and LASct ≤6.8%.
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FIGURE 3. Diagnosis of relevant atrial cardiomyopathy (ACM) based on left atrial pressure (LAP), left atrial electrical and mechanical parameters. Receiver-operating curve analysis determined a LAP ≥12.4 mmHg as predictor for relevant ACM with a sensitivity of 72% and a specificity of 60% (A). The corresponding values for the left atrial electrical parameters (B) were ≥143 ms (sensitivity 84% and specificity 80%) for the invasive atrial activation time (IAAT) and ≥153 ms (sensitivity 80% and specificity 79%) for the amplified p-wave duration (aPWD). The values for the left atrial mechanical parameters (C) were ≤33% for LA-EF (sensitivity 84% and specificity 72%), ≤23% for LASr (sensitivity 84% and specificity 84%), ≤13.4% for LAScd (sensitivity 88% and specificity 80%), and ≤6.8% for LASct (sensitivity 80% and specificity 64%).


With the exception of LAP, application of these calculated cut-offs allowed to differentiate accurately between patients with and without relevant ACM extent (Figures 4A–C).
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FIGURE 4. Association of pathological cut-off values for left atrial function and atrial cardiomyopathy (ACM) extent. ACM extent for patients with calculated cut-off values for presence of ACM (red boxes and whiskers) compared to cut-off values for absence of ACM (green boxes and whiskers) are depicted. With the exception of left atrial pressure [LAP, (A)], all left atrial electrical [invasive atrial activation time (IAAT), amplified p-wave duration (aPWD), (B)] and left atrial mechanical parameters [left atrial emptying fraction (LA-EF), left atrial strain during reservoir phase (LASr), conduit phase (LAScd), and contraction phase (LASct), (C)] allowed significant differentiation between high and low ACM extent: 4.3 (0.7–20.6) cm2 versus 1.1 (0.2–12.2) cm2 for LAP, 13.1 (3.2–27.6) cm2 versus 0.5 (0–1.2) cm2 for IAAT, 14.7 (4.0–26.9) cm2 versus 0.8 (0.2–1.8) cm2 for aPWD, 9.6 (3.8–26.6) cm2 versus 0.7 (0–2.8) cm2 for LA-EF, 17.7 (4.1–29.1) cm2 versus 0.5 (0.1–1.5) cm2 for LASr, 14.6 (3.5–29.4) cm2 versus 0.6 (0.1–1.9) cm2 for LAScd, and 11.5 (3.0–25.0) cm2 versus 0.7 (0.2–3.7) cm2 for LASct. Boxes include data between lower and upper quartiles and whiskers mark 10th and 90th percentiles.


In univariate analysis, LAP, electrical parameters and mechanical parameters together with age, BMI and CHA2DS2-VASc-Score, were associated with ACM (Table 2). In multivariate analysis, LAP, electrical parameters and mechanical parameters remained as significant predictors for relevant ACM (Table 2).


TABLE 2. Predictors for atrial cardiomyopathy.

[image: Table 2]Nineteen out of fifty patients (38%) experienced arrhythmia recurrence within 12 months following PVI. Relevant ACM as defined by endocardial contact mapping was related to arrhythmia recurrence [HR 3.79 (95% CI 1.4–10.6); Figure 5A], as were IAAT [HR 3.38 (95% CI 1.2–9.5); Figure 5B], LA-EF [HR 2.55 (95% CI 1.0–6.6); Figure 5C) and LASct [HR 2.64 (95% CI 1.0–6.8); Figure 5C]. LAP, aPWD, LASr and LAScd did not reach significance (Supplementary Figure 1).
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FIGURE 5. Arrhythmia recurrence after pulmonary vein isolation (PVI). Kaplan–Meier curves illustrate arrhythmia recurrence after PVI in patients with relevant atrial cardiomyopathy [ACM defined as ≥2 cm2 left atrial low-voltage substrate (LA-LVS) extent at 0.5 mV threshold, red curve in A], prolonged left atrial electrical conduction parameters [invasive atrial activation time (IAAT), red curve in B] and impaired left atrial mechanical parameters [left atrial emptying fraction (LA-EF) and left atrial strain during contraction phase (LASct), red curves in C] compared to patients with normal cut-offs (green curves).




DISCUSSION

The current study reports three main findings that advance our understanding of ACM in the context of AF. First, ACM is a multifactorial disease that affects left atrial pressure, left atrial electrical and mechanical function. Second and conversely, ACM can be diagnosed with reasonable diagnostic validity using defined cut-off values for any of the above mentioned aspects of ACM with the exception of LAP. Third, diagnosis of ACM is clinically relevant as it relates to arrhythmia freedom following PVI.


Definition of Atrial Cardiomyopathy

The current EHRA/HRS/APHRS/SOLAECE consensus statement defines ACM as any complex of structural, architectural, contractile or electrophysiological changes affecting the atria with the potential to produce clinically relevant manifestations (Goette et al., 2017). According to histological/pathophysiological changes four EHRAS-classes were defined: class I: principal cardiomyocyte changes, class II: principally fibrotic changes, class III: combined cardiomyocyte-pathology/fibrosis, and class IV: primarily non-collagen infiltration (Goette et al., 2017). The fibrotic remodeling of the atria is typically found in patients with AF. Moreover, the persistency of AF and clinical AF type are predictors for increased fibrotic remodeling (persistent AF is more affected by fibrosis than paroxysmal AF). In contrast, in patients without history of AF, fibrotic atrial remodeling is absent (Platonov et al., 2011).



Imaging and Mapping Methods for Atrial Cardiomyopathy

In the current study, endocardial contact mapping was used to quantify ACM. The definition of LA-LVS is still debated due to the lack of histological examination and the dependence of atrial electrogram voltages on the underlying rhythm including both the wave front direction and the cycle length (Wong et al., 2019). Moreover, the size of mapping electrodes and inter-electrode spacing as well as the electrode-tissue contact influence the recorded voltage amplitudes (Anter et al., 2015). Sanders et al. (2003) defined a bipolar voltage amplitude ≤0.05 mV as scar and an amplitude ≤0.5 mV as low-voltage substrate in sinus rhythm (Sanders et al., 2003). Subsequently, the cut-off of ≤0.5 mV was used to define LA-LVS in many other studies confirmed by the fact that these areas incorporate most arrhythmogenic slow conduction substrate related to AF and atrial tachycardia development (Verma et al., 2005; Rolf et al., 2014; Yamaguchi et al., 2014; Jadidi et al., 2016, 2020). A recent study revealed that bipolar low-voltage areas <0.5 mV as defined by endocardial high-density mapping with small electrodes (1 mm electrodes with 2-6-2 mm spacing) correspond very well to unipolar LA-LVS. Therefore, previously reported dependency of voltage amplitudes to wavefront-to-bipole direction is not of high clinical importance in both sinus rhythm and AF due to the high number of bipolar voltage recordings with different bipole orientations when using high-density (multi-electrode) mapping (Nairn et al., 2020). Therefore, in the current study a cut-off value of <0.5 mV was also defined as LA-LVS using multi-electrode mapping catheters with 1 mm electrode size. Furthermore, relevant ACM was defined as a LA-LVS extent of ≥2 cm2 in the current study as this cut-off was demonstrated as critical for an increased arrhythmia recurrence rate after PVI in previous studies by our group (Jadidi et al., 2018; Muller-Edenborn et al., 2020). According to these findings, we also used this prespecified cut-off value for the diagnosis of a relevant ACM in the current study. The clinical value of this cut-off was underlined by the fact that patients with an ACM (LA-LVS extent ≥2 cm2) in the current study also showed a significantly higher arrhythmia recurrence rate. In contrast, persistent AF patients without ACM (LA-LVS <2 cm2) had a high success rate with sinus rhythm maintenance of 80% at 12-months follow-up after PVI.

However, the main limitation of voltage mapping is its invasive nature. Therefore, it can only be applied in patients undergoing LA ablation procedures and is not suited for screening of ACM.

As a non-invasive mapping method for ACM diagnosis Gadolinium-enhanced MRI has been introduced over the last years and some studies reported a correlation of enhanced areas with endocardial low-voltage values (Oakes et al., 2009; Khurram et al., 2014; Marrouche et al., 2014). However, limited availability, costs and difficulties with reproducibility in different centers are significant limitations which were raised by recent studies (Sramko et al., 2015; Chen et al., 2019; Caixal et al., 2021). Therefore, the largest evidence currently exists for endocardial voltage mapping for identification of LA arrhythmogenic tissue.



Left Atrial Function in Atrial Cardiomyopathy

The atria contribute to cardiac function in various ways: besides the obvious impact of atrial contractility on ventricular filling, the atria exert a reservoir function in times of cardiac overload, are host to important parts of the conduction system and contribute to volume homeostasis through secretion of natriuretic peptides (Goette et al., 2017). Several, individual studies demonstrated that progressive replacement of atrial myocardium with fibrofatty tissue as demonstrated in ACM can affect any of the atrial functions: ACM occurs concomitantly with atrial hypertension as a result of decreased atrial compliance in patients with heart failure (Park et al., 2014; Roh et al., 2020). ACM may also develop secondary to elevated filling pressures (atrial pressure and/or volume overload) in patients with left ventricular/valvular cardiomyopathy. Also, ACM was previously linked to electrical disturbances by progressive intra-atrial conduction (Jadidi et al., 2018; Muller-Edenborn et al., 2020) as well as mechanical dysfunction, with decreased compliance and contractility (Pilichowska-Paszkiet et al., 2018; Seewoster et al., 2019). However, from the previously available data it remains unclear whether these effects occur in parallel or individually.

In healthy individuals, the mean atrial pressures ranged between 2 and 12 mmHg (average 8 mmHg) and normal average v-wave has been determined with 13 mmHg at rest (Braunwald et al., 1961). A maximum p-wave duration of 130 ms as measured on standard 12-lead ECG has been defined as normal (Caceres and Kelser, 1959) and normal strain values are 39% for LASr, 23% for LAScd, and 17% for LASct (Pathan et al., 2017). In the current study, we demonstrate that patients with advanced ACM have a dysfunctional left atrium by several aspects, all being present at the same time: impaired LAP homeostasis with atrial hypertension, electrical conduction slowing and mechanical dysfunction with both reduced atrial compliance/elasticity and impaired passive (during ventricular systole) and active atrial contractile function. These three aspects represent the pathophysiological triad of AF-associated ACM. By application of the calculated pathological cut-off values for the above mentioned left atrial dysfunction we could accurately differentiate between patients with and without relevant ACM underlining the pathophysiological importance of these parameters. Only LAP did not reach significance which might be explained by the fact that patients were under general anesthesia during PVI and volume status might have differed between patients.



Atrial Cardiomyopathy, Atrial Fibrillation, and Heart Failure

The findings in the current study supports the clinical observation that AF, once it occurs for the first time, often perpetuates itself, leading from initially paroxysmal phenotypes to persistent and permanent forms (“AF begets AF”) (Wijffels et al., 1995; Allessie, 1998). As we and others found ACM in a significant part of persistent AF-patients (Platonov et al., 2011; Haissaguerre et al., 2016), it seems reasonable that a vicious circle of left atrial hypertension, associated or due to mechanical dysfunction of the LA, promotes progressive electrical atrial disease and finally progression to permanent AF (Figure 6). AF itself thereby leads to remodeling, causing electrical, contractile, and structural changes which complicates an effective AF elimination in progressive stages (Wijffels et al., 1995; Everett et al., 2006). Numerous clinical trials demonstrate that patients with ACM have higher recurrence rates following AF-ablation (Verma et al., 2005; Oakes et al., 2009; Rolf et al., 2014; Jadidi et al., 2016). Our current study cohort confirms these findings, and arrhythmia recurrence was 3.8-fold higher in patients with ACM as evidenced using endocardial voltage mapping. Any of the abovementioned atrial function parameters show a clear trend to identify patients with particularly high or low risk for recurrences. An IAAT ≥143 ms as marker for electrical conduction slowing and a LA-EF ≤33 and LASct ≤6.8% as markers for mechanical dysfunction were significant predictors of arrhythmia recurrence after PVI.
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FIGURE 6. Pathophysiology of atrial cardiomyopathy (ACM). This illustration summarizes the pathophysiology of ACM and the diagnostic possibilities to detect the different pathophysiological mechanisms. The representative patient illustrated has a relevant ACM with a left atrial low-voltage substrate (LA-LVS) at 0.5 mV threshold of 25 cm2, a hypertensive left atrial pressure (LAP) of 23 mmHg, an impaired left atrial emptying fraction (LA-EF) of 9%, an impaired left atrial strain during reservoir phase (LASr) of 7.8%, during conduit phase (LAScd) of 5.7%, and during contraction phase (LASct) of 2.1% as well as a prolonged amplified p-wave duration (aPWD) of 181 ms.


In line with previous studies, the current study shows that the non-invasive parameters LA-EF, LAS, and aPWD might enable an early diagnosis of ACM and thus allow a timely identification and treatment of patients at risk for new-onset AF (Jadidi et al., 2018; Pilichowska-Paszkiet et al., 2018; Seewoster et al., 2019; Muller-Edenborn et al., 2020). The current findings might also serve as an explanation for the fact that reduced LASr and prolonged aPWD were reliable markers to predict new-onset AF in patients with heart failure with preserved ejection fraction (HFpEF) (Muller-Edenborn et al., 2020; Park et al., 2020) or could be detected more frequently in patients with persistent AF than in those with paroxysmal AF or those without history of AF (Reddy et al., 2020).

In addition, ACM might be important in patients with stroke (King et al., 2017; Muller et al., 2018). This might also explain that a very recent study by Liao et al. (2020) demonstrated that reduced LASr (measured during AF) enabled identification of patients at risk for future ischemic stroke (Liao et al., 2020). This underlines the importance of valid non-invasive screening methods in order to identify patients at risk as early as possible and to prevent ACM-associated complications.



Limitations

First, the current study is performed in patients with known AF, and it remains unclear whether these observations also apply for ACM in patients without AF. Second, arrhythmia recurrence was assessed by 72-hour Holter ECG 6 and 12 months after PVI only. Therefore, arrhythmia recurrence might be underestimated in the current approach. Nevertheless, in case of symptoms an event recorder was used additionally. Third, voltage maps were acquired using either a 20-polar Lasso-Nav or a PentaRay-Nav mapping catheter for high-density voltage mapping in the current study. New multi-electrode catheters (e.g., Advisor HD Grid and the INTELLAMAP ORION) might reduce influence of wave front orientations on variability in bipolar electrogram characteristics. Nevertheless, the current study is in concordance with previous studies underlining the clinical value of ACM-diagnosis with a low-voltage cut-off <0.5 mV based on high-density voltage mapping in sinus rhythm using the above-mentioned mapping catheters. Fourth, due to the small sample size included in the current study we did not subdivide the patient cohort into different ACM stages. Future large-scale studies are needed to provide data on LAP, left atrial electrical and mechanical function depending on different ACM stages.



CONCLUSION

Left atrial hypertension, electrical conduction slowing and mechanical dysfunction are associated with ACM. The current findings improve the understanding of ACM pathophysiology and might allow the identification of patients at risk for new-onset AF and the development of appropriate therapeutic strategies to prevent AF and its associated complications.
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The autonomic nervous system (ANS) plays an essential role in the generation and maintenance of cardiac arrhythmias. The cardiac ANS can be divided into its extrinsic and intrinsic components, with the latter being organized in an epicardial neural network of interconnecting axons and clusters of autonomic ganglia called ganglionated plexi (GPs). GP ablation has been associated with a decreased risk of atrial fibrillation (AF) recurrence, but the accurate location of GPs is required for ablation to be effective. Although GP stimulation triggers both sympathetic and parasympathetic ANS branches, a predominance of parasympathetic activity has been shown. This study aims was to develop a method to locate atrial parasympathetic innervation sites based on measurements from a grid of electrograms (EGMs). Electrophysiological models representative of non-AF, paroxysmal AF (PxAF), and persistent AF (PsAF) tissues were developed. Parasympathetic effects were modeled by increasing the concentration of the neurotransmitter acetylcholine (ACh) in randomly distributed circles across the tissue. Different circle sizes of ACh and fibrosis geometries were considered, accounting for both uniform diffuse and non-uniform diffuse fibrosis. Computational simulations were performed, from which unipolar EGMs were computed in a 16 × 1 6 electrode mesh. Different distances of the electrodes to the tissue (0.5, 1, and 2 mm) and noise levels with signal-to-noise ratio (SNR) values of 0, 5, 10, 15, and 20 dB were tested. The amplitude of the atrial EGM repolarization wave was found to be representative of the presence or absence of ACh release sites, with larger positive amplitudes indicating that the electrode was placed over an ACh region. Statistical analysis was performed to identify the optimal thresholds for the identification of ACh sites. In all non-AF, PxAF, and PsAF tissues, the repolarization amplitude rendered successful identification. The algorithm performed better in the absence of fibrosis or when fibrosis was uniformly diffuse, with a mean accuracy of 0.94 in contrast with a mean accuracy of 0.89 for non-uniform diffuse fibrotic cases. The algorithm was robust against noise and worked for the tested ranges of electrode-to-tissue distance. In conclusion, the results from this study support the feasibility to locate atrial parasympathetic innervation sites from the amplitude of repolarization wave.

Keywords: atrial fibrillation, autonomic nervous system, electrograms, computational simulation, achetylocholine, catheter ablation, ganglionated plexi, repolarization EGM


1. INTRODUCTION

The autonomic nervous system (ANS) controls all aspects of cardiac activity, including regulation of heart rate, atrio ventricular conduction, refractoriness, and contractility (Gatti et al., 1995; Dickerson et al., 1998; Gray et al., 2004; Hou et al., 2007). A multiple-level hierarchy has been described for the cardiac autonomic nervous system (CANS), including central components, intrathoracic extracardiac components and, intrinsic cardiac components. The extrinsic components of the CANS comprise brain or spinal conglomerations of neuron bodies, connected to the heart through their axons, while the intrinsic cardiac nervous system consists of a neural network formed by nerve axons, interconnecting neurons and clusters of autonomic ganglia called ganglionated plexi (GP) (Pauza et al., 2000; Stavrakis and Po, 2017). The shape and structure of the neural network in the myocardium are not fully known, but some studies have documented that between 500 and 1,500 ganglia of different sizes are present in the atrial and ventricular myocardium (Pauza et al., 2000). Ganglia may contain 200–1,000 neurons (Armour et al., 1997; Pauza et al., 2000; Choi et al., 2017), including sympathetic and parasympathetic efferent neurons, afferent neurons and local interneurons, that receive inputs from both efferent and afferent neurons. Studies have shown that GPs are important mediators in the interaction of the intrinsic CANS with the extrinsic CANS (Hadaya and Ardell, 2020).

Specifically, regarding the atria, four major atrial GPs have been reported to be embedded in epicardial fat pads located near the pulmonary veins (PVs), with each of them innervating one of the four PVs as well as the nearby atrial myocardium (Armour et al., 1997; Pauza et al., 2000). Although the vast majority of ganglion cells are cholinergic, most ganglia also contain adrenergic nerve fibers (Tan et al., 2006). Cholinergic neurons, contain choline acetyltransferase (ChAT), required for the synthesis of acetylcholine (ACh). ACh released by postganglionic cholinergic axons has an effect on the transmembrane potential of cardiomyocytes by activating the ACh-sensitive inward rectifier potassium current, IKACh, through G-protein coupled receptors (Rysevaite et al., 2011).

The ANS has been shown to play an important role in the pathophysiology of cardiac arrhythmias, including atrial fibrillation (AF) (Tai, 2001; Chen et al., 2006, 2014; Chen and Tan, 2007). The impact of autonomic tone variations in the development of paroxysmal AF (PxAF) has been described in human and animal studies (Bettoni and Zimmermann, 2002; Oliveira et al., 2011). Direct recordings of extrinsic and intrinsic CANS have allowed demonstrating the individual relevance of atrial GPs in AF. In a canine AF model of atrial tachycardia remodeling, autonomic ganglia are shown to be important for maintenance of AF. In ambulatory dogs, intrinsic CANS activity always precedes episodes of PxAF and paroxysmal atrial tachycardia (Choi Eue-Keun et al., 2010). Activation of the IKACh current upon ACh release from cholinergic neurons in atrial GPs can lead to shortening of the action potential duration (APD) and the effective refractory period of atrial myocytes (Verkerk et al., 2012), which could be proarrhythmic. Primarily, since ACh is rapidly broken down at its release site by acetylcholinesterase, its effects can be largely spatially heterogeneous (Skibsbye et al., 2014), thus additionally contributing to increased AF vulnerability (Nattel et al., 2000; Chen et al., 2006, 2014); however, due to the presence of both adrenergic and cholinergic nerve structures in the intrinsic CANS, both the sympathetic and parasympathetic branches of the ANS could be contributing to the observed atrial arrhythmias.

Radiofrequency catheter ablation is one of the most common procedures for AF treatment when anti-arrhythmic drug therapy is not effective. Targets for successful AF ablation are continuously being sought (Hwang et al., 2016). GP ablation has been associated with a decreased risk of recurrence of AF (Pappone et al., 2004; Scherlag et al., 2005; Scanavacca et al., 2006; Pokushalov et al., 2009; Han et al., 2010; Katritsis et al., 2011; Mikhaylov et al., 2011; Mao Jun et al., 2014), either in addition to the pulmonary vein (PV) isolation (Scanavacca et al., 2006; Lin et al., 2007, 2008; Lemola et al., 2008; Po et al., 2009; Zhou et al., 2011; Katritsis et al., 2013) or as a stand-alone procedure (Po et al., 2009; Pokushalov et al., 2010). The percentage of success in eliminating AF seems to be similar for PV isolation and GP ablation individually, but it is significantly higher when the two are combined (Po et al., 2009; Katritsis et al., 2013; Stavrakis and Po, 2017). One potential contributing factor to the effectiveness of GP ablation is accurate GP location. During ablation procedures, GPs are normally located by the induction of vagal reflexes through rapid, short stimulation at their expected anatomical sites until a positive response is found (AV block, hypotension, or more than 50% increase in R-R interval during AF) (Lemery, 2006; Po et al., 2009; Scherlag et al., 2009; Choi et al., 2017). As an alternative to this functional approach, the anatomical approach consists of the ablation of the four main GPs based on their presumed anatomical locations (Katritsis et al., 2013). An important limitation of these methods is that once the GPs have been located, there is still no information on the actual area occupied by each of them (Stavrakis et al., 2015).

This study aims to develop a method to locate regions of atrial parasympathetic innervation sites within atrial GPs based on measurements from a multielectrode grid of electrograms (EGMs). This approach is expected to provide information not only on the approximate location but also on the dimensions of those sites. We hypothesize is that the EGM atrial repolarization wave amplitude could be representative of the presence of ACh release sites (Vigmond et al., 2005), as IKACh activation is expected to accelerate phase 3 of the AP, leading to higher EGM repolarization amplitudes. Even if the effectiveness of GP ablation has shown to be higher in PxAF (Pokushalov et al., 2009; Chao et al., 2012), in this study, both PxAF and persistent AF (PsAF) were simulated, with PsAF models including electrical and structural AF-related remodeling.



2. MATERIALS AND METHODS


2.1. Human Atrial Tissue Models

Two-dimensional (2D) human atrial tissue models of 5 × 5 cm, with and without fibrosis, were built. A square grid of 251 by 251 nodes was used, where each node in the grid took the properties of a cardiomyocyte or a fibroblast. The Courtemanche model (Courtemanche et al., 1998) was used to describe atrial myocyte electrophysiology while fibroblasts were described with the MacCannell model (Andrew MacCannell et al., 2007), an active model which includes four membrane ionic currents. Parasympathetic effects were incorporated into the Courtemanche model by including, IKACh as defined in Kneller et al. (2002) with the updates proposed in Bayer et al. (2019). An additional simulation considering cell-to-cell variability was performed. In this study, we only considered variability in the conductances of the currents having the largest effects on the last stage of repolarization (i.e., APD at 90% repolarization), which corresponds to the repolarization wave we are interested in analyzing. According to the study by Sánchez et al. (2014), IK1 and ICaL were the two currents having the largest influence on APD90 in the Courtemanche model, while other currents like INaK, Ito, IKur and INaCa had notably lower effects on APD90. For the conductances of IK1 and ICaL, a variation range between –30 and +30% in 15% steps was considered, thus leading to 25 ionic combinations, which were used to simulate cells with distinct characteristics.

Non-AF, PxAF, and PsAF tissue models were developed. AF is usually a progressive disease, starting from short and infrequent episodes to longer and more frequent ones. In general, the progression from PxAF to PsAF forms is accompanied by alteration of the myocardial substrate. In these models, PsAF was characterized by both structural and electrical remodeling, whereas PxAF included only modest structural remodeling. One aspect of structural remodeling included in PxAF and PsAF tissue models was an increase in the amount of fibrosis with respect to the non-AF case, which was characterized by the absence of fibrosis (Boldt et al., 2004; Platonov et al., 2011). Fibrosis distribution in PxAF and PsAF tissues was modeled as either uniform diffuse (Fu) or non-uniform diffuse (Fnu) (de Jong et al., 2011). To generate a Fu distribution, each node in the tissue was assigned a probability of 0.2 (for 20% fibrosis) or 0.4 (for 40% fibrosis) of being a fibroblast, otherwise being an atrial cardiomyocyte. A Fnu distribution was defined by setting circular patches in the tissue and generating diffuse fibrosis within them in degrees of 20 or 40%. Two different geometries of the fibrotic patches were considered, denoted as [image: image] and [image: image], which are illustrated in Figures 1E,F.


[image: Figure 1]
FIGURE 1. 2D tissue models with different distributions of ACh release sites in (A–D) and with different fibrosis distributions in (E,F). In (G), an example of a tissue model with ACh release sites and non-uniform diffuse fibrosis (Fnu). In (H), the mesh of electrodes is represented. Electrode size is adapted for clarity.


Another aspect of structural remodeling in the PsAF tissue models was a reduction in the longitudinal diffusion coefficient ([image: image]) between myocytes to simulate the effects of gap junction remodeling (Kostin et al., 2002; Burstein Brett et al., 2009). [image: image] was varied to obtain longitudinal conduction velocities in line with values reported in the literature (Bayer et al., 2019). Values of [image: image] of 0.003 and 0.002 cm2/ms were considered for non-AF/PxAF and PsAF tissues, respectively. In all types of tissues, a transverse-to-longitudinal conductivity ratio of 0.5 was adopted. Fiber orientation was considered parallel to the y-axis. Furthermore, a 4-fold reduction in the diffusion coefficient was considered for myocyte-fibroblast and fibroblast-fibroblast coupling, both in PxAF and PsAF tissues (Krueger et al., 2013). Electrical remodeling was associated with PsAF only and was accounted for by reducing the maximal conductances of Ito, ICaL, and Ikur by 50, 70, and 50%, respectively, as in Courtemanche (1999). Refer to Table 1 for a summary of simulation parameters.


Table 1. Characteristics of electrical and structural remodeling in non-atrial fibrillation (AF), paroxysmal-AF, and persistent AF (PsAF) tissues, and simulated ACh concentrations.

[image: Table 1]

Parasympathetic effects were modeled by randomly increasing the concentration of the ACh neurotransmitter in circles distributed across the tissue, which activated the IKACh current in those areas. We simulated an ACh dose of 0.1 μM, following a previous study in which ACh doses varying from 0 to 0.1 μM were used (Bayer et al., 2019). Cases of parasympathetically innervated circles all of the same radius, this being 0.32, 0.5, or 0.76 cm, as well as a case of parasympathetically innervated circles of different radii (0.24 and 0.5 cm) were considered. All these ACh geometries are illustrated in Figures 1A–D.

The interaction between vagal stimulation and fibrosis was investigated by considering models with all different combinations of ACh patches, 20–40% of Fu or Fnu. One of these possible combinations is represented in Figure 1G. In the GPs, despite the predominance of the parasympathetic fibers, the sympathetic fibers can be found too (Tan et al., 2006). To account for it, an additional simulation considering small islands of β-adrenergic stimulation inside the ACh patches was performed (radius of Isoproterenol (Iso) patches = 0.1 cm). β-adrenergic stimulation was simulated as in the study by González de la Fuente et al. (2013), where the effects of Iso were modeled by the modulation of the maximum conductances of the ICaL, Ito and IKs currents following the reported dose-dependent curves. A 1μM Iso dose was considered.



2.2. Simulation Protocols

Tissue simulations were performed using Electra, an in-house software implementing the finite element and meshfree mixed collocation methods (Mountris et al., 2019; Mountris and Pueyo, 2020b) for the solution of the cardiac monodomain model. In this study, the finite element implementation was used as in previous studies, where we have simulated human atrial electrophysiology (Celotto et al., 2020). Simulations were performed using explicit time integration with an adaptive time step ranging from 0.005 to 0.01 ms. A dual adaptive explicit time integration (DAETI) method was used (Mountris and Pueyo, 2020a). DAETI employs adaptive explicit integration for the solution of both the reaction and diffusion terms of the cardiac monodomain model, which allows obtaining accurate solutions while reducing the computational time. In all tissue simulations, a space step of 0.02 cm was used. To define the spatial resolution, a convergence analysis was conducted by running simulations with progressively reduced space step. When differences in longitudinal conduction velocity between consecutive step sizes were below 0.2%, no improvement was considered to be achieved by additionally refining the mesh and that space step was taken as the spatial resolution for all the simulations.

To ensure that steady-state was reached in our simulations, single cells were simulated in MATLAB while being paced at a fixed cycle length (CL) of 1,000 ms for 1 min. The values of the state variables of the models at steady-state were used for initialization in the tissue simulations. Tissue stimuli were applied at its bottom edge, with a CL of 1,000 ms. The results for the last simulated beat were analyzed.

Simulations were run in a laptop with 8 GB of RAM and an Intel Core i7 4-core processor at 2.5 GHz.



2.3. Unipolar EGM Computation

Unipolar EGMs were computed in a 16 × 16 electrode mesh at the center of the tissue, with an inter-electrode spacing of 2 mm in both the “x” and “y” directions, as represented in Figure 1H. Electrode positioning at different distances from the tissue in the orthogonal direction, namely 0.5, 1, and 2 mm, was tested. To compute the EGMs [image: image] for an electrode located at r′, the following formula was used (Gima and Rudy, 2002; Baher et al., 2007; Palacio et al., 2019):

[image: image]

[image: image]

where r = [x y z] and r′ = [x′ y′ z′] are the coordinate vectors, in the Cartesian system, for a tissue point and the electrode, respectively. In the equation, ∇r denotes the spatial gradient. The integral was calculated across the whole 2D tissue in the x-y plane. The discretized form of this formula is reported in the Supplementary Material.

[image: image] represents the unipolar electrogram for a “punctual” electrode (pEGM) located at r′. In addition, to model the electrode size more realistically, electrodes of 0.8 × 0.8 mm (Chouvarda et al., 2001; Sahli Costabal et al., 2018; Abdi et al., 2020) were considered. For “dimensional” electrodes, the EGM correspondent to that electrode was obtained by performing the average of the pEGMs computed in all the points covered by the surface of the electrode, namely 25 nodes (Abdi et al., 2020). The EGMs were then normalized by a factor dependent on the electrode-tissue distance (350 for z = 0.5 mm, 250 for z = 1 mm and 150 for z = 2 mm) to obtain an amplitude of the depolarization wave in line with the amplitude of clinical EGMs (6/7 mV). Subsequently, the EGMs were filtered with a 2 Hz high-pass filter, mimicking the implementation in most commercial systems, to remove the DC level due to the differences in the resting membrane potentials between distinct cells in the tissue.

To assess the performance of the proposed algorithms (refer to section 2.4) under noisy conditions, noisy EGM signals were obtained as follows. Noise segments were extracted from 180 EGM recordings from patients. The power of each noise segment was normalized. Subsequently, the different noise segments were individually added to the EGMs with different multiplying factors to test signal-to-noise ratios (SNR) from 0 to 20 dB. For repolarization analysis, a 2 to 30 Hz band-pass filter was applied to the noisy EGMs to remove the DC level and the high frequency noise without altering the features of the repolarization waves. For depolarization analysis, a 2 to 250 Hz band-pass filter was applied.



2.4. Algorithm for Electrogram Post-processing

The atrial repolarization wave of the [image: image] signal, at the electrode (i,j), i,j∈{1, ⋯ , 16}, was denoted as Ri,j(t). Since the time window (TW) in which the Ri,j(t) waves were located did not show a fixed distance from the depolarization wave, an automatic delineation method was developed. For each simulated case, the time location, tR, of the absolute maximum repolarization peak (either positive or negative), Rim, jm(tR), identified at the electrode (im, jm) among all the (i,j) EGMs of a single case, was searched for in a window starting 100 ms after the depolarization-based reference time corresponding to the maximum slope of the depolarization wave, taken as t = 0. The onset and ending points of the TW were set to 30 ms before and 150 ms after the tR, respectively. For each EGM, the local minima ([image: image]) and maxima ([image: image]) within the TW were identified. The amplitude [image: image] was selected as either [image: image] or [image: image], choosing the one with the largest absolute value (but maintaining its sign).

[image: image]

One example of two EGMs recorded inside and outside a GP, respectively, is represented in Figure 2. The relationship between the repolarization waves Ri,j(t) and the corresponding APs are illustrated in Figure 3 for a simulated case with no fibrosis and with ACh distributed in patches of radius r = 0.5 cm. As it can be observed from the figure, ACh not only shortens the AP, but also accelerates phase 3 of AP repolarization, which leads to Ri,j(t) waves of higher amplitude [image: image]. A sensitivity (Se)-specificity (Sp) analysis was performed by calculating a ROC curve to identify the optimal repolarization amplitude threshold, Rth that allowed identification of EGM signals of ACh-release and non-ACh-release areas. Specifically, ACh and non-ACh areas were associated with EGMs presenting amplitudes [image: image] above and below the threshold Rth, respectively.


[image: Figure 2]
FIGURE 2. EGMs recorded in non-ACh (blue) and ACh (red) release sites. Dashed vertical lines indicate the repolarization window for analysis.



[image: Figure 3]
FIGURE 3. (A) 2D model of a non-atrial fibrillation (AF) tissue with ACh release sites shown in black and EGM electrodes in red and blue. (B) APs and EGMs were recorded in the (i,j) points represented in the left panel. The thicker lines correspond to the points represented with big squares in the tissue.


When simulating cases with Fnu, we observed that the amplitude [image: image] of EGMs in ACh and non-ACh areas presented different behavior depending on the presence or absence of fibrosis. This is illustrated in Figure 4 together with the different APs that underlie this difference. On this basis, an additional step in the EGM processing was applied to distinguish fibrotic from non-fibrotic areas before using the [image: image] amplitude to identify ACh areas. Identification of fibrotic areas was performed based on the amplitude of the EGM depolarization wave, Di,j(t), taken from EGM onset to TW window onset, which is a common method in clinical practice (Rolf et al., 2014; Blandino et al., 2017; Nairn et al., 2020). The amplitude [image: image] was computed as the difference between the maximum positive, [image: image], and minimum negative, [image: image], peaks of the depolarization wave Di,j(t).

[image: image]

Fibrotic areas were associated with lower [image: image] amplitudes. Considering the dependence of the depolarization amplitude on the amount of fibrosis, a ROC curve was again used to determine the optimal threshold Dth to distinguish fibrotic vs. non-fibrotic areas.


[image: Figure 4]
FIGURE 4. (A,C) 2D model of a persistent AF (PsAF) tissue with ACh release sites shown in black, fibrosis in light gray, and EGM electrodes in red and blue in the non-fibrotic regions, and in orange and cyan in the fibrotic regions. (B,D) APs and EGMs were recorded in the points represented in the left panels. The thicker lines correspond to the points represented with the big squares in the tissue. In (D) the peaks of the Ri,j(t) waves are highlighted with a dot.





3. RESULTS


3.1. EGM Repolarization Analysis in Non-AF, PxAF, and PsAF Tissues

In this section, the values of [image: image] for ACh-release and non-ACh-release areas are presented. To illustrate the results, figures are presented for some of the simulated cases with ACh patches of radius r = 0.5 and ACh patches of radii r = 0.5 and 0.24 cm. Figures for all other simulated cases can be found in the Supplementary Figures 1–7.

In non-AF tissues, and for all the tested ACh geometries, the optimal value of the threshold Rth to distinguish between ACh and non-ACh regions, and computed as later described, was found to lie in a range between 23 and 41% of RA, max, the maximum [image: image] value in the grid is given by the following:

[image: image]

In PxAF tissues with 20% Fu fibrosis, similar behavior as in non-AF tissues was found. Results are illustrated in Figure 5.


[image: Figure 5]
FIGURE 5. EGM analysis for a non-AF tissue in (A,B) and a peroxysmal-AF (PxAF) tissue with 20% uniform diffuse fibrosis (Fu) in (C,D). Top row: EGMs aligned with respect to the time correspondent to the maximum slope of the depolarization wave (marked as t = 0 in the x-axis). The vertical dashed lines delimit the time window TW for the Ri,j(t) repolarization signals. Bottom row: atrial repolarization waves, Ri,j(t), with dots indicating the maximum absolute value, [image: image], of the waves within TW. The horizontal dotted lines represent the optimal threshold Rth found by Se/Sp analysis.


In PxAF tissues with 20% Fnu fibrosis, the areas with fibrosis were analyzed separately from the areas without fibrosis. In the non-fibrotic regions, the threshold was found to lie in the range between 30 and 46% of RA, max value. In the fibrotic regions, the peaks were generally organized in to two clusters above and below zero, with the positive peaks corresponding to ACh regions. The results of the analysis for 20% Fnu fibrosis with the simulated fibrotic geometry [image: image] are illustrated in Figure 6 for ACh patches of radius r = 0.5 cm and for ACh patches of radii r = 0.5 and 0.24 cm.


[image: Figure 6]
FIGURE 6. EGM analysis for a PxAF tissue with 20% non-uniform diffuse type 1 fibrosis in (A,B) and a PsAF tissue with 40% type 1 Fnu in (C,D) (type 1 Fnu is represented in Figure 1E) cases. Top row: EGMs aligned with respect to the time correspondent to the maximum slope of the depolarization wave (marked as t = 0 in the x-axis). The vertical dashed lines delimit the time window TW for the Ri,j(t) repolarization signals. Bottom rows: atrial repolarization waves, Ri,j(t), with dots indicating the maximum absolute value [image: image] of the waves within TW. The horizontal dotted lines represent the optimal threshold Rth found by Se/Sp analysis.


In PsAF tissues with 40% Fu fibrosis, similar to the previous cases, the threshold was found to lie in the range between 14 and 32% of RA, max. For PsAF tissues with 40% Fnu fibrosis, the behavior was the same as for 20% Fnu fibrosis reported above, with the only difference being the onset of the TW. Figure 6 shows the results for 40% Fnu fibrosis with the simulated fibrotic geometry [image: image].



3.2. EGM Depolarization Analysis in PxAF and PsAF Tissues

Given the different morphology of the Ri,j(t) waves in fibrotic vs. non-fibrotic areas when non-uniform diffuse fibrosis is simulated, prior identification of fibrotic areas was required to set up thresholds on repolarization amplitude that allow identification of ACh areas. The distribution of the depolarization amplitude [image: image] in fibrotic areas, non-fibrotic areas, and the whole tissues are shown in Figure 7, top line. The results presented in Figure 7 for the ACh patches of radius 0.5 cm are representative of all other simulated cases, as ACh distribution does not have an observable effect on the amplitude of the depolarization waves. As it can be observed from the figure, although there is some overlap of the violin plots, particularly for 20% Fnu fibrosis, it is still possible to some extent to distinguish fibrotic vs. non-fibrotic areas based on the [image: image] only.


[image: Figure 7]
FIGURE 7. Depolarization wave, Di,j(t) analysis. Top row: statistical distribution of depolarization wave amplitude [image: image] in fibrotic areas, non-fibrotic areas, and the whole tissue for simulated cases with non-uniform diffuse type 1 and type 2 fibrosis at 20 and 40%. Black lines represent the mean of the distribution. Bottom line: ROC curves for the same simulated cases as in the top row. Optimal thresholds minimizing the Euclidean distance to the top-left corner of the graph are shown with asterisks. Red circles correspond to the mean of the depolarization wave amplitudes. In all cases, the optimal threshold Dth is lower than the global mean.




3.3. Optimal Thresholds for Identification of Fibrotic and ACh-Release Areas

The optimal value for the threshold Dth on the depolarization amplitude to identify fibrotic areas was found by calculating a ROC curve. Starting from the global mean value of [image: image], 40 different threshold values were analyzed by decreasing and increasing it in voltage steps of 0.1 mV. The optimal value for Dth was determined as the point on the curve that was closer, in terms of the Euclidean distance, to the top left corner corresponding to 100% sensitivity and 100% specificity. ROC curves for different fibrosis distributions are illustrated in Figure 7, bottom line. Overall, the optimal threshold value was lower than the global mean of [image: image]. From the ROC curves, it is also evident that the separability is higher for 40% Fnu than for 20% Fnu fibrosis distributions. The values of the threshold Dth on the depolarization amplitude are presented in Table 2, as % of the maximum [image: image] value in the gridis given:

[image: image]

The optimal value for the threshold Rth on the repolarization amplitude to identify ACh-release areas was analogously found by a statistical ROC curve analysis. Different thresholds of about 160 expressed in terms of percentage of RA, max, in voltage steps of 1% of RA, max, were studied. For simulated cases with Fnu distributions, the analysis was separately performed for fibrotic and non-fibrotic areas as previously identified according to the optimal threshold Dth described above. The ROC curves for ACh identification are illustrated in Figure 8. In the Fnu cases, ROC curves for both fibrotic and non-fibrotic areas are represented. As can be observed from the figure, the detection of ACh areas was more challenging in the fibrotic regions, especially when simulating 40% Fnu fibrosis. Furthermore, for both 20 and 40% Fnu fibrosis, the mixed case containing ACh patches of radii 0.5 and 0.24 cm has the worst measure of separability. The optimal values for the threshold Rth are displayed as dotted lines in Figures 5, 6. The values of Rth for all simulated cases are represented in Table 3.


Table 2. Values of the threshold Dth expressed as percentage of DA, max.

[image: Table 2]


[image: Figure 8]
FIGURE 8. Repolarization wave analysis. ROC curves for non-AF tissues and PxAF and PsAF tissues with 20% uniform diffuse or type 1 fibrosis and 40% type 1 fibrosis. Results for different sizes of ACh sites are presented. Optimal thresholds Rth thresholds are shown in red and blue. For Fnu Fp, cases, the curves for both the fibrotic (dashed lines) and non-fibrotic (continuous lines) regions are represented in the same plot.



Table 3. Value of the threshold Rth expressed as percentage of RA, max.

[image: Table 3]



3.4. Identification of ACh-Release Areas From EGM Signals

The results on the identification of ACh-release areas are presented in Figure 9 for the simulated cases shown in Figures 5, 6 and other simulated cases can be found in the Supplementary Figures 8–10. The values of accuracy (Ac), sensitivity (Se), and false positive rate (FPR), equivalent to 1-Specificity, are reported above the maps presented in Figure 9. All results were obtained with the optimal values for the thresholds Dth and Rth described in section 3.3, except for the results presented in section 3.4.4 where the impact of the selected threshold is evaluated.


[image: Figure 9]
FIGURE 9. Results of the algorithm for detection of ACh release sites. Each electrode is assigned with non-ACh, ACh, non-ACh + fibro, or ACh + fibro on the basis of EGM analysis. The color code is the same as in Figures 5, 6.



3.4.1. Non-atrial Fibrillation Tissues

In non-fibrotic tissues, this algorithm was able to identify all the ACh-release patches, with similar performance measures for the different simulated cases. The the mean Ac and Se were both equal to 0.97 while mean FPR was equal to 0.03. The minimum Ac (0.93) and Se (0.92) and the maximum FPR (0.06) were obtained for ACh patches of different radii (r = 0.5 and r = 0.24).



3.4.2. Paroxysmal-AF Tissues

In PxAF tissues with 20% Fu, this algorithm was able to identify all the ACh patches, but, in the mixed case with ACh patches of different sizes, the isolated smaller areas were not completely identified. In PxAF tissues with [image: image] and [image: image], the algorithm showed very good performance (mean Acc = 0.83, mean FPR = 0.19), although some of the ACh patches in the fibrotic areas were not detected correctly in its whole extent. Furthermore, some of the sites wrongly detected as fibrotic were subsequently erroneously classified as ACh points.

However, in all cases, Ac and Se were above 0.80 and 0.83, respectively, and the maximum FPR rate was 0.22. Fnu cases presented worse performance than Fu cases, as can be observed in the representative cases presented in Figure 9.



3.4.3. Persistent AF Tissues

In PsAF tissues with 40% Fu, this algorithm was able to identify all the ACh patches. In PsAF tissues with [image: image] and [image: image], most of the ACh patches were successfully detected, but those that were of small size and fell completely inside a fibrotic area could not be detected. As in PxAF tissues, the mixed case with ACh patches of different sizes were the one presenting the worst performance.

In all cases, Ac and Se were above 0.84 and 0.82, respectively, The maximum FPR rate was 0.18. ACh identification in PsAF tissues with Fnu achieved superior performance than in PxAF tissues, mainly because the fibrotic regions were detected better. This can be appreciated from Figure 9, which shows the results for a PsAF tissue with [image: image] fibrosis.



3.4.4. Threshold Selection

To evaluate the impact of using the optimal thresholds Dth and Rth for each configuration, Ac, Se, and FPR were computed again using the mean optimal thresholds value for all situations, reported in Tables 2, 3. The results varied only minimally. The global mean Ac decreased from 0.91 to 0.88, the global mean Se from 0.92 to 0.91 and the global mean FPR from 0.09 to 0.01.




3.5. Effects of Noise and Tissue-Electrode Distance

The performance of the algorithm for the identification of ACh-release areas was tested on noisy signals with different SNR values of 0, 5, 10, 15, and 20 dB, corresponding to σ values of 279.2, 149.6, 89.7, 47.8, 26.9 μV, respectively. The results are displayed in Figure 10. For non-AF tissues and PxAF and PsAF tissues with Fu, Ac and FPR values were highly decreased and increased, respectively, with the level of noise, however, still showing the Ac values of above 0.76 and FPR values below 0.29 when the SNR was 0 dB. On the other hand, Se was less dependent on noise and had values above 0.7 even for an SNR value of 0 dB. For PxAF and PsAF tissues with non-uniform diffuse fibrosis Fnu, the performance of the algorithm was remarkably less dependent on the noise level. In the worst scenarios of SNR being 0 dB, the minimum Ac and Se values over all simulated cases with Fnu were 0.7 and of 0.63, respectively, while the maximum FPR value was 0.55.


[image: Figure 10]
FIGURE 10. Accuracy (Ac), sensitivity (Se), and false positive rate (FPR) for different noise levels. The color code from dark to light gray is representative of no noise and noise with signal-to-noise ratio (SNR) values of 20, 15, 10, 5, and 0 dB.


To test the effect of electrode-tissue distance, 3 different distances in the orthogonal direction z, namely 0.5, 1, and 2 mm, were used for EGM calculation in all the simulated cases. The performance of the algorithm as a function of the electrode-tissue distance is reported in Figure 11. Ac and Se modestly increased when the electrode came closer to the tissue, while FPR rate slightly increased or decreased with the electrode-tissue distance depending on the characteristics of the tissue.


[image: Figure 11]
FIGURE 11. Accuracy (Ac), sensitivity (Se), and false positive rate (FPR) for different electrode-to-tissue distances. The color code from dark to light gray is representative of 2, 1, and 0.5 mm distances.




3.6. Assessment of Model Dependence, Cell-To-Cell Variability, and Concomitant β-Adrenergic Stimulation

When using the Grandi model, although the time windows for repolarization analysis were different with respect to the ones obtained with the Courtemanche model, delineation could be successfully applied to the EGM waveforms. As in the Courtemanche cases, positive Ri,j(t) waves were found in the ACh patches. A figure showing the corresponding results for the Grandi and Courtemanche model is presented in Supplementary Figure 11.

Including cell-to-cell variability in the Courtemanche model, as explained in the Materials and Methods section, led to similar results from a qualitative point of view, even if some quantitative differences could be observed. A comparison of the same case considering and not considering cell-to-cell variability can be found in Supplementary Figure 12.

Incorporating β-adrenergic stimulation into some atrial sites led to Iso regions being detected as non-ACh regions on the basis of the amplitude of the Ri,j(t) waves. Based on these results, this method seems to be specifically meant to locate parasympathetic stimulated areas. A figure showing these results can be found in the Supplementary Figure 13.




4. DISCUSSION

We developed a novel method to identify ACh release sites in the atrial myocardium based on the characteristics of EGM signals on a grid of electrodes. The method is based on evaluating the amplitude of the EGM repolarization wave and compare it with a threshold that is dependent on the presence or absence of fibrosis in the tissue portion beneath the EGM electrode position. An accompanying method for fibrosis detection is considered based on the amplitude of the EGM depolarization wave. The performance of this proposed method for identification of ACh release sites in the atrial myocardium was tested in simulated tissues representative of control (non-AF), PxAF, and PsAF. The simulated patterns of propagation resulted from pacing an entire edge of the tissue model at a fixed CL for all the cases, with no other AF patterns being simulated. We found that, in all cases, the algorithm was successful in identifying most of the simulated ACh release sites, both when there was no fibrosis in the tissue and when fibrosis was present in uniform diffuse or non-uniform diffuse forms at various degrees. In mean, accuracy and sensitivity values above 90% were achieved.

The role of the extrinsic and intrinsic CANS in modulating cardiac electrical behavior is well evidenced in the literature. Alterations in autonomic activity are documented to contribute to both initiation and maintenance of AF (Volders, 2010; Nishida et al., 2011; Oliveira et al., 2011; Shen et al., 2011; Arora, 2012; Ripplinger et al., 2016; Avazzadeh et al., 2020). Decreasing ANS innervation is shown to reduce the incidence of atrial arrhythmias (Chiou and Zipes, 1998; Schauerte et al., 2000; Pappone et al., 2004; Scanavacca et al., 2006). Specifically, regarding the intrinsic CANS, stimulation of GPs is reported to make them hyperactive and secrete excessive amounts of neurotransmsitters, which facilitates not only the initiation of AF but also its perpetuation. A study evaluating the intensity of vagal responses induced by endocardial high-frequency stimulation (HFS) of left atrial GPs highlights an increase in such responses in patients with AF compared with patients with non-AF, suggesting an abnormally increased GP activity in AF substrates (Iso Kazuki et al., 2019). Some studies have suggested that the extrinsic autonomic input to the heart exerts inhibitory control over GPs and, consequently, attenuation of this control allows GPs to become hyperactive (Stavrakis et al., 2015). On top of elevated neurotransmitter release, other possible explanations for GP hyperactivity have been reported (Iso Kazuki et al., 2019). One explanation is through its link to oxidative stress, which is strongly related to AF and can cause nerve injury (Shimano et al., 2009). This injury, in fact, can trigger the expression of nerve growth factors and neurotrophic factors in non-neuronal cells near the site of the lesion (Feng et al., 2002), which can lead to nerve sprouting. Another possible explanation is the increase in the density of the neural network, with an increased number of sympathetic and parasympathetic neurons, in association with GP-induced AF (Yu et al., 2014).

All the above effects related to GP stimulation involve both the sympathetic and parasympathetic divisions of the ANS. Cholinergic stimulation shortens the APD and leads to membrane hyperpolarization, while β-adrenergic stimulation can induce early afterdepolarizations, leading to rapid, triggered firing (Nattel et al., 2000; Patterson et al., 2006; Po et al., 2006; Iso Kazuki et al., 2019). Of the two, a predominant role of the parasympathetic division has been reported (Rysevaite et al., 2011; Krul et al., 2014). Here, we modeled the electrophysiology of 2D atrial tissues for non-AF, PxAF, and PsAF conditions, in which we incorporated circles of ACh release with different locations and/or sizes. These simulations confirmed that cholinergic stimulation of the atrial myocardium varies as a function of the atrial substrate, particularly depending on the amount and distribution of fibrosis. Also, while, in this study, we simulated the effects of 0.1 μM ACh dose in all cases and all ACh release sites, future studies could account for different ACh doses, possibly in relation to the number of available ACh receptors.

GP ablation as an adjunct to PV isolation has been shown to improve the outcomes of ablation procedures in patients with PxAF and PsAF (Po et al., 2009; Katritsis et al., 2013). In a canine study, where GPs are surgically removed, this technique is reported to acutely reduce the effects of vagosympathetic trunk stimulation on the atrial myocardium in an extensive way (Sakamoto et al., 2010). In situations where the activity of GPs facilitates the initiation and maintenance of AF, GP ablation could result in more beneficial than detrimental effects (Krul et al., 2014); however, there are still a several aspects related to GP ablation that deserve further investigation, including whether reinnervation occurs in the long-term after GP ablation and whether this could contribute to AF recurrence. In any case, if clinical trials with a large number of patients and long follow-up establish the efficacy of GP ablation, accurate location of GPs should be key and the proposed approach could find a place in the identification of GP location and extension. The methods currently available to locate GPs are the so-called functional approach, based on HFS (Lemery et al., 2006; Po et al., 2009), and the so-called anatomical approach, which uses anatomical mapping to identify the presumed GP locations (Pokushalov et al., 2009). Both methods, however, show limitations. On the one hand, the anatomical targeting of GP sites leaves the question open regarding the extent of GP area to be ablated, which could vary from one to another patient. On the other hand, GP sites identified by functional HFS may require several cardioversions following AF induction before testing for additional sites. Also, the equipment to perform HFS is not commonly available in all hospital facilities where ablation is performed and, importantly, studies have shown that GP ablation based on the functional approach may lead to higher AF recurrence than that based on the anatomical approach in patients with PxAF (Pokushalov et al., 2009; Krul et al., 2014; Lim and Kanagaratnam, 2015).

Considering that atrial EGM mapping is normally performed during ablation procedures, this study aims to find EGM features that serve to locate ACh release sites in the atrial myocardium. From the simulated atrial tissues, we computed EGMs on a high-density mesh of 16 × 16 electrodes. We started by characterizing changes in the amplitude of the EGM atrial repolarization wave under the presence of cholinergic stimulation, showing an increased amplitude in myocardial sites stimulated by ACh. This can be explained by a faster phase 3 of action potentials in cholinergically stimulated cells. When setting a threshold on the repolarization amplitude to identify ACh release sites, that threshold was found to be different according to the amount of fibrosis in the myocardium beneath the EGM electrode. Considering that there are regions in the atria, like the posterior wall of the LA, that are preferential locations for GPs and fibrosis (Yang et al., 2017; Benito et al., 2018), we used a method to distinguish fibrotic vs. non-fibrotic areas before applying this algorithm for the identification of ACh sites. There are only a few previous studies in the literature characterizing ACh effects on atrial EGMs. In Lellouche et al. (2007), EGM patterns from patients with PxAF are compared with in silico simulated EGMs. ACh release sites are associated with fractionated EGMs, being the number of deflections the first predictor of cholinergic response. In Vigmond et al. (2005) and Vigmond et al. (2009), high density electrical recordings were acquired from dogs under vagal stimulation and computational simulations are performed. I increased amplitude of the atrial repolarization wave was found in and around the ACh islands. In that study, however, the interaction between ACh release sites and different amounts and distributions of fibrosis was not investigated. This study confirms the findings from that study regarding ACh effects in non-AF tissues and further extends the results to PxAF and PsAF substrates in the presence of electrical and/or structural remodeling, highlighting the need to first identify fibrotic areas. To identify those areas, we used the amplitude of the EGM depolarization wave, as commonly performed in clinical practice (Rolf et al., 2014; Blandino et al., 2017; Nairn et al., 2020). When the amount of fibrosis was high (40%), the detection of fibrotic areas was successful. This performance was, however, reduced under lower levels of fibrosis (20%) if this was distributed in patches, making the error subsequently propagate to identification of ACh sites. Other strategies for fibrosis detection based on bipolar EGM amplitude or using shape-based methods (Riccio et al., 2020) could improve the performance in those specific cases.

To identify ACh areas based on the amplitude of the repolarization waves, we preprocessed the EGM signals by application of a 2 Hz highpass filter, which is a possibility with the NavX system (Endocardial Solutions, St. Jude Medical, Inc., St. Paul, MN, USA), but not with others, the CartoⓇ system (Biosense Webster, Baldwin Park, CA, USA), where the lowest cutoff frequency is around 5 Hz and highpass filtering the signal using that cutoff frequency could lead to Ri,j(t) wave cancellation. This method should, thus, be adjusted depending on the characteristics of the system. Regarding performance, we can conclude that this algorithm successfully identifies the ACh release sites, particularly in tissues with no fibrosis or with diffusive fibrosis and uniform dimensions of the ACh patches. In the case of tissues with non-uniform diffuse fibrosis, the smaller ACh release sites can only be partially identified, or in some cases not identified, if they lie in fibrotic regions. Since in the clinical setting, it is likely that only the major GPs are of interest for ablation procedures, the strategy is expected to work fine. Indeed, our method generally produces very good results for the largest ACh release sites, providing information not only on their location but also on their extension. It should be noted that the method was tested on both PxAF and PsAF substrates. Some studies show that the improvement in the outcome of ablation procedures is mainly observed in PxAF (Pokushalov et al., 2009; Chao et al., 2012). When ablation includes GPs, this could be explained according to the hypothesis that autonomic hyperactivity plays a more predominant role in the early stages of AF development and that its relevance decreases with the progression of the disease and the consequent structural remodeling (Stavrakis et al., 2015). Independently of the amount of GP hyperactivity, the method proposed, in this study, can locate ACh release sites with high performance, with mean Ac and Se, over all, simulated cases being above 0.91.


4.1. Limitations

Some limitations of this study should be acknowledged to provide direction for further work. We investigated 2D atrial tissue sheets with different fibrosis distributions and ACh-release areas. Although we did not include regional electrophysiological heterogeneities in the tissues, we confirmed that introducing cell-to-cell variability in electrical properties led to the same qualitative conclusions. Further studies could implement 3D atrial geometries with more realistic GP distributions, accounting for its structural complexity and incorporating many of the regional electrical heterogeneities present in the intact organ. In addition different stimulation sites and protocols could be tested to assess the impact of other activation patterns on the performance of the proposed methods.

The differentiation between PxAF and PsAF is challenging. Current clinical AF classification (paroxysmal, persistent, long-term persistent, and permanent) is based on the duration of AF episodes and the form of termination (January Craig T. et al., 2014). AF is considered to be a progressive disease, starting from short and infrequent episodes to longer and more frequent ones. This progression is overall shown to be accompanied by alterations in a myocardial substrate. The hallmark of structural remodeling in AF is the increase in the amount of fibrosis, which is, in general, significantly higher in with AF compared with patients in sinus rhythm and in PsAF compared with PxAF (Platonov et al., 2011). However, different studies have highlighted large inter-individual variability in the fibrotic load in PxAF and PsAF, reporting individual cases of patients with PxAF showing massive fibrosis as well as patients with PsAF showing mild fibrosis (Boldt et al., 2004; Oakes et al., 2009; Platonov et al., 2011; Teh et al., 2012). These models reflect a simplified categorization of AF, with fibrotic load increasing with AF progression. As such, they should serve as a proof of concept of the feasibility of the proposed method for different AF substrates.

Atrial structural remodeling in AF can manifest as enlargement of the atrial chamber, cardiomyocyte hypertrophy, increased mismatch between the orientations of epicardial and endocardial myofibers, changes in atrial wall thickness and, importantly, increased content of fibrotic or connective tissue (Schotten et al., 2011; Wyse et al., 2014; Heijman et al., 2016). Fibrosis remodeling is a multiscale process involving from subcellular to tissue levels. It has been associated with gap junction remodeling (Kostin et al., 2002; Burstein Brett et al., 2009), fibroblast proliferation (Rohr, 2009; Yue et al., 2011) and excess collagen deposition (Burstein and Nattel, 2008; Yue et al., 2011), all interfering with cardiac electrical propagation and slowing conduction. Computational models of fibrotic atria have accounted for these remodeling aspects, either separately or in combination; however, due to the need for further experimental characterization from human tissue, additional work should help to shed light on how to best model atrial fibrosis in humans (Smaill Bruce H. et al., 2013). In this study, we considered a combination of gap junction remodeling, modeled through tissue conductance reduction in fibrotic regions, as well as fibroblast proliferation. The latter is modeled by replacing myocytes with fibroblasts and using a fibroblast ionic model (Andrew MacCannell et al., 2007), as in previous studies (McDowell et al., 2013). Importantly, fibroblasts can exert electrophysiological influences on neighboring myocytes (Pedrotty et al., 2009), shortening APD, slowing conduction and lowering excitability (Trayanova, 2014). In these models, we did not consider the increase in collagen content, which is usually modeled as non-conductive obstacles in the tissue; however considering that increased collagen content in the interstitial spaces between fibers has been found, in general, not to affect longitudinal conduction (Burstein Brett et al., 2009; McDowell et al., 2012, 2013). Since we simulated a planar wavefront, this would not be expected to alter these results.

When simulating electrical remodeling in PsAF, we also considered the possibility to add IK1 current remodeling, as several studies have reported an increase in this current in PsAF by a factor of two or more (Bosch et al., 1999; Dobrev et al., 2001). Simulation of such an IK1 increase in the Courtemanche model required reducing the ACh concentration to 0.01 μM for an AP to be elicited. Therefore, we considered a 50% of IK1 increase as observed in Shim et al. (2017), which allowed considering an ACh concentration of 0.05 μM. The APs obtained from single-cell simulations are reported in the Supplementary Figure 14. The results in terms of Ri,j(t) after including IK1 remodeling are qualitatively similar to the ones presented without including IK1 remodeling in PsAF. It should be noted that, since ACh concentration was reduced, this led to a reduction in the amplitude of the repolarization waves', which occurs with and without IK1 remodeling, the latter occurs both for PsAF and PxAF cases. Simulation results showing these effects are reported in the Supplementary Figure 15. Other currents like IK, ACh have additionally been reported to possibly present PsAF-associated remodeling (Dobrev et al., 2001). Future studies could include modeling of IK, ACh changes in PsAF based on available experimental evidence.

To find the optimal values of depolarization and repolarization amplitude thresholds for the identification of fibrotic and ACh regions, we used a statistical ROC curve analysis. For this method to be applicable in clinical practice, another set of data would be required to build the ROC curves, as in the set of data under analysis, the Se and Sp values would not be available a priori. To evaluate the impact of the thresholds on the method performance, we alternatively computed Ac, Se, and FPR using the mean values of depolarization and repolarization amplitudes in the tissue being analyzed. We found only minimal differences, thus confirming that the performance was not degraded. This proves the robustness of this method using mean thresholds even if only in the simulation framework. In the clinical setting, one possibility to retrieve data to build ROC curves for the analysis of EGMs from patients would be to collect those EGMs while performing HFS location of GP. This data could be analyzed offline to identify the optimal thresholds and compare the performance of the method using mean amplitude thresholds against the one using optimal thresholds. Upon confirmation of the suitability of using mean thresholds, these could be later used in real time. We aim at undertaking future studies extending the present one, where we will test our method on EGM signals from patients collected as just described, over which will apply the procedure developed.

Finally, detection of the atrial repolarization wave in EGMs could be difficult due to contamination related to ventricular depolarization activity; however, some works have already investigated the feasibility of the identification and analysis of unipolar atrial repolarization waves of EGM. Jousset et al. investigated principal component analysis of intracardiac unipolar EGMs to subtract ventricular activity (Jousset, 2011). Other studies by the same group (Jousset et al., 2012; Monigatti-Tenkorang et al., 2014) characterized atrial repolarization in sheep. Jousset et al. considered two sets of animals: one with AV block to prevent far-field ventricular depolarization impinging on the preceding atrial repolarization, and the other one without AV block. A method for ventricular activity cancellation was used in the AV block group. In any case, atrial repolarization alternans were detected from unipolar EGMs in all sheep. The apex of the atrial repolarization wave was evaluated, which could serve as a basis to support the feasibility of measuring atrial repolarization amplitude, as proposed in this study. In another study, atrial repolarization waves were characterized using high resolution atrial bipolar EGMs, and the effects of vagal nerve stimulation on repolarization duration were assessed (Verrier et al., 2016). Future studies extending the present work could investigate atrial repolarization measured from bipolar EGMs for the identification of ACh release sites.




5. CONCLUSIONS

This study develops a method to locate atrial ACh release sites based on the analysis of the repolarization phase amplitude of EGM signals from a grid of electrodes. The method is tested in simulated non-AF, PxAF, and PsAF tissues with different sizes and locations of ACh and fibrosis areas, in which propagation patterns were simulated by pacing an entire edge of the tissue model at a constant CL. In all simulated cases, the method is able to identify ACh sites with an accuracy above 0.8, being the mean larger than 0.91. The method is robust against noise and works well with various EGM electrode distances. Despite simplification in the in silico modeling of non-AF, PxAF, and PsAF tissues, these results could serve as a proof of concept for the feasibility of unveiling ACh sites from atrial electroanatomical mapping during ablation interventions.
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Supplementary Figure 1. EGM analysis for a non-AF tissue. (Top) EGMs aligned with respect to the time correspondent to the maximum slope of the depolarization wave (marked as 0 in the x-axis). The vertical dashed lines delimit the time window TW for the Ri,j(t) repolarization signals. (Bottom) Atrial repolarization waves, Ri,j(t), with dots indicating the maximum absolute value R[image: image] of the waves within TW. The horizontal dotted lines represent the optimal threshold Rth found by Se/Sp analysis.

Supplementary Figure 2. EGM analysis for the uniform diffusive fibrosis PxAF tissue (Fu 20%). The figure is structured as Supplementary Figure 1.

Supplementary Figure 3. EGM analysis for the uniform diffusive fibrosis PsAF cases (Fu 40%). The figure is structured as Supplementary Figure 1.

Supplementary Figure 4. EGM analysis for a PxAF tissue with 20% patchy type 1 fibrosis (type 1 patchy fibrosis is represented in Figure 1E) in the main manuscript) ([image: image] 20%). (Top) EGMs aligned with respect to the time correspondent to the maximum slope of the depolarization wave (marked as 0 in the x-axis). The vertical dashed lines delimit the time window TW for the Ri,j(t) repolarization signals. (Bottom) Atrial repolarization waves, Ri,j(t), with dots indicating the maximum absolute value R[image: image] of the waves within TW. The horizontal dotted lines represent the optimal threshold Rth found by Se/Sp analysis.

Supplementary Figure 5. EGM analysis for a PxAF tissue with 20% patchy type 2 fibrosis (fibrosis geometry reported in Figure 1F) in the main manuscript) ([image: image], 20%). The figure is structured as Supplementary Figure 4.

Supplementary Figure 6. EGM analysis for a PsAF tissue with 40% patchy type 1 fibrosis (fibrosis geometry reported in Figure 1E) in the paper) ([image: image], 40%). The figure is structured as Supplementary Figure 4.

Supplementary Figure 7. EGM analysis for a PsAF tissue with 40% patchy type 2 fibrosis (fibrosis geometry reported in Figure 1F) in the main manuscript) ([image: image], 40%). The figure is structured as Supplementary Figure 4.

Supplementary Figure 8. Results of the algorithm for detection of ACh release sites. Each electrode is assigned with non-ACh, ACh, non-ACh + fibro, or ACh + fibro on the basis of EGM analysis. The color code is the same as in Supplementary Figure 1.

Supplementary Figure 9. Results of the algorithm for detection of all the PxAF cases. Each electrode is assigned with non-ACh, ACh, non-ACh + fibro, or ACh + fibro on the basis of EGM analysis. The color code is the same as in Supplementary Figures 2–7.

Supplementary Figure 10. Results of the algorithm for detection of all the PsAF cases. Each electrode is assigned with non-ACh, ACh, non-ACh + fibro, or ACh + fibro on the basis of EGM analysis. The color code is the same as in Supplementary Figures 2–7.

Supplementary Figure 11. (A) 2D model of a non-AF tissue with ACh release sites shown in black and EGM electrodes in red and blue. Cell electrophysiology is simulated using the Grandi model. (B,D) APs/EGMs recorded in the (i,j) points represented in (A). The thicker lines correspond to the points represented with big squares in the tissue. (C) represents the EGMs aligned with respect to the time correspondent to the maximum slope of the depolarization wave (marked as t = 0 in the x-axis). The vertical dashed lines delimit the time window TW for the Ri,j(t) repolarization signals. The dots indicate the maximum absolute value, R[image: image](t), of the waves within TW.

Supplementary Figure 12. EGM analysis for a non-AF tissue. (A) represents the uniform cells case while (B) represents the case which considers cell to cell variability. (Top) EGMs aligned with respect to the time correspondent to the maximum slope of the depolarization wave (marked as 0 in the x-axis). The vertical dashed lines delimit the time window TW for the Ri,j(t) repolarization signals. (Bottom) atrial repolarization waves, Ri,j(t), with dots indicating the maximum absolute value, R[image: image], of the waves within TW. The horizontal dotted lines represent the optimal threshold Rth found by Se/Sp analysis.

Supplementary Figure 13. (A) 2D model of a non-AF tissue with ACh release sites shown in black, β-adrenergically stimulated sites in white and EGM electrodes in red, blue and green. (B) EGMs aligned with respect to the time correspondent to the maximum slope of the depolarization wave (marked as 0 in the x-axis). The vertical dashed lines delimit the time window TW for the Ri,j(t) repolarization signals. (C) Atrial repolarization waves, Ri,j(t), with dots indicating the maximum absolute value, R[image: image], of the waves within TW.

Supplementary Figure 14. Action potentials obtained from single cell simulations pacing the cell at 1 Hz for 60 s. The continuous lines represent AP when ACh is not added, while the dashed lines represent the same cases with the addition of 0.05 μM ACh. The black lines represent the formulation of PsAF adopted in the manuscript, while the red lines represent the results after including 50% increase in IK1.

Supplementary Figure 15. EGM analysis for the case with 0.5 cm ACh patches and 20% or 40% [image: image]. (A) represents PsAF tissues without IK1 remodeling and ACh = 0.1 μM. (B) represents PsAF tissues with IK1 remodeling and ACh = 0.05 μM. (C) shows the PxAF case with ACh = 0.1 μM. (D) corresponds to the PxAF case with ACh = 0.05 μM. (Top) EGMs aligned with respect to the time correspondent to the maximum slope of the depolarization wave (marked as t = 0 in the x-axis). The vertical dashed lines delimit the time window TW for the Ri,j(t) repolarization signals. (Bottom) atrial repolarization waves, Ri,j(t), with dots indicating the maximum absolute value, R[image: image], of the waves within TW. The horizontal dotted lines represent the optimal threshold Rth found by Se/Sp analysis.
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Background: Brief episodes of atrial fibrillation (AF) may evolve into longer AF episodes increasing the chances of thrombus formation, stroke, and death. Classical methods for AF detection investigate rhythm irregularity or P-wave absence in the ECG, while deep learning approaches profit from the availability of annotated ECG databases to learn discriminatory features linked to different diagnosis. However, some deep learning approaches do not provide analysis of the features used for classification. This paper introduces a convolutional neural network (CNN) approach for automatic detection of brief AF episodes based on electrocardiomatrix-images (ECM-images) aiming to link deep learning to features with clinical meaning.

Materials and Methods: The CNN is trained using two databases: the Long-Term Atrial Fibrillation and the MIT-BIH Normal Sinus Rhythm, and tested on three databases: the MIT-BIH Atrial Fibrillation, the MIT-BIH Arrhythmia, and the Monzino-AF. Detection of AF is done using a sliding window of 10 beats plus 3 s. Performance is quantified using both standard classification metrics and the EC57 standard for arrhythmia detection. Layer-wise relevance propagation analysis was applied to link the decisions made by the CNN to clinical characteristics in the ECG.

Results: For all three testing databases, episode sensitivity was greater than 80.22, 89.66, and 97.45% for AF episodes shorter than 15, 30 s, and for all episodes, respectively.

Conclusions: Rhythm and morphological characteristics of the electrocardiogram can be learned by a CNN from ECM-images for the detection of brief episodes of AF.

Keywords: atrial fibrillation, brief atrial fibrillation, convolutional neural network, interpretability, atrial fibrillation detection, layer-wise relevance propagation, long-term ECG


1. INTRODUCTION

Atrial fibrillation (AF) is the most common heart rhythm disorder found in clinical practice, and it is highly correlated with stroke (Wolf et al., 1991). Guidelines for the management of AF episodes lasting more than 30 s are available (Hindricks et al., 2020). However, less information is known for episodes shorter than 30 s, frequently known as brief AF. Atrial fibrillation is a progressive arrhythmia for which even brief episodes could represent a risk factor for thrombus formation and stroke (Healey et al., 2012). Additionally, in case of delayed management of such brief episodes, they may evolve into longer AF episodes (Hindricks et al., 2020). For this reason, it is a clinical recommendation to monitor stroke patients with long-term ECG recordings to assess the presence of brief AF episodes (Hindricks et al., 2020). However, manual revision of large amounts of ECG data is highly time-consuming, might be influenced by reviewers' subjectivity, and represents a significant financial burden in healthcare (Lee et al., 2008; Kim et al., 2011; Ball et al., 2013). To avoid these problems, different approaches for AF detection have been proposed based on ECG rhythm and morphology analysis, compact representation of the ECG for visual inspection, and deep learning (DL) techniques (Hagiwara et al., 2018; Rizwan et al., 2020).

Atrial fibrillation detectors based on rhythm information rely on different detection metrics. For instance, Zhou et al. (2015), Lake and Moorman (2011), and Petrėnas et al. (2015) developed methods based on entropy metrics; Lee et al. (2013) presented a linear system approach for AF detection by exploring the difference in spectral coherence of the RR intervals present in two continuous time windows; Huang et al. (2010) proposed an approach based on the histogram of the RR interval series. Nevertheless, some of these approaches require a data buffer of at least 1 min for adequate performance. Other authors have proposed to combine rhythm and morphological information as the detection window is reduced. For instance, de Carvalho et al. (2012) applied the spectral entropy for determining f wave presence; Babaeizadeh et al. (2009) investigated the absence of P waves by measuring the similarity between the samples in two consecutive PR intervals. Conversely, Ladavich and Ghoraani (2015), Ródenas et al. (2015), and Ródenas et al. (2017) only explored whether P waves are absent and left out all rhythm information. However, the detectors accounting for morphological information have not been completely capable of characterizing the atrial activity, which is commonly obscured by noise, leading to similar performances as those accounting for rhythm (Sörnmo, 2018).

In terms of ECG visual inspection, Li et al. (2015) proposed the electrocardiomatrix (ECM) for visualization of long-term ECG recordings by presenting the information in a compact, two-dimensional, form while preserving morphology and rhythm characteristics. This approach is intended to simplify manual review of ECG recordings for AF detection and to reduce the workload for reviewers. Implementing this technique, Lee et al. (2018) concluded that the ECM technique is a reliable method for accurate detection of AF when ECM-images of long-term ECG recordings are analyzed by experienced ECG-reader. The detection is made after the alignment of detected R peaks. Such alignment facilitates evaluating whether or not they are preceded by P waves. Additionally, aligning the R peaks in the ECM enables detection of rhythm irregularity present in long-term recordings. However, it remains unclear whether ECM can be used for automatic detection of brief AF episodes.

Deep learning (DL) techniques can reduce the workload in decision-making tasks, leading to faster and more consistent decisions while releasing human resources for other tasks. In this sense, increased computational power and the availability of ECG databases with clinical annotations have driven the development of DL techniques for unsupervised ECG analysis (Parvaneh et al., 2019; Somani et al., 2021). For the detection of AF different DL methodologies have been proposed, including hierarchical attention networks (Mousavi et al., 2020), long short-term memory (Faust et al., 2018; Andersen et al., 2019; Dang et al., 2019; Jin et al., 2020), convolutional neural network (CNN) (He et al., 2018; Xia et al., 2018; Lai et al., 2019; Huang and Wu, 2020; Zhang et al., 2020), and approaches combining recurrent neural networks with CNN (Fujita and Cimr, 2019; Shi et al., 2020; Wang, 2020). Some of these approaches are trained with raw ECG signals (Dang et al., 2019; Huang and Wu, 2020; Jin et al., 2020; Mousavi et al., 2020; Shi et al., 2020; Wang, 2020), or with series of RR intervals (Faust et al., 2018; Andersen et al., 2019; Dang et al., 2019; Lai et al., 2019), while some others utilize time-frequency domain information extracted from the ECG. For the latter, different transformations have been used to create time-frequency images from the ECG such as the spectrogram (Xia et al., 2018), the scalogram (He et al., 2018; Jin et al., 2020), and the stationary wavelet transform (Xia et al., 2018; Zhang et al., 2020).

One drawback of some DL approaches for AF detection is that they are trained and tested with intra-patient subsets of the same database, increasing the chances of overfitting (He et al., 2018; Xia et al., 2018; Dang et al., 2019; Fujita and Cimr, 2019; Lai et al., 2019; Huang and Wu, 2020; Mousavi et al., 2020; Shi et al., 2020; Wang, 2020; Zhang et al., 2020). In this sense, further approaches should consider to train, validate, and test the hyperparameters in the network following a inter-patient approach, i.e., perform the validation and testing with records that have not been used during the training process.

Deep learning techniques have been frequently considered as “black boxes,” not providing information about the decision process. The lack of transparency and explainability could be addressed by investigating which part of the input data is more relevant for the classification. Such analysis could support the adequate functioning of the system (Montavon et al., 2018; Samek et al., 2019), and it could also help detecting biases in the model or data. In this context, Bach et al. (2015) proposed the layer-wise relevance propagation (LRP) technique to analyze the decisions made by deep neural networks. The LRP propagates the prediction score backward through the model using a set of local redistribution rules. This technique can be applied to DL systems providing interpretation with respect to the input (Binder et al., 2018). Layer-wise relevance propagation was applied in brain-computer imaging to analyze factors leading to low-confidence decisions made by a neural network (Sturm et al., 2016). Similarly, LRP has been applied to interpret the decisions of a non-linear machine learning method in biomechanical gait analysis (Horst et al., 2019), and therapy decisions in healthcare applications (Yang et al., 2018) providing insights on the overall decision process of DL systems. Such analysis technique could be applied to DL systems for AF detection as interpretability of these approaches is becoming critical in the medical context.

Despite the great advances in automatic ECG interpretation, detection of brief AF episodes in long-term ECG recordings remains an open challenge, both for classical and DL techniques, due to their paroxysmal and intermittent nature. Classical methods investigate rhythm irregularity or P-wave absence in the ECG, while DL approaches profit from the availability of annotated ECG databases to learn discriminatory features linked to different diagnoses. However, some DL approaches do not consider inter-patient evaluation, and are tested on a small subset of ECG records; increasing the chances of overfitting. Additionally, many of the DL approaches do not provide analysis of the features used for the classification. This paper investigates whether ECM-images and CNN can be used together for detecting brief episodes of AF. The study also investigates the influence of leads used for training as well as the performance on databases not used in the training process. Finally, we implemented the LRP technique to evaluate whether the network is capable of learning the well-known characteristics of AF from ECM-images.



2. MATERIALS AND METHODS

This section provides a detailed specification of the databases utilized during the study as well as the methodology for the generation of the ECM-images. Next, a full description of the CNN architecture and the process for the LRP analysis is provided. Finally, the metrics used for evaluation are presented.


2.1. Databases

Four public databases available at PhysioNet (Goldberger et al., 2000), and one proprietary database are used in this study. All databases are provided with manual annotations for different rhythms following the standard syntaxis used by Physionet (Goldberger et al., 2000). A general description of the databases is presented in Table 1.


Table 1. General description of databases used in the study.
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The Long-Term Atrial Fibrillation (LTAFDB) contains 84 two-lead long-term ECG records, lasting from 24 to 25 h and sampled at 128 Hz, from patients with paroxysmal or persistent AF (Petrutiu et al., 2007). The MIT-BIH Normal Sinus Rhythm (NSRDB) consist of 18 two-lead long-term ECG records, lasting from 23 to 26 h, and acquired with a sampling frequency of 128 Hz, from patients without any significant arrhythmia (Goldberger et al., 2000). The MIT-BIH Atrial Fibrillation (AFDB) is a set of 25 two-lead long-term ECG records lasting 10 h acquired with a sampling frequency of 250 Hz, from patients with AF, mostly paroxysmal, (Moody, 1983). The records 00735 and 03665 from the AFDB, including only rhythm information, are excluded in this study. The MIT-BIH Arrhythmia database (Arrhythmia DB) contains 48 two-lead records including a variety of rare but clinically important cardiac conditions (Moody and Mark, 2001). Each of the 48 records is slightly over 30 min long and was sampled at 360 Hz. The proprietary Monzino-AF database (Monzino-AF DB) includes 38 records from 35 patients, 12 lead telemetry monitoring ECG records with total database-duration of 61 h, sampled at a rate of 500 Hz. This database is useful to evaluate performance using different leads. The records were collected following the declaration of Helsinki, in the Ventricular Intensive Care (VIC) unit for the intensive treatment of ventricular arrhythmias (at Centro Cardiologico Monzino) specialized in the treatment of patients with heart disease with severe arrhythmias. Patients admitted to the VIC unit are usually treated with a transcatheter ablation to control their severe recurrent arrhythmias. This procedure is performed using special probes called electrocatheters or, less often, using a surgical approach. During hospitalization ECG of patients is continuously monitored either in the pre- and post- operative period. The records are manually annotated for AF by expert ECG-readers from Hillrom, and reviewed by clinical experts within the company, asking for advice to cardiologist whenever needed. The LTAFDB and the NSRDB are used for training and validation, whereas the AFDB, the Arrhythmia DB and the Monzino-AF DB are used for testing.



2.2. Electrocardiomatrix

The ECG signal is upsampled to 500 Hz using the xform tool from Physionet (Goldberger et al., 2000). The upsampling is needed to fulfill the requirements of the VERITAS™ algorithm by Hillrom which is used for beat detection. The commercial VERITAS™ algorithm is cleared by the U.S. Food & Drug Administration. Next, linear phase filtering is performed using a forth order highpass Butterworth filter with cutoff frequency of 0.5 Hz to reduce baseline wander. Finally, the signal is confined in amplitude by thresholding to ±1 mV. All beats detected by the VERITAS™ algorithm, including ectopic beats, are considered in the process of generating the ECM-images.

The ECM-images are constructed from ECG segments containing 10 beats plus 2.5 s after the last detected beat and 0.5 s before the first detected beat. From each segment, 10 subsegments of 3.0 s length, partially overlapping, are derived, for which the i:th subsegment starts 0.5 s before the R peak of the i:th detected beat, 1 ≤ i ≤ 10. Next, the ten subsegments are aligned vertically and stored as a matrix, hereinafter the ECM. Finally, the aligned subsegments in the ECM are downsampled to: (1) 125 Hz in the interval [0, 0.5] s, (2) 50 Hz in the interval [0.5, 3.0] s. The downsampled ECM of dimensions 10 × 219 is treated as an intensity one-channel image, referred to as the ECM-image. The main motivation for the two-sections downsampling is to maintain on the left side of the ECM-image a high time resolution in the P wave interval, which is normally 120 ms before every detected beat, and removing redundant information on the right side of the ECM-image keeping only local rhythm patterns. Figure 1 depicts the process of generating an ECM-image.


[image: Figure 1]
FIGURE 1. Generation of the ECM-image from an ECG segment labeled as non-AF. Segment taken from channel 1 of the record 04015 in the AFDB. The segment corresponds to the time interval [4,567, 4,578] s. On the top: ECG segment containing 10 beats (labeled with red numbers) plus 2.5 s after the last beat, and 0.5 s before the first beat. Bottom left: ECM containing the 10 subsegments aligned vertically, the corresponding beats from the ECM segment are labeled in red numbers. Bottom right: ECM-image.


The ECM-images are generated for all records and all channels of each database. A binary labeling is considered; the ECM-images are labeled as AF if 50% or more of the corresponding ECG segment was annotated as AF, otherwise it was labeled as non-AF. For the training and validation dataset, the non-AF class contains ECM-images from ECG segments from healthy subjects in normal sinus rhythm (NSR), while the AF class contains ECG segments from patients in AF. For the test dataset, the AF class contains ECM-images from patients in AF, while the non-AF class contains ECG segments from patients with other cardiac arrhythmias as well as patients in NSR, see Table 1. For the records used during training and validation, the ECM-images are generated from 5 beats overlapping windows whereas non-overlapping windows are used for the ECM-images used for testing, cf. Table 1. The former was done to augment the number of ECM-images in the training process, and the latter to mimic a clinical situation in the testing stage.



2.3. Convolutional Neural Network

Convolutional neural networks were proposed by Fukushima and Miyake (1982), and later boosted by LeCun et al. (1998). The structure of the network is commonly composed of a set of different layers with specific purposes. The input layer receives the information to be classified. The convolutional layers, gathering a set of sliding kernels, filter the data to extract characteristic features. The pooling layers reduce the number of features and provide robustness to variability present in the input. Activation functions such as ReLu introduce a non-linear behavior to the network to improved characterization of complex data. Fully connected layers weight all learned features, from the previous layer, providing a feature distribution to further layers. The softmax function maps the multidimensional output from the previous layer into a set of values in the range [0,1], each element in the output of the softmax layer represents the likelihood for the input to belong to each of the classes. Finally, the classification layer assigns the input to the class with the highest likelihood computed in the softmax layer. Additionally, it is a common practice to include a batch normalization block to allow higher learning rates and make the network less sensitive to initialization settings (Ioffe and Szegedy, 2015). The essence of training a neural network is to automatically tune the weights, w, in the kernels of the different layers so that the network correctly performs a specific task. This tuning is done following the back-propagation algorithm (LeCun et al., 1998) which is based on the error rate for each iteration.

The architecture of the CNN used in this study is described in Figure 2 and Table 2. It is composed of 3 convolutional layers, 3 batch normalization layers, 3 ReLu activation layers, 2 max pooling layers, 1 fully connected layers, 1 softmax layer, and 1 classification layer (Goodfellow et al., 2016). This architecture was selected as a trade-off between performance and number of trainable parameters during the training stage. In our CNN, the input is an ECM-image, and the output of the softmax layer provides two values representing the likelihood for the ECM-image to belong to the classes AF and non-AF, respectively. Finally, the classification layer assigns the input to the class with the highest likelihood. Three-fold cross-validation was performed to train the CNN with datasets selected manually, such that validation data were always taken from different patients than training data. During the cross-validation a subset of 80% of the ECMs created from the LTAFDB and the NSRDB was used for training and the remaining 20% was used for validation. To assure that the training subsets were balanced, we randomly excluded the surplus of the class with more ECM-images, i.e. for the training subset 1 there are ~1.6811 × 106 ECM-images in the AF class, and ~1.7699 × 106 in the non-AF class, therefore, 1.6811 × 106 ECM-images from the non-AF class are randomly selected and used for training. This process resulted in three different trained networks with the same architecture but different learnable parameters (Net 1, Net 2, Net 3). The binary output of each CNN classifies the ECM-images either as non-AF or AF. A final classification is done by majority of votes (MoV) from the three networks (Net 1, Net 2, Net 3). In this sense, the resulting classifications from each network are contrasted with each other, and each ECM-image is placed in the class with MoV. A total of 10,217 learnable parameters are contemplated in the network. Batches of 3,000 ECM-images are used to speed up the training process (Ioffe and Szegedy, 2015), randomly shuffling the batches on each of the epochs considered. During the training and validation phase we noticed no significant improvement in accuracy after the third epoch, for this reason only 3 epochs were used for training the network. The CNN is trained using the function trainNetwork included in the Deep Learning Toolbox from MATLAB (The MathWorks, 2019). The stochastic gradient descent with momentum is used to minimize the binary cross-entropy function used as cost function, therefore, maximizing the classification accuracy. The following parameters were set: learning rate of 0.01, L2 regularization factor of 0.0001, and momentum contribution of 0.9.
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FIGURE 2. Architecture of the CNN used in the study. Hidden layer 2 contains the same set of elements as hidden layer 1.



Table 2. Properties of the CNN.
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2.4. Layer-Wise Relevance Propagation

The underlying reasoning behind the classification process of CNNs is considered as a “black-box” not providing information about the basis for the decisions. To overcome the lack of transparency of the CNN, we applied the LRP methodology (Bach et al., 2015) to provide a way of explaining and interpreting the automated decisions. The overall objective of LRP is to analyze the prediction made by the CNN based on the independent contribution of all elements in the input, in our case, the input is an ECM-image and each pixel represents a single element.

Let L+1 be the number of layers in the CNN where the last layer is the classification layer. Then, the first relevance score, R(L), is the element with the largest score in the output of the softmax layer, i.e., the L:th layer. The other element in the output of the softmax layer is not of interest because it is not used for classifying the input. Next, we propagate R(L) to the previous layers following a set of propagation rules in order to compute the relevance scores for the lower layers such that
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where NL−1 is the number of neurons in layer L−1, and [image: image] is the relevance score of neuron n in layer L−1. Positive values of [image: image] implies that the neuron n contributes to the decision, whereas negative values of [image: image] implies that the neuron contributes against the decision.

A relevance score [image: image] is associated to each neuron n in layer l. The relevance score [image: image] for neuron k in layer l−1, which is closer to the input layer, can be computed based on the relevance scores of the neurons in layer l using the following equation.

[image: image]

where wn, k∈ℝ are connection weights between neuron n and neuron k, and an∈ℝ is the activation of neuron n. The sum [image: image] runs over all neurons in layer l−1, plus the bias neuron w0, k for which a0 = 1. Equation (2) is known as the Epsilon Rule (LRP-ϵ) since it includes a small positive term ϵ that absorbs some negative relevance contributions to the activation of neuron k (Bach et al., 2015). As ϵ becomes larger only the most relevant activations survive the absorption.

The LRP process generates a relevance score for every pixel of the input ECM-image, these scores are collected in a matrix with same dimensions as the ECM-image, i.e., 10 × 219. The matrix provides information about how relevant a pixel was for the CNN to make the decision. In this sense, a score above zero indicates that the pixel contributed to the decision while a score below zero indicates that the pixel contributed against the decision. Then, the matrix is treated as an intensity one-channel image, hereinafter the LRP-image, for visualization, see Figure 3. To facilitate the interpretation of the LRP-image, we produced two images from it. The first one for the interval [0,0.5] s (i.e., [1,63] columns at 125 Hz, leftside-LRP) and the other from [0.5,3.0] s (i.e., [64,219] columns at 50 Hz, rightside-LRP), in accordance with the two-sections downsampling in section 2.2. These images were computed as an average from the ten rows in the LRP-image by remapping its information to the ECG segment in time domain, in other words, reversing the process for creating the ECM-images, cf. Figure 1. In this sense, we aligned the rows in the LRP-image with each other making sure that the beats present in each row are aligned. Finally, the absolute relevance was computed by averaging the aligned relevance scores in the rows. This process was made individually for each side; leftside-LRP and rightside-LRP.


[image: Figure 3]
FIGURE 3. Illustration of the LRP procedure. Relevance from each neuron propagates to neurons in a lower layer.




2.5. Evaluation Metrics

The capacity of the CNN to classify the ECM-images is evaluated by determining the number of ECM-images correctly classified as AF (true positives, TP), the number of ECM-images correctly classified as non-AF (true negatives, TN), the number of ECM-images falsely classified as AF (false positives, FP), and the number of ECM-images falsely classified as non-AF (false negatives, FN). Some commonly used performance metrics that can be computed from the previously listed counts are: accuracy (Acc), sensitivity (Se), specificity (Sp), positive predictive value (PPV), F1-score (F1), and Matthews correlation coefficient (Mcc). These metrics are defined in Equations (3)–(8). The metrics in Equations (3)–(7) take values in the interval [0,1], where 1 corresponds to perfect performance. However, Mcc in Equation (8) takes values in the interval [−1,1]. To facilitate comparison of the Mcc score to the other metrics, the Mcc is normalized to the interval [0,1]. The Acc score quantifies the proportion of correct classifications among the total number of classifications. Sensitivity and specificity measure the proportion of positives that are correctly identified and the proportion of negatives that are correctly identified, respectively. The proportion of TP that are identified among all positive classifications (i.e., TP+FP) is captured by the PPV score. The harmonic mean of PPV and Se is represented by F1, and the Mcc score is a balanced measure which accounts for true and false positives and negatives.
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The EC57 standard (Association for the Advancement of Medical Instrumentation, 2012) is a guideline for testing and reporting performance results of algorithms for cardiac rhythm and ST-segment measurements. Furthermore, this standard is recognized by the U.S. Food & Drug Administration as a consensus standard for medical devices. The EC57 standard emphasizes that record-by-record results should be presented, and recommends to report the results for each channel individually. The EC57 standard also recommends to include statistics describing the performance of the detector on the entire database as a whole (gross statistics) when analyzing records where the total number of events is small. Further, the EC57 standard emphasizes the importance of reporting statistics for the number of episodes detected as well as the total duration of the episodes. The performance metrics suggested by the EC57 standard are: episode sensitivity (SeEpi), episode positive predictive value (PPVEpi), duration sensitivity (SeDur), and duration positive predictive value (PPVDur) defined as follow:
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where TPEpi are the number of correctly detected AF episodes, FNEpi are the number of undetected AF episodes, FPEpi are the number of incorrectly detected AF episodes, TAF is the total duration of AF manually annotated, and [image: image] is the total duration of AF detected by the algorithm.




3. RESULTS

In this section we present the classification performance of the CNN in terms of the metrics listed in Equations (3)–(8). Next, we describe the application of the LRP methodology to provide interpretability to the decision process of the CNN, showing how clinical features such as rhythm irregularity and waveforms are taken into account to make the classification. Finally, each classified ECM-image is remapped to its original time-domain, hence, labeling each sample in the ECG signal. These labels are basis for TPepi, FNepi, FPepi, and [image: image] which are used to obtain SeEpi, PPVEpi, SeDur, and PPVDur.

We also investigated the performance of the network when short ECG signals from a high number of patients are used for training the network. For this purpose, we used the CINC/Physionet 2017 database (Goldberger et al., 2000). A detailed description of the database, and the resulting performance are included in the Supplementary Material.


3.1. Training and Validation of the CNN

Using both channels of the NSRDB and LTAFDB, 2231588 and 2105012 ECM-images were generated for non-AF and AF, respectively, and used for training and validation as described in section 2.3. For the validation subset of ECM-images, Acc = 91.28±0.76% (mean ± std) across the three networks was achieved. A similar score was obtained for Mcc but the F1 score was slightly lower with larger variability between Net1, Net2, and Net3. The performance achieved on the validation subsets is summarized in Table 3.


Table 3. ECM-images classification performance from CNN on the validation subsets from the NSRDB and LTAFDB.
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3.2. Classification Performance of the CNN

For each channel of the AFDB, 60,866 and 54,459 ECM-images were generated for non-AF and AF, respectively. This dataset was used for testing the performance of the network on each channel. Similarly, for each channel of the Arrhythmia DB, a total of 9,495 and 1,077 ECM-images were generated for non-AF and AF, respectively, and used for testing the proposed method. Lastly, the network was tested on each lead of the Monzino-AF DB for which 6,689 and 24,272 ECM-images resulted for non-AF and AF, respectively. It is worth noting that the datasets generated from the Arrhythmia DB and the Monzino-AF DB are highly unbalanced while for the AFDB there is a similar number of ECM-images for both classes.

For channel 1 of the AFDB, Acc = 84.84±1.20% across the three networks was obtained during testing while for channel 2, Acc = 87.88±3.05% was obtained. The MoV accuracy was 86.46 and 89.99% for channel 1 and channel 2, respectively, indicating a large agreement between the trained networks. Given the similar amount of ECM-images for each class for this database, Mcc provides similar results to Acc, while F1 resulted in a lower score due to the low number of TP, also reflected in the low Se. Table 4 summarizes the performance of the presented approach on the AFDB.


Table 4. ECM-images classification performance on AFDB.
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Next, we tested the network on the Arrhythmia DB for which the MoV accuracy was 79.29% and 81.33% for channel 1 and 2, respectively. It should be pointed out that for the Arrhythmia DB some non-AF ECM-images are generated from ECG segments with cardiac arrhythmias, cf. Table 1. The reduced accuracy achieved in comparison to that obtained on the AFDB is mostly due to FPs resulting from ECM-images in the non-AF class containing other cardiac arrhythmias. For this database, the Mcc score is lower than Acc as expected for unbalanced classes while F1 score is notably reduced due to a considerable number of FPs. Table 5 presents the performance metrics for the Arrhythmia DB.


Table 5. ECM-images classification performance on Arrhythmia DB.
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The results from the proprietary Monzino-AF DB show that lead II allows more accurate classification than lead I. This observation is not possible from the results from the AFDB and the Arrhythmia DB, for which channel 1 and channel 2 are undefined. Interestingly, ECM-images from lead V5 achieved the highest performance for Acc, F1, and Mcc over all other leads. Table 6 shows the MoV performance for the Monzino-AF DB. Similarly to the results from the Arrhythmia DB, the Mcc was lower than Acc due to unbalanced classes. However, F1 surpasses both Acc and Mcc since there are many more ECM-images in the AF class for this database. The lowest Acc, F1, and Mcc over all three databases are obtained for the Arrhythmia DB indicating that non-AF arrhythmias represent a significant confounding factor for the CNN when making the classification.


Table 6. Majority of voting ECM-image classification performance on Monzino-AF DB.
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3.3. Layer-Wise Relevance Propagation Scores

To provide interpretability to the decision made by the CNN, we applied the LRP technique to highlight the most relevant pixels in the ECM-image for the classification. The output of the LRP process is a matrix containing relevance scores for each pixel of the ECM-image used as input. Next, from the LRP-image, we created the leftside- and rightside-LRP images, as described in section 2.4, to facilitate interpretation. In general, these two images highlight the capacity of the CNN to extract features related to clinical concepts such as waveforms, see Figures 4–6. Figure 4 shows an example of an ECM-image labeled as AF and correctly classified as AF together with its corresponding LRP-image. The ECM-image highlights the irregularity of the rhythm as the QRS complexes from the ECG segment do not result in a regular pattern. This behavior is taken into account by the CNN to make the correct classification as shown in the rightside-LRP image where the QRS complexes are given high relevance scores. Figure 5 shows an ECM-image labeled as non-AF and correctly classified as non-AF as well as the corresponding LRP-image. In this case, the ECM-image presents a regular pattern with vertical stripes resulting from the regular rhythm present in the ECG segment. Once again, the QRS complexes are given high relevance scores, as shown in the rightside- and leftside-LRP images. Additionally, for the non-AF ECM-images, P waves are also given high relevance scores in both images. Finally, Figure 6 illustrates an ECM-image labeled as non-AF and incorrectly classified as AF. This example shows how non-AF arrhythmias is a strong confounding factor highlighting the irregularity of the QRS complexes in bigeminy episodes.


[image: Figure 4]
FIGURE 4. From top to bottom: ECM-image labeled as AF and correctly classified as AF, heatmap image resulting from the LRP process, rightside-LRP, and leftside-LRP. The rightside-LRP mainly highlights the detection of the QRS complexes while the leftside-LRP captures morphological information used for the classification.



[image: Figure 5]
FIGURE 5. From top to bottom: ECM-image labeled as non-AF and correctly classified as non-AF, heatmap image resulting from the LRP process, rightside-LRP, and leftside-LRP. The rightside-LRP mainly highlights the detection of the QRS complexes while the leftside-LRP captures morphological information used for the classification.



[image: Figure 6]
FIGURE 6. From top to bottom: ECM-image labeled as non-AF and misclassified as AF, heatmap image resulting from the LRP process, rightside-LRP, and leftside-LRP. Premature beats are interpreted as irregular rhythm by the network resulting in a FP prediction.




3.4. Performance for AF Detection

Following the EC57 standard, duration and episode gross statistics for all three testing databases are presented in Table 7. It is worth noting the high similarity between SeDur and PPVDur in Table 7 and Se, and PPV in Tables 4–6. This observation is linked to the fact that non-overlapping ECG segments of very short duration were used for creating the ECM-images, providing also a high resolution comparison with the manual annotations. Closer inspection of Table 7 shows the importance of reporting both duration and episode statistics. In the case of the AFDB we can infer that the present approach for representing the ECG segments as ECM-images enables detection of most AF episodes (high SeEpi) which is very important when assessing long-term ECG recordings. As for the duration sensitivity, a low SeDur score indicates that not the full duration of an AF episode was detected but only a fraction of it. On the contrary, the low PPVEpi score indicates a high FPepi, caused by a large number of incorrectly detected AF episodes of short duration. Finally, the high PPVDur score indicates that most of the AF episodes detected by the algorithm were correct. A similar behavior is observed for the Arrhythmia DB and the Monzino-AF DB.


Table 7. Gross duration- and episode-performance on the different testing data bases.
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We also assessed the capacity of the network for the detection of brief AF episodes. For this purpose we focus on the sensitivity achieved on episodes shorter than a particular duration. The same ECM-images generated previously were used for this analysis (cf. section 2.2). After classification, the images were remapped to their original time-domain to label each sample. From the manual annotations, Table 8 reports the number of AF episodes present in each dataset as well as the number of episodes that are shorter than 10, 15, 20, 30, 60, 90, and 120 s, respectively. Figure 7 presents SeEpi achieved on brief episodes for the different testing databases. For the public databases, SeEpi above 66.67% was achieved for episodes shorter than 10 s which was increasing as longer episodes were considered, and reaching a maximum above 97.45% when all episodes were studied. On the other hand, for the Monzino-AF DB only leads I and II seem to provide SeEpi higher than 83.33% for episodes shorter than 10 s increasing up to 98.08% when all episodes are considered.


Table 8. Number of AF episodes present in the databases that are shorter than a particular duration.
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[image: Figure 7]
FIGURE 7. Episode sensitivity achieved on the episodes shorter than a particular duration present in: (left) channel 1 (Ch1) and channel 2 (Ch2) of the AFDB and Arrhythmia DB (ADB), respectively, and (right) leads I, II, III, V1, V2, V3, V4, V5, and V6 of the Monzino-AF DB.





4. DISCUSSION

In this study, we presented a new approach for AF detection making use of ECM-images and CNN. The construction of the ECM-images is based on detected beats and knowledge about ECG waveform characteristics. In the present study, a commercial algorithm that is routinely used in clinical practice was used for beat detection. All beats detected by the algorithm including ectopic beats were considered, suggesting that accurate beat detection is not critical to the performance of the method. The proposed approach combines features with clinical meaning (cf. Figures 4–6) and deep learning reaching performance accuracy above 81.33% for all testing databases when selecting the best performing channel, cf. Tables 4–6. Next, we analyzed the decision process of the CNN following the LRP methodology. The results from the LRP analysis suggest that the discriminatory features extracted by the CNN account classical non-AF characteristics such as RR interval regularity and P wave presence. Finally, we assessed the performance of the proposed methodology following the EC57 standard, first considering all AF episodes and then accounting only for brief episodes. We achieved SeEpi above 97.45% when all AF episodes were considered, and above 66.67% for brief AF episodes shorter than 10 s increasing as the length of the episodes gets longer over the three testing databases, cf. Figure 7.

The ECM technique is a method to transform the ECG information into a two-dimensional representation. We applied this technique by truncating, downsampling, and shifting the ECG signal. The main advantages of using the ECM-images as input to the CNN are reduced computational complexity and improved interpretability. This was achieved by analyzing images of only 2,190 pixels created directly from the ECG signals. One drawback of this approach is that the duration of the ECG segment used to create the ECM-image does not correspond to a fixed length since they are created from a fixed number of beats. The mean ± std duration of the ECG segments generated from the testing databases is 9.55 ± 1.54 s, 10.10 ± 1.74 s, 9.24 ± 1.93 s for the AFDB, Arrhythmia DB, and the Monzino-AF DB, respectively. The ECM-images are capable of preserving morphology and rhythm characteristics of the ECG making them useful when classifying the ECM-images as AF or non-AF.

Accuracy and F1 score are among the most popular adopted metrics in binary classification tasks. However, when the classes in the datasets are unbalanced (i.e., the number of elements in one class is much larger than the number of elements in the other class), Acc and F1 scores tend to be inflated. Therefore, in order to address this issue, it has been suggested to report the Mcc score as it does not seem to be influenced by unbalanced classes (Chicco and Jurman, 2020; Butkuviene et al., 2021). Additionally, F1 score has the disadvantages that it varies when swapping the classes, and that it is independent from TN predictions (Chicco and Jurman, 2020). These two behaviors were observed for the Arrhythmia DB and the Monzino-AF DB, as these datasets are unbalanced for AF and non-AF. From the Arrhythmia DB and Monzino-AF DB results we noticed that Acc is not robust to unbalanced datasets resulting in higher scores than Mcc which handles unbalanced datasets. For the Arrhythmia DB, for which the number of elements in the non-AF is higher, the F1 score is very low, while it is higher for the Monzino-AF DB which has more elements in the AF class. This behavior would be the opposite if the positive class (AF) is renamed negative (non-AF) and vice versa because the F1 score is independent from the number of elements correctly classified as negative.

To evaluate the performance of the proposed methodology, we first tested the network on two public databases: (1) AFDB which is the most commonly used database to evaluate the performance of AF detectors, and (2) Arrhythmia DB which contains a large amount of brief AF episodes, see Table 8. Results in Tables 4, 5 highlight how non-AF arrhythmias influence the classification of ECM-images; lower Mcc is achieved when evaluating the Arrhythmia DB. Direct comparison of the other parameters in these two tables is not simple because the dataset of ECM-images generated from the Arrhythmia DB is highly unbalanced.

Next, the network was tested on the proprietary Monzino-AF DB to evaluate the performance on the different leads since the public databases did not provide enough information on the lead configuration. For the Monzino-AF DB the best classification was achieved using lead V5. This was most likely because high relevance was given by the network to the QRS complexes (i.e., rhythm irregularity) for making the classification leading lead V5 to better performance as this is one of the lateral leads capturing ventricular activity. It should be noted that the network was trained using 2-channels ECGs. Training the network using 12-lead ECG may have resulted in better performance for lead V1 where the atrial activity is more pronounced. Interestingly, among all leads in the Monzino-AF DB, SeEpi is highest for lead II while the best SeDur is achieved on lead V5 (see Table 7). These results are consistent with the ones presented in Table 6. In this case, SeDur is analogous to the classification made by the CNN for which non-overlapping ECM-images created from short ECG segments are used as input.

The implementation of a CNN to automatically detect AF episodes from the ECM-images did not outperform manual evaluation of ECM-images for detecting AF episodes (Lee et al., 2018). In that study the authors showed that manual inspection of ECM-images provides sensitivity of 99.2%, and specificity of 99.8% when detecting AF episodes in the AFDB in contrast to the 86.7 and 93.4% achieved using the CNN in this present study for SeDur and PPVDur, respectively. However, Lee et al. manually reviewed ECM-images created from the full long-term ECG recordings facilitating the detection of changes in rhythm and the presence of P waves. This represents a more time-consuming task for the reviewer. Moreover, it is important to mention that the record 04936 was excluded from the analysis made by Lee et al. because it contains a large number of paroxysmal episodes of AF. We also compared the performance of our method against the coefficient of sample entropy (COSEn) method by Lake and Moorman (2011). The COSEn is based on the RR-interval series and allows classification of short ECG segments by maximizing a decision threshold. From this analysis, we noticed that the COSEn performs with high accuracy when classifying long ECG segments. One limitation of the COSEn method is the detection of brief AF episodes. A detailed description of this analysis is presented in the Supplementary Material.

The AFDB have been used for tuning the optimal design parameters of different approaches for automatic detection of AF. For example, Dash et al. (2009) implemented a detector tuning a set of thresholds to identify AF episodes based on the randomness and variability of the RR intervals. The authors utilized a detection window of 128 beats with an average transition delay of only 18 beats, achieving Acc = 99.10%. Similarly, Lee et al. (2013) introduced a method based on time-varying coherence functions, for which Acc = 97.91% and Acc = 92.22% were achieved for detection windows of 128- and 12-beats, respectively. Another detector based on short RR-time series was presented by Lake and Moorman (2011), in which the coefficient of sample entropy was calculated once per hour using 12-beats, reaching Se = 91.00% and Sp = 94.00%. Approaches trained with the AFDB that assess the presence of the P-wave also allow detection of brief episodes of AF. For instance, P-wave absence was investigated using nine morphological and statistical features (Ladavich and Ghoraani, 2015). Using windows of seven beats from 20 records of the AFDB, the authors reported Se = 98.09% and Sp = 91.66%. On the contrary, Ródenas et al. (2015) and Ródenas et al. (2017) assessed the presence of the P-wave by measuring the wavelet entropy (WE) from the median TQ interval and the variability of the TQ interval series, respectively. For the former, the WE of 10 beats was used to make the detection with an average delay of 5 beats, resulting in Acc = 95.28%. For the latter, the variability of 15 beats was measured for detecting an AF episode with average delay of 13 beats, reaching Acc = 96.43%. One problem when investigating P-wave morphology is dealing with noisy records. In fact, for the studies from Ladavich and Ghoraani (2015), Ródenas et al. (2015), and Ródenas et al. (2017) manual revision of the data was needed before running the experiments.

Deep learning approaches trained and tested with subsets of the AFDB have considered different techniques. Faust et al. (2018) implemented a bidirectional long short-term memory (LSTM) network fed by sequence of 100 RR-intervals, they used data from 20 records of the AFDB for training and 10-fold cross-validation with the remaining 3 records for testing the model for which they reported Acc = 99.77%. The authors didn't provide the list of records used for testing so as to facilitate comparison. Similarly, Andersen et al. (2019) proposed a CNN-LSTM working with sequences of 30 RR-intervals. The model was trained and tested with the records in the AFDB (18 for testing and 5 for training, not listed). Additionally, it was also tested on the Arrhythmia DB and the NSRDB. The outputs of the CNN-LSTM model were postprocessed to reduce the number of false onsets and offsets applying a median filter to the prediction output. The performance reported on the testing subset from the AFDB was Acc = 97.80±0.61% while for the Arrhythmia DB they achieved Acc = 87.40%. It is also worth noting that the size of the data buffers used in these studies precludes detection of brief AF episodes. Further, note that the presented values of Acc are not directly comparable to our results, since the results were based on subsets of the AFDB.

One DL approach considering ECG segments of 5 s duration was presented by Xia et al. (2018). For this study, twenty three records of the AFDB were used for training and validation using a cross-validation approach for which subsets with proportion 9:1 were randomly selected, for which segments from one patient could be used both for training and validation (intra-patient results). Performances achieving Acc = 98.29% and Acc = 98.63% were reported for two CNNs with similar architecture but different input, respectively. He et al. (2018) utilized ECG segments containing 5 beats for which the network was trained and tested using a subset of the AFDB, records 00735, 03665, 04936, and 05091 were excluded. Following an inter-patient testing approach, the authors first balanced the number of 5 beats segments included in each class (61,924 for non-AF, and 100,612 for AF) by randomly selecting 50,000 segments for each class. Next, subsets for training and testing were selected with portion 4:1 reaching Acc = 98.29%. In the approach by Jin et al. (2020). ECG signals were divided into 5 s ECG segments, resulting in 60,401 and 89,659 segments for AF and non-AF, respectively. To validate the performance of the method, the authors considered both intra- and inter-patient evaluation using the AFDB. For the intra-patients experiments, they used 90% of the data for training and 10% for testing reaching Acc = 98.51%. For the inter-patient evaluation with Acc = 95.15%, 4 records selected randomly were used for testing and the rest for training. However, the authors did not mention the records used for each stage, and used unbalanced datasets for training and validation. In the study by Mousavi et al. (2020) the input was a 5 s ECG-segment including the location of the heartbeats, and waveforms present in the segment. The network was trained and tested with the AFDB, for which 66,939 and 100,483 segments were created for AF and non-AF, respectively. The authors randomly drew the same number of samples (66,939) for both AF and non-AF classes. Performance was presented for both intra- and inter-patient evaluation. For the intra-patient evaluation, 10-fold cross-validation was implemented, using 9-folds for training and 1-fold for validation, reaching Acc = 98.83%. For the inter-patient evaluation Acc = 81.54% was achieved. No report on the records used for each stage was included.

A limitation of the previously mentioned DL approaches trained, validated, and tested the network based on subsets from the same database, not mentioning the records used for each stage, and disregarded a significant amount of data for balancing the classes (Faust et al., 2018; He et al., 2018; Xia et al., 2018; Andersen et al., 2019; Jin et al., 2020; Mousavi et al., 2020). Additionally, some studies only present results for intra-patient evaluation which are likely to be inflated, as shown in Mousavi et al. (2020). From the results obtained in our study it is clear that datasets used for training and testing play an important role when evaluating the network. Results presented in Table 3 suggest that different training datasets result in slightly different validation performance while Table 4 highlights the importance of testing the system with databases not involved in the training and validation process, simulating a real clinical situation.

In this study, we created the ECM-images from short segments of ECG with the purpose of detecting brief AF episodes. To quantify the detection performance for brief AF episodes, we measured SeEpi, following the EC57 standard on annotated AF episodes with short duration, cf. Table 8. The results in Figure 7 show that SeEpi improves above 80% as the length of the AF episodes is greater than 15 s. The ability to detect brief AF episodes, i.e., high SeEpi, is important especially when analyzing signals coming from long-term recordings, as the automatic detection of AF represents a powerful guidance for physicians when manually assessing such records to provide a more accurate and faster diagnosis. In this sense, the methodology proposed in this study is capable of detecting 79.17, 97.56, and 83.33% of the AF episodes shorter than 10 s present in the AFDB, the Arrhythmia DB, and the Monzino-AF DB, respectively, cf. Figure 7. For the Monzino-AF DB, the best performance was achieved on leads I and II. One possible explanation is perhaps that channels in the LTAFDB and the NSRDB very likely correspond to leads I and II, and therefore the network is more sensitive to the characteristic waveforms of these leads. It is important to note that there are only very few brief episodes in the Monzino-AF DB, therefore, any misclassification has an important impact on the sensitivity metric. The resulting SeEpi increases as the duration of the AF episodes that are considered for the analysis increases reaching its maximum value on all three testing databases above 97.45% when all AF episodes are considered, cf. Figure 7. It is worth mentioning that these brief AF episodes are detected in long-term ECG recordings of at least 30 min, cf. Table 1.

Many techniques have been proposed to address the complex interpretability of DL approaches such as CNN. Some proposals provide explanations by integrating a large number of local gradient estimates (Smilkov et al., 2017; Sundararajan et al., 2017). Other techniques accounts for a coarser estimation of the effect from a patch-like perturbation (Zeiler and Fergus, 2014; Zintgraf et al., 2017). Further methods involve the optimization of some local surrogate model (Ribeiro et al., 2016), or of the explanation itself (Fong and Vedaldi, 2017). Such techniques involve multiple neural network evaluations, resulting in computationally expensive processes (Samek et al., 2019). To the best of our knowledge, only two studies in the literature have attempt to present an interpretation of the extracted features from the ECG signals that were considered for the detection of AF (Jin et al., 2020; Mousavi et al., 2020). Jin et al. used attention mechanism to explore the impact of ECG segments at different times on the final prediction, illustrating the most relevant segments of the ECG signal used as input, while Mousavi et al. provided an empirical interpretation of the network, based on hierarchical attention, showing the important waveforms of the ECG signal used to make the predictions by considering the weights obtained for the different inputs. In this study, we applied the LRP technique (Bach et al., 2015) to provide fast and reliable explanation as this technique operates by simply propagating the prediction backwards in the neural network following a set of propagation rules, cf. Figure 3. Another advantage of the LRP is the one single parameter that needs to be tuned, i.e. ϵ. In our experiments, we set ϵ = 1 as a good balance to remove noise elements in the explanation and keep only the most relevant features (Bach et al., 2015). The output from the LRP is a matrix of relevance scores which can be treated as an intensity one-channel image, i.e. LRP-image, showing how important a particular pixel is for the classification. The goal of this analysis is to provide enough evidence to support the CNN classifications, linking the most relevant characteristics from the ECM-image to a clinical interpretation from a machine learning point of view. The rightside-LRP shows that this area in the ECM-images was used by the CNN to extract rhythm characteristics highlighting mainly the QRS complexes of the segment. On the other hand, the leftside-LRP highlights different waveforms in the 0.5 s before each heartbeat. It can be seen that positive relevance is given for QRS complex and P wave while T wave from the previous heartbeat (if present in the 0.5 s before the QRS complex) was given negative relevance, cf. Figure 5. These results are in line with the motivation we used for the two-section downsampling considered when creating the ECM-images; the left side was intended to preserve morphology information while the right side to capture rhythm information. Finally, it is also shown how non-AF arrhythmias and changes in the morphology of the ECG are a strong confounding factors for the network, cf. Figure 6 and Table 5. The results of this analysis suggests that the CNN has been trained to take into account clinical features of AF, like P-wave absence and rhythm irregularity, for the classification.



5. LIMITATIONS

The CNN was trained on data from a limited number of patients, c.f. Table 1. Increasing the training set may improve the generalizability and hence the performance in other ECG databases. Additionally, only a small number of brief AF episodes was investigated, c.f. Table 8, and the results need to be verified in a larger study population. The proposed methodology relies on automatically detected beats provided by a commercial algorithm. It should be emphasized that accuracy of the beat detector may influence the results.



6. CONCLUSION

In this study, we have developed a deep learning approach for detection of brief AF episodes based on ECM-images and CNN. The compact two-dimensional representation of the ECM, preserving morphological and rhythm characteristics of the ECG, allows automatic detection of brief AF episodes. To reduce the chances of overfitting, we tested the proposed method on three databases not used for training: MIT-BIH Atrial Fibrillation, MITH-BIH Arrhythmia, and the Monzino-AF. The ability of the system to detect such brief episodes was assessed by computing SeEpi. Results showed that SeEpi>80.65% is achieved when episodes shorter than 15 s are considered while SeEpi>89.66% is reached when accounting for episodes shorter than 30 s. Finally, the LRP analysis showed that the CNN takes clinical features, such as RR irregularity and P wave absence, into account to classify AF episodes.
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Introduction: The omnipolar electrogram method was recently proposed to try to generate orientation-independent electrograms. It estimates the electric field from the bipolar electrograms of a clique, under the assumption of locally plane and homogeneous propagation. The local electric field evolution over time describes a loop trajectory from which omnipolar signals in the propagation direction, substrate and propagation features, are derived. In this work, we propose substrate and conduction velocity mapping modalities based on a modified version of the omnipolar electrogram method, which aims to reduce orientation-dependent residual components in the standard approach.

Methods: A simulated electrical propagation in 2D, with a tissue including a circular patch of diffuse fibrosis, was used for validation. Unipolar electrograms were calculated in a multi-electrode array, also deriving bipolar electrograms along the two main directions of the grid. Simulated bipolar electrograms were also contaminated with real noise, to assess the robustness of the mapping strategies against noise. The performance of the maps in identifying fibrosis and in reproducing unipolar reference voltage maps was evaluated. Bipolar voltage maps were also considered for performance comparison.

Results: Results show that the modified omnipolar mapping strategies are more accurate and robust against noise than bipolar and standard omnipolar maps in fibrosis detection (accuracies higher than 85 vs. 80% and 70%, respectively). They present better correlation with unipolar reference voltage maps than bipolar and original omnipolar maps (Pearson's correlations higher than 0.75 vs. 0.60 and 0.70, respectively).

Conclusion: The modified omnipolar method improves fibrosis detection, characterization of substrate and propagation, also reducing the residual sensitivity to directionality over the standard approach and improving robustness against noise. Nevertheless, studies with real electrograms will elucidate its impact in catheter ablation interventions.

Keywords: atrial fibrosis, atrial fibrallation, multi-electrode array, unipolar electrograms, bipolar electrograms, omnipolar electrogram, modified omnipolar electrogram, conduction velocity


1. INTRODUCTION

Diagnosis and treatment of a wide range of atrial arrhythmias, including atrial fibrillation, require extraction of substrate and propagation features from intracardiac electrograms (EGMs) (Houben and Alessie, 2006). Mechanisms underlying atrial fibrillation are not yet completely clear (Calkins et al., 2017) and no single-one can comprehensively explain the arrhythmia. The electrical isolation of focal trigger sites in the pulmonary veins (Keane and Ruskin, 2002) may abrogate early stage atrial fibrillation when anti-arrhythmic drug therapy becomes ineffective (Wazni et al., 2005). However, in more advanced stages of persistent atrial fibrillation, additional arrythmogenic substrate and mechanisms such as fibrosis are likely present (Lau et al., 2017), ablation of which was shown to improve success rates in patients (Jadidi et al., 2016).

Due to its unstable nature from beat to beat, atrial fibrillation is better investigated through simultaneous EGMs, recorded by high-density multi-electrode catheters from multiple sites at the same time, rather than by analyzing sequential EGMs, each recorded at a different time within the mapping procedure. From such signals, meaningful features for characterizing atrial substrate and propagation pattern are extracted and mapped through 3D electroanatomic mapping systems, thus helping physicians to visualize the locations that are generating the erratic propagation.

Characterization of atrial substrate is typically performed by mapping the peak-to-peak amplitude of bipolar EGMs (b-EGMs). This strategy identifies as fibrosis (Magtibay et al., 2019) those areas having voltage lower than 0.5 mV (Sim et al., 2019). The fibrotic areas determined in this way constitute a potential substrate for atrial fibrillation maintenance (Burstein and Nattel, 2008) and, consequently, a target for ablation, in combination with pulmonary veins isolation (Haldar et al., 2017). However, the dependence of b-EGMs on multiple factors, including catheter orientation with respect to wavefront direction, electrode size, inter-electrode spacing and contact with the tissue, affect bipolar amplitude values (Magtibay et al., 2019). Moreover, the proposed threshold to define low-voltage areas has not received histological or electrophysiological evidence (Yamaguchi et al., 2019).

In current practice, characterization of atrial propagation patterns is performed by assessing local activation times (Magtibay et al., 2019), using unipolar EGMs (u-EGMs) or b-EGMs. However, both u-EGMs and b-EGMs present limitations because: (1) u-EGMs are sensitive to electric far-field disturbances due to other large cardiac structures such as the ventricles; (2) b-EGMs depend on the angle between the catheter and wavefront propagation direction; (3) both are sensitive to local recording noise.

The recently proposed Omnipolar EGM (OP-EGM) method tries to cope with the problems affecting unipolar and bipolar measurements (Deno et al., 2017). It is based on the estimation of the electric field from all the b-EGMs locally recorded at each group of nearby electrodes, referred as clique by Deno et al. (2017), under the assumption of locally plane and homogeneous propagation within the clique. Two types of cliques are used in this work: (a) square cliques, which consist of four-electrode sets forming a square, and (b) triangular cliques, which consist of three-electrode sets formed by an electrode and two adjacent ones, one in each direction of the 2D plane. From these electrode sets, omnipolar signals and parameters are derived and associated to a single point virtually located at the center of the clique. The electric field evolution over time within each clique describes a loop which depends on the propagation direction. OP-EGM signals are obtained as projections of this loop onto the propagation direction, as if a virtual bipole in that direction had been used. In this way, the dependence on the catheter orientation is theoretically reduced. Substrate and propagation parameters such as peak-to-peak amplitude of OP-EGM signals and conduction velocity (CV) are also estimated at the clique level without requiring previous estimation of local activation times.

In this work, we proposed voltage and CV mapping strategies based on modifications of the OP-EGM method (MOP-EGM) by using two clique configurations: square and triangular cliques. These modifications are hypothesized to improve the accuracy and robustness of the voltage and CV estimates and to reduce the error induced by the b-EGMs dependence on catheter orientation, which is not fully compensated by the OP-EGM approach. Specifically, the aims of this study are: (1) to assess the estimates of CV and propagation direction within each clique with the proposed MOP-EGM method as compare to the ones obtained by the original OP-EGM; (2) to propose mapping strategies based on omnipolar EGMs estimations to characterize the atrial substrate; and (3) to assess the ability of the proposed maps in detecting a fibrotic patch and in reproducing unipolar voltage maps.



2. METHODS


2.1. 2D Atrial Sheet Model

In order to assess the proposed mapping strategies, a 2D atrial tissue of 4 × 4 cm under chronic atrial fibrillation (cAF) conditions was simulated by dividing it into adjacent square elements whose centers were separated 0.1 mm. Within the tissue slice, a circular patch with a diameter of 2 cm was defined, whose center was at the center of the 2D tissue. Inside this circular patch, a diffuse fibrosis pattern was randomly defined following a uniform distribution. All the non-fibrotic nodes were assigned the Courtemanche cellular model stabilized during 1 min at basic cycle length (BCL) 500 ms (Courtemanche et al., 1998). To reproduce left atrial action potential (AP) morphology, the maximum ionic conductance of the rapid delayed rectifier potassium current (IKr) was selected 1.6-fold greater than the original right atrial model (Li et al., 2001; Martinez-Mateu et al., 2018). Additionally, electrical remodeling induced by cAF was introduced through the variation of the maximum conductances of the transient outward potassium current (Ito), the L-type calcium current (ICaL), the inward rectifier potassium current (IK1), the ultrarapid outward potassium current (IKur) and the slow delayed rectifier potassium current (IKs) (see Supplementary Table 1), as in previous computational studies (Tobón et al., 2013; Martinez-Mateu et al., 2018). Twenty percent of the nodes within the fibrotic patch were assigned the Maleckar fibroblast model (Maleckar et al., 2009). The intercellular conduction velocity was decreased to 30% in all elements with at least one fibroblast node (Sánchez et al., 2019). Although the percentage of atrial fibrosis is very patient-dependent, the 20% represents the threshold value between stage II and stage III according to the Utah classification (Chelu et al., 2018), therefore being a realistic percentage for this study. Supplementary Figure 1 shows the effect of adding the cAF electrical remodeling and the fibroblast coupling in the Courtemanche model. The APs were registered in two different myocytes from the mesh, one outside the fibrotic patch and the other inside the fibrotic patch coupled with two fibroblasts. Electrical remodeling produces a 55% reduction in duration measured at 90% repolarization (APD90) (248 vs. 111 ms), in concordance with experimental data (Bosch et al., 1999). Fibroblast coupling with cAF myocytes makes resting potential less negative (83 vs. 78 mV) and elongates the APD90 (111 vs. 120 ms). Simulations were run in ELVIRA software (Heidenreich et al., 2010). The monodomain formulation was solved using the operator splitting numerical scheme with a constant time step dt = 0.01 ms and a spatial resolution dx = 0.1 mm.

Recording electrodes were distributed over the simulated tissue, mimicking a N × N high-density multi-electrode array (MEA) (N = 15), where the inter-electrode distance was d = 2 mm. The simulated tissue geometry, including the MEA location and the fibrotic patch, is shown in Figure 1A. Figure 1B depicts a generic square clique. To keep the same simplified notation in each position within the MEA, its lower left electrode, corresponding to location (i, j) within the MEA, is referred to as electrode 1. The rest electrodes of the clique are numbered from left to right and bottom to top. Therefore, electrodes 2, 3, and 4 correspond to locations (i + 1, j), (i, j + 1), and (i + 1, j + 1), respectively.


[image: Figure 1]
FIGURE 1. (A) Tissue geometry (4 × 4 cm) with overprinted the N × N (N = 15) MEA electrodes (black dots) and inter-electrode spacing d = 2 mm, in the 2D Cartesian coordinate system defined by x and y. Red circle encompasses fibrotic tissue area and red cross represents the electrode located at the center of the tissue. (B) Arrangement of four electrodes (clique) from the MEA, internally denoted with 1, 2, 3, and 4, where location at the centre of the square (yellow dot) is indicated with letter c.


The simulated electrode grid is located so that its central electrode corresponds to the center of both the tissue slice and the fibrotic patch, and the MEA is rotated by an angle Ψ with respect to the tissue fiber orientation. Three different MEA orientations with respect to the tissue preferential direction were considered: Ψ = 0°, Ψ = 30°, and Ψ = 45°, which are illustrated in Figure 2A. For the case when Ψ = 0°, the propagating wavefront direction was depicted in Figure 2B, leftmost, where the fibrotic patch at the center of the tissue is also marked with a diffuse colored area. Moreover, for the same case, the propagation pattern was shown in Figure 2B, rightmost, by means of the map of local activation times, estimated as the maximal negative slope of the available synthetic u-EGMs (Paul et al., 1990). A video content showing propagating wavefront can also be found in the Supplementary Material.


[image: Figure 2]
FIGURE 2. (A) The three different MEA orientations with respect to the tissue considered in this study: Ψ = 0° (leftmost), Ψ = 30° (middle) and Ψ = 45° (rightmost). (B, leftmost) Activation distribution at a particular time instant, where black arrows indicate propagating wave direction. (B, rightmost) Local activation times map representing the propagation pattern. (C) Local 2D Cartesian coordinate system defined by unit vectors [image: image] and [image: image].


The MEA grid was placed at z = 1 mm distance from the tissue surface. This represents a plausible compromise between recording realistic amplitude EGMs and the real clinical setting situation where there is no guarantee of maintaining a perfect electrode-tissue contact during the mapping.



2.2. Synthetic Signals

Unipolar EGMs ui, j(t) were simulated as generated by the propagation wave when passing by electrodes located at sites (i, j), (i ∈ {1, …, N}, j ∈ {1, …, N}) of the grid. They were computed in a volumetric tissue-blood model with a temporal resolution of 1 ms, as in Martinez-Mateu et al. (2019), by using an approximation of the bidomain formulation in two steps (Keller et al., 2010; Martinez-Mateu et al., 2018). By assuming equal anisotropy ratios for the intracellular and extracellular conductance tensors, bidomain equations can be decoupled accounting one of them for changes in the transmembrane potential and the other one for changes in the extracellular potential. Therefore, in a first step, transmembrane potential was solved by the monodomain approach. Then, in a second step, the already calculated transmembrane potential was used to obtain the extracellular potential, considering the tissue immersed in a non-conductive bath.

Simulated signals were obtained with a sampling frequency of 1 kHz, and had a duration of 0.5 s, containing one single activation (depolarization plus repolarization). Bipolar EGMs [image: image] and [image: image] were derived along the two MEA directions as follows:

[image: image]

Bipolar signals, as defined in Equation (1), are used to compute bipolar voltage maps for performance comparison, as described in subsections 2.12, 2.13.

The omnipolar methodological developments assume a locally plane wave propagation within a clique, with a velocity vector [image: image], where [image: image] denotes a unit direction vector whose spatial dependence has been omitted for notation simplicity. In the 2D Cartesian coordinate system defined by the unit vectors in the main directions of the MEA ([image: image] and [image: image]), the local plane wave propagation direction within the clique having electrode (i, j) in its lower left corner, [image: image], forms an angle θ(i, j) with the direction of [image: image], as illustrated in Figure 2C. It must be noted that the angle Ψ is unique for each 2D catheter configuration and should not be mistaken for θ(i, j), which depends on local propagation at (i, j) electrode position, see black arrows direction variations in Figure 2B, leftmost.

Examples of unipolar and bipolar EGMs used in this study, corresponding to the case when the global propagation direction of the wave and MEA direction form an angle Ψ = 0°, are shown in Supplementary Figure 2. In that case, b-EGMs are reported with added noise as well (see also subsection 2.11).



2.3. Activation Times and Relation Between Electrograms Under Plane Wave Assumption

Let us consider any four-electrode clique within the MEA, like the one in Figure 1B. Let tc be the reference time at which the center c of the selected square is activated. Assuming constant velocity within the arrangement, the activation times at the four electrodes are:

[image: image]

Let ϕ(t) be the unipolar voltage waveform generated by a plane wave when passing by a given position at time t = 0. When one or more electrodes within the square of Figure 1B are activated by ϕ(t) passage, the following u-EGMs and b-EGMs are modeled as:

[image: image]

[image: image]

It should be noted that bipolar signals in Equation (4) are derived within each clique along x direction (b12(t) and b34(t)), y direction (b13(t) and b24(t)), as well as along the directions of its diagonals (b14(t) and b23(t)). Depending on the waveform arrival time to each electrode tm, the activation time of each b-EGM bmn(t) corresponds to the passing of the wave by the middle point between electrodes m and n. Therefore, relative delays (misalignment) occur between the different bmn(t).

By using the Taylor's series expansion of um(t) = ϕ(t − tm) around tm = tc, we can approximate:

[image: image]

[image: image]

where Δtmn = tn−tm are the differences between activation times at electrodes m and n, m, n ∈ {1, 2, 3, 4}, and Δtm = tm−tc are the differences between activation time at electrode m and the reference activation time of the center of the square. By replacing Equation (2) in Equation (6) and operating, the following b-EGMs expressions are derived:

[image: image]
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From these expressions we can relate the second order approximations of the different pairs of b-EGMs bmn(t), showing the previously mentioned delay between the different bipolar signals. If we relate b12(t) and b13(t), measured in different x and y directions, we obtain:

[image: image]

Equation (13) shows that the b-EGM along y-direction (1–3) is a scaled version of the b-EGM along x-direction (1–2) by a factor [image: image] and delayed by a time [image: image]. This corresponds to the delay between the pass of the wave by the middle points of each electrode pair, separated [image: image]. As expected, for θ = 90° (propagation in x-direction), b13(t) = 0, while for θ = 45°, the delay is τ = 0, meaning that both bipolar EGMs in the x- and y- directions are activated at the same time. Similarly, if we relate b12(t) with b34(t), both along the x-direction, we obtain:

[image: image]

Equation (14) shows that b-EGMs along parallel directions have the same amplitudes (as expected), and the delay [image: image] ranges from 0, when the propagation is in the same direction than the electrode pairs (θ = 90°), which are therefore activated at the same time, to a maximum of d/v, when the propagation is orthogonal to the direction of the electrode pairs (θ = 0°).



2.4. OP-EGM Framework

The purpose of the OP-EGM method is to obtain EGM amplitude and propagation features which are invariant to the relative angle between the propagation direction and the catheter (Deno et al., 2017). This method is based on the relationship between the spatial gradient of voltage ϕ(t), and the electric field (E-field) at the extracellular-myocardial interface. Let us consider a locally plane myocardial surface, defined by its normal unit vector [image: image]. At each point of the surface, the 3D electric field is described in the right-handed coordinate system defined by the normal unit vector [image: image], the unit vector in the propagation direction [image: image] and in the direction orthogonal to [image: image] within the 2D plane [image: image], see Deno et al. (2017).

Since a 2D MEA was used in this study, only the electric field components in the plane defined by [image: image] and [image: image] were estimated: [image: image], with [image: image]. The traveling wave is assumed to be locally plane and homogeneous within each clique of the MEA. Under that assumption, the relation between the local electric field and the measured b-EGMs is given by the following linear system:

[image: image]

where b(t) is a vector containing the available b-EGMs, D is a matrix of interelectrode distances, and ϱ ∈ {□,△} denotes the clique type, square (□) or triangular (△), respectively. In case of square clique, as the one illustrated in Figure 3A, bϱ(t) ≡ b□(t) contains six b-EGMs, [image: image] and Dϱ ≡ D□ is a 2 × 6 matrix, reported below. Similarly, in case of triangular configurations, as the clique 1 in Figure 3B, bϱ(t) ≡ b△, 1(t) contains three b-EGMs, [image: image] and Dϱ ≡ D△, 1 is a 2 × 3 matrix, also shown below.

[image: image]

Expressions similar to D△, 1 were obtained for the other three-electrode configurations of the clique shown in Figure 3B. Note that with this formulation, the electric field is taken at the clique center, assuming that there are no delays between b-EGM components.


[image: Figure 3]
FIGURE 3. (A) Four-electrode clique. (B) Three-electrode cliques.


From Equation (15) we see that the projection of the E-field along the inter-electrode distance results in the corresponding b-EGM. Since measured b-EGMs will be affected by noise and model mismatch errors, we can use the least-squares criterion to estimate the electric field [image: image] at the center of each clique:

[image: image]

The evolution over time of the [image: image], estimated at the center c of each ϱ-type clique, describes a loop trajectory in the 2D plane. Under the assumption of locally plane and homogeneous wave, E⊥(t) ≈ 0 within the clique, so that [image: image] should have a dominant direction and the loop should lie on a straight line along the propagation direction [image: image] (Deno et al., 2017). On the other hand, if the wave is not plane, [image: image] will describe a bidimensional loop and propagation cannot be characterized by the projection on a single direction.



2.5. Electric Field Estimates at Each Clique

If N × N is the size of the MEA, there will be (N − 1) × (N − 1) = N2 − 2N + 1 estimates of [image: image], in the case of square cliques, and four times this value in the case of triangular configurations. Using Equation (17) and the definitions in Equations (4, 16), the two components Êx(t) and Êy(t) of the electric field can be expressed as linear combinations of the two b-EGMs along x- and y- directions, respectively:

[image: image]
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where the approximated terms make use of Equations (7–10).

Equations (18–22) show that the two electric field components within each clique have a different amplitude, depending on the propagation angle θ. In addition, for triangular cliques, there is also a delay between both components, which is also a function of the propagation angle θ and the conduction velocity magnitude v. Such delay represents the difference in the wavefront arrival time to the middle point of each bipole.



2.6. Time Alignment of b-EGMs

In the formulation of Equation (15), no delay is considered among the b-EGMs. However, when estimating the electric fields making use of measured b-EGMs, the different bipolar signals are activated at their corresponding wavefront arrival times, thus having a delay among them, as expressed in Equations (7–12).

For the square cliques, from Equation (18) we found that there are no delays between Êx(t) and Êy(t), for plane wave propagation and to that level of approximation. Consequently, the [image: image] loop should lie on a one-dimensional trajectory. However, each component Êx(t) and Êy(t) in Equation (18) is the summation of two terms which have a delay between them: Equations (7–10), respectively. It is well known that the summation of delayed components result in smoothed estimates, (Sörnmo and Laguna, 2005), which can lead to underestimate [image: image] at the peak of the signal. Therefore, the first-order Taylor series approximation used in this work to arrive to Equation (18) no longer applies. This phenomenon can be observed in the second graph of row in Figure 5D within the Results section, where the E-field estimate is underestimated at the peak of the signal.

For the triangular cliques, Equations (19–22) show that, in general, there is a delay between Êx(t) and Êy(t) components. This misalignment will be reflected at the [image: image] loop trajectory, which thus will lie in a bidimensional plane rather than on the unidimensional line in the wave propagation direction. To avoid these phenomena and to have well synchronized Êx(t) and Êy(t), in this study we propose a modified version of the least squares estimator of Eϱ(t), where the b-EMGs in the clique are previously time-aligned. For that purpose, both in square and in triangular configurations, the time delay τmn between each independent bipolar signal bmn(t), mn ∈ {12, 34, 13, 24} and the b-EGM with the highest amplitude within the clique bmax(t) was estimated by maximizing their cross-correlation:

[image: image]

Each b-EGM bmn(t) was then advanced by τmn so that it is aligned with bmax(t). Figure 5 shows examples of E-field estimated with and without previous alignment.



2.7. Estimation of Propagation Angle

OP-EGM approach estimates propagation direction by finding the angle [image: image] which maximizes the cross-correlation between the first time derivative of the unipolar voltage signal [image: image], associated to the clique c, and the projection of the electric field in that direction Êp(t). The unipolar voltage signal [image: image] at a given clique corresponds to a locally estimated u-EGM, [image: image], eventually delayed by τc: [image: image]. In the latter equation, [image: image] must be estimated for each clique as explained later. In the coordinate system depicted in Figure 1D, the E-field E(t) is expressed as [image: image]. Therefore, the projection of E(t) along the propagation direction is given by:

[image: image]

The estimated conduction angle [image: image] and the possible delay [image: image] will be found by replacing the E-field E(t) with its estimate according to Equations (18–22) and solving:

[image: image]

If [image: image] is the estimated delay τc maximizing the previous cross-correlation, the propagation angle estimate is:

[image: image]

For square cliques, considering the estimates of the E-field components for plane wave propagation in Equation (18), the expressions in Equation (3) and the fact that [image: image], we find from Equation (26) that [image: image], i.e., [image: image] is an unbiased estimate.

Using a similar procedure for triangular cliques, as clique 1 in Figure 3B, considering the fact that [image: image] and [image: image] are orthogonal and using the approximation in Equation (19), we obtain that the propagation angle estimate when no previous time alignment of b-EGMs is performed can be expressed as:

[image: image]

This result points out that the estimate of θ is biased in general for triangular cliques. Nevertheless, if the electric field components Êx(t) and Êy(t) are estimated from properly aligned bipolar signals, then we obtain [image: image]. For cliques corresponding to triangles 2, 3 and 4, similar expressions are obtained with only changes in the signs of the sin(θ) and cos(θ) terms.

In the reference omnipolar method introduced by Deno et al. (2017), it is not specified which of the unipolar signals measured in a clique is used as the [image: image] in Equation (25). In this work, when reproducing the method proposed in literature, we take the signal from lower left corner electrode when using square cliques, so that uc(t) = u1(t). For triangular cliques, the signal from the electrode corresponding to the vertex of the right angle is chosen, so that uc(t) = uk(t), k = {1, 2, 3, 4} for each of the four triangles indicated with the same k-th index, respectively, in Figure 3B.

Alternatively, we propose in this work a more robust approach, where the estimation of [image: image] to be included in Equation (25) involves all the u-EGMs within the clique. For the case of square clique:

1. each of the four u-EGMs is aligned with respect to the one with the highest amplitude, denoted as umax(t), by computing the maximum cross-correlation between them. In this way, the four aligned u-EGMs uk(t − τk), k ∈ {1, 2, 3, 4}, are obtained;

2. the average signal ū(t) is calculated by averaging the four aligned u-EGMs uk(t − τk);

3. the time derivative of ū(t) is computed and used as estimate of [image: image] in Equation (25), [image: image].

For triangular cliques, steps 1. and 2. are performed by just considering the three u-EGMs at the electrodes forming the clique. Step 3. is the same as for square cliques.



2.8. Estimation of Conduction Velocity

According to the omnipolar method, the conduction velocity v in each clique is estimated by comparing the amplitudes of [image: image] and Êp(t), as they are expected to be proportional under the assumption of locally plane wave: [image: image], if the b-EGMs within the clique are aligned (see Equations 18–22). The conduction velocity v can be estimated by computing the ratio of the peak-to-peak (pp) amplitudes of [image: image] and Êp(t), as proposed by Deno et al. (2017):

[image: image]

In order to avoid the large sensitivity to noise that be expected from an estimation based on peak-to-peak amplitudes, we propose here a more robust estimate of v as the ratio of the standard deviations (SD) of [image: image] and Êp(t):

[image: image]

For square cliques, by using Equation (18) in Equation (24) and if the propagation direction is well estimated ([image: image]), simple calculations lead to the expected:

[image: image]

For triangular cliques (e.g., clique 1), using the approximations with delays in Equation (19) for Êx(t) and Êy(t), and assuming that the propagation direction is well estimated ([image: image]), we have:

[image: image]

This equation shows that the misalignment of [image: image] and [image: image] components in triangular cliques has an effect in the conduction velocity estimate, even if propagation direction is estimated without error. Nevertheless, if the b-EGMs are time aligned as proposed in this work (i.e., if there are not delays between [image: image] and [image: image]), the approximation in Equation (31) reduces to an expression analogous to Equation (30), allowing a proper estimation of the conduction velocity.



2.9. Omnipolar Signals for Voltage Maps

In this work, OP-EGM signals φi, j, (q)(t), where q ∈ {1, 2, 3, 4} refers to each of the four possible triangles when using triangular clique configuration, were defined by projecting [image: image](t) within the corresponding clique onto the following directions:

• The direction [image: image] that maximizes the excursion of the [image: image] loop within the depolarization interval. In that case, the OP-EGM signal [image: image] along the loop maximal excursion (me) direction was derived as: [image: image]. It should be noted that the peak-to-peak amplitude of [image: image] is equivalent to the peak-to-peak amplitude Emax of the electric field, proposed by Deno et al. (2017), multiplied by the inter-electrode distance within the clique.

• The principal direction [image: image] obtained by the principal component analysis (pca) of the loop described by [image: image](t) within the depolarization interval. The resulting OP-EGM signal [image: image] was derived as: [image: image]. In this approach, we also obtained the voltage projected in the orthogonal direction [image: image] (corresponding to the second principal component): [image: image].

Let us consider [image: image] under the plane wave assumption. For square cliques, if maximal excursion occurs in the propagation direction and conduction angle is well estimated, we will have:

[image: image]

It should be noted that there are no second-order terms in Equation (32), unlike the expressions of b-EGMs (see Equations 7–12). Again, alignment prevents attenuation at the [image: image] peaks and consequently yields a better estimate. For triangular cliques under the same assumptions (let us consider clique 1, for instance), there are indeed second order terms in [image: image], affecting omnipolar signal amplitude. Nevertheless, expressing Êy(t) and Êx(t) components with the delay approximation in Equation (19) and time aligning them, we obtain the aligned version [image: image]:

[image: image]

whose amplitude is properly estimated. Examples of the omnipolar EGM signals here introduced are observed in Figure 6, for both clique configurations and the three MEA orientations, with and without the previous alignment of b-EGMs.



2.10. Voltage and Conduction Velocity Maps

For each OP-EGM signal introduced in this work [image: image], s ∈ {me, pca, pca⊥}, we computed the peak-to-peak amplitude [image: image], which was used to build voltage maps. In the pca approach, we also created maps based on the root sum square of the voltage in the first and second principal components, [image: image]:

[image: image]

We also built bipolar maps based on the peak-to-peak amplitudes [image: image] and [image: image] of the b-EGMs in each of the two catheter directions (i.e., [image: image] and [image: image]). The root sum square (r) of both values, as well as their maximum (m) were also considered so as to have a performance reference based on bipolar signals:

[image: image]

All the voltage maps were computed for each orientation of the MEA, and by using both clique configurations analyzed in this study. Omnipolar voltage maps were also performed from aligned b-EGMs. We obtained color-coded maps where a pixel corresponds to a clique (or to an electrode pair, in case of bipolar maps).

Regarding conduction velocity ([image: image]), we created maps for each catheter orientation, each clique configuration, with and without alignment of b-EGMs. More specifically, each map consists of color-coded v-values and arrows representing angular direction θ of the estimated velocity vectors v in each clique. Plotted v-values were estimated by using both OP-EGM approach of the Equation (28) proposed by Deno et al. (2017) and the modified version MOP-EGM introduced in this work in Equation (29).

It should be noted that maps performed with square cliques present the same resolution as bipolar maps, both providing N2 − 2N + 1 pixels when processing the whole MEA. On the other hand, since triangular cliques result in a total of 4 × (N2 − 2N + 1) measurement configurations (and consequently, pixels) within the MEA, maps performed with this configuration present higher spatial resolution.



2.11. Voltage and Conduction Velocity Maps From Noisy Signals

In order to assess the sensitivity to noise of voltage and conduction velocity maps, simulated b-EGMs were corrupted with noise obtained from real b-EGMs recorded at Hospital Santa Marta, Lisbon. Six hundred different noise segments were extracted from b-EGMs recorded with a PentaRay® catheter (Biosense-Webster, Inc., Diamond Bar, CA, USA) in 27 different mapping points at intervals with no recorded EGMs. All noise segments were normalized in order to guarantee the same power level, coinciding with the observed average power. One hundred different realizations of this recorded noise were randomly added to each of the simulated b-EGMs [image: image] and [image: image] along x and y directions of the MEA. As a result, we generated one hundred noisy bipolar signals along each of the two directions, [image: image] and [image: image]. For each realization n, the different modalities of voltage and conduction velocity maps were computed, obtaining 100 different maps from noisy b-EGMs. These mapping strategies were tested regarding fibrosis detection, as well as voltage map reproducibility. The previous procedure was repeated for six different noise levels, scaling the noise realizations so that they had standard deviations σn ∈ {3, 6, 14, 28, 42, 55} μV. The standard deviation of the recorded noise ranged from 1.2 μV to 11 μV, with an average value of 2.4 μV, lower than those reported in Unger et al. (2019). We simulated noise levels ranging up to 55 μV which approximately corresponds to the 95th percentile of the bipolar noise levels reported in Unger et al. (2019), in order to test the performance of the mapping strategies at challenging situations. An example of noisy b-EGM [image: image] with noise level σn = 14 μV is shown in Supplementary Figure 2C.



2.12. Maps Performance Evaluation for Fibrosis Detection

In order to quantitatively evaluate the ability of the different mapping strategies to identify the fibrotic area (i.e., to discriminate pixels within the fibrotic patch from those in the normal tissue), receiver operating characteristic (ROC) curves were used. Two ground-truth masks of fibrosis were created for bipolar and omnipolar maps, having the resolution of square and triangular cliques and indicating whether a clique lay within the fibrotic or the normal tissue. A 14 × 14 ground-truth mask was used to evaluate bipolar and omnipolar maps with square cliques. A value of 1 was assigned if the four electrodes defining the square clique lay in the fibrotic area, and a value of 0 was assigned if all of them lay in the non-fibrotic area. Cliques with some electrodes inside and some outside the fibrotic patch were not considered in the evaluation. Similarly, a 28 × 28 ground-truth mask was used to assess omnipolar maps performed with triangular cliques, considering if the three electrodes defining the triangular clique lay in fibrotic or non-fibrotic tissue.

Both ground-truth masks used in this study are illustrated in Figures 4A,B. For each voltage and velocity map, ROC curves relating sensitivity and specificity were obtained by varying the threshold for fibrosis identification (Metz, 1978). In this analysis, true positive denotes the number of cliques correctly identified as fibrotic, false negative represents the number of missed cliques in the fibrotic area, true negative stands for the number of cliques correctly identified as non-fibrotic and false positive is the number of cliques incorrectly detected as fibrotic. The accuracy (ACC) was defined as the number of cliques correctly identified as fibrotic or non-fibrotic divided by the total number of cliques. The maximum ACC was used as a measure of the overall fibrosis detection ability of a given map. In addition, the sensitivity and specificity with the threshold achieving the maximum ACC were also computed.


[image: Figure 4]
FIGURE 4. (A) 14 × 14 and (B) 28 × 28 ground-truth masks for fibrosis detection, for square and triangular cliques, respectively. (C) 15 × 15 peak-to-peak amplitudes map from u-EGMs and (D) 57 × 57 map resulting from bi-cubic interpolation of (C). 14 × 14 (E) and 57 × 57 (F) amplitude maps for evaluating voltage reproducibility of bipolar and omnipolar maps.




2.13. Maps Performance Evaluation for Reproducibility of the Reference Voltage

The ability of the voltage mapping strategies in reproducing the spatial distribution of reference maps was also evaluated. We created peak-to-peak amplitude maps of u-EGMs, and resampled them to match the spatial resolutions of bipolar and omnipolar pixel maps (with both square and triangular cliques). To quantify the agreement of each voltage map with the substrate characterization given by the reference map, we used both Pearson's ρp and Spearman's rank ρs correlation coefficients. A p ≤ 0.05 was required to have statistical significance. Reference voltage maps were obtained by following two sequential steps:

1. A bicubic interpolation of the N × N peak-to-peak amplitude map of u-EGMs ui, j(t), (i, j) ∈ {1, …, N}, was performed placing three interpolated values between any two adjacent electrodes, along both MEA directions, thus increasing the total number of pixels to (N + 3 · (N − 1)) × (N + 3 · (N − 1)). The original and interpolated maps for N = 15 are shown in Figures 4C,D, respectively, when MEA is oriented with Ψ = 0°.

2. The interpolated pixel map was later resampled so as to obtain (N − 1) × (N − 1) and 2·(N − 1) × 2·(N − 1) reference maps, matching the dimensions of bipolar and omnipolar maps with square cliques, and omnipolar maps with triangular cliques, respectively. Resulting resampled pixel maps from N = 15, for the case when Ψ = 0°, are illustrated in Figures 4E,F.



2.14. Error Evaluation for Noisy Maps

Additionally, in order to evaluate the effect of noise on voltage and velocity maps, we computed the root mean square error (RMSE) between each noisy map and the respective noise-free map. In case of voltage maps, we calculated:

[image: image]

where s ∈ {b-m; b-r; o-me; o-me, a; o-pca-r; o-pca-r, a}. Analogously, for velocity maps, we computed:

[image: image]

with s ∈ {o; o-m; o-m, a}.

We also studied the effect of noise on the estimation of the propagation direction with both the original θo and the modified θo-m omnipolar method. Angle differences, ϵθ, between propagation direction maps obtained from noisy realizations and those obtained from noise-free signals (considered as the reference) were computed for each omnipolar approach and noise level. The mean and standard deviation of the angle differences in each map were obtained and averaged for all noise realizations.

All performance measurements were reported jointly for the three MEA orientations considered in this study, thus assuming that the relative angle of the propagation direction with respect to the catheter is not known a priori.




3. RESULTS

Figure 5 shows some illustrative examples of the electric field loops estimated in both square and triangular configurations, together with their respective b-EGMs, when MEA was oriented with Ψ = 0°, Ψ = 30° and Ψ = 45°, at different (i, j) electrode positions. All the E-field loops were estimated with and without previous time alignment of b-EGMs, as proposed in subsection 2.6 (denoted as Ea(t) and E(t), respectively). In the top three rows, cliques were chosen in a non-fibrotic area with plane wavefront. Rows A–C correspond to the clique (i, j) = (2, 2) for Ψ = 0°, Ψ = 30° and Ψ = 45°, respectively. The estimated local propagation angles with the proposed MOP-EGM method were [image: image] = -0.1°, [image: image] = 23.5° and [image: image] = 45.0°, respectively. Lower panels represent cliques from non-fibrotic areas with curved wavefronts: (i, j) = (4, 12) with Ψ = 0° in Figure 5D; (i, j) = (7, 13) with Ψ = 30° in Figure 5E; and at (i, j) = (8, 13) with Ψ = 45° in Figure 5F. The respective estimated local propagation angles were [image: image] = 34.7°, [image: image] = 70.3° and [image: image] = 85.3°.


[image: Figure 5]
FIGURE 5. Bipolar EGMs (first column) and E-field loops (remaining columns) obtained with (dashed line) and without (solid line) the alignment of b-EGMs, in square and triangular cliques. All the cliques represented are from non-fibrotic areas outside the fibrotic patch. Rows (A–C): cliques with plane wavefront, when Ψ = 0°, Ψ = 30° and Ψ = 45°, respectively. Rows (D–F): cliques with curved wavefront, when Ψ = 0°, Ψ = 30° and Ψ = 45°, respectively.


The effect of the proposed alignment is evident in both upper and lower panels. In square cliques, the E-field peak value for the aligned versions is clearly higher than for the non-aligned ones. On the other hand, in triangular cliques the alignment of b-EGMs proves to improve the estimation of the propagation direction. These is clearly seen especially in those areas where the local propagation direction differs from the dominant directions of the MEA [see panels (B), (C), (D) and (E)].

Figure 6 shows the OP-EGM signals estimated with the different proposed approaches at the same electrode positions(i, j) as in Figure 5: [image: image], where s ∈ {me, pca, pca⊥}, in square and triangular cliques, with and without alignment of b-EGMs. These results show that the OP-EGM signals produced by the two modalities are quite similar in most of the cases. Square cliques reveal that [image: image] is equivalent to [image: image], both when the b-EGMs are aligned and when they are not. In triangular cliques, this is also true in areas where the propagation direction is parallel to one of the main directions of the MEA.


[image: Figure 6]
FIGURE 6. OP-EGM signals [image: image], where s ∈ {me, pca, pca⊥}, obtained in square and triangular cliques, estimated with (a) and without alignment of b-EGMs. All the cliques represented are from non-fibrotic areas outside the fibrotic patch. Rows (A–C): cliques with plane wavefront, when Ψ = 0°, Ψ = 30° and Ψ = 45°, respectively. Rows (D–F): cliques with curved wavefront, when Ψ = 0°, Ψ = 30° and Ψ = 45°, respectively.


The different bipolar and omnipolar voltage mapping strategies are illustrated in Figure 7 for Ψ = 0°, without noise (left columns) and with a noise level of σn = 28μV (right columns). In the latter case, only one of the 100 noisy realizations was shown. The omnipolar maps are presented without and with the alignment of b-EGMs. These results reveal that combined bipolar maps obtained as the root sum square or the maximum voltage of both MEA directions, Vb-r and Vb-m, shown at row A, present better fibrosis detection performance than omnipolar maps without alignment, illustrated at upper and lower rows in Figure 7B for the two approaches me and pca, respectively. However, omnipolar maps with previous time alignment of b-EGMs (upper and lower rows in Figure 7C for the same approaches as in Figure 7B) show results comparable to combined bipolar maps. Omnipolar mapping strategies also present greater correlation with the reference map when time alignment is applied. When b-EGMs are affected by noise, omnipolar voltage maps are more robust than bipolar maps, improving their performance in fibrosis discrimination and correlation with their reference when previous alignment is performed.


[image: Figure 7]
FIGURE 7. Voltage maps when propagation direction is in the main direction of MEA (Ψ = 0°). Left columns: noise-free bipolar maps (row A) and omnipolar maps without (rows in B) and with alignment (rows in C) of b-EGMs; right columns: same types of maps performed in left columns, but from noisy b-EGMs (noise level with standard deviation σ = 28μV).


Velocity maps obtained with the reference OP-EGM method (row A) and with the proposed approach (without (row B) and with (row C) alignment of b-EGMs) are presented in Figure 8, at the same MEA orientation and with the same noise level as in Figure 7. These maps reveal better performance of the MOP-EGM method (CVo-m and CVo-m, a) than the standard approach (CVo). Moreover, the standard approach tends to overestimate conduction velocity values, when compared with the MOP-EGM method.


[image: Figure 8]
FIGURE 8. Velocity maps when propagation direction is in the main direction of MEA (Ψ = 0°). Estimated conduction velocities are color-coded and arrows show the estimated propagation direction. Left columns: noise-free velocity maps performed with the reference omnipolar method (A) and with the proposed approach (without (B) and with alignement (C) of b-EGMs). Right columns: same types of maps as in left columns, but performed from noise corrupted b-EGMs for a particular realization and noise level with standard deviation σ = 28μV.


AUC, ACC, Pearson ρp and Spearman ρs correlation values of the proposed mapping strategies for noise-free signals are shown in Table 1, together with the threshold value with maximum detection accuracy for each map modality. Note that performance was computed by considering jointly the three MEA orientations with respect to the propagation direction. Bipolar voltage maps Vb-m and Vb-r identify the fibrotic area with an ACC of 96 and 95%, respectively, whereas the OP-EGM based voltage maps reach a maximum ACC value of 93%, being consistent with results in Figure 7. Regarding correlation of the voltage maps with the reference maps, both omnipolar strategies (me and pca) achieve values ρp = 0.87 and ρs = 0.87 when square cliques are used and b-EGMs alignment is performed. As a reference, Vb-r and Vb-m present correlations of ρp = 0.86 and ρp = 0.83, respectively. Regarding CV maps, the MOP-EGM version proposed in this work (with b-EGMs alignment) presents indeed comparable performance in fibrosis detection to combined bipolar voltage maps (e.g., ACC = 96% for CVo-m, a with square cliques), and better performance than both omnipolar voltage maps and than the original OP-EGM approach to estimate conduction velocity (CVo).


Table 1. Fibrosis detection performance (voltage threshold, AUC and ACC), Pearson ρp and Spearman's ρs correlations obtained from clean b-EGMs (σn = 0μV), by considering jointly the three MEA orientations with respect to the propagation direction.

[image: Table 1]

Similar results are observed in Figure 9, which shows how fibrosis detection (in terms of the ACC value, Figure 9A) and voltage map fidelity (in terms of Pearson's correlation coefficient ρp, Figure 9B) are affected when b-EGMs are corrupted with different noise levels, jointly considering the three MEA orientations. As observed in panel A, omnipolar voltage and CV maps are less affected by noise than bipolar maps for noise levels greater than or equal to σn = 28μV. Note that the proposed time alignment of b-EGMs improves fibrosis detection performance and robustness to noise of the MOP-EGM maps, when comparing them to their unaligned versions. The highest ACC was obtained by CV maps computed with the MOP-EGM method in square cliques, including prior alignment of b-EGMs ([image: image]), yielding values >90% for all noise levels. On the other hand, CV maps based on the original OP-EGM approach (CVo) proved to be unstable with noise, both in square and triangular clique configurations. As shown in panel B, voltage maps performed with the MOP-EGM method, including b-EGMs alignment, and with square cliques, [image: image] and [image: image], are the most robust in reproducing the reference unipolar voltage maps in the presence of noise. They achieve Pearson correlation coefficients >0.80 for all noise levels and present smaller interquartile ranges than bipolar maps.


[image: Figure 9]
FIGURE 9. (A) Fibrosis detection accuracy (ACC) of the different mapping strategies. (B) Pearson's correlation coefficient ρp of the different voltage mapping strategies. For each noise level, the central mark and the bottom and top edges of each box indicate the median, the first and the third quartile, respectively, whereas the noise-free ACC and ρp are depicted as black horizontal lines.


The RMSE between maps computed from noisy b-EGMS and those computed with noise-free b-EGMs are depicted in Figures 10A,B, respectively, for each noise level. As in previous results, all three MEA orientations are considered jointly. The RMSE values for omnipolar voltage maps are all lower than 0.2 mV, whereas they achieve 0.3 mV in bipolar maps for the highest noise level. As for the CV maps, the MOP-EGM method shows lower RMSE values than the standard OP-EGM approach, in agreement with what was found in Figure 8.


[image: Figure 10]
FIGURE 10. (A) RMSE for voltage mapping strategies. (B) RMSE for velocity mapping strategies. For each noise level, the central mark and the bottom and top edges of each box indicate the median, the first and the third quartile, respectively.


Table 2 reports the mean and standard deviation of the error caused by each noise level in the propagation angles estimated with both omnipolar approaches θo and θo-m for square and triangular cliques, considering jointly all three MEA orientations. These results show that propagation direction maps performed with square cliques are less affected by noise than those performed with triangular cliques, regardless of the omnipolar approach. However, for noise levels lower than σn = 28μV, direction maps with the MOP-EGM approach θo-m exhibit a smaller mean bias than those using the original method θo.


Table 2. Expected error ϵθ (presented as mean ± SD) estimated globally for all propagation direction maps performed with noisy b-EGMs with respect to clean map.

[image: Table 2]

Finally, Figure 11 shows the effect of the MEA orientation on omnipolar voltage and velocity maps (Vo-me, Vo-pca-r, Vo-me, a, Vo-pca-r, a, CVo-m and CVo-m, a) performed with square cliques. The accuracy in fibrotic patch detection reached the values ACC = 91, 99, and 100% using Vo-me; ACC = 91, 100, and 100% using Vo-pca-r; and ACC = 100, 91, and 91% using CVo-m, when Ψ = 0°, Ψ = 30° and Ψ = 45°, respectively. When previous time alignment of b-EGMs is performed, accuracy achieves values ACC = 100, 91, and 92% for both Vo-me, a and Vo-pca-r, a, while ACC = 93, 100, and 100% when using CVo-m, a, for the same catheter orientations.


[image: Figure 11]
FIGURE 11. Omnipolar voltage maps (A,B,D,E) and velocity maps (C,F) performed from clean b-EGMs, without (A–C) and with (D–F) previous time alignment, by using square cliques, when: Ψ = 0° (left column); Ψ = 30° (middle column) and Ψ = 45° (right column).




4. DISCUSSION

In this work, we investigated the performance of different substrate and velocity mapping modalities based on the OP-EGM method, and on the here proposed MOP-EGM approach, in characterizing and detecting fibrotic areas. For that purpose, we used a 2D multi-electrode array over an atrial tissue simulated with the Courtemanche cellular model.

The OP-EGM methodology was presented in Deno et al. (2017) as a novel approach allowing characterization of myocardial substrate and propagation pattern, making possible real-time high-density maps less sensitive to catheter orientation than current bipolar strategies. It showed to solve complex collision and fractionation wavefront patterns in animal subjects, thus providing coherent voltage maps even during atrial fibrillation (Haldar et al., 2017). The OP-EGM approach was proposed to overcome the well-known weaknesses affecting bipolar voltage mapping, which is the cornerstone for the identification of fibrotic atrial substrate, and consequently for low-voltage-guided catheter ablation strategies in AF (Haldar et al., 2017). The efficacy of omnipolar EGMs was also proved in ex vivo (Magtibay et al., 2017) and in vivo (Porta-Sánchez et al., 2019) ventricular mapping, for delineation of both healthy and infarcted areas. OP-EGM approach-based mapping strategies represent an alternative to the more time-consuming local activation times mapping, allowing beat-to-beat indication of the wavefront propagation direction (Deno et al., 2020). However, we observed in our work that OP-EGM still presents some orientation-dependent behavior affecting fibrosis detection, voltage and CV estimations, and we propose an alternative, referred as MOP-EGM method, partially overcoming these problems.

We started by analyzing maps computed from noise-free b-EGMs. Our results show that the previous alignment of the b-EGMs in each clique (as proposed in the MOP-EGM method) always improves the fibrosis detection ability of the omnipolar voltage and conduction velocity maps. The latter provide a characterization of the atrial substrate comparable to bipolar voltage maps combining b-EGMs along x and y directions. On the other hand, bipolar maps Vb-x and Vb-y in each of the MEA main directions revealed ACC values of 69 and 91%, respectively. Moreover, CV maps computed with the MOP-EGM approach present better performance than both omnipolar voltage maps and CV maps computed with the original OP-EGM method. It must also be pointed out that, using the omnipolar approaches, conduction velocities are estimated without the need of detecting local activations. Therefore, the sensitivity to inaccuracies in the determination of local activation times is avoided.

Most studies to detect fibrosis rely on bipolar voltage mapping (Rodríguez-Mañero et al., 2018; Yamaguchi et al., 2019). Other works demonstrate a high correlation with respect to the use of u-EGMs based maps, suggesting no relevant clinical impact of using b-EGMs over u-EMGs (Nairn et al., 2020). Future comparison of unipolar maps with the here proposed MOP-EGM approach will elucidate to what extend that statement remains valid.

The present work also aims at studying the sensitivity to noise of the different mapping approaches. Our observations suggest that the voltage and conduction velocity maps performed from aligned b-EGMs are more robust against noise than both bipolar maps and their unaligned versions, also showing better performance in discriminating fibrosis and in reproducing voltage maps for the same noise level.

In the present study we also addressed the question of the sensitivity of the OP-EGM method to the MEA orientation. Although the fibrotic patch was well discriminated from the healthy tissue by all omnipolar mapping strategies considered in this study, both voltage and velocity OP-EGM based estimates were affected by the relative orientation between MEA and tissue fibers. Regarding voltage maps, when the MEA is not oriented in the same direction as tissue fibers (as when Ψ ≠ 0°), we observe a reduction of the omnipolar voltage values. In addition, in tissue areas where the wavefront propagation is curved, the electric field is overestimated when the local propagation direction becomes parallel to one of the two main directions of the catheter (as when Ψ = 45°). As this happens in an area of healthy tissue, it causes a higher overall accuracy in fibrotic patch detection. The reverse occurs when these curved areas are oblique to the MEA (as in Ψ = 0°), providing underestimated voltages and decreased fibrotic detection accuracy.

As for the orientation dependence of velocity maps, the opposite behavior is observed, with velocity estimation increasing for Ψ ≠ 0°. This is explained by the fact that v, in Equation (29), has an inverse relationship with the magnitude of the estimated E-field, while in voltage estimation (equations in subsection 2.9), the dependence is direct. In addition, in those areas where the wave propagation is curved, velocity is overestimated when the MEA is in the same direction as the tissue (Ψ = 0°). Therefore, the fibrotic patch is globally better detected for this configuration. On the other hand, if catheter becomes oblique to the tissue (Ψ ≠ 0°), areas of curved propagation appear underestimated, thus reducing the overall fibrosis detection performance for those configurations. When b-EGMs are time-aligned, both MOP-EGM based voltage and velocity maps continue to be sensitive to the orientation between MEA and tissue, but to a lesser extent if compared to their unaligned versions. As a result, improved fibrosis detection, better voltage estimations and less degradation by noise are observed in average when using the MOP-EGM approach. The remaining dependence with Ψ is not predicted by the mathematical model based on the plane-wave assumption, but the sampling frequency of the b-EGMs (1 kHz) could be behind this observation.



5. LIMITATIONS

The basic assumption of plane and homogeneous propagation within each clique represents an intrinsic limitation of the omnipolar methodology, requiring the use of high spatial resolution multi-electrode catheters (like the one considered in this study). Moreover, the hypothesis of a plane myocardial surface in the area defined by the clique is questionable in non-compacted myocardial regions or in the atrial appendage. Nevertheless, those areas will be identified with 3D electroanatomic mapping systems (Deno et al., 2017).

In this work, we simulated a very simple propagation pattern in a 2D atrial model, which does not perfectly reproduce the real 3D situation. Therefore, the results here obtained need to be confronted in future studies with those from other simulation configurations (such as non-plane or multiple wavefronts in atrial fibrillation, as well as patchy fibrosis models). Moreover, the proposed MOP-EGM maps need to be evaluated over real data, where the effect of electrode size, inter-electrode distance and variable tissue-electrode contact will be present. The validation of these methods in-vivo is, though, challenging, since late gadolinium-enhanced magnetic resonance imaging represents the only non invasive available reference for atrial fibrosis today, and even their utility is under debate (Caixal et al., 2020). In-vivo/Ex-vivo animal experiments represent an alternative for future works aiming to establish if the simulation-proved superior performance of MOP-EGM translates to clinical counterparts.



6. CONCLUSION

In this work we showed that voltage mapping strategies based on the MOP-EGM method are able to discriminate fibrotic from healthy tissue. For low noise levels, they attain comparable performance to maps obtained by combining the b-EGMs amplitudes along the two directions of the catheter, but clearly outperform bipolar maps when noise is added. On the other hand, omnipolar CV maps reveal higher fibrosis detection accuracy than voltage maps, specially when the modifications proposed in this work were applied. The fibrosis detection performance of voltage and velocity maps benefit from prior intra-clique time alignment of b-EGMs as proposed in the MOP-EGM approach. In addition, the use of square cliques outperforms the triangular ones.

As for the different approaches to estimate the omnipolar voltage from the E-fiel loop, both the one based on maximal excursion (me) and the one based on principal component analysis (pca) yield similar results, in terms of detection accuracy and correlation with unipolar voltage maps. Similar conclusions are drawn when b-EGMs are affected by noise extracted from real signals.

Both OP-EGM and MOP-EGM strategies considered to estimate the propagation angle revealed smaller sensitivity to noise than methods based on bipolar voltage maps. The use of square cliques results in lower variance than the use of triangular ones when estimating the propagation angles in noisy situations.
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Atrial flutter (AFL) is a common atrial arrhythmia typically characterized by electrical activity propagating around specific anatomical regions. It is usually treated with catheter ablation. However, the identification of rotational activities is not straightforward, and requires an intense effort during the first phase of the electrophysiological (EP) study, i.e., the mapping phase, in which an anatomical 3D model is built and electrograms (EGMs) are recorded. In this study, we modeled the electrical propagation pattern of AFL (measured during mapping) using network theory (NT), a well-known field of research from the computer science domain. The main advantage of NT is the large number of available algorithms that can efficiently analyze the network. Using directed network mapping, we employed a cycle-finding algorithm to detect all cycles in the network, resembling the main propagation pattern of AFL. The method was tested on two subjects in sinus rhythm, six in an experimental model of in-silico simulations, and 10 subjects diagnosed with AFL who underwent a catheter ablation. The algorithm correctly detected the electrical propagation of both sinus rhythm cases and in-silico simulations. Regarding the AFL cases, arrhythmia mechanisms were either totally or partially identified in most of the cases (8 out of 10), i.e., cycles around the mitral valve, tricuspid valve and figure-of-eight reentries. The other two cases presented a poor mapping quality or a major complexity related to previous ablations, large areas of fibrotic tissue, etc. Directed network mapping represents an innovative tool that showed promising results in identifying AFL mechanisms in an automatic fashion. Further investigations are needed to assess the reliability of the method in different clinical scenarios.

Keywords: cardiac arrhythmias, network theory (graphs), atrial flutter, electrograms, catheter ablation


1. INTRODUCTION

Atrial arrhythmias include many diverse rhythm disturbances for which a wide range of different arrhythmia mechanisms are responsible. Generally, these arrhythmias respond poorly to antiarrhythmic drugs and after many years of technological advances in cardiac electrophysiology, catheter ablation is today recognized as the treatment of choice (Lee et al., 2012).

Atrial flutter (AFL) is a common supraventricular arrhythmia characterized by a reentrant circuit around a central obstacle, which can be a fixed anatomical structure or a functional electrophysiological line of block (Cosio et al., 2006). Depending on the obstacle, AFL is usually classified as “typical”, if the re-entry is around the tricuspid valve, or “atypical” if the tricuspid valve is not involved (Saoudi et al., 2001; Bun et al., 2015). Atypical AFL is often associated with structural heart disease, especially in patients that have undergone cardiac surgery or extensive catheter ablation for the treatment of atrial fibrillation (AF). In these cases, an electrophysiological (EP) study is the most common way to unveil the mechanisms causing the arrhythmia and plan a proper ablation (Gerstenfeld et al., 2004). Although AFL is not directly related to death, it affects life quality due to the higher ventricular activation rate, and it can cause significant complications such as heart failure and stroke (Biblo et al., 2001). Also, the presence of AFL usually suggests an underlying predisposition to AF, which is a more complex arrhythmia (Waldo and Feld, 2008).

Ablation approaches guided by activation maps obtained from three-dimensional (3D) electro-anatomical mapping systems try to localize and target atrial arrhythmia drivers. Computerized mapping systems are of crucial importance for delineating the more complex circuits of atypical AFL (particularly in the context of abnormal atrial anatomy, multiple circuits, and regions with scars). Successful ablation is dependent on identification of a critical isthmus in the reentrant circuit, which can be interrupted either with a line, or focal point of ablation (Lee et al., 2012). If an incorrect target is ablated, the patient will certainly not be cured and, due to scarring with an ineffective ablation procedure, there is an additional risk that a new arrhythmia may be induced (Chugh et al., 2005; Deisenhofer et al., 2006). Moreover, there are indications that AFL and AF could be expressions of a single arrhythmogenic substrate, which would make it significant to fine-tune the concept of “curing” AFL (Cosio et al., 2006). With the aim of optimizing catheter ablation, we believe new tools for the assessment of cardiac excitation patterns are needed to help determine the underlying mechanisms, and to improve the identification of the appropriate targets.

In spite the considerable variety of network theory applications in many disciplines, only recently directed networks have been applied with a goal to identify the sources of cardiac arrhythmias. Zahid et al. (2016) proposed to use the “minimum cut” algorithm based on network flow analysis to predict optimal ablation targets for left AFL. Vandersickel et al. (2019) demonstrated the wide applicability of directed networks for the detection of driving mechanisms of cardiac arrhythmias (focal or reentrant) in both the atria and ventricles. The same authors applied the method to more complex clinical atrial tachycardia cases (Van Nieuwenhuyse et al., 2021b). This latter work is very recent and resembles similarities with our work, which we discuss in the section 4.

In this study, we formally define a technique, that we called “directed network mapping”, recently introduced in our preliminary work (Vila et al., 2021) and inspired by the work of Vandersickel et al. (2019). Directed network mapping creates a directed network by processing intracardiac electrograms (EGMs) to model the electrical propagation on the atrial surface. Atrial conduction paths can be indeed identified based on the time delay between activations collected at two locations at close distance. Then, network theory algorithms can automatically identify arrhythmia mechanisms from the network created. The goal of this study is to verify the applicability of directed network mapping for the identification of AFL mechanisms in both in-silico and clinical settings. We tested the accuracy of directed network mapping in 10 simulated atrial models of various AFL types and in 10 clinical AFL cases.



2. MATERIALS AND METHODS


2.1. Creation of a Directed Network for Electrical Mapping

In this work, electrical propagation on the atrial surface was modeled using network theory. In general, a network is composed of nodes which are connected through edges. In our context, nodes were defined as specific sites on the atrial surface and edges represented the directed electrical propagation from one site to a nearby one, which made the network a “directed” one. In this section, we proposed an algorithm to build the directed network from the unipolar electrograms (EGM) and electrode coordinates (spatial positions) acquired during sequential mapping in an EP study. That is, we linked the electrical activation of the cells in the atria with a corresponding network made of M nodes. The main steps of the algorithm are illustrated in Figure 1.


[image: Figure 1]
FIGURE 1. Depiction of the main steps of the directed network mapping technique. (A) Left atrial 3D model with LAT colormap. (B) Set of nodes (in green) equally distributed on the atrial surface with neighboring nodes connected using Delaunay triangulation. (C) Ventricular activity cancellation and preprocessing of one unipolar recording. The top panel of (C) shows original EGM and the time instants of the ventricular activity are marked in red. The middle panel shows the same EGM after performed cancellation. The bottom panel shows the result of the EGM filtering meant to emphasize the activations. The amplitude scale is in arbitrary units. (D) Final directed network (in red) after processing all the signals at each node to determine the existence and direction of the connections between nodes. The color map represents the LAT value across the atrial surface referenced to the activation of a specific node in the mesh.


The algorithm started selecting a set of M network nodes equally distributed (as much as the geometry permits) on the entire atrial endocardial surface. The i-th node was defined by its spatial 3D position pi = [xi, yi, zi]. In addition, for each node i, we expected its corresponding unipolar EGM Φi, collected at that spatial position pi. Φi was the vector of the EGM samples.

The first step of the algorithm was the preprocessing of each EGM. The major disadvantage of atrial unipolar recordings is the contamination of substantial far-field ventricular activity, that typically overlaps the signal of interest. For this reason, ventricular activity cancellation was performed. Many cancellation techniques exist in the literature (Sörnmo, 2018). We used an advanced cancellation strategy, which integrates local modeling of the atrial activity and average beat subtraction (Rivolta et al., 2019). Figure 1C exemplifies the cancellation process on a single unipolar recording.

In order to model wave propagation into the network, only nodes spatially close to each other on the atrial surface were allowed to be connected through an edge. Delaunay triangulation technique was applied to define the set of neighbors for each node i, hereafter mathematically defined as [image: image]. All nodes connected to the node i through a triangle were considered as neighbors. An example of neighbors determination is illustrated in Figure 1B.

The next step was to establish whether an edge from node i to any of its neighbors in [image: image] had to be created based on the EGM at the nodes. We created a connection only if the conduction velocity, estimated for the electrical wave propagating between node i and [image: image], was within a physiological range. In other words, only electrical waves propagating in certain directions with respect to the vector connecting the nodes i and j were eligible to determine a connection. The conduction velocity criterion was defined as follows

[image: image]

where CVmin and CVmax were set to 10 and 250 cm/s, according to physiological limits (Konings et al., 1994; Harrild and Henriquez, 2000); dij was the Euclidean distance between pi and pj in cm, and τij was the time delay between Φi and Φj in seconds. The delay τij was estimated using the cross-correlation function between Φi and Φj. In particular, τij was set as the time delay associated to the first maximum of the cross-correlation between the two signals. To reduce the effect of noise and spurious local morphology, before computing the cross-correlation, xi and xj were preprocessed with bandpass filtering (3rd order Butterworth, 40–250 Hz, zero phase), rectification, and lowpass filtering (3rd order Butterworth, 20 Hz, zero phase) (Botteron and Smith, 1995). Figure 1C illustrates how the preprocessing emphasized the activations in the signals as opposed to signal morphology. In case the delay τij was negative and the absolute value of CVij was within the physiological range, the directed edge was created from node j to node i (instead of i to j). As common in network theory, the connections between the nodes in the network are described using a connectivity matrix C with entries cij. The existence of a directed edge between nodes i and j was set by having cij = 1, and 0 otherwise.

In order to compute the time delay τij using cross-correlation, the EMGs Φi and Φj had to contain at least one local atrial activation each. For each time window of length l, a network was created using the approach described so far. In addition, in order to detect sustained atrial arrhythmia, the creation of the network was repeated on consecutive windows (with possible overlap) and then were “averaged” to build a final directed network A, whose entries were defined as follows:

[image: image]

where N was the total number of networks “averaged”, [image: image] the entry in the connectivity matrix Cn for the n-th network, and γ ≥ 0 a threshold parameter. A connection in A was established from node i to node j, setting aij = 1, if the average connection strength [image: image], in direction i to j, was larger than the average connection [image: image], in the opposite direction, j to i, plus a small positive safety threshold γ, used to avoid random connection, due to noise, to appear.



2.2. Detection of Cycles in the Directed Network

Having at disposal the directed network corresponding to an electrical mapping, macroreentries can be found by detecting cycles (i.e., closed-loops) in the network. A cycle [image: image] is defined as a non-empty sequence of nodes linked by directed edges in which the first and last node coincide. A standard depth-first search (DFS) algorithm was used for the purpose of detecting the cycles.

Given the large number of nodes in the network, in real applications, the cycle finding algorithm may provide cycles that are very similar to each other, and differ only by a few nodes (in many cases, just one). These cycles belong to the same anatomical region and, in practical terms, should be considered as a single one. A network-based grouping algorithm of these cycles, based on the amount of nodes shared, was designed by means of the following three steps.

First, the amount of shared nodes between cycle h and k was computed as follows

[image: image]

where # was the cardinality of a set, [image: image] represented the number of nodes shared between [image: image] and [image: image], that were then normalized by the length of the longest cycle. Hence, the quantity whk was bounded, by construction, between 0 and 1.

Second, each whk was used to build a further undirected graph whose nodes were cycles. A connectivity matrix W was built using the values of whk. In the graph, the edge between cycle h and k existed only if whk was greater than a certain threshold t. Intuitively, a low value of t facilitates the merging of the cycles. In our study, t was empirically set to 0.6 by visual inspection of the grouping algorithm results.

Third, a standard algorithm based on DFS was applied to locate connected components in the undirected graph just created. A connected component of an undirected graph is a set of nodes such that each pair is connected by a path. All the cycles belonging to the same connected component were grouped together and considered to represent the same reentry.



2.3. Directed Network Mapping for Sequential Data

In the clinical setting, ablation procedures are guided by the results of electro-anatomical mapping. Data are derived from recordings of multipolar catheters, which are moved inside the atria to map the relevant regions and guide the intervention. Several catheter configurations are available on the market, and usually present a few electrodes (in the range of a few tens). With this typical setting, only snapshots of a few seconds of EGMs in the current position of the electrodes become available. In order to map the electrical activity of both atria, sequential mapping is used to construct both voltage and activation maps. The latter is built by using a temporal reference, usually the QRS complex of the surface electrocardiogram (ECG) or the activation detected in a catheter inserted in the coronary sinus, to temporally align the activations identified within successive snapshots for each electrode. In addition, the positions of the electrodes are also tracked over time, with a magnetic- and impedance-based navigation system, thus allowing the construction of a 3D map of the geometry and of the electrical activation. In our study, we (retrospectively) utilized the data collected via sequential mapping to create a directed network that models the electrical propagation during AFL.

Sequential mapping brings two issues for directed network mapping. First, the number of atrial locations at which EGMs are collected is typically too large for building a directed network meant to model the electrical propagation. Many of these EGMs are acquired on locations very close between each other. However, current navigation systems report localization errors of about 1 mm (Jiang et al., 2009). Hence, the electrical propagation between very close electrodes cannot be estimated reliably. In addition, a large number of nodes prevents the network to be efficiently processed by the network theory algorithms, thus hampering the use of the technique during EP studies. Second, the recordings are not acquired concurrently at the same time (EGMs are collected sequentially with the same probe, which is moved).

In order to tackle these two issues, a coarsening procedure was designed to build a network composed of a smaller number of nodes M, each associated with an EGM temporally aligned with the others. We proceeded as follows. First, having at disposal a virtual anatomy (output of the electro-anatomical mapping during ablation), M points were distributed all over the geometric mesh of the atrial surface and the Delaunay triangulation technique was applied. The output of this step were the 3D coordinates pi of each node, each contained in a triangular tessellation involving the neighboring ones. The next step was to assign the electrical activities measured by the moving catheter to each Φi. The position and electrical activity of each electrode on the catheter were tracked over time. Let [image: image] and [image: image] be the 3D position and electrical activity of electrode e at time index n, respectively. The assignment was performed by (i) checking whether the average position of the electrode was near to one of the nodes pi; and (ii) the 3D coordinates of the electrode did not vary in the window of observation (i.e., the maximum range of movement of the catheter across axes did not exceed a given threshold). The window was defined as l-samples-wide and centered on the reference QRS complex of each beat. More formally, let [image: image] be the set of l time indices centered on the q-th QRS complex (where [image: image], ∀q). The voltage samples [image: image], collected with the electrode e in the window of observation (i.e., [image: image]), were assigned to the node i if the two following conditions were matched

[image: image]

where r1 and r2 were two thresholds set to assess the closeness to the node of the electrode and its position stability in time. They were empirically fixed at 6 and 2 mm, respectively. The max and min operators assessed the maximum and minimum values, along a given axis, of a vector or matrix, respectively.

This procedure may assign multiple signals to each node due to the presence of many QRS complexes and the many EGMs collected. In order to determine whether the directed edge should be created from node i to j, the delays between all pairs of signals associated with node i and j were computed using the procedure described in section 2.1, and a t-test was performed to verify if the average delay was significantly different from 0 ms (significance level α: 0.05). Then, if the difference was statistically significant, the edge was created only if the conduction velocity associated with the average delay was within the physiological range, as assessed by Equation (1).



2.4. Validation of Directed Network Mapping in Sinus Rhythm

Directed network mapping was first validated using data from two subjects in sinus rhythm (ages 67 and 54, both male). The data were collected from Fondazione I.R.C.C.S. Ospedale Maggiore Policlinico in Milan, Italy. Electro-anatomic mapping was performed using multielectrode catheters and the CARTO® 3 (Biosense Webster Inc., Irvine, CA, USA) navigation and mapping system. To allow correct local electrogram assessment, the default protocol mandated that the mapping catheter was maintained in each location for 2.5 s after points were acquired. Although patients were paroxysmal AF cases undergoing pulmonary vein (PV) isolation, they were in sinus rhythm during the mapping and had no prior known substrate modifications. The CARTO® 3 system provided activation maps in the form of local activation times (LAT). Every patient that underwent transcatheter cardiac mapping and ablation procedure had signed an informed consensus statement about periprocedural risk and about the use of clinical data for clinical research in the respect of privacy policy. A directed network map was built as described in the previous section and the results checked by visual inspection, comparing the connections of the network (connectivity matrix) with the LAT map.



2.5. Validation of Directed Network Mapping in Simulated AFL Cases

Next, we validated the directed network mapping algorithm in simulated AFL scenarios. To do so, based on simulated AFL mechanisms implemented in a previous work by Luongo et al. (2021), we retrospectively analyzed 6 different computational AFL scenarios. These simulations included right AFL as well as left AFL forms, like macroreentries around the valves and across the roof. A complete list of scenarios is provided in Table 1.


Table 1. List of simulated AFL mechanism scenarios.

[image: Table 1]

Cardiac excitation was modeled using the fast marching approach to solve the Eikonal equation (Jacquemet, 2010; Trachtler et al., 2015). The atrial electrophysiological activity was simulated on the triangulated volumetric mesh of a bi-atrial anatomy (Figure 1A), generated from segmented magnetic resonance imaging data of a healthy subject (Krueger et al., 2013). Inter-atrial connections and fiber orientation were generated by a rule-based algorithm (Wachter et al., 2015; Loewe et al., 2016). Scars were added circumferentially around ipsilateral pulmonary veins representing ablation scars from the previous pulmonary vein isolation intervention. The simulations were initiated by manually placed triggers and refractory areas. They were continued at least 5 s to confirm a stable excitation pattern. The simulated excitation resulted in a LAT for each anatomical node that was not isolated. Spatio-temporal transmembrane voltage distributions were derived from the LATs using the Courtemanche human action potential model adapted to AF conditions (Loewe et al., 2016).

For each scenario, we distributed 400 equidistant nodes on the endocardial surface: half of them in the left and the other half in the right atrium (with 7.8 mm average distance between two neighboring nodes). The spatial distribution of nodes is visible in Figure 1B. The 3D coordinates of the nodes, along with corresponding synthetic unipolar EGMs, were used as input to the network mapping algorithm. The unipolar pseudo-EGM Φi for the i-th node was calculated using the infinite volume conductor approximation:

[image: image]

where σintra is the intracellular conductivity (within the cardiac tissue), σextra the extracellular conductivity (within the whole domain), [image: image] is the spatial gradient of the transmembrane voltage in the point with coordinates x′, y′, z′ (Malmivuo and Plonsey, 1995). The values of Φi(x, y, z) computed over time were then stored in the vector Φi.

The results were validated by locating the cycles in the network (section 2.2) and visually comparing their locations with the LAT map produced by the simulated mechanism.



2.6. Validation of Directed Network Mapping in Clinical AFL Cases

The algorithm was retrospectively validated on 10 patients (age: 66 ± 5 years; male/female: 7/3) with AFL who underwent an EP study and radiofrequency catheter ablation. The subjects selected by the clinicians were all complex AFL cases who had a history of AF and at least a previous pulmonary vein isolation or additional substrate modifications. The study was done using a 64 mini-electrode small basket array (IntellaMap Orion™, Boston Scientific, Inc., Malborough, USA) that enabled rapid high-density mapping. The cases were provided by Stdtisches Klinikum Karlsruhe, Germany and included 2 AFL scenarios in the right and 8 in the left atrium. The complete list of clinical cases is provided in Table 2. Data collection was performed according to the Helsinki Declaration guidelines on human research. The research protocol used in this study was reviewed and approved by the local review board. All patients provided written informed consent.


Table 2. Complete list of analyzed clinical AFL cases.

[image: Table 2]

Each AFL case was analyzed offline retrospectively, after the intervention, by directed network mapping, after exporting all EGMs and the corresponding 3D coordinates from the electro-anatomical mapping system. Only data collected before the actual ablation were analyzed.

For each case, the average directed network was created by following the steps reported in section 2.1. Briefly, M = 100 nodes were distributed over the mesh and Delaunay triangulation was performed to determine all sets of neighbors. Then, for each QRS complex, N = 5 different networks were created using a sliding window of length l, defined as half of the average distance between QRS complexes, with overlap of 100 ms. Given the time index nq of the q-th QRS complex (i.e., R peak), the sliding window started at nq − l/2 − 200 ms and was moved ahead 4 times with a stride of 100 ms. All networks were then “averaged” to obtain the average directed network. Once created, cycles were detected and then grouped together according to the algorithm described in section 2.2.

We finally compared the cycles found in the directed network with the clinical report of the patient. The clinicians provided information about the suspected AFL mechanism (as hypothesized after the successful ablation) and the corresponding part of the atrium involved (see Table 2). Depending on the suspected mechanism, we analyzed only the groups of cycles with a certain minimum number of nodes. In particular, in case of macroreentries, only cycles with at least 10 nodes were considered. On the other hand, for microreentry (case number 6), all cycles were analyzed. The evaluation of the correspondence between what was found by our algorithm and the clinical report was performed a-posteriori together with the clinician (the algorithm was run only once and before having any knowledge of the clinical reports; it was not adapted to the specific mechanism at hand).




3. RESULTS


3.1. Validation in Sinus Rhythm

The directed network mapping algorithm was first tested on the left atrium of the two patients in sinus rhythm and provided a result in line with the expectation. The electrical propagation started in the septum, propagated along both the anterior and posterior wall and ended around the left PVs. The LAT map provided by the CARTO® 3 system confirmed that the propagation found was properly detected. Figure 2 shows a few examples of the electrical propagation (red arrows) superimposed over the LAT map.


[image: Figure 2]
FIGURE 2. Electrical propagation pattern detected by directed network mapping (red arrows) superimposed over the LAT map (exported from CARTO® 3) for two subjects in sinus rhythm in posterior view. LSPV, left superior PV; LISP, left inferior PV; RSPV, right superior PV; RIPV, right inferior PV; MV, mitral valve.




3.2. In-silico Validations

The efficacy of the directed network mapping was also tested in 6 different simulation settings, involving several types of AFL, induced on a 3D anatomical model of both atria. In each of the 6 setups, the algorithm was able to precisely detect the expected reentrant paths around the anatomical obstacles.

For the reentry around the tricuspid valve with counterclockwise (CCW) direction (simulation 1), we detected three groups of cycles. The first one was the main driving cycle of a typical right AFL around the tricuspid valve. The second was the lower reentry going around the inferior vena cava. The third group was simply the combination of these two, sharing some of the nodes. In case of a tricuspid valve reentry with clockwise (CW) direction (simulation 2), the results were very similar, but only the first two groups were found. Figure 3A reports the cycles found for the first AFL simulation.


[image: Figure 3]
FIGURE 3. Cycles found on 4 AFL simulations: (A) Macroreentry on tricuspid valve CCW (simulation 1), (B) Macroreentry on mitral valve CW (simulation 3), (C) Figure-of-eight around both PVs in anterior direction (simulation 4) and (D) Figure-of-eight around right PVs in anterior direction (simulation 6; the threshold t was set to 0.45 for visualization purpose). Only one cycle randomly selected from each group has been plotted. The color map represents the time interval between the initial time of the stable phase of the simulation and the first atrial activation in each node.


For the macroreentry around the mitral valve with CW direction (simulation 3), two cycles were detected by the algorithm. The first one was around the mitral valve, whereas the second was propagating around the left PVs in opposite direction. Figure 3B reports the cycles found for the third AFL simulation.

For the figure-of-eight simulation setting involving both PVs in anterior direction (simulation 4), two groups of cycles were found: one for each pair of PVs. On the other hand, for the posterior direction (simulation 5), four groups of cycles were found: two cycles with different radius for each pair of PVs. In both simulation scenarios, the identified cycles were matching what was induced in the simulation. Figure 3C reports the results for fourth AFL simulation.

In the final scenario of figure-of-eight (simulation 6), five groups of cycles were identified. These cycles were all describing the figure-of-eight pattern induced in the simulation by means of parallel cycles. Lowering the threshold to t = 0.45 produced two groups of cycles. For visualization purposes, Figure 3D reports the cycles found for the sixth AFL simulation with the lower threshold t.

The results of the simulated cases, not contained in Figure 3, are reported for completeness in the Supplementary Materials.



3.3. Validation With Clinical Data

A directed network was retrospectively created for each of the 10 EP studies recorded during ongoing AFL.

The first two clinical cases presented tricuspid valve reentry with typical AFL (case 1 and 2). Two groups of cycles were identified for each case, similarly to those found in simulation 1 and 2, i.e., one cycle around the tricuspid valve and one around the inferior vena cava. These two cycles commonly appear together, and they are clinically treated by performing an ablation line at the floor of the right atrium between the inferior tricuspid annulus and the inferior vena cava (cavotricuspid isthmus). These two cases fully matched the expectations of the clinicians. Figure 4A reports the results of case 1.


[image: Figure 4]
FIGURE 4. Cycles found on 6 clinical AFL cases: (A) Macroreentry around tricuspid valve CCW (case 2), (B) Macroreentry around mitral valve CW (case 3), (C) Macroreentry around mitral valve CW (case 4), (D) Microreentry through gap in PV ablation line (case 6), (E) Figure-of-eight around PVs in anterior direction (case 7), (F) and Figure-of-eight around PVs in anterior direction (case 8). Only one cycle randomly selected from each group has been plotted in red color. Blue arrows represent “broken” cycles that were manually traced with visual inspection. LPV, left PVs; RPV, right PVs; MV, mitral valve; TV, tricuspid valve.


Cases 3, 4, and 5 were left atrial reentries around the mitral valve in clockwise direction. In case 3, no cycle around the mitral valve was found, but one was detected around the left PVs in counterclockwise direction. Cycles with a lower number of nodes were not found either. We detected that three edges around the mitral valve were not built by the algorithm, while all other nodes were properly connected to form a cycle around the valve. Regarding the detected cycle, it commonly appears when mitral valve reentry is present. Similar results were found in simulation 3. Figure 4B reports the “broken” cycle in blue color and the identified one in red. In case 4, a cycle around the mitral valve was found but none was identified around the left PVs. This result was as expected. Indeed, the clinical report stated that a posterior roof block line from the left superior PV to the right superior PV was made in a previous ablation, which would prevent any rotation around the left PVs. Figure 4C shows the cycle identified for case 4. Finally, in case 5, no cycle resembling macroreentries was identified. Cycles of all lengths were thus plotted and small cycles around right PVs were found. These small cycles were in line with the gaps identified in the PVs and reported in the clinical report. Figure 4D reports the small cycles detected by the algorithm for this last case.

In case 6, as reported in the clinical report, during the EP study, a total of three gaps were found in the previous wide area circumferential ablation lines (WACA). Two gaps were found in the left WACA. On the left side, a WACA related, localized reentry mechanism involving both gaps could be detected. The right WACA line presented with a single posterior gap. The excitation wave-front was meandering with a reduced conduction velocity through the gap. The algorithm found three small cycles (less than 10 nodes) near the right inferior PV, while none was detected on the left side.

Cases 7, 8, 9, and 10 were suspected figure-of-eight macroreentries. In cases 7 and 8, the algorithm correctly detected the propagation pattern around the PVs. In particular, in case 7, two groups of cycles rotating around both left and right PVs were found, as reported in Figure 4E. On the other hand, in case 8, a complete cycle around the right PVs was found and a “broken” one, with only one edge missing, was identified on the left side. Figure 4F reports the results for this case. In case 9, no macroreentry was detected by the algorithm. However, when plotting cycles with fewer nodes, the algorithm found small cycles around the left and right superior PVs. These cycles might have been caused by gaps found on the PVs and reported in the clinical report. Finally, in case 10, the algorithm found only one group of cycles with at least 10 nodes. The cycles belonging to the group were found going around and through the right PVs and traveling along the anterior block line from a previous PVI. A gap in the right PVs was confirmed by the clinical report. However, this case was too complex to confirm the success of the algorithm.

To summarize, the algorithm (i) identified the exact same mechanism and its location in 4 cases (case 1, 2, 4, and 7); (ii) partially identified the mechanism in 4 cases (case 3, 6, 8, and 10); and (iii) failed to identify the mechanism in 2 cases (case 5 and 9).

The display of the cases, which did not enter Figure 4, are reported in the Supplementary Materials.




4. DISCUSSION

In the present work, we verified that directed network mapping can be used to properly detect different types of AFL reentry. The method was applied to a broad range of simulations and clinical cases of AFL. First, we showed that directed network mapping can be used to accurately represent the electrical propagation pattern in sinus rhythm. Second, directed network mapping was able to correctly locate macroreentries in in-silico AFL models, where we tested 6 different scenarios. Finally, we tested the technique on 10 clinical cases of AFL and compared the results with clinical reports by expert electrophysiologists. Overall, in this retrospective pilot study, the algorithm proved to be satisfactory according to the clinicians' opinion with respect to the complex cases analyzed and has potential for clinical use. In fact, in addition to the fully identified cases (4/10), it is worth mentioning that the mechanisms of the cases labeled as “partially identified mechanisms” (4/10) were actually detected by the algorithm but not in their entirety. This makes it difficult to classify the performance of the algorithm with simply “identified” or “not identified”. Yet, we included in this group cases with even just a single edge missing (e.g., case 8—Supplementary Figure 14, Figure-of-eight reentry) or when the mechanism can be identified even just observing one cycle (e.g., case 8 and 10—Supplementary Figures 14, 16). For these cases, physicians may still get useful insights on the underlying mechanism and thus considering the goal as achieved (but we considered it as a partially identified mechanism instead of fully identified).

Over the years, network theory has had many different applications, but to the best of our knowledge, there was not a large amount of research in this domain to understand cardiac arrhythmias, until very recently. In the study by Vandersickel et al. (2019), directed networks were used to describe electrical excitation to extract the arrhythmia mechanism. In their work, the authors established a proof-of-concept using in-silico simulations of several activation patterns and clinical data of atrial tachycardia (AT) to demonstrate the wide applicability of directed networks in this domain. In their very recent follow-up study (Van Nieuwenhuyse et al., 2021b), authors evaluated the diagnostic accuracy of their method in more complex AT cases. They retrospectively analyzed 51 AT cases and compared the diagnoses made by their method with those of the experts based on high-density activation maps. They showed that cardiac mapping based on network theory could outperform high density activation mapping for specific types of AT (e.g., localized reentry), whereas for macroreentries, the directed network performed similarly to experts. These results hint that directed network may be a valuable tool during EP studies.

Our algorithm and the one proposed by Vandersickel et al. (2019) share the same goal, i.e., modeling the electrical propagation through directed networks and exploiting network theory to infer information about the arrhythmia mechanisms. Inspired by their study, we recently investigated the use of directed network mapping for AF characterization and rotor detection in computerized simulations (Vila et al., 2021). However, during AF, the creation of network based on LAT maps (as proposed by Vandersickel et al., 2019) become a difficult task. We then designed an algorithm directly estimating the time delay between activations recorded in nearby sites using a cross-correlation based algorithm. This approach was found to be more reliable with respect to computing the difference between LAT values in different sites (Shors et al., 1996; Cantwell et al., 2015). Motivated by these preliminary results, we started investigating on the applicability of directed networks for the identification of macroreentries in AFL. This problem required the implementations of a DFS algorithm for cycle detection, a grouping algorithm for cycles in similar locations, and a study specifically designed to test the algorithms on clinical cases: the work described in this manuscript. Very recently, a new contribution by the same research group has been released (Van Nieuwenhuyse et al., 2021b) and shares similarities with our analyses. First, both our work and theirs tested the capability of a directed network to correctly detect and group cycles. In this regard, our approach was based on a secondary graph taking into account the position of all nodes in the cycles, whereas they proposed a clustering technique based solely on the centroid of the cycles, that might group cycles with different orientations and with similar centers. Second, even though we both analyzed complex atrial arrhythmias, the objectives of the studies were different. Our study was focused on the validation of the algorithm, whereas they compared the output of the algorithm with the identification of the mechanisms performed by experts. Apart from different technical implementations and study designs, it was very satisfactory to find out that both studies corroborated the robustness of directed network and network theory to characterize AFL and its various mechanisms.

Other approaches to understand cardiac arrhythmias, based on network theory, are vastly distinct and mostly applied for AF characterization. For example, using high density contact mapping, directed networks were applied to describe AF by identifying recurring wavefront propagation patterns (Zeemering et al., 2013). AF was also described with a directed network by Richter et al. (2012), applying sparse modeling for the estimation of propagation patterns. Directed arrows can also be created based on the concept of Granger causality between different signals (Alcaine et al., 2017; Luengo et al., 2019). This approach could be an alternative way to generate the network, but it requires implementing a linear multivariate autoregressive model instead of deriving the activation times. Studies on undirected networks exist too. For example, Sun et al. (2014) created the network by quantifying the similarity between EGMs collected at different locations. Features from the network were then extracted and used to distinguish between SR and AF. In another study, Tao et al. (2017) used mutual information between pairs of nodes to build the network. Authors found that successful AF ablations led to networks with a higher connectivity with respect to unsuccessful ones. Overall, the use of directed network mapping, or in general network theory, to characterize the electrical propagation has several advantages with respect to a LAT map. In particular, it opens up to a whole new field of automated analyses. For example, the identification of reentries and focal points can be automatically and quickly performed, thus promoting a faster inspection of the ongoing arrhythmia.

We used unipolar EGMs as input to the directed network mapping. The major disadvantage of unipolar EGMs is that they also record substantial far-field ventricular signal, which interferes with the atrial activity. Because of the susceptibility to noise and far-field potentials, unipolar EGMs are not often used in clinical practice, leading to the routine use of bipolar EGMs (Stevenson and Soejima, 2005). However, bipolar EGMs can be sensitive to wavefront direction, bipole orientation, electrode size, interelectrode spacing, and the exact spatial location of the measurement is less precise (Ndrepepa et al., 1995; Nairn et al., 2020). Therefore, assessment of the exact LAT based on bipolar EGMs can introduce ambiguity, especially in low-voltage EGMs with multiple peaks (Haddad et al., 2014). To overcome the problem of far-field ventricular signal in unipolar EGMs, many different cancellation techniques have been developed. The classical approach is to employ the average beat subtraction (ABS) method, which considers the ventricular activity to be uncoupled from the atrial one. The method uses a single EGM, then calculates an average template of the ventricular activity (localized by means of the surface ECG), and subtracts it from the unipolar EGM, revealing the hidden actual atrial activity. Even though many variations to ABS have been proposed using the most diverse approaches, these methods still require signal acquisitions from several seconds to minutes, during which the catheter must be held still, and they are mostly applied offline. Signal acquisitions should be repeated after each change of catheter position, which prolongs the procedure to obtain state of the art map densities (more than 15,000 points on average; Takigawa et al., 2018), even if simultaneous wall contact of at least 20 electrodes per mapping position is assumed. For that reason, there is clearly a need to process the signals faster in real-time. During the last years some significant steps forward were taken in this direction with works such as Frisch et al. (2020) and Ríos-Muñoz et al. (2020). For example, Frisch et al. (2020) proposed to model the ventricular activity acquired at different locations during mapping and interpolate the voltage in locations not visited by the catheter. The main assumptions were that the ventricular activity varies smoothly across the atrial surface and that the atrial activity is not overlapped to the ventricular one (or, at least, uncorrelated). In this way, the model could be used afterwards to remove the ventricular activity.

The most common method to detect the existence of a cycle in directed networks is using DFS, by finding an edge that points to an ancestor of the current vertex (it contains a back edge). Since we are employing DFS and looking at all the vertices along with their edges, we have a runtime of O(V + E) with a space complexity of O(V + E) as well, where V is the number of nodes and E is the number of edges. The computational time required to build the directed network and to find the cycles was approximately 5 min computed on a Mac Book Pro- Intel core i9-9880H 3.3 GHz for a mapping phase lasting on average 20 min, without an optimized code. This method detects reentries very efficiently if such cycles are present in a network, but there were cases where some “broken” cycles existed, i.e., cycles of many nodes where only a few couples of edges were not created (Figure 4F reports one of such cases colored in blue). The cause for having those missing links might be the noise in the recordings or perhaps scarred or fibrotic tissue in that region. While in this work, when we suspected reentries in that specific anatomical region, we performed a close visual inspection, in the future the entire procedure should be revised designing a completely automatic algorithm, capable of coping with (a few) missing edges.

In this study, we investigated on directed network mapping for the identification of only AFL macroreentries. However, the technique showed some potential for microreentries as well. In fact, a few cycles of the smallest allowed dimension (i.e., 3 nodes) were detected for the clinical cases 5, 6 and 9 (see Supplementary Materials 11, 12, 15). The atrial area involving microreentries has been found to vary from few millimeters up to 2–3 cm as diameter. For example, Jaïs et al. (2009) reported evidence of slow conductive areas as small as 2 centimeter around which a reentry was observed. Furthermore, in 2020, Mantovan et al. (2020) were the first to report a microreentry circuit confined to a region size of a couple of millimeters. These areas range from 3 to 300 mm2. In our clinical cases, the average distance between nodes was 16.8 mm, that corresponded to a reentry with an area of approximately 120 mm2, hence the actual dimension of the smallest detected cycles was in line with what previously reported.


4.1. Limitations and Future Works

The current work is a proof of concept; still many different clinical settings are not yet tested. It remains to be seen how directed network mapping will characterize cardiac excitation in other types of arrhythmia, for example in cases with multiple rotors, or in a very fibrotic tissue. A possible limitation is that sequential mapping may fail to capture important dynamic changes in atrial electrophysiology when the arrhythmia is not stationary. In this proof-of-concept, we analyzed the entire mapping procedure, thus assuming AFL as stationary. This simplification might have led to spurious connections, possibly mitigated by the averaging network procedure put in place. Although the method does not require sequential mapping by itself, it is the predominantly available technology at present, and so we relied on that.

Other limitations regard the way the network was created. For example, the step involving the distribution of nodes on the mesh and Delaunay triangulation could create spurious connections between nodes that were not originally neighbors (for instance, in anatomical regions with high curvatures or narrow structures, e.g., appendage or PVs, see Figure 1B near the appendage). This problem will be mitigated in the future by downsampling the original mesh provided by the mapping system using dedicated algorithms. Moreover, we used the ventricular activity to temporally align EGMs after sequential mapping. Despite the coronary sinus is the most used time reference during EP studies for AFL, the use of ventricular activity should not affect substantially the creation of the network when AFL is stationary (i.e., fixed atrio-ventricular conduction ratio). We leave the comparison with the coronary sinus reference for future investigations. Furthermore, the number of simulated and clinical cases at disposal did not make feasible a systematic evaluation of the effects of the model parameters on the detected mechanism, hence we preferred to visually inspect the results. The influence of the parameters will be investigated on future works.

The current algorithm offers the visualization of the detected cycles as a means for guiding the ablation. For example, the algorithm may show that different cycles cross the same anatomical region (e.g., Figure 4A), thus making it as a suitable candidate spot for the ablation, due to the fact that both cycles will likely stop. However, the critical cycle or the ablation area still need to be delineated by the physician. It might not be excluded that, in the future, the identification of the critical cycle could be done automatically through the use of other technologies such as Signal Processing, Artificial Intelligence or High Resolution Computerized Simulations directly in the EP lab.

Another important extension of our method could be the conversion of the directed network into a weighted directed network by assigning a weight to each edge. The weight could be the level of “fractionation”, the conduction velocity, or other important features for the mechanism undergoing. This new approach requires a completely new set of algorithms where it is necessary to assign a physiological meaning on cycles built on edges with weights. However, this is not straightforward in our opinion, hence we leave this for future investigations. Yet, we believe that. together with an appropriate colormap, the visualization may become more informative and support better the planning of the optimal ablation.

An important step forward for the evaluation of the performance of our algorithm in AFL cycle detection would be the investigation on biatrial AFL and epicardial bridging. Biatrial AFL could be tackled by the presented algorithm if both the left and the right atrial geometry were given, connected and mapped. Since the septal connections could easily be considered for biatrial geometries, we are confident that the current implementation of our algorithm would perform well for biatrial AFL bridging via the septum. On the other hand, “invisible” bridges between the left and the right atrium that are not captured by the endocardial geometry acquired during mapping, alongside with epicardial bridges within one atrium, are more challenging. If the path taken by the AFL cycle is not part of the provided geometry, the present algorithm cannot identify it due to a lack of appropriate input data and may result in missing edges and interrupted cycles. Future works for cycle detection are in the directions of allowing tolerance in missing edges. Indeed, it is possible to upgrade the cycle-finding algorithm to incorporate properties of the atrial tissue in such a way to report the cycle even when a missing link (i.e., “invisible” bridge) is hampering the identification. This approach would likely be suitable for biatrial AFL and epicardial bridging but it requires extensive investigations.

A very significant potential application, and we believe the next step for directed network mapping, should be AF. AF is the most common sustained disorder of cardiac rhythm and is estimated to affect 1.5–2% of the general population with a prevalence that increases with age. Patients with AF have a five-fold higher risk of stroke and two-fold higher risk of death (Zoni-Berisso et al., 2014). Even though catheter ablation is at the forefront of the treatment of AF, it still produces moderate success rates (Verma et al., 2015), which is related to the lack of understanding of AF mechanisms. If the directed network mapping methodology may in the future offer some new insight in AF mechanisms remains to be seen. With respect to the application of network mapping in AF, so far we tested it in a simulation study, where we used a highly detailed computational 3D model of human atria in which sustained rotor activation was present (Vila et al., 2021). The main goal was to assess the potential of directed network mapping to characterize AF, and to use it for rotor detection. Additionally, in another recent study by Van Nieuwenhuyse et al. (2021a), the authors showed that network mapping can overcome some of the limitations of phase mapping, by being able to exclude the false rotors that phase mapping generates. The next important step in this direction is to analyze clinical AF cases.




5. CONCLUSION

Using network theory to characterize cardiac excitation represents an innovative and promising tool that has the potential to be used in an EP study for the treatment of AFL. In cases when the physician cannot unequivocally identify the driving mechanism using the LAT map and where several hypotheses can be formulated, directed network mapping could aid the operators by showing existing cycles in the network, possibly associated with conduction pathways sustaining AFL. In addition, this technology, along with dedicated visualization techniques, may represent an novel way to report the physicians an overall description of the arrhythmias in place, and speed up the planning of the ablation therapy.
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During atrial fibrillation (AF), the heart relies heavily on the atrio-ventricular (AV) node to regulate the heart rate. Thus, characterization of AV-nodal properties may provide valuable information for patient monitoring and prediction of rate control drug effects. In this work we present a network model consisting of the AV node, the bundle of His, and the Purkinje fibers, together with an associated workflow, for robust estimation of the model parameters from ECG. The model consists of two pathways, referred to as the slow and the fast pathway, interconnected at one end. Both pathways are composed of interacting nodes, with separate refractory periods and conduction delays determined by the stimulation history of each node. Together with this model, a fitness function based on the Poincaré plot accounting for dynamics in RR interval series and a problem specific genetic algorithm, are also presented. The robustness of the parameter estimates is evaluated using simulated data, based on clinical measurements from five AF patients. Results show that the proposed model and workflow could estimate the slow pathway parameters for the refractory period, [image: image] and ΔRSP, with an error (mean ± std) of 10.3 ± 22 and −12.6 ± 26 ms, respectively, and the parameters for the conduction delay, [image: image] and [image: image], with an error of 7 ± 35 and 4 ± 36 ms. Corresponding results for the fast pathway were 31.7 ± 65, −0.3 ± 77, 17 ± 29, and 43 ± 109 ms. These results suggest that both conduction delay and refractory period can be robustly estimated from non-invasive data with the proposed methodology. Furthermore, as an application example, the methodology was used to analyze ECG data from one patient at baseline and during treatment with Diltiazem, illustrating its potential to assess the effect of rate control drugs.
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1. INTRODUCTION

Atrial fibrillation (AF) is the most widespread sustained cardiac arrhythmia with an estimated prevalence of 2–4% in the adult population (Benjamin et al., 2019). During AF, the electrical activity in the atria is highly disorganized, leading to a rapid and irregular ventricular rhythm. In order to reduce these effects, rate control drugs constitute one of the primary therapeutic options (Hindricks et al., 2020). These drugs are not designed to terminate AF, but rather to lower the heart rate. They do this by modulating the conduction through the AV node, preventing some electrical signals emanating from the atria from being transmitted to the ventricles, thereby reducing the ventricular activation rate. Thus, rate control is often sufficient to improve AF-related symptoms (Hindricks et al., 2020). The choice of first-line rate control drugs can vary between beta-blockers and non-dihydropyridine calcium channel blockers, with digoxin as a second-line option (Hindricks et al., 2020). However, the current method of finding the best treatment for a given patient is largely based on trial and error (Hindricks et al., 2020). Thus, patient specific characterization of AV node properties would be beneficial to achieve optimal rate control.

Functionally, the AV node consists of two pathways, connected to each other before entering the bundle of His (Kurian et al., 2010). The two pathways are referred to as the slow pathway (SP) and the fast pathway (FP), where the FP conducts impulses faster than SP but has a longer refractory period. During sinus rhythm, the impulses are typically conducted through the FP due to its faster conduction rate. During AF, however, conduction may alternate between SP and FP as a result of the rapid arrival of atrial impulses. This, together with concealed conduction, i.e., impulses inside the AV node that do not lead to ventricular activation but still affect the conduction characteristics of following impulses, gives rise to the complex blocking and delay behavior the AV node has been shown to possess.

In order to understand this blocking and delay behavior, mathematical modeling has become an increasingly important tool. Several models of the AV node and its function during AF have previously been proposed, including various descriptions of the conduction delay (Jørgensen et al., 2002; Mangin et al., 2005; Climent et al., 2011) and the refractory period (Rashidi and Khodarahmi, 2005). A model for simulating the ventricular activation capable of replicating both conduction delay and refractory period during AF was proposed by Lian et al. (2006). Another model capable of replicating both conduction delay and refractory period, based on the action potential of the AV node cells and modeled by ordinary differential equations, was proposed by Inada et al. (2009).

However, none of these models were developed with the purpose of ECG based estimation of AV node parameters on a patient specific basis. The models presented in Rashidi and Khodarahmi (2005) and Lian et al. (2006) did not fit parameter values to data, the models presented in Climent et al. (2011) and Inada et al. (2009) were fitted to data from rabbits. The models presented in Jørgensen et al. (2002) and Mangin et al. (2005) were fitted to AF patients, but invasive data was required. To make a model useful in a clinical setting, it should ideally allow for fitting to non-invasive data such as surface electrocardiogram (ECG). A statistical model developed for estimation of AV node parameters from ECG data during AF was first presented in Corino et al. (2011). This model has later been updated and proven to replicate patient specific histograms of the time series between two successive R waves on the ECG (RR interval series) extracted from ECG data, as well as to assess the effect of rate control drugs on the AV node (Henriksson et al., 2015). It is a lumped model structure that still accounts for concealed conduction, relative refractoriness, and dual pathways. However, it lumps conduction delay and refractory period together, making the estimated model parameters difficult to interpret.

In this work we present a network model of the AV node, able to estimate patient specific conduction delay and refractory period from ECG, building on previous work presented in Wallman and Sandberg (2018). The model consists of interconnected nodes forming two pathways, providing a balance between complexity and computational efficiency, and represents both spatial and temporal dynamics of the AV-node. With novel additions to the model structure by including effects from the bundle of His and Purkinje fibers, as well as a tailored workflow taking advantage of dynamics in the data, the model allows for estimation of parameters governing both refractory period and conduction delay in a robust manner from non-invasive data during AF. The ultimate aim of this work is to monitor and predict the outcome of treatment with rate control drugs in clinical settings to assist in treatment selection. In order to do this, a robust characterization of the AV node is needed, and thus the purpose of this study is to: (1) Describe and motivate the model; (2) Present a tailored workflow for estimation of parameters; (3) Demonstrate that presented combination of model and workflow leads to robust parameter estimates that mimic measured data well.



2. MATERIALS AND METHODS

The model of the AV node will be explained in section 2.1, followed by a description of the data used to evaluate said model in sections 2.2 and 2.3. In section 2.4, the methodology for model parameter estimation is explained; which combined with the optimization algorithm described in section 2.5 constitutes the workflow.


2.1. Network Model of the Human AV Node

The model of the AV node, shown in Figure 1, consists of a network of nodes and is based on the model presented in Wallman and Sandberg (2018). The model consists of two pathways, representing the SP and the FP, connected with a coupling node. Each pathway is modeled with 10 nodes, where each node corresponds to a localized part of the AV node. Each node can block incoming impulses or send them through adding a conduction delay. All nodes but the coupling node sends impulses to all other nodes connected to it, whereas the coupling node only receives impulses. A new refractory period [Ri(n)] and conduction delay [Di(n)] are calculated every time a node (i) receives a new impulse (n). The refractory period and conduction delay are based on the stimulation history of the node and are described using exponential functions. These exponential functions have previously been used to fit AV node characteristics (Shrier et al., 1987; Lian et al., 2006; Wallman and Sandberg, 2018), and can be seen in Equations (1–3).
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Here [image: image] refers to diastolic interval preceding impulse n, ti(n) the arrival time of impulse n at node i, and ti(n − 1) and Ri(n − 1) the arrival time and refractory period of impulse n − 1 at node i, respectively. If [image: image] is negative, the node will still be in its refractory period and thus the impulse will be blocked. The model parameters defining minimum refractory period, Rmin; maximum prolongation of refractory period, ΔR; time constant τR; minimum conduction delay, Dmin; maximum prolongation of conduction delay, ΔD; and the time constant τD, are assumed to be fixed for the nodes in the SP and FP, respectively.


[image: Figure 1]
FIGURE 1. A schematic representation of the proposed model. The arrow indicates the direction an impulse can conduct, and the colors represent nodes with the same parameter sets. For simplicity, only a subset of the ten nodes in each pathway are showed.


The coupling node models the total refractoriness and conduction delay introduced by the connection between the AV node and the bundle of His, the Purkinje fibers, and the bundle of His. This node has a separate set of parameters, representing separate functional properties, and will be denoted the His and Purkinje (HP) node. The refractory period for the Purkinje fibers is assumed to not affect the ventricular activation during AF. Thus, the whole refractory period for the HP node is determined by the bundle of His. However, the conduction delay for the HP node is viewed as the time it takes an impulse to travel from the start of the bundle of His to the end of the Purkinje fibers. The conduction delay from the start of the bundle of His until the end of the Purkinje fibers has clinically been showed to have a mean of 60 ms with a standard deviation of 10 ms for patients suffering from AF (Deshmukh et al., 2000). Thus, the conduction delay for the HP node is fixed at 60 ms. The HP node's refractory period is estimated by the mean of the ten shortest RR intervals, RRmin.

This results in 12 free parameters for the proposed model, denoted as a parameter vector [image: image] [image: image]. It is assumed that the first node of each pathway is simultaneously stimulated for incoming impulses from the atria. The model can then be used to produce a RR interval series with minimal computational demands using a modified version of Dijkstra's algorithm (Wallman and Sandberg, 2018). A link to the code for the model together with a basic user example can be found at section 5. The total minimum conduction delay and maximum prolongation, defined as [image: image]; [image: image]; [image: image]; [image: image]; where Nn = 10 are the number of nodes in each pathway, are introduced for convenience of presentation.



2.2. ECG Data

This study was based on ambulatory ECG data from the RATe control in Atrial Fibrillation (RATAF) study, which is approved by the regional ethics committee and the Norwegian medicines agency and was conducted in accordance with the Helsinki Declaration (Ulimoen et al., 2013). The RATAF study contains 24-h Holter recordings of 60 patients under baseline and during treatment with four different rate reducing drugs. All patients had permanent AF, no heart failure or symptomatic ischemic heart disease, an age of 71±9 (mean ± std), and 70% were men. To evaluate the presented model, we selected 15 min ECG segments, one for each of five patients, obtained under baseline conditions between 1:00 and 3:00 pm. These five patients were selected to be representative for the whole data set, with varying RR interval series characteristics and an average heart rate ranging between 63 and 140 bpm. In addition, corresponding ECG data obtained during treatment with Diltiazem was also used for one of the five patients.

The RR interval series were extracted from the ECG signals by first detecting the R peaks, before removing RR intervals preceding and following ectopic beats identified based on heartbeat morphology (Lagerholm et al., 2000). Along with this, the mean arrival rate of the atrium-to-atrium (AA) intervals was estimated from the f-waves in the ECG by first extracting the atrial activity from the ECG using spatiotemporal QRST cancellation (Stridh and Sornmo, 2001), before tracking the atrial fibrillatory rate (AFR) using a method based on a hidden Markov model (Sandberg et al., 2008). Finally, correction of the atrial fibrillatory rate by taking the atrial depolarization time into account was used to obtain an estimate of the arrival rate. Here, we denote the true mean arrival rate λ, and the estimated mean arrival rate [image: image]. One value of [image: image] was obtained for each ECG segment (Corino et al., 2013).



2.3. Simulated Data

Simulated data were created by fitting the model to the RR interval series from the five patients, cf. section 2.5, and using the resulting estimated model parameters to simulate an RR interval series of 20 min. The sequence of atrial impulses arriving to the AV node, and thus the input to the model, were simulated using a Poisson process with the mean arrival rate set to the value of [image: image] estimated for each patient (Corino et al., 2011; Henriksson et al., 2015). The parameter values used for the simulated data, along with average heart rate of the simulated RR interval series, are summarized in Table 1.


Table 1. Characteristics of the data extracted from ECG and the simulated data, respectively, for all five patients.

[image: Table 1]



2.4. Model Parameter Estimation

To evaluate how well the model matches the extracted RR interval series, a fitness function comparing the model output to the RR interval series is used. In order to take the dynamics of the RR interval series into account, the Poincaré plot is used as a basis for the fitness function. The Poincaré plot is a scatter plot of successive pairs of RR intervals. To use the Poincaré plot as a fitness function, the RR interval series is binned into two dimensional bins centered between 250 and 1,800 ms in steps of 50 ms, resulting in N = 961 bins. The error function is computed according to Equation (4).

[image: image]

Here ϵ is the error value, and [image: image] and xi the number of RR intervals, in the i-th bin, of the measured data and model output, respectively. The normalization by [image: image] is introduced to avoid bins with a large number of data points to dominate the optimization. The square root is used as a trade-off between no normalization, making the bins with a large number of data points dominate, and normalization with the whole measured bin counts, making the accuracy of every bin have the same weight regardless of how much of the data are in that bin. A schematic representation of the parameter estimation process can be seen in Figure 2.


[image: Figure 2]
FIGURE 2. A block diagram of the AV node model parameter estimation workflow, starting with a measured ECG signal and ending with estimated parameters.




2.5. Genetic Algorithm

An initial study of how ϵ varies with varying model parameter values revealed a highly chaotic structure with a large number of local minima. This prompted us to minimize ϵ using a genetic algorithm (GA). A brief description of the algorithm is given below, with more detailed information in the Supplementary Section 1. Due to the high dimensional parameter space and the risk of premature convergence early in the optimization, a variant of an island model was used (Wahde, 2008). A schematic representation of the GA is shown in Figure 3. As visible in the figure, the full GA can be divided into two sections. The first section consists of five separate GA. This was implemented by restarting the algorithm five times with 300 individuals in each generation. The individuals in each starting run were initialized using a latin hypercube sampling in the ranges: [image: image]; {ΔRSP, ΔRFP} ∈ [0, 600] ms, [image: image]; [image: image]; {ΔDSP, ΔDFP} ∈ [0, 75] ms; [image: image]. These starting runs last for six generations, and after each run the best 150 of the individuals are saved and used in the second section, the main GA. Thus, the main GA uses a population of 750 individuals in each generation. For both the starting runs and the main GA, the 2.5% fittest individuals in each generation survives into the next generation unchanged, whereas the remaining individuals are created via tournament selection, two-point crossover, and creep mutation (Wahde, 2008). In order to avoid premature convergence, both incest prevention in the form of mating restriction between too similar individuals during crossover, and a varying mutation rate depending on the diversity of the individuals in each generation were implemented (Wahde, 2008). This process of selection, crossover, and mutation is then continued until termination. The termination of the starting runs always occurs after six generations. The termination for the main GA occurs either when ϵ for the fittest individual in each generation does not change for three generations, or when 15 generations have been run. The fittest individual for the k-th generation, [image: image], is deemed to have changed if the difference between [image: image] and [image: image], seen in Equation (5), is lower than 25.

[image: image]

As described in section 2.3, a Poisson process with mean arrival rate [image: image] was used as input to the model, and due to the stochastic nature of the Poisson process, ϵ varies between realizations. The magnitude of this variation was analyzed by finding a parameter set replicating the extracted RR interval series from patient 3 well, before simulating that parameter set with different lengths of the resulting RR interval series, LRR, as seen in Figure 4, left panel. Each LRR was simulated 1,000 times. Moreover, six more parameter sets with increasing ϵ were also simulated 1,000 times with the same LRR, as seen in Figure 4, right panel.


[image: Figure 3]
FIGURE 3. A schematic representation of the genetic algorithm. Circles represent stages of the algorithm with constant number of individuals and LRR. Numbers in circles correspond to the number of iterations before proceeding to the next stage. The last stage is always used, even if the GA terminates early.



[image: Figure 4]
FIGURE 4. Estimated distribution of ϵ as a function of LRR (left). Variance of ϵ divided by mean of ϵ as a function of the mean of ϵ (right).


The ϵ variation is decreasing with larger LRR, however, the running time for the model is linearly increasing with LRR, and thus shorter outputs are preferable. The variation of ϵ is not as important early in the optimization since the variation relative ϵ is smaller for larger ϵ, see Figure 4, right panel. However, after several generations most of the ϵ for individuals found by the GA are low, and thus the variability in ϵ has a larger impact on the algorithm. Therefore, LRR is increased throughout the optimization.

As seen in Figure 3, the LRR for all generations in the starting runs were 1,000 impulses. For the main GA, the first five generations used a LRR of 3,000 impulses, the following five generations a LRR of 5,000 impulses, followed by three generations with length of 7,500 impulses, before ending with two 10,000 impulses long generations. To obtain a robust estimate of [image: image], the individual with the best fit in each generation is evaluated again with a LRR of 10,000. After termination for the main GA, the 15 fittest individuals were tested again, with a LRR of 50,000; this in order to select the fittest individual with a low variation in ϵ.




3. RESULTS

The RR interval series extracted from the ECG along with the simulated data, cf. sections 2.2 and 2.3, are used to evaluate the proposed methodology. In section 3.1, the proposed approach for optimization is compared to using only the main GA with fixed LRR. The robustness and precision of the parameter estimation are evaluated using simulated data in section 3.2. Further, the robustness of the estimates is set in perspective by using the model to estimate AV node characteristics for one of the patients during both baseline and under influence of the calcium channel blocker drug Diltiazem. In section 3.3, the proposed model is compared to the model presented in Wallman and Sandberg (2018).


3.1. Genetic Algorithm

The effect of using an island based start together with varying LRR was evaluated by comparing it to using only the main GA, as described in section 2.5, with LRR fixed at 5,000. The initialization for this fixed GA was the same as for the starting runs, a latin hypercube sampling in the same ranges, and the population size was again 750. Performances of the two methods were evaluated by comparing the error value of the fittest individual for each generation, [image: image] with the cumulative LRR used for the evaluations, i.e., the accumulated total number of impulses in each generation. For the different starting runs, all runs were computed in parallel so that [image: image] during this stage is the lowest value out of all the five starting runs. The average results from comparing the two versions of the GA on all five patients, each 100 times, are shown in Figure 5. From this it is possible to see that a lower [image: image], and thus a better fit to the RR interval series, can be found in less computational time using the proposed methodology. For reference, estimating the parameters for one patient using a single core on a standard desktop computer (Intel® Core™ i7-6600U Processor, @ 2.60GHz) requires on average 20 min, with variations due to the different terminating requirements for the GA. It is also possible to see that the termination criteria for a maximum number of generations stated in section 2.5 is typically achieved after the GA has converged.


[image: Figure 5]
FIGURE 5. (solid line) Mean normalized [image: image] of 100 optimizations of the five set of patient data as a function of cumulative LRR for (blue) the island start optimization with varying LRR and (orange) only the main GA with a fix LRR at 5,000. The shaded background represents one standard deviation. Here, [image: image] is normalized with the best ϵ found for each patient, to account for the fact that the model can not fit each RR interval series equally well.




3.2. Parameter Estimation Robustness

Simulated RR interval series were used to evaluate the robustness of the model parameter estimates. The results from optimizing the model 200 times for the five simulated RR interval series can be seen in Table 2, where the mean and standard deviation for each of the 12 estimated parameters, for each of the five patients, are listed. Moreover, the mean error, defined as the difference between the mean value of the estimated parameter and the ground truth, averaged over the five patients, are also listed. Furthermore, the mean and standard deviation of the error normalized with respect to the parameter ranges, cf. section 2.5, are presented. From the SP ratio it is evident that the SP is used more for transmission, and from the normalized error, it is evident that the parameters associated with the SP are more robustly estimated. The histogram and Poincaré plots for the five simulated patients with the transmission pathway for each RR interval marked out can be seen in Supplementary Section 3, together with the simulated histograms showing the effect of changes to λ.


Table 2. The mean parameter values ± standard deviation of 200 optimizations for the five simulated data sets, together with the mean error ± mean standard deviation for each parameter.

[image: Table 2]

To set the robustness in perspective, the AV nodal properties were estimated 200 times for a single patient during baseline and under the influence of the non-dihydropyridine calcium channel blocker rate control drug Diltiazem. The results, shown in Figure 6, indicate that the uncertainty in the parameter estimation is sufficiently low in order to reveal the drug effect.


[image: Figure 6]
FIGURE 6. The mean ± one standard deviation, indicated by the shaded background, of the estimate refractory period and conduction delay from Equation (1) and (2), after 200 runs, are plotted for both baseline (blue) and Diltiazem (orange).




3.3. Model Comparison

To evaluate the ability of the model and proposed workflow to represent AF data and to have a frame of reference, the proposed model is compared with the model presented in Wallman and Sandberg (2018); henceforth denoted the reference model. Both models were fitted to the RR interval series from one example patient, and the properties of the resulting simulated RR interval series are shown in the form of histograms, Poincaré plots, and autocorrelations, as seen in Figure 7. For both models, the optimizer was run until no change in error value for the fittest individual during ten generations occurred, to assure convergence. Both models used the optimizer described in section 2.5, but the reference model uses a fitness function based on the histogram (Wallman and Sandberg, 2018). It is clear from both the Poincaré plots and the autocorrelation plots that the proposed model can better replicate the dynamics of the RR interval series. The fit to the Poincaré plot can be quantified by the resulting ϵ, which for the proposed model was 1,360, compared to 6,740 for the reference model. Similarly, the value for the first lag autocorrelation was −0.07 for the proposed model and 0.52 for the reference, compared to the ground truth at −0.07.


[image: Figure 7]
FIGURE 7. Histogram, Poincaré plot, and autocorrelation representation of the (orange) observed and (blue) modeled RR interval series for (top) the fitted proposed model and (bottom) the fitted reference model.





4. DISCUSSION

In this study, a mathematical model of the AV node, bundle of His, and Purkinje network has been presented together with a fitness function accounting for RR interval dynamics and genetic algorithm tailored to the model. The model and workflow have been evaluated with respect to robustness, accuracy, and ability to represent data, using both measured and simulated data.

Ten nodes in each pathway were used as a trade-off between detail and computation time. A small number of nodes can make the conduction delay larger than the refractory period, allowing impulses to bounce back and forth, whereas a large number of nodes leads to a higher computational demand. The inclusion of a last node in the model as functionally distinct from the SP and FP has previously been used in other models of the AV node (Inada et al., 2009). The incorporation of separate conduction properties for the connecting node introduced both new refractory period and conduction delay parameters. However, literature data suggests that inter-patient variability in conduction time over the bundle of His and the Purkinje network is around 10 ms (Deshmukh et al., 2000), indicating that the parameters representing the conduction delay could be reasonably approximated by a constant value. Furthermore, an initial study was conducted in which the refractory period of the HP node was represented by Equation (1), with three free parameters. This study showed that the parameter values representing the refractory period in the HP node found after optimization matched a constant value of RRmin, independent of [image: image], well; indicating a good approximation (data not shown). For more details about the parameter values of the HP node during the optimizations, see Supplementary Section 2.

Reducing the number of free parameters reduces the parameter space in which the GA operates, and in turn decreases the running time as well as increases the robustness for the optimization. The parameters for the HP node were especially advantageous to fix or estimate directly from data. This was partly because the clinical data and analysis of the optimization made it possible, and partly because the most interesting information regarding the AV node is contained in the parameters governing SP and FP. Thus, setting the parameters corresponding to the bundle of His and Purkinje fibers to fixed values enhanced the ability of our method to estimate AV node properties.

The optimizer in this work utilized the fact that the model could be used with varying speed and precision by changing the output length, with higher speed and lower precision at the start and shifting it during the optimization. This change in output length also made it possible to run a broad search of the parameter space fast at the start of the optimization by restarting it several times; reducing the risk that a parameter set producing a good fit to the RR interval series was missed. This led to finding parameter sets matching the data faster, as shown in Figure 5. With a computing time of 20 min on a standard desktop computer in order to estimate the parameters, it possible to utilize the model without the use of any cloud computing or supercomputer, making it suitable for routine off-line analysis of Holter recordings.

The result of taking the RR interval series dynamics into account during the optimization can clearly be seen in Figure 7, where the proposed model and fitness function could represent the Poincaré plot with an ϵ five times as low as the reference model. This shows that matching the histograms well, as both models did, does not necessarily mean that the model represents the RR interval dynamics well. Using the Poincaré plot as basis for the fitness function, it was possible to account for the RR interval distribution and the one-step autocorrelation at the same time. It should be noted that the information from the histogram is still indirectly included in the Poincaré plot, which is likely the reason why the proposed fitness function also gave well matched histograms.

Since no ground truth of the estimated parameters is available for the clinical data, it is not possible to directly verify their correctness. However, it is still possible to verify that the parameter values lay within ranges reported in literature. The conduction delay for the HP node is fixed based on clinical data, thus it lies within reasonable ranges by default. The refractory period for the HP node was estimated using RRmin, and for the five patients used in this study the range was [292, 655] ms. Comparing this to the bundle branch refractory period of [305, 520] ms, and the His-Purkinje system relative refractory period of [330, 460] ms, reported in Denes et al. (1974), it seems reasonable.

It is difficult to assess AV conduction delay during AF, due to problems in determining which atrial impulse activated the ventricles. However, the total minimum and maximum prolongation of conduction delay parameters of the AV node, [image: image], [image: image], [image: image], and [image: image], have previously been estimated by mathematical models utilizing the relationship between diastolic interval and delay in Equation (2). One such example is the model by Mangin et al. (2005), which uses invasive data, for which the ranges of Dmin,tot, ΔDtot, and τD were [80,300], [15,125], and [80,340], respectively. These ranges are of the same order of magnitude as the values obtained for Dmin,tot, ΔDtot, and τD in the present study, cf Table 2. It should be noted that the present model, contrary to the Mangin model, has two pathways where shorter delays are expected for the FP than for the SP.

The maximum refractory period, defined as the sum of Rmin and ΔR, can be compared with electrophysiological measurements of the AV node effective refractory period. The values obtained in the present study were in the ranges [466, 973] and [257, 735] ms for the FP and SP, respectively. AV node effective refractory periods from patients with reentrant tachycardia have been reported in the ranges 361 ± 57 and 283 ± 48 ms for the FP and SP, respectively (Natale et al., 1994). As expected, the FP has larger values in both model and measurements.

The use of simulated data was necessary in order to have a ground truth to compare the estimated parameters with and in turn evaluate the methodology. From these five simulated data sets, it is clear that all of them primarily used the SP, cf. Table 2, although the SP ratio differed. This higher usage of the SP may be a contributing factor to that the parameters representing the SP were more accurately estimated than the parameters representing the FP. Moreover, the parameters [image: image], [image: image], [image: image], and [image: image] all have a larger error, which might imply that they have smaller overall effect on the model output. Further, histograms and Poincaré plots highlighting the transmission pathway for the RR intervals (cf. Supplementary Section 3) show that longer RR intervals tend to be transmitted via the FP, which is to be expected given its lower total conduction time. More interestingly, it is evident that different histogram peaks generated by the model are not created solely from one pathway, but stem from complex interaction between both the FP and SP. Moreover, it should also be noted that the difference in heart rate between the observed RR interval series and the RR series produced by the fitted model was less than one beat per minute.

It is evident from the example in Figure 6 that the uncertainty in conduction delay and refractory period introduced by the parameter estimation is generally lower than the effect of the drug, thus suggesting that it is possible to assess the effect of rate control drugs on the AV node from non-invasive data. For the example patient, the difference in conduction delay for the SP between baseline and Diltiazem is minimal for [image: image] ms. However, one patient is not enough to know if this is a feature specific to this particular patient, a property of the investigated drug, or an artifact of the model formulation. The effect of rate control drugs on the AV node refractory period have previously been investigated (Sandberg et al., 2015), and with the proposed methodology a similar investigation can be done for AV node conduction delay.


4.1. Limitations and Future Work

The main limitation of the present study is the lack of comparison between the estimated parameter and the ground truth AV node characteristics, making the results more difficult to evaluate. Although simulated data was used as a substitute, it is not fully known how closely it matches reality. Another limitation is the assumption that both pathways are activated simultaneously, an assumption that may not be valid, since the electrical activity in the atria is highly disorganized. The variation in output originating from the stochastic input sequence can also be seen as a limitation to the proposed model, since the output for a single set of parameters can vary depending on the realization of the input sequence. However, without electrical measurements in the atria, it is not possible to model the exact behavior of the AV node.

Moreover, due to the computational time of estimating the parameters for each simulated RR interval series 200 times, only a subset of RATAF was used. However, the five patients were selected to ensure a representative subset based on their RR interval series characteristics. It should be noted that the focus of the present study is to evaluate the robustness in parameter estimation rather than analysis of the RATAF data set. Using the model to analyze the entire RATAF data set, including all patients, drugs, and time segments for outcome prediction forms a natural next step in this line of inquiry, and efforts toward this goal are ongoing at the time of writing.

Example results, cf. Figure 6, suggest that the estimates of refractory period and conduction delay are sufficiently robust to detect changes in response to treatment with rate control drugs. However, this needs to be verified in a larger study population. By using the model to simulate the treatment effect of different drugs in a patient-specific setting, it might be possible to predict the outcome of the drug treatment and thus assist in treatment selection. Furthermore, it could also be useful in drug development, by aiding in understanding what AV node properties are affected by a novel compound, and in what way.




5. CONCLUSION

We have described and motivated a network model of the AV node, bundle of His, and Purkinje network. The model is demonstrated to be able to represent RR interval series extracted from ECG data well, both in the forms of histograms, Poincaré plots, and autocorrelation. This was made possible using the presented problem specific fitness function and optimization algorithm, taking advantage of the model's ability to increase running speed at the cost of precision. The robustness in parameter estimation enabled fitting of delay specific parameters from the AV node solely based on the ECG. It also made it possible to detect changes to the model parameters originating from the use of a rate control drug.

In summary, the combination of model and parameter estimation workflow presented here constitutes a significant improvement on previous AV node modeling efforts, suggesting the possibility to use ECG measurements to analyze drug effect on the AV node on a patient specific level.
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Atrial fibrillation (AF) is the most common cardiac arrhythmia and catheter mapping has been proved to be an effective approach for detecting AF drivers to be targeted by ablation. Among drivers, the so-called rotors have gained the most attention: their identification and spatial location could help to understand which patient-specific mechanisms are acting, and thus to guide the ablation execution. Since rotor detection by multi-electrode catheters may be influenced by several structural parameters including inter-electrode spacing, catheter coverage, and endocardium-catheter distance, in this study we proposed a tool for testing the ability of different catheter shapes to detect rotors in different conditions. An approach based on the solution of the monodomain equations coupled with a modified Courtemanche ionic atrial model, that considers an electrical remodeling, was applied to simulate spiral wave dynamics on a 2D model for 7.75 s. The developed framework allowed the acquisition of unipolar signals at 2 KHz. Two high-density multipolar catheters were simulated (Advisor™ HD Grid and PentaRay®) and placed in a 2D region in which the simulated spiral wave persists longer. The configuration of the catheters was then modified by changing the number of electrodes, inter-electrodes distance, position, and atrial-wall distance for assessing how they would affect the rotor detection. In contact with the wall and at 1 mm distance from it, all the configurations detected the rotor correctly, irrespective of geometry, coverage, and inter-electrode distance. In the HDGrid-like geometry, the increase of the inter-electrode distance from 3 to 6 mm caused rotor detection failure at 2 mm distance from the LA wall. In the PentaRay-like configuration, regardless of inter-electrode distance, rotor detection failed at 3 mm endocardium-catheter distance. The asymmetry of this catheter resulted in rotation-dependent rotor detection. To conclude, the computational framework we developed is based on realistic catheter shapes designed with parameter configurations which resemble clinical settings. Results showed it is well suited to investigate how mapping catheter geometry and location affect AF driver detection, therefore it is a reliable tool to design and test new mapping catheters.

Keywords: atrial fibrillation, cathether ablation, rotor detection, computational modeling, synthetic electrograms, mapping catheter geometry


INTRODUCTION

Mechanisms responsible for atrial fibrillation (AF) initiation and maintenance are still largely debated, and different hypotheses have been formulated. While the ectopic activity arising primarily from veins and veno-atrial junctions has been accepted as the main initiating mechanism in paroxysmal AF, arrhythmia perpetuation remains a widely discussed issue. Two main hypotheses so far prevail: local drivers and multiwavelet re-entries. The former proposes a stationary driver generating waves that propagate to the atria passively and in a non-uniform way, constituting “fibrillatory conduction.” The latter hypothesis is related to self-sustaining, moving functional reentrant circuits without any stable driver. Several combinations of such mechanisms from drivers to multiwavelets in time have been subsequently proposed. The “rotors theory,” proposed by Narayan et al. (2012), hypothesized that some fairly stable electrical rotors can be traced and targeted on a patient-specific-based approach for AF ablation.

Transcatheter ablation is a widely accepted therapeutic option to try to eliminate atrial mechanisms responsible for the genesis and maintenance of the arrhythmia. Several energy sources have been used, applied either one-shot or point-to-point: in the latter, notably with radiofrequency energy delivery, catheter mapping is usually performed to investigate mechanisms that trigger and sustain AF (Kusumoto et al., 2018; Cheung et al., 2021). Intracardiac mapping catheters allow an accurate anatomical reconstruction and endocardial voltage mapping; this information underpins the effective ablation of the arrhythmia. For an exhaustive and comprehensive review of cardiac mapping readers should refer to Shenasa et al. (2019).

Beyond the controversies still surrounding the “rotors theory,” (Allessie and de Groot, 2014a,b; Narayan and Jalife, 2014), ablation of rotors suffers from a major technological issue for tracking real-time atrial electrical activities since different multi-electrode/high-density electrophysiological mapping catheters can lead to different reconstructions. In this scenario, in the last years, computational AF mapping methods have been developed to provide a patient-specific analysis of wave propagation to identify the rotor tip position. Several studies have assessed the technical capabilities and limitations of mapping catheters used in clinical practice to detect such targets (Allessie and de Groot, 2014b; Roney et al., 2017b). However, the development of reliable and accurate tools for locating such sources remains a major challenge. Since rotor detection by multi-electrode catheters may be influenced by several parameters including inter-electrode spacing, catheter coverage, and endocardium-catheter distance, in this work: (i) we used computer simulations to overcome clinical limitations in studying these factors influencing the precision of multi-electrode mapping; and (ii) we developed a tool which allows the testing of different catheters shapes in different conditions and their behavior in detecting a synthetic rotor.



MATERIALS AND METHODS


Cardiac Tissue Simulation

In our model we considered the atrial tissue as a two-dimensional grid of cells of size 5 × 5 cm with a distance between cells of 0.25 mm, using the monodomain approach with a fixed time step of 10μs, Neumann boundary conditions, and a modified Courtemanche et al. (1998). action potential (AP) model which accounts for AF related ionic remodeling. The AF condition was simulated by modification of selected sarcolemmal ion channel conductivities: Ito and ICaL were each decreased by 65%, IKur was decreased by 49% and IK1 increased by 110% (Wilhelms et al., 2013). The electrical propagation of the atrial AP was modeled by the following monodomain reaction-diffusion equation:

[image: image]

where D = [Dx 0;0Dy] is the conductivity tensor with Dx = Dy = 0.031mm2/msas in Bai et al. (2019), Iion is the total ionic current that crosses the membrane cells, Vm is the membrane potential, Istim is the stimulus current, and the membrane capacitance Cm=100pF as in Courtemanche et al. (1998). The plane wave conduction velocity (CV) we obtained was 26 cm/s. The numerical integration for the whole system (monodomain and ionic model) was made using the forward Euler scheme and solved with Matlab. The system was discretized in space using second-order centered finite differences. For triggering the spiral wave, we applied both a stimulus (stimulus current amplitude –2000 pA with duration = 1 ms) at t = 0 to the bottom line of the grid and an extrastimulus of the same amplitude at t = 105 ms (with duration = 0.25 ms) on the left bottom corner (25 × 25 cells) of the simulated tissue. In the monodomain, the phase map was computed, and the position of the true phase singularity (PS) was detected through the whole simulation time by applying the model proposed by Zhuchkova and Clayton (2005) (Supplementary Video 1).



Electrogram Computation and Catheters Configuration

We simulated two of the most used mapping catheters in clinical electrophysiology: the Advisor™ HD Grid Mapping catheter (grid-shaped, 16 electrodes, evenly spaced 3 mm apart, from now on HDGrid), and the PentaRay® NAV catheter (star-shaped, 5 splines with 4 electrodes each, evenly spaced along the spline 4 mm apart, from now on PentaRay) (Figure 1).


[image: image]

FIGURE 1. Representation of the simulated catheters [the HD Grid (A) and the PentaRay (B)] superimposed to the simulated electrical propagation on the atrial tissue in one-time frame. Each electrode is represented with a red dot.


The catheters were initially placed on the atrial wall tissue in such a way that the centroid of the electrodes’ position corresponded to the average position of the true phase singularity from the monodomain tissue simulation, throughout the simulation time. Thereafter, two different shifted conditions were tested in relation to the ground truth rotor tip position: for the 4 × 4, 3 mm inter-electrode distance HDGrid, the shift to the right was 1.5 and 3 mm; for the 4-4-4 PentaRay it was of 5 and 8 mm.

To test the performance of the catheters to correctly detect arrhythmia drivers, we considered the following factors: (i) the electrode-wall distance, (ii) the inter-electrode distance, and (iii) the coverage.

For both catheters, different positions were tested in terms of distance from the LA wall. In particular, the catheter’s electrodes were positioned at a set of constant distances z0 from the atrial tissue; in the case of electrodes in contact with the atrial wall a minimum distance z0 of 0.25 mm, corresponding to the distance between cells in the grid, was used. Then, to test the effect of a non-perfect contact between the catheters and the atrial wall, for both catheters, their distance from the atrial wall was increased to 1, 2, and 3 mm. Moreover, some illustrative conditions in which different electrodes are at different distances were simulated. For the HDGrid three conditions were analyzed: one considering the two external splines at 1 mm from the tissue and the central splines in contact; the second with the external splines in contact and the central splines at 1 mm; and the third with the two left splines in contact and the other two at increasing distances (2 and 3 mm, respectively). For the PentaRay two conditions were tested: the five electrodes of the central ring at 1 mm and the two central rings at 2 and 3 mm distance.

For the HDGrid, we considered 2 configurations to simulate different coverages: 16 electrodes in a 4 × 4 layout and 36 electrodes in a 6 × 6 layout.

In addition, the inter-electrode distance was also changed in the range of 3–6 mm. Similar to the HDGrid, the PentaRay was simulated in two configurations: in each of the five splines, the four electrodes were placed at 4-4-4 and 2-2-2 mm distances.

For each electrode, the electrogram was obtained as a weighted summation of the effects of every single cell considered as a dipole and a sampling frequency of 1 kHz (Spach et al., 1979; Shillieto et al., 2016).
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in which ∂xx⁡Vmi and ∂yy⁡Vmi are the second derivatives along the x and y axis of the transmembrane potential Vm(x,y,t) of the i-th cell and di is the distance of the electrode from each cell. For this purpose, we assumed that the electrograms were recorded with point electrodes whose diameters need not be considered considering the size of the catheters and the amplitude of the rotor tip trajectory (Abdi et al., 2021). White Gaussian noise was added to each synthesized EGMs with a signal-to-noise ratio of 50 dB.

In Figure 2 we show an example of the computational configuration of the 16 electrodes of the 3 mm HDGrid catheter (panel A) and the EGM signals (panel B) acquired by the four central electrodes.
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FIGURE 2. Simulated EGM signals. (A) Computational configuration with the 16 electrodes of the 3 mm HD Grid catheter. Electrodes for which the EGM signals are displayed are in different colors. (B) The simulated EGM signals are shown between 1 and 2 s of simulation. Electrodes and the corresponding EGMs are coded with the same color.


In addition to the previous analysis, we also tested the proposed workflow on a real anatomical atrial shape acquired during ablation in a patient affected by AF. The cardiac tissue simulation was projected on a real atrial anatomy and the catheter was located in contact with the LA wall to acquire EGMs.



Catheter-Based Phase Mapping

Spatiotemporal organization of atrial fibrillation was studied applying a previously developed and validated algorithm (Valinoti et al., 2017) based on phase analysis for local atrial activation timings (LATs) detection and on the persistence of phase singularities for meandering and stable rotor identification on the left atrium (LA) wall.

The EGM signals first were filtered with a band-pass filter (3–80 Hz). The algorithm for LAT detection was designed as a modified version of the electrogram recomposition from sinusoidal wavelets proposed by Kuklik et al. (2015) and Valinoti et al. (2017, 2018). In the proposed sinusoidal recomposition algorithm, the wavelets were only generated in correspondence of a typical morphology of atrial activations; the additional constraints to be satisfied for sinusoidal wavelet generation took into consideration the slope of negative deflections, their amplitude, and duration. The resulting phase inversion points were then used to center a window of fixed duration in which the point with the maximum negative derivative corresponded to the LATs. Once the LATs were detected, 2D phase maps were reconstructed, in the portion of tissue under coverage by the catheter, by assigning to each point the phase value from the nearest electrode, up to a certain maximum distance (cut_distance: 3 mm for HD Grid and 12 mm for PentaRay). Phase singularities were then defined as a point whose neighboring region is characterized by a gradual phase transition followed by an abrupt phase inversion (from π to –π). Since we have a discrete geometry, where every electrode is a point, we search for the smallest closed-loop, with the aforementioned described properties. If the closed-loop satisfies those properties a phase singularity is placed in the midpoint of the electrodes involved.



Rotor Tracking

At any given time sample the algorithm might detect more than one PS point, due to discretization of the electrodes. At the end of this step for each time sample, we may have zero, one, or more PSs. Starting from the last time sample, and going backward, the PSs are linked to the previous ones based on their temporal and spatial distance. Two parameters are defined, a temporal one that is the maximum gap to be filled when no PS is detected, and a spatial one that is the fixed maximum distance from the PS in the current frame within which to track backward the closest PS in the neighboring regions. For this reason, the adequate temporal and spatial conditions must be met for a series of phase singularities to be detected as part of a rotor. Eventually, only the phase singularities which persist for more than two dominant periods are defined as rotors.



Data Visualization With Density Maps

For a visual representation of the phase singularities belonging to the rotor, a phase singularities density map was constructed. Considering only the longest rotor, for each detected PS belonging to it, the centroid of the electrodes which contain the smallest closed-loop was used to place a bidimensional Gaussian distribution, of standard deviation equal to half the inter-electrode distance in the HD Grid.

The phase singularity density was the function of the position (x,y), with the following formula (Alessandrini et al., 2018):

[image: image]

xPSi and yPSi were the coordinates of the i-th PS, and σ set to 1.5 mm as specified before.

The contributions from all the phase singularity were summed up on a grid with a resolution of 0.25 mm for visualization.



Hardware and Software

The monodomain simulation and the rotor tracking algorithm were implemented in MATLAB (release R2019b) and run on a workstation equipped with 64 GB of RAM and a ThreadRipper 3990 × CPU. Computation time for the simulation of a catheter configuration was of 15 min each. Density maps visualization from the data was instantaneous, while the rendering of the activation map for the whole simulation required half an hour. The software will be available upon request to the authors.




RESULTS


Simulation of HDGrid Catheters: Effect of Electrode-Wall Distance

This simulation was carried out considering the 4 × 4 layout with a 3 mm inter-electrode distance. We computed the electrograms and the corresponding phase maps with the catheter in contact with the LA wall (0 mm) and at 1, 2, and 3 mm. The HDGrid was positioned to cover the ground truth rotor trajectory as much as possible, and then moved far from the wall to test the robustness of the catheter configuration in detecting rotors in non-ideal contact conditions as well.

The estimated rotor tip density maps in these four different conditions are shown in Figure 3. It can be observed that in the contact condition the algorithm detects the rotor with a perfect agreement with ground truth (Figures 3A,B): the peak-to-peak distance is 0 mm and the duration of the detected rotor is almost equal to the ground truth (7.71 s vs. 7.75 s, Table 1). By varying the distance from the atrial wall (Figures 3C–E), it was possible to locate the rotors correctly up to a distance of 2 mm, whereas, at 3 mm, the phase singularities were lost; subplots in Figure 3F–I show how the EGMs have been deformed and the activation phase lost. This comparison can be also appreciated in the Supplementary Video 2, showing the rotor tracking in the contact (left) condition and at 3 mm wall distance (right).
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FIGURE 3. Density maps of rotor tip trajectory reconstructed with an inter-electrode distance of 3 mm, with a 4 × 4 HD Grid catheter at different distances from the atrial wall. (A) Ground truth; (B) 3 mm HD Grid catheter in contact; (C) 3 mm HD Grid catheter at 1 mm from the wall; (D) 3 mm HD Grid catheter at 2 mm from the wall; (E) 3 mm HD Grid catheter at 3 mm from the wall. The patch has been zoomed (x-axis between 10 and 40 mm, y-axis between 0 and 30 mm). Color encodes the trajectory density value. (F–I) The phase activation (gray line) and EGM signal (black line) for the 4 central electrodes (n. 6-7-10-11) are reported under each simulated configuration at the same time frame. The white diamond marker represents the rotor tip position of the ground truth.



TABLE 1. Simulation parameters and resulting indexes derived from the phase singularity maps for ground truth, HDGrid and PentaRay catheters, varying coverage (number and spacing between electrodes), and wall distance.

[image: Table 1]


Simulation of HDGrid Catheters: Effect of Inter-Electrode Distance and Coverage

The present tool also considered the effect of inter-electrode distance and coverage on the rotor detection. For this reason, the inter-electrode distance was varied between 3 (default) and 6 mm. In our simulation (Figures 4B,C,F,G) for the contact configuration and 1 mm of distance wall, the rotor was still correctly detected compared to the ground truth (Figure 4A). The combined effects of increasing inter-electrode distance and the distance from the wall were also analyzed. In this configuration at 2 and 3 mm from the LA wall (Figures 4D,E), the driver was lost: the EGM signals and the derived activation phase are deformed (Figures 4H,I). By increasing the inter-electrode distance from 3 to 6 mm the precise location of the driver was lost at a smaller catheter-wall distance (2 mm vs. 3 mm). Moreover, the driver position was not accurately estimated (compare Figure 4D vs. Figure 3E).
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FIGURE 4. Density maps of rotor tip trajectory reconstructed with an inter-electrode distance of 6 mm, with a 4 × 4 HD Grid catheter at different distances from the atrial wall. (A) Ground truth; (B) 6 mm HD Grid catheter in contact; (C) 6 mm HD Grid catheter at 1 mm from the wall; (D) 6 mm HD Grid catheter at 2 mm from the wall; (E) 6 mm HD Grid catheter at 3 mm from the wall. The patch has been zoomed (x-axis between 10 and 40 mm, y-axis between 0 and 30 mm). Color encodes the trajectory density value. (F–I) The phase activation (gray line) and EGM signal (black line) for the 4 central electrodes (n. 6-7-10-11) are reported under each simulated configuration at the same time frame. The white diamond marker represents the rotor tip position of the ground truth.


To vary the coverage, we also increased the number of the electrodes by simulating a 6 × 6 HDGrid configuration (Figure 5), 3 mm inter-electrode distance. The density map and the features in Table 1 confirmed the ability of the algorithm for rotor detection, in line with the 4 × 4 HDGrid results.
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FIGURE 5. Density maps of rotor tip trajectory reconstructed by the algorithm with an inter-electrode distance of 3 mm with a 6 × 6 layout of the HD Grid catheter. (A) Ground truth; (B) 3 mm 6 × 6 HD Grid catheter in contact. The patch has been zoomed (x-axis between 10 and 40 mm, y-axis between 0 and 30 mm). Color encodes the trajectory density value. The white diamond marker represents the rotor tip position of the ground truth.




Simulation of PentaRay Catheters: Effect of Electrode-Wall Distance

In Figure 6, we simulated a 4-4-4 PentaRay in contact with the LA wall (Figures 6B–F) and at 1, 2, and 3 mm from the LA wall (Figures 6C–I, respectively). As for the HDGrid at 3 mm of distance, the detection of the rotors was missed; the peak of density was strongly reduced and the peak to peak distance between ground truth and estimated rotor increased. Figures 6F–I show the modified ECG and phase activation for the 5 central electrodes of the PentaRay catheter: the signals started to get worse as he wall distance increased. Rotor tracking with the PentaRay catheter is also shown in the Supplementary Video 3.
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FIGURE 6. Density maps of rotor tip trajectory reconstructed by the 4-4-4 PentaRay catheter at different distances from the atrial wall. (A) Ground truth; (B) PentaRay catheter in contact; (C) PentaRay catheter at 1 mm from the wall; (D) PentaRay catheter at 2 mm from the wall; (E) PentaRay catheter at 3 mm from the wall. The patch has been zoomed (x-axis between 10 and 40 mm, y-axis between 0 and 30 mm). Color encodes the trajectory density value. (F–I) The phase activation (gray line) and EGM signal (black line) for the central electrodes (n. 15-16-17-18-19) are reported under each simulated configuration at the same time frame. The white diamond marker represents the rotor tip position of the ground truth.




Simulation of PentaRay Catheters: Effect of Coverage

We tested the 2-2-2 PentaRay configuration to evaluate the coverage effects (Figure 7). In this case, there were no significant differences compared to the 4-4-4 PentaRay configuration when the catheter was in contact with the LA wall; as expected, the peak of the density map increased but the position of the driver was correctly identified. However, when the distance from the LA wall was increased, the high resolution of the catheter allowed the detection of the rotor for a distance greater than 2 mm as well.
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FIGURE 7. Density maps of rotor tip trajectory reconstructed by the 2-2-2 PentaRay catheter at different distances from the atrial wall. (A) Ground truth; (B) PentaRay catheter in contact; (C) PentaRay catheter at 1 mm from the LA wall; (D) PentaRay catheter at 2 mm from the LA wall; (E) PentaRay catheter at 3 mm from the LA wall. The patch has been zoomed (x-axis between 10 and 40 mm, y-axis between 0 and 30 mm). Color encodes the trajectory density value. (F–I) The phase activation (gray line) and EGM signal (black line) for the central electrodes (n. 16-17-18-19-20) are reported under each simulated configuration at the same time frame. The white diamond marker represents the rotor tip position of the ground truth.


The asymmetric configuration of the PentaRay catheter suggested that an additional test be made to check if the specific orientation of the splines, which could make them more or less superimposed to the rotor tip trajectory, affects the detection results. To this aim, we considered the rotation of the catheter by half of the angle between two splines (36°), which makes the splines’ orientations more different from the starting one. We simulated such configuration for both the 2-2-2 and 4-4-4 PentaRay at 2 mm distance from the LA wall. Results are reported in Table 2, showing a large improvement in terms of peak to peak distance between ground truth and estimated rotor after rotating the catheter.


TABLE 2. Results obtained by rotating the PentaRay catheter by 36°.

[image: Table 2]


Effects of the Relative Position of the Catheter With Respect to the Rotor Tip

To simulate real conditions, in which the spiral tip position is not known a priori, we added some simulations in which the rotor tip was not located in the middle of the catheters. We tested a shift of the catheter position in relation to the default rotor tip central position for both catheters’, still allowing coverage of the rotor meandering, since we aimed to assess if the catheter design affects the rotor detection (see Figure 8).
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FIGURE 8. Density maps of rotor tip trajectory reconstructed in the shifted tests. (A) 4 × 4 HD Grid catheter with an inter-electrode distance of 3 mm and a positive shift of 1.5 mm on the right; (B) 4 × 4 HD Grid catheter with an inter-electrode distance of 3 mm and a positive shift of 3 mm on the right; (C) 4-4-4 PentaRay catheter with a right shift of 5 mm; (D) 4-4-4 PentaRay catheter with a right shift of 8 mm. The patch has been zoomed (x-axis between 10 and 40 mm, y-axis between 0 and 30 mm). Color encodes the trajectory density value. The white diamond marker represents the rotor tip position of the ground truth.


In the case of HDGrid, a shift of 1.5 and 3 mm (Figures 8A,B, respectively) did not significantly affect the capability of locating the rotor tip position based on the peak of the estimated density map (Table 3). It might be unexpected that the estimated density map of rotor trajectory was more scattered for the shorter shift (compare Figure 8A with Figure 8B), however this was a clear consequence of the discretized mapping available through the catheter: when only four electrodes were involved in the phase inversion due to the presence of the rotor its position was unequivocally estimated in the centroid of those four electrodes (Figure 8B). On the other hand, when the rotor tip meandered and six different electrodes were involved (depending on time) the density map is horizontally spread (as in Figure 8A). Overall, the highly symmetric distribution of the electrodes within the catheter made the estimates very stable up to where the rotor was located within the (quite limited) covered area. To enforce this result, we performed a simulation in which we sequentially moved the HDGrid catheter for covering the entire lower part of the domain (Supplementary Figure 1). False rotors were not detected, and, even without a priori knowledge of the real rotor position, the catheter assessed its location correctly.


TABLE 3. Simulation parameters and resulting indexes derived from the phase singularity maps for ground truth, HDGrid, and PentaRay catheters with the shift and no-contact electrodes simulations.

[image: Table 3]
In the case of PentaRay when the rotor tip was located peripherally in relation to the catheter center (Figures 8B,C) its estimated position was more significantly, though not dramatically, affected. In particular, shifts of 5 and 8 mm led to errors of 1.75 and 2 mm in the estimate, respectively. In the latter case, the less robust estimation of rotor dynamics was also witnessed by the reduced estimated time duration of the rotor (Table 3).



Effects of Various Distances of the Electrodes From the Atrial Wall

During data acquisition, some electrodes may be in contact while others may not. We performed some illustrative simulations by considering different cases in which different electrodes were at different distances (Figure 9 and Table 3). In particular, simulations in which only some splines of the catheter are in contact with the simulated tissue can be assumed as an approximated way to simulate 3D complex geometries in which the concavity of the LA surface may not allow a perfect contact between the mapping catheter and the endocardial wall.
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FIGURE 9. Density maps of rotor tip trajectory reconstructed in the no-contact electrodes conditions. (A) 4 × 4 HD Grid catheter with an inter-electrode distance of 3 mm: the external splines are in contact (light gray) while the central splines are at a distance of 1 mm from the wall (dark gray color); (B) 4 × 4 HD Grid catheter with an inter-electrode distance of 3 mm: the central splines are in contact (light gray) while the external splines are at a distance of 1 mm from the wall (dark gray); (C) 4 × 4 HD Grid catheter with an inter-electrode distance of 3 mm: the two left splines are in contact (light gray) while the other two splines are at increase distance of 2 (dark gray) and 3 mm from the wall (dark), respectively; (D) 4-4-4 PentaRay catheter: the central ring is at a distance of 1 mm from the wall (dark gray); (E) 4-4-4 PentaRay catheter: the two central rings are at increase distance of 2 mm (dark gray) and 3 mm from the wall (dark), respectively. The patch has been zoomed (x-axis between 10 and 40 mm, y-axis between 0 and 30 mm). Color encodes the trajectory density value. The white diamond marker represents the rotor tip position of the ground truth.


For the HDGrid in all three simulated conditions, in which only some splines were in contact (Figures 9A–C), the estimation proved to be very robust, with only minor variations (Table 3).

For the PentaRay, having only the central ring not in contact did not affect the estimate (Figure 9D), whereas the progressive detachment of two internal rings (Figure 9E) substantially worsened the estimation results (Table 3).



Results on a Real Anatomy of an Atrial Fibrillation Patient

The real atrial shape acquired during ablation on a patient affected by AF is shown in Figure 10. The 3D region covered by the catheter is represented by the tissue in which the voltage was simulated. Our framework was able to detect correctly the rotor for a total duration of 7.75 s. The mean distance between ground truth and detected rotor tip was 2 mm.
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FIGURE 10. Real atrial shape (light red) from a patient acquired during ablation on which we have tested the proposed framework. The 3D region covered by the catheter (black points) is represented by the tissue in which the voltage was simulated. Our framework was able to detect correctly the rotor tip (duration of the detected rotor 7.75 s, mean distance between ground truth and detected rotor tip 2 mm).





DISCUSSION

Our work proposed a new tool to test the geometric configurations of two commercial mapping catheters, the HDGrid and the PentaRay, in different conditions, and their ability to detect synthetic rotors.

Our results showed that the proposed tool allowed the simulation of both commercial high-resolution catheters and catheters in which parameters such as the number of electrodes, inter-electrode distance, and endocardium-catheter distance were changed. In particular, when the distance between the catheter and cardiac tissue was set to 0 (in contact with the endocardial wall) all the configurations detected the rotor correctly, irrespective of geometry, coverage, and inter-electrode distance. The most critical parameter for rotor detection was in fact electrodes’ distance from the cardiac wall. In the HD Grid-like geometry, at a wall distance of 3 mm, the electrograms became too smoothed (Figures 3I–4I) to consistently detect the activation, and phase singularities were lost. Decreasing the catheter resolution (inter-electrode distance from 3 to 6 mm) impeded rotor detection at a closer distance (2 mm) from the LA wall. In the PentaRay-like configuration, at higher resolution (inter-electrode distance equals to 2-2-2 mm) the rotor detection only mildly worsened at 3 mm endocardium-catheter distance whereas it failed at lower resolution (4-4-4 mm) (Table 1 and Figures 6I–7I). Notably, the asymmetry of such a catheter resulted in rotation-dependence of the rotor detection, which is consistent with the fact that, depending on the orientation of the splines, the rotor tip in its meandering keeps closer to them or covers the inter-spline regions, where the distance from electrodes increases.

Our main finding is that the inter-electrode distance is critical for rotor detection when the distance between the catheter and LA wall increases for both the tested catheter shapes. The higher resolution in the central part of the catheter also seems to underlie the better performance of the PentaRay 2-2-2 compared with the HD Grid 4 × 4 at 3 mm from LA wall. Moreover, both the PentaRay 4-4-4 and the HD Grid 4 × 4, at both tested interelectrode distances (3 and 6 mm), lose the correct detection by increasing catheter-LA distance.

In the last decades, several works have analyzed atrial EGMs acquisition by different catheters using a simulation approach (Alessandrini et al., 2017; Roney et al., 2017b; Martinez-Mateu et al., 2018, 2019; Hwang et al., 2019; Ravikumar et al., 2021), or have developed methods for rotor tracking with simulated and/or experimental EGMs (Roney et al., 2014; Ugarte et al., 2015; Valinoti et al., 2015, 2017; Ganesan et al., 2019a,b).

Only a few studies (Roney et al., 2017a; Martinez-Mateu et al., 2018, 2019) have dealt directly with the effects of inter-electrode distance, coverage, and distance from the atrial wall and the comparison of different commercial catheters for rotor detection.

In Roney et al. (2017a) defined the minimum spatial resolution requirements, as a function of AF wavelength (WL), to correctly identify the AF driver. They tested three simulated high-resolution catheters (Lasso, AFocus, PentaRay) placed over the rotor core. They found that the minimum spatial resolution was WL/3.1. In our simulations, WL was about 20 mm, which would give a minimum required resolution of 6.5 mm. Indeed, at contact, all the tested resolutions up to 6 mm were effective in locating the rotor. Importantly, our results suggest that the concept of a minimum resolution requirement should be considered cautiously in a real-life scenario, since we have clearly demonstrated that, if the catheter is not in contact, the performance rapidly worsens compared with this ideal case. Compared to Roney et al. (2017a), in our study we tested another catheter whose use nowadays is widespread, the HDGrid catheter, showing an impressive performance also when inter-electrode distance almost equals the minimum spatial resolution (6 mm). Moreover, the performance of each catheter was tested when it was not placed over the rotor core (Figure 8), and considering some non-contact electrodes (Figure 9); the PentaRay configuration was particularly sensitive to the former, whilst the detection through the HDGrid was robust in both conditions. This information provides additional insights into catheter performance in a real-life scenario.

The work of Martinez-Mateu et al. (2018) evaluated how electrode-endocardium distance, far-field sources, and inter-electrode distance affect the accuracy of localizing rotors by using a virtual basket catheter. In their simulation study, basket catheter-based phase mapping (PM) successfully detected rotors even when the basket was not in full contact with the endocardial wall, but many phantom rotors were also detected. Despite the different types of catheter analyzed in Martinez-Mateu et al. (2018) their overall message was in accordance with our observations: (1) the basket catheter resulted positioned

preferably closer than 0.5 cm to the atrial tissue; (2) increasing the electrode density improved rotor detection if the basket was not located close to the rotor area and (3) accuracy varied depending on the position of the basket inside the atrial cavity and the number of electrodes. In our study, in any simulated condition, we did not detect any phantom rotor, a fact which may be due to the interpolated basket phase maps used in Martinez-Mateu et al. (2018). Indeed, the lack of false detections in our study could be due to the optimization of the LAT detection step compared to the standard PM which relies only on the Hilbert transform. Similarly, the very recently proposed Direct Graph Mapping (DGM) (Van Nieuwenhuyse et al., 2021) technique outperformed the PM approach, by being able to exclude some of the false rotors detected in Martinez-Mateu et al. (2018).

In Martinez-Mateu et al. (2019), the same group assessed the effects of the multi-electrode systems on the accuracy of rotors’ localization by varying the multi-electrode array configuration. They analyzed rotors’ detection by varying electrode-to-tissue distance (d) from 0.9 to 19.8 mm and inter-electrode distance (IED) from 0.9 to 18 mm. Results showed that increasing the distance from the wall decreased the sensitivity. Surprisingly, the effects of increasing IED on the phase maps seem to be stronger when the electrode is closer to the tissue. Simulation results suggest that an inter-electrode distance of less than 9 mm was a sufficient spatial resolution to detect rotors with relatively high sensitivity, for low distances to the tissue (d = 0.9 mm). However, when the spatial resolution of the electrodes was poor, rotors’ detection improved by increasing the electrode-to-tissue distance. This result was in discordance with our discoveries that increasing the inter-electrode distance (from 3 to 6 mm) causes the incapability of detecting rotors at a closer distance (2 mm) from the wall. Indeed, they tested a larger inter-electrode distance (up to 18 mm), compared with us, and it can be observed that for IED > 9 mm the sensitivity was very low, proving that the detection was almost lost.

A few recent studies (Ganesan et al., 2020; Ravikumar et al., 2021) aimed at validating new algorithms for rotor detection, and simulated EGM acquisition using different mapping catheters.

Ganesan et al. (2020) have described a mapping algorithm that delineated the area of meandering repeating-pattern AF sources suggesting an optimal position for the subsequent catheter location. This new algorithm was validated using EGMs acquired with two catheters (Lasso and spiral catheters) at different electrode-wall distances and simulating non-optimal contact conditions by making electrograms randomly isoelectric. They found a high sensibility of their results to the presence of poor catheter contact: as the percentage of the missing electrodes increased (already at 5%), the algorithm success gradually decreased for both Lasso and spiral configuration. The latter one was more robust toward missing electrodes. Due to the different types of catheters employed in Ganesan et al. (2020), a direct comparison with our results is difficult. However, notably, both HDGrid and PentaRay catheters we simulated were more robust, being able to detect the AF driver with 50% of non-contact electrodes and with a much smaller estimation error compared to the resolution of the method proposed in Ganesan et al. (2020) for defining a successful detection.

Lately, Ravikumar et al. (2021) tested the performance of several novel techniques developed to identify rotor pivot points in the case of multielectrode multispline (total of 160 signals) and grid catheter-based (total of 96 signals) sequential mapping for stationary rotors. Results in these two realistic clinical scenarios confirmed the capability of identifying the core of the stationary rotor with high sensitivities. Unfortunately, no simulation to test the effect of the catheter-LA wall distance was performed.

Our study represents a systematic analysis based on computer simulations of the most frequently used mapping catheters in clinical practice to evaluate the influence of inter-electrode spacing, catheter coverage, and endocardium-catheter distance for rotor detection. Even if some of our results confirm what was already partially reported in other studies applying different catheters, this is the first attempt to make a detailed and comprehensive evaluation of the most used mapping catheter design and acquisition condition which may affect a correct rotor detection. The computational environment we developed provides motivation for future clinical validation.



STUDY LIMITATIONS

The presented tool shows some limitations.

The first limitation is relies on the simplification of the atrial tissue to a plane, neglecting the anatomical complexity, heterogeneous fiber orientation, and tissue anisotropy. A preliminary test on a real anatomical atrial shape (see Supplementary Figure 2), acquired during ablation in a patient, showed that the rotor detection was successful also in this realistic setup. Moreover, AF mechanisms can lead to spatially heterogeneous alterations of conductive and ionic properties, but we had to focus on a simple set of homogeneous electrophysiology and remodeling data. In addition, clinical EGM signals are contaminated by far-field effects from the ventricles and noise which reduce the quality in comparison with our simulated EGMs. So, since the real EGMs during AF are more complex and with a higher number of artifacts, those simulated here may have reduced the reliability of the computed phase maps. In addition, in our approach white Gaussian noise was used as a standard approach to mimic broadband measuring noise. As far as we know, the value of such noise in real EGMs is not known. In order to test the impact of our choice we tested several levels of SNR (from 50 to 20 dB) (see Supplementary Figure 2 and Supplementary Table 1) with the catheter located at 2 mm from the LA wall, a condition in which the detection of the rotor was critical with a 50 dB SNR. Results showed the algorithm fails rotor detection when SNR decreases to 20. It is worth noting that our main conclusion was how catheter geometry and specific parameters affect its capability to detect rotors: given a certain, quite “typical,” activation pattern we have quantified the impact of changing catheter position and parameters, therefore focusing on “differential” effects, which are very likely conserved even in our simplified model.

Regarding cardiac tissue simulation, the value of the diffusion coefficient was based on previous studies (Bai et al., 2019); nevertheless, this choice resulted in a lower CV than realistic CVs in human atria in AF (e.g., 53 ± 12 cm/s; Konings et al., 1994). Other parameters such as spatial resolution may minimally affect CV (Wilhelms et al., 2013). Therefore, additional tests with an increased value of the diffusion coefficient and spatial resolution should be performed to simulate more realistic conduction velocities, whilst increasing spiral wave propagation smoothness, but we do not expect these improvements in the tissue simulation to affect the findings of our study.

We presented simulations for a single scenario of a rotor area without additional wave breaks; this could limit our ability to extrapolate quantitatively the results to more complex fibrillatory wave propagation scenarios. While a comprehensive analysis of all the propagation patterns that can be generated by the different mechanisms initiating and sustaining AF goes beyond the scope of the present work, in order to enforce the applicability of our approach we simulated the mapping of a target (breakthrough) pattern (see Supplementary Video 4) with both 4 × 4 HDGrid and PentaRay 4-4-4. In that case, our tool, which was specifically designed to detect phase singularities, in fact did not detect any rotor.

The reliability of the proposed approach cannot be easily assessed without a comparison with either experimental data or a more sophisticated computational model. Unfortunately, real-life data cannot be used for the evaluation of the proposed tool without the actual location of AF drivers being known. Remarkably, a stringent validation would require very complex surgical or ex-vivo experiments with simultaneous high density (e.g., optical) mapping and catheter acquisitions. This kind of setup would be feasible only epicardially, and would be definitely beyond the scope of the present study. A first attempt to simulate 3D complex geometries in which the concavity of the LA surface may not allow a perfect contact between the mapping catheter and the LA endocardial wall was tested by considering detached electrodes. These preliminary tests should be considered as a step forward toward the simulation of a more complex 3D geometry.



CONCLUSION

The computational framework we developed was based on realistic catheter shapes designed with parameter configurations that resemble clinical settings. It allowed the simulation of both commercial high-resolution catheters and catheters in which parameters such as the number of electrodes, inter-electrodes distance, and endocardium-catheter distance were changed. Results showed that it is well suited to investigate how mapping catheter geometry and location affect AF driver detection, therefore making it a reliable tool to design and test new mapping catheters. In addition, it provided visual feedback about the spatial density map of the rotor tip trajectory, a proposed marker of the presence of an AF source.
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Non-fibrotic (fibrotic) regions

r (em) Non-AF Fu 20% F, 40% Fl, 20% 2, 20% Fl, 40% F2,40% Mean

032 23 20 14 33 (-24) 33(-67) 27 (-24) 30(-28) 26 (-45)
05 41 34 32 36 (-16) 46 (-54) 43 (-23) 44 (+27) 39 (-35)
076 32 28 25 39 (-13) 33(-50) 25(-12) 4411 32(-16)
05; 0.24 32 19 17 37 (+17) 30 (-59) 42(2) 42 (-16) 31 (-21)

Mean 32 25 22 36 (-9) 35 (-57) 34(-19) 40 (-7) 32 (-33)
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Univariate Multivariate
HR (95% CI) P HR (95% CI) P

Non-paroxysmal AF 1.68 (1.48-1.90) <0.001 1.61(1.39-1.87) <0.001
Female sex 1.13 (0.99-1.29) 0.074 1.20 (1.03-1.40) 0.023
Age 1.00 (1.00-1.01) 0.323 1.00 (0.99-1.01) 0.663
Hypertension 1.09 (0.96-1.23) 0.178

Diabetes mellitus 1.10 (0.93-1.30) 0.256

Stroke/TIA 1.16 (0.96-1.39) 0.123

Heart failure 1.24 (1.03-1.50) 0.023 1.01 (0.80-1.28) 0.916
Vascular disease 1.05 (0.87-1.26) 0.626

Body mass index 1.01 (0.99-1.03) 0.362

LV ejection fraction 0.99 (0.99-1.00) 0.021 1.00 (0.99-1.01) 0.332
E/Em > 15 1.15 (0.95-1.39) 0.145

LVEDD 1.01 (1.00-1.03) 0.064

LA wall stress (per 4.36 (2.27-8.38)  <0.001  2.43(1.21-4.90) 0.013
dyn/cm?)

AF, atrial fibrillation; CI, confidence interval; E/Em, ratio of the peak mitral flow
velocity of the early rapid filling to the early diastolic velocity of the mitral annulus;
eGFR, estimated glomerular filtration rate; HR, hazard ratio; LA, left atrial; LV,
left ventricular; LVEDD, left ventricular end diastolic dimension; TIA, transient

ischemic attack.
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Univariate Multivariate

B (95% CI) P B (95% CI) P
Non-paroxysmal AF 40.93 <0.001 31.08 <0.001
(32.52-49.34) (21.77-40.39)
Age 0.83 <0.001 0.08(-0.35to  0.713
(0.48-1.18) 0.52)
Male sex —10.33 0.020 7.81(-2.64t0 0.143
(=19.02 to 18.26)
—1.65)
Hypertension 16.62 <0.001 3.03(-6.02to  0.511
(8.90-24.34) 12.08)
Diabetes mellitus 30.17 <0.001  15.36(3.35t0 0.012
(19.39-40.94) 27.38)
Stroke/TIA 19.16 0.002 38.00(—10.6to  0.665
(6.94-31.37) 16.59)
Vascular disease 31.62 <0.001 22.27 0.002
(19.41-43.83) (8.4-36.14)
Heart failure 34.14 <.001 —4.79(-19.99 0.536
(22.25-46.02) to 10.40)
Body mass index 3.71 <0.001 291 <0.001
(2.49-4.92) (1.563-4.29)
Body surface area 14.85 (—5.45 0.151
to 35.15)
LV ejection fraction —-1.09(-1.65 <0.001  -0.07 (-0.66 0.803
to —0.63) to 0.51)
E/Em 5.83 <0.001 4.95 <0.001
(4.98-6.69) (3.87-6.02)
LVEDD 2.07 <0.001 0.52(-0.54t0  0.337
(1.20-2.94) 1.58)
Mean LA voltage —29.36 <0.001 —22.24 <0.001
(—34.94 to (—27.96 to
—23.78) —16.52)

AF, atrial fibrillation; ClI, confidence interval;, E/Em, ratio of the peak mitral flow
velocity of the early rapid filling to the early diastolic velocity of the mitral annulus; LA,
left atrial; TIA, transient ischemic attack; LV, left ventricular; LVEDD, left ventricular
end diastolic dimension.
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Overall Q1 (<97.4 x 10% dyn/cm?) Q2 (97.4 to Q3 (139.8 to Q4 P
(n =2223) (n = 556) 139.8 x 10° dyn/cm?)  197.9 x 10° dyn/cm?)  (>197.9 x 10° dyn/cm?)
(n = 556) (n = 555) (n = 556)
Procedure time (min) 170.0 159.0 (130.0-185.5)2 165.0 (137.0-197.5)° 173.0 (140.0-205.0)° 188.0 (1561.0-228.0)° <0.001
(138.0-205.0)
Ablation time (min) 72.7 (63.5-92.0) 66.3 (47.8-80.7)2 67.0 (52.6-87.1)2 73.8 (54.8-92.3)° 83.3 (59.2-105.3)° <0.001
Ablation lesion, n (%)
CPVI 2223 (100.0) 556 (100.0) 556 (100.0) 555 (100.0) 556 (100.0)
SVC-right septal line 1430 (64.4) 339 (61.0) 367 (66.2) 351 (63.2) 373 (67.2) 0.116
Extra PV LA ablation 618 (27.9) 109 (19.7)2 105 (19.02 155 (28.2) 249 (44.8)° <0.001
Extra PV foci, n (%) 179 (12.0) 44 (11.7) 37 (9.7) 48 (13.0) 50 (13.5) 0.375
Complications, n (%) 80 (3.6) 24 (4.3 18 (3.2) 21 (3.8) 17 (3.1) 0.661
Post-ABL medication, n (%)
ACEi or ARB 777 (35.0) 164 (29.6)7 198 (35.6) 189 (34.1) 226 (40.6)° 0.002
Beta blocker 838 (37.7) 176 (31.8)2 210 (37.8) 207 (37.3) 245 (44.1)° <0.001
Statin 756 (34.0) 169 (30.5)2 185 (33.3)2 180 (32.4)2 222 (39.9)° 0.006
Follow-up duration 26.0 (12.0-52.0) 23.0(11.5-52.5) 26.0 (13.0-52.0) 30.0 (14.0-55.0) 25.0(11.0-49.0) 0.087
(months)
Early recurrence, n (%) 666 (30.1) 159 (28.6)7 152 (27.4)7 160 (29.1)2 195 (35.5)P 0.015
Clinical recurrence, n 821(37.2) 181 (32.6)2 196 (35.3) 190 (34.6) 254 (46.3)° <0.001
(%)
Recurrence as 610 (74.3/27.4) 131 (72.4/23.6) 149 (76.0/26.8) 149 (78.4/26.8) 181 (71.3/32.6) 0.311
paroxysmal type, n (%
in recur/% in overall)
AT recurrence, n (% in 211 (25.7/9.9) 50 (27.6/9.0) 47 (24.0/8.5) 41 (21.6/7.4) 73(28.7/13.1) 0.311
recur/% in overall)
Cardioversion, n (% in 301 (36.7/13.5) 45 (24.9/8.1) 66 (33.7/11.9) 74 (38.9/13.5) 116 (45.7/21.1) <0.001
recur/% in overall)
Recur within 12 months 365 (16.5) 92 (16.5) 84 (15.1) 77 (14.092 112 (20.4)° 0.026
Recur after 12 months 456 (20.6) 89 (16.0)2 112 (20.2) 113 (20.6) 142 (25.9)° 0.001
Repeat AF ablation, n 153 (6.9) 16 (2.9)2 30 (5.4) 40 (7.2) 41 (7.4P 0.004
(%)
No PV reconnections 33 (21.6) 2 (12.5) 8 (26.7) 11 (27.5) 8(19.5) 0.032
Extra PV foci during 29 (30.5) 1(14.9) 10 (45.5) 6 (25.0) 9(27.3) 0.295
repeat AF ablation
Multiple procedure 105 (64.7) 13 (78.6) 22 (71.4) 26 (63.2) 25 (54.9) 0.332

success, overall

Values are presented as median (Q1-Q3 quartiles [25th and 75th percentiles]) or number (%).

a=CThere were significant differences between the groups with different alphabets. ACEi, angiotensin-converting enzyme inhibitor; AF, atrial fibrillation; ARB, angiotensin Il

receptor blocker; AT, atrial tachycardia; CPVI, circumferential pulmonary vein isolation; LA, left atrial; PV, pulmonary vein; SVC, superior vena cava.
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Overall Q1 (<97.4 x 10% dyn/cm?) Q2 (97.4 to Q3 (139.8 to Q4 P
(n = 2223) (n = 556) 139.8 x 10° dyn/cm?)  197.9 x 10% dyn/cm?) (>197.9 x 10° dyn/cm?)
(n = 556) (n = 555) (n = 556)
Paroxysmal AF, n (%) 1576 (71.3) 445 (80.8) 414 (75.1) 406 (73.3) 311 (56.1)P <0.001
Age (years) 59.0 (52.0-67.0) 59.0 (50.0-65.0)2 58.0 (50.0-66.0)2 59.0 (52.0-67.02 62.0 (54.0-68.0)° <0.001
Male sex, n (%) 1619 (72.8) 417 (75.0) 405 (72.8) 409 (73.7) 388 (69.8) 0.247
Comorbidities, n (%)
Hypertension 1046 (47.1) 234 (42.1)8 256 (46.0) 254 (45.8) 302 (54.3)° <0.001
Diabetes mellitus 332 (14.9) 61 (11.012 75 (13.5) 74 (13.3) 122 (21.9)° <0.001
Stroke/TIA 250 (11.2) 48 (8.6 60 (10.8) 64 (11.5) 78 (14.0)° 0.041
Vascular disease 248 (11.2) 45 (8.1 56 (10.1) 56 (10.1) 91 (16.4)P <0.001
Heart failure 263 (11.8) 55 (9.9) 65 (11.7) 50 (9.0 93 (16.7)° <0.001
Body mass index (kg/m?)  24.7 (23.0-26.7) 24.2 (22.6-25.9)2 24.6 (22.8-26.8)P 24.8 (23.3-26.9)P:C 25.2 (23.4-27 .4)° <0.001
CHA,DS,-VASC score 1.0 (1.0-3.0) 1.0 (0-2.0p2 1.0 (0-2.0)2 1.0 (0-3.0)2 2.0 (1.0-3.0)° <0.001
Echocardiographic parameters
LA dimension (mm) 41.0 (37.0-45.0) 38.0 (34.0-41.02 40.0 (36.0-44.0)° 41.0 (38.0-45.0)° 45,0 (41.0-49.014 <0.001
LA volume index (mi/m?) 34.8(28.0-43.5) 30.3 (25.1-36.9)2 33.6 (27.0-40.6)° 35.5 (28.8-43.7)° 41.2 (33.6-52.34 <0.001
LV ejection fraction (%) 64.0 (59.0-68.0) 64.0 (60.0-69.0)2 64.0 (59.0-69.0) 64.0 (60.0-69.0)2 63.0 (58.0-68.0)° 0.028
E/Em 0(7.2-12.0) 3(7.0-11.02 9.0 (7.0-11.0)2b 0(7.9-12.0P 10.3 (8.0-14.0)° <0.001
Mean LA wall thickness (mm)1 95 (1.75-2.15) 2.06 (1.89-2.27) 2.01 (1.82-2.20)° 1.91 (1.73-2.08)° 1.80 (1.57-2.01)d <0.001
Mean LA voltage (mV) 1.33 (0.84-1.83) 1.52 (1.06-2.02)2 1.43 (0.90-1.91)2 1.33 (0.84-1.82)° 1.01 (0.65-1.48)° <0.001

Values are presented as median (Q1-Q3 quartiles [25th and 75th percentiles]) or number (%).
a—dThere were significant differences between the groups with different alphabets. AF, atrial fibrillation; E/Em, ratio of the peak mitral flow velocity of the early rapid filing
to the early diastolic velocity of the mitral annulus; LA, left atrial; TIA, transient ischemic attack.
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LTSTDB

s
#Pat. 63

Acc. (%) 99.76 (99.37-99.92)
Se. (%) 95.65 (88.89 -100)

Sp. (%) 99.76 (99.37-99.99)
PPV (%) 13.36 (2.29-44.56)
NPV (%) 99.99 (99.99-100)

v

60
99.93 (99.68-99.99)
99.81 (9683 -100)
99.95 (09.76-99.99)
45.83 (2.72-91.73)
100 (99.99-100)

s

72
97.13 (90.49-99.39)
96.20 (84.70-100)
97.74 (91.46-99.54)
57.58 (25.03-80.73)
99.84 (99.43-100)

Values are expressed as median (25-75th) percentile. Acc., Se., Sp. stand for accuracy, sensitivity, specificity, and respectively.

SVDB

v

66
99.76 (98.98-99.95)
100 (85.74-100)
99.84 (99.44-100)
93.66 (67.95-98.87)
100 (99.90-100)
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Normal (N)

#Pat. 139

Acc. (%) 9905 (95.40-99.74)
Se.(%)  99.29(94.96-99.78)
Sp.(%)  99.54 (96.62-100)
PPV(%) 100 (99.78-100)
NPV (%) 6261 (27.61-84.73)
Valu

/, specificity, and respectively.

Supraventricular () Ventricular (V)
132 128
99.35 (95.78-99.84) 99,87 (99.34-99.99)
95.83 (87.50 -100) 100 (95.84-100)
99.39(95.84-99.87)  99.90 (99.53-100)
35.68(0.63-69.57)  79.63 (15.71-97.39)
99.99 (99.78-100) 100 (99.96-100)

are expressed as median (25-75th) percentile. Acc., Se., Sp. stand for accuracy,
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LTSTDB () SVDB (5)

#Pat. 63 72
Accuracy (%) 99.84 (99.53-09.95) 97.82 (92.84-99.49)
Sensitiity (%) 94.12 (85.85-99.98) 91.78 (75.68-08.05)
Specificity (%) 99.85 (99.53-09.95) 98.63 (94.85-99.66)
PPV (%) 21.21(3.36-45.07) 66,67 (31.19-82.88)
NPV (%) 99.99 (99.99-100)  99.77 (99.26-99.97)

Values are expressed as median (25-75th) percentile.

LTSTDB+SVDB (S)

135
99.48 (96.31-99.87)
92.86 (82.60-99.63)
9957 (98.13-99.91)
4087 (14.90-73.36)
99.99(99.70-100)
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#Beats  Acc. (%) Se.(%) Sp.(%) PPV (%)

S (pinary class.) 48032 9845 8983 9878 3528
Normal (N) 6126250 97.83 9790 9657 9985
Supraventricular () 48,032 9830 9265 9834  30.30
Ventricutar (V) 40812 9951 9560 9958  57.87

Acc., Se., Sp. stand for accuracy, sensitivity, specificity, respectively.
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Beat cross-cor. L1, 80-beat
intrtemp.

Beat cross-cor. L2, 4-beat intrtemp

Beat cross-cor. L2, 80-beat
intrtemp.

AR

AR

P cross-corr. L1, 80-beat intrtemp

P cross-corr. L2, 80-beat intrtemp.
PR cross-corr. L1, 80-beat intr.temp
QRS cross-corr. DWT, L2, 20-beat
intrtemp.

QRS cross-corr. DWT, L2, 4-beat
intetemp.

QRS cross-corr. L1, 4-beat intrtemp.
QRS cross-corr. L1, 80-beat
intrtemp.

QRS cross-corr, 12, 20-beat
intrtemp.

QRS cross-corr. L2, 4-beat intrtemp.
QRS cross-corr. L2, 80-beat
intetemp.

AR,

Intr.temp stands for intra-patient template. L1 and L2 refer to leads 1 and 2, respectively.
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B standss for bundle branche block beat, N for normal beat, A for atrial premature beat, a for aberrated atrial premature beat, e for atrial escape beat, S for supraventricular premature
or ectopic beat (atrial or nodal), V for premature ventricular contraction, F fusion of ventricular and normal beat, E for ventricular escape beat, J for nodal (unctional) premature beat, j
for nodal (junctional) escape beat and Q for unclassifiable beat.
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n= n=18 n=11
IF Aol IF Aol IF Aol
Rel. change % —2[-4; 16] 15[11; 18] —6(-7:0] 14 [0;30] —2[-5; 1] 10[2; 13
Type 1 3(50%) 5(83%) 13 (72%) 12 (67%) 8(73%) 8(73%)
Type 2 2(33%) 1(17%) 3(17%) 3(17%) 1(0.1%) 1(01%)
Type 3 1(17%) 0 2(11%) 3(17%) 2(18%) 2(18%)

Patient counts and percentages of total count are indicated for each type of transition.
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LN . p-value® p-value® p-value®

n=8 12
Age (yrs) 60 [58; 63 63(53; 67) 63 [58;64] 065 056 098
Sex (male/femnale) 80 18/2 12/0 035 - 026
AF duration (yrs) 9f6; 1) 536 57 007 0.03 074
Duration of sustained AF (mo) 20 [10; 24 13 [12; 24] 22[14;39) 06 028 005
Body mass index (kg/m2) 30 [26;34) 30 [24; 31) 072 094 063
High blood pressure 13 (65) 8(67) 0.68 0.69 0.72
Valvular disease 3(15) 18 053 031 058
Diabetes 3(15) 2(17) 086 08 09
Tobacco 4(20) 2(17) 077 065 081
Hypercholesterolemia 9 (45) 6(50) 072 058 078
Coronary artery disease 0(0) 00 = - =
Sleep apnea syndrome 13 (65) 6(50) 0.46 >099 04
Chronic kidney disease 1) 000 052 - 0.43
CHA2DS2-Vasc score 2[1;2) 10:1) 047 041 0.12
Dilated cardiomyopathy 9(45) 3(25) 033 >099 026
Hypertrophic cardiomyopathy 1(13) 2(10) 000 085 021 026
Left ventricular fraction ejection (%) 55 [44; 55 50 [35; 56 55 [50; 60) 047 05 0.18
Left atrial volume (mi) 167 [139; 204] 162 [140; 190] 174 [160; 193] 09 0.64 0.41
Beta-blockers 6(75) 15 (75) 7(58) >099 044 033
Calcium channel blockers 2(25) 4(16) 2(17) 077 065 082
Amiodarone 2(25) 4(16) 1@ 0.77 031 0.38
Other antiarthythmics 0 2(10) 3(25) 035 0.13 026
Enzyme conversion inhibitor 2 (25) 3(15) 3(25) 053 >0.99 0.48
Angiotensin receptor infibitor 0 4(20) 18 017 04 038
No. of antiarrhythrmics drugs 2(2:2) 3129 212:9) 043 027 0.03
Statins 0 2(10) 3(25) 035 013 026
Cumulative ablation time (min)
Total 40 [29; 54) 55 [50; 60) 76 [61;81) 0.04 <0.01 <0.01
Pulmonary vein isolation 22 [16; 25 25 [20;28) 19(16;23) 039 076 011
CFAEs and linear ablation 195;30) 26 (20; 40) 55 (48; 59) 0.09 <0.01 <0.01

Recurrence type at follow-up

Persistent AF 1 3
Paroxysmal AF 3 o
AT/AFL 16 9

AF, atralfbrillation; AT, atral tachycardia; AFL, atrialflutter; CFAES, complex fractionated atrial electrograms; LTN, left-terinated, not recurring at follow-ups; LTR, left-teminated recurring
at follow-up; NLT, not left-terminated.

ATNvs. LTR.

PLTN vs. NLT.

cLTRvs. NLT.
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NLT

LTN LTR
n=6 n=18 n=11
SampEn FWA SampEn FWA SampEn FWA
Rel. change % -38[-4.7;0] ~021[-16; 13] —43(-75,0] 0[-25;14) —21[-8;0) 37(0;5.7)
Type 1 4.(67%) 3(50%) 11(61%) 7 (39%) 6(55%) 6 (55%)
Type 2 1(17%) 3(50%) 0 5(28%) 0(0%) 2(18%)
Type 3 1(17%) 0 7 (39%) 6(33%) 5(45%) 3(27%)

Patient counts and percentages of total count are indicated for each type of transition.
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Method

LR_RF

PT_RF

RF_RF

SHAP_RF

Zabihi et al. (2017)
Datta et al. (2017)

Teijeiro et al. (2018)

#features

52
56
a1
28
150
188

Fn

0.896
0.899
0.898
0.900
0.904
0.909
0.960

Fa

0.742
0.740
0.751
0.768
0.794
0.797
0.842

Fo

0.719
0.730
0.728
0.733
0.756
0.771
0.864

Fe

05634
0.596
0.580
0579
0.611

0.724

Fmean

0.722
0.741
0.739
0.745
0818
0.826
0.889
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Method #eatures  F,  Pm  Ram  Fm

LR_RF 52 0.834 0.786 0.714 0.744
PT_RF 56 0.834 0.786 0.714 0.744
RF_RF 41 0.836* 0785 0.716 0.745
SHAP_RF 28 0.835 0.783 0.720 0.746
Behar et al. (2017) 35 0.730* 0738 0.706* 0.706*
Pyakillya et al. (2017) 10100 0.831* 0.779* 0.713* 0742

(#) shows the non-parametric statistical difference between SHAP_RF method and the
corresponding method in terms of a specific measure Fy, P, R . or Fau.
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Classifier Fu Pm Rm Fm

SVM 0.812* 0.780 0.697* 0.726*
cswm 0.723* 0.745% 0.698 0.701*
LR 0.813* 0770 0.699 0.726*
CLR 0.738* 0.701* 0.702 0.726*
RF 0.833 0.779 0.713 0.741
CRF 0.776* 0.764* o.727* 0.736*
GB 0.828* 0.776 0.706* 0.735*
ceB 0.740* 0.677* 0.682* 0.669*

(#) shows the non-parametric statistical difference between RF classifier and the
corresponding classifier in terms of a specific measure Fu, Pat, R, of Faq
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SDNN
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SEM
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nbpwaves

medPamp
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med_tb
medSTvar1
medSTvar2

medST

medPRseg

Description

Signal quality of the overall recording (Behar et al., 2013)
Mean Signal Qualty Index (SQI) value over selected
segment

Median SQI value over selected segment

First quartile of SQl values over selected segment

Length of selected segment

Mean distance between the two QRS detcetors
Coefficient of sample entropy (Lake and Moorman, 2011)
AFEvidence (Sarkar et ., 2008)

Number of points in the bin containing the Origin (Sarkar
etal, 2008)

Iregularity Evidence (Sarkar et al., 2008)
Premature Atrial Contractions (PAC) Evidence (Sarkar

ot al, 2008)

Ratio of RR intervals with alternating length

Ratio of RR intervals with large variations

Bimodal RR interval distribution

Minimum RR interval

Maximum RR interval

Median RR interval

RR-interval outliers. An outlier was defined as a sample
exceeding 20% of a window average of size 12 beats
Type of heart rate irregularity, tachycardia or bradycardia
Median QRS width

Standard deviation of the QRS width

Median R-peak amplitude (mV)

Standard deviation of the R-peak amplitude (mV)

Ratio of the power spectral frequency in the band 5-9 Hz
normalized by the total power frequency computed on
the PQRST canceled signal

Peak frequency in the band 4-45 Hz from the power
spectrum computed on the PQRST canceled signal

Median distance from Qon to T

Median QT interval corrected using Bazett's formula
Median QT interval corrected using Frederica’s formula
Median QT interval corrected using Framingham'’s formula
Median QT interval corrected using Hodges' formula

Mediian P-wave length defined as the distance from Py,
to Pos

Median PR interval defined as the distance from P, to
Qon
Standard deviation of the PR interval

Median T-wave length defined as the distance from Ty to
Tott

Median T amplitude computed as the amplitude in mV/
between the Tof 1o the peak of the T-wave
Standard deviation of the T-wave amplitude

Type of Twave morphology (nomal, inverted, and .
Standard deviation of the P-wave length

Standard deviation of the T-wave length
Percentage of inflection points (%) (Costa et al., 2017;
Rosenberg, 2017)

Inverse average length of segments (Costa et al., 2017;
Rosenberg, 2017)

Percentage of NN intervals that are in short segments
(Costa et al., 2017; Rosenberg, 2017)

Average NN interval duration (ms) (Rosenberg, 2017)
Standard deviation of NN interval duration (ms)
(Rosenberg, 2017)

Root-mean-squared difference between adjacent NN
intervals (ms) (Rosenberg, 2017)

Percent of NN interval differences greater than 50 ms (%)
(Rosenberg, 2017)

Standard error of the mean NN interval (ms) (Costa et al.,
2017; Rosenberg, 2017)

Percentage of NN intervals that are in alteration
segments of at least 4 intervals(%) (Costa et al., 2017;
Rosenberg, 2017)

Number of P-waves detected by cardiac cycles

Median P-wave ampltude defined s the amplitude of the
P-wave computed from Pos to the peak of the P-wave
standard deviation P-wave ampitude defined as the

amplitude of the P-wave computed from Poy to the peak
of the P-wave

Binary test for tachycardia or bradycardia
Amplitude of the ST segment measured at J-Point
Ampiitude of the ST segment measured at J-Point + 60
ms

Median segment length defined as the distance between
QRS and Ton

Median PR segment defined as the distance from Pog to
Qon





OPS/images/fphys-12-673612/inline_7.gif





OPS/images/cover.jpg
EC R A e D TS
ina Corino and Juan Pablo Martinez
PUBLISHED I Froirein Physiology.

P frontiers Research Topics





OPS/images/fphys-12-657304/fphys-12-657304-g010.gif





OPS/images/fphys-12-673612/inline_6.gif





OPS/images/fphys-12-673612/inline_5.gif





OPS/images/fphys-12-673612/inline_4.gif





OPS/images/fphys-12-656411/fphys-12-656411-g007.gif
M PEERP M PSD [ RP” M RP®

o -—I-

H2, H3, H4 ull, UV

IR
3 & 8 R

Simulated time (s)

@






OPS/images/fphys-12-656411/fphys-12-656411-g006.gif
! Y

IR Wow oW UL UV R W W UL UV

pecRP oo

S LR T

=
H2 H3 M4 UI UV H2 H3 HO Ul UV H2 H3 HA Ul UV






OPS/images/fphys-12-656411/fphys-12-656411-g005.gif
M PEERP W PSD W RP” W RP®

.
o | Il lll IIII IIIl

un uv

N
3

B3

segments
H

# of inducing atrial






OPS/images/fphys-12-657304/inline_4.gif





OPS/images/fphys-12-656411/fphys-12-656411-g004.gif
RPY Lol

H2 MO HA UNUN  H2 HO HA ULUN W2 H3 HE UILUN  H2 H3 H4 U UV

o

_;g,mllll T EEE LT L

=
=<Hanlll NANEE NER

W2 o He UL U K2 HO HA UIUN K2 3 M UILUN K2 HO e UV
WM B P B NonstablelPS [ Stable IPS

Inducing points.





OPS/images/fphys-12-657304/inline_39.gif





OPS/images/fphys-12-656411/fphys-12-656411-g003.gif





OPS/images/fphys-12-657304/inline_38.gif





OPS/images/fphys-12-656411/fphys-12-656411-g002.gif
Transmembrane potential (mV)

0 20





OPS/images/fphys-12-657304/inline_37.gif





OPS/images/fphys-12-656411/fphys-12-656411-g001.gif





OPS/images/fphys-12-657304/inline_36.gif





OPS/images/fphys-12-656411/crossmark.jpg
©

2

i

|





OPS/images/fphys-12-657304/inline_35.gif





OPS/images/fphys-12-654053/math_9.gif
absolute change = y — x
relative change = —2
e = 055 10





OPS/images/fphys-12-657304/inline_34.gif





OPS/images/fphys-12-654053/math_8.gif
Nlogo~ + klogN





OPS/images/fphys-12-657304/inline_33.gif





OPS/images/fphys-12-657304/inline_32.gif





OPS/images/fphys-12-657304/inline_31.gif





OPS/images/fphys-12-654053/math_7.gif
alnt )= ): o 2






OPS/images/fphys-12-654053/math_6.gif
f(nu):zm%





OPS/images/fphys-12-654053/math_5.gif
Qn) =8Qn— 1) + (1 = 8)y{n — 1)(y(n) + y(n — 2))
5P(n— 1)+ (1— 82 (n—1)






OPS/images/fphys-12-657304/inline_30.gif





OPS/images/fphys-12-654053/math_4.gif
Q()

an+h=  with





OPS/images/fphys-12-657304/inline_3.gif





OPS/images/fphys-12-654053/math_3.gif
J(n) = E{[y(a) - 2a(n +Dy(n =D+ (2= 2"}, where (-}

is the expectation operator.





OPS/images/fphys-12-657304/inline_29.gif





OPS/images/fphys-12-674197/fphys-12-674197-g002.gif
y —non-ACH
Shan

P





OPS/images/fphys-12-654053/math_2.gif
yin) = (1 + fla(n)yin—1) — fyin — 2)
)~ 2tn - 2]





OPS/images/fphys-12-657304/inline_28.gif





OPS/images/fphys-12-674197/fphys-12-674197-g001.gif
054 pL

ACh s
o o






OPS/images/fphys-12-654053/math_1.gif
1—
2 1ol s+ B

Hz,






OPS/images/fphys-12-657304/inline_27.gif





OPS/images/fphys-12-674197/crossmark.jpg
©

2

i

|





OPS/images/fphys-12-654053/inline_2.gif





OPS/images/fphys-12-657304/inline_26.gif





OPS/images/fphys-12-670527/fphys-12-670527-t002.jpg
Univariate regression analysis Multivariate regression analysis (adjusted to age,
BMI, CHA,DS>-VASc-Score)

Odds ratio (95% Cl) p-Value Odds ratio (95% CI) p-Value

LAP >12.4 mmHg 3.86 (1.18-12.61) 0.025 5.24 (1.14-24.15) 0.034
IAAT >143 ms 23.22 (5.10-105.73) <0.001 20.37 (3.09-134.36) 0.002
aPWD >153 ms 15.20 (3.79-70.00) <0.001 39.65 (4.24-371.28) 0.001
LA-EF <33% 13.50 (3.40-53.68) <0.001 35.06 (3.79-324.01) 0.002
LASr <23% 27.56 (6.08-125.04) <0.001 37.41 (4.81-290.87) 0.001
LAScd <13.4% 21.00 (4.92-89.56) <0.001 16.92 (3.22-89.00) 0.001
LASct <6.8% 7.11 (1.99-25.47) 0.003 44.06 (3.73-520.64) 0.003
Age, years 1.13 (1.04-1.22) 0.003

BMI, kg/m? 0.81 (0.69-0.96) 0.016

CHA,DS,-VASc-Score 1.79 (1.18-2.73) 0.007

aPWD, amplified p-wave duration; BMI, body mass index; cd, conduit phase; ct, contraction phase; LA-EF, left atrial emptying fraction; IAAT, invasive atrial activation time;
LAR, left atrial pressure; LAS, left atrial strain; r, reservoir phase.
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Age, years

Male sex, n (%)

BMI, kg/m?

Hypertension, n (%)

Diabetes mellitus, n (%)

Prior stroke or TIA, n (%)

Structural cardiomyopathy, n (%)

Coronary artery disease, n (%)

CHA,DS,-VASc-Score

Prior antiarrhythmic therapy, n (%)

Antiarrhythmic therapy on admission day, n (%)
Amiodarone, n (%)

Flecainide, n (%)

Sotalol, n (%)

Dronedarone, n (%)

Propafenone, n (%)

LA diameter, mm

LA volume index, mL/m?

LVEF, %

LV dysfunction with LVEF <50%, n (%)

LVEDD, mm

LV cavity dilatation, n (%)

Relevant (at least moderate) mitral valve regurgitation, n (%)
LA-LVS extent, cm?

Procedure duration®, min

Successful circumferential PVI, n (%)

Additional CTI ablations, n (%)

Fluoroscopy time for EPS and AF ablation procedure, min
Effective dose during EPS and AF ablation procedure, mSv

All patients (n = 50)

67 (61-75)
39 (78)
28+ 4
33 (66)

46 £ 6
49 + 14
57 +£8
11 (22)
5445
9(18)
3(6)
2.5(0.4-17.9)
144 + 23
50 (100)
8(16)
5.4+ 3.2
0.09 (0.05-0.16)

No ACM (n = 25)

61 (53-72)
22 (88)
29 + 4
14 (56)

1(4)
00
3(12)
28

0.4 (0.0-1.1)
140 £+ 24
25 (100)

5 (20)
B k312
0.09 (0.04-0.21)

ACM (n = 25)

71 (65-77)
17 (68)
26+4
19 (76)

3(12)

28
17.7 (4.6-29.1)
148 + 21
25 (100)
3(12)
5.6+33
0.09 (0.05-0.15)

p-Value

0.002
0.171
0.010
0.232
0.609
1.0
0.702
0.417
0.004
1.0
1.0
0.244
0.349
1.0
1.0
1.0
0.066
0.082
0.877
1.0
0.648
0.138
1.0
<0.001
0.19
1.0
0.70
0.56
0.82

ACM, atrial cardiomyopathy; AF, atrial fibrillation; BMI, body mass index; CTI, cavotricuspid isthmus; EDD, end-diastolic diameter; EF, gjection fraction,; EPS, electrophysi-
ological study; LA, left atrial; LV, left ventricular; LVS, low-voltage substrate; PVI, pulmonary vein isolation; TIA, transient ischemic attack.
*Time between start of the first venous puncture until removal of the catheters.





OPS/images/fphys-12-654053/fphys-12-654053-t004.jpg
AT/AFL AF

n=23 n=6
IF Aol IF Aol
Relchange %  —-5[~7;-2)  13[(5;20F  O[-208  O[-6:8°
Type 1 19 (83%)° 18 (78%) 2(33%) 2(33%)
Type 2 3(18%) 2(9%) 1(17%) 2(33%)
Type 3 1(4%) 3(13%) 3(50%) 2(33%)

AT/AFL vs AF (p < 0.05).
®Type 1 transition associated with recurrence (p < 0.05).
Patient counts and percentages of total count are indicated for each type of transition.
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Patient Afg(n)(Hz)

Afea(n)Hz)

Afpa(n)(Hz2)

faln)(Hz)

for(n)(Hz) Fea(n)(Hz)
a 0.16 +0.06 0.17 £0.09* 0.16+0.08* 6.84 +£0.43 6.77 £0.45* 6.71+£0.41°*
c 0.13+0.06 0.16+£0.08* 0.13+0.07* 6.17 £0.35 6.31+£0.37* 6.46 £0.36
d 0.16 £0.08 0.17 £0.08* 0.14 £0.07** 6.57 £0.43 6.75+0.39" 6.36 £0.43**
fe 0.16 £0.08 0.19+0.10* 0.19£0.10* 7.68+0.51 7.39+0.54* 7.57 £0.54**
f 0.14+0.07 0.2140.10* 0.21+0.12* 7.46 +0.46 7.2940.49% 714 4+0.48°*
g - 0.17 £0.08 0.16+0.08* - 591+0.41 5.96 +0.42*
h 0.15+0.08 0.17 £0.07* 0.17 £0.07* 7.73+£0.43 8.11+0.44% 7.9840.43%*
Gross average 0.15+0.01 0.18+0.02 0.17+£0.08 7.07+0.64 6.93+0.73 6.88+0.71

Subscripts {B, CR, PA} indicates phase of recording, (*) indicates significant differences to B and (%) indicates significant differences to CR. The phase B recording from patient g was
excluded from analysis due insufficient signal quality (S < T's).
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Patient frp (H2)

a 0.268 +0.007
b 0.252 £0.006
c 0.208 £0.008
d 0.215£0.007
e 0.232£0.003
f 0.308 £ 0.002
g 0.2324£0.019
h 0.163 4+ 0.003

Gross average 0.235+0.043

“Indicates that f,n) differed significantly from the true respiration rate.

Fron (H2)

0.125 £ 0.000
0.162 £ 0.000*
0.1256 +£0.000
0.125 £ 0.000
0.126 +£0.000
0.125 £ 0.000
0.126 +£0.000
0.125 +0.000

0.129+0.013

Frps (H2)

0.125 £ 0.000
0.180 + 0.056*
0.125 £ 0.000
0.125 £ 0.001
0.125 £ 0.000
0.125 £ 0.000
0.125 £ 0.000
0.125 4 0.000

0.131£0.019
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Patient Age,yr Gender EF% dia'::::'::m) AR d"m':"°"' c;:‘]’:;z:ﬁg Hea;:::"e Comorbidity
a 62 Female 55 4 7 10 Ditiazem None
b 64 Male a5 S 5 15 None coPD
o 65 Female 35 a7 9 4 Metoprolol HT, GHF
] 64 Female 55 2 20 4 None None
. 54 Male 55 4 2 7 Losartan None

f 59 Male 55 53 %2 10 Losartan HT

g 68 Fomale 55 5 7 2 Spironoiactone None
h 53 Male 55 %2 2 7 Enatapril HT
g 6145 5147 4x7 17411 1047

average

CHF, chronic heart failure; COPD, chronic obstructive pulmonary disease; EF, ejection fraction; HT, hypertension.
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Gene RAA vs. LV LAvs. LV Lv RAA

MYH6E

MYH7 -
KCNAS -
KCNJ2 B
KCNJ3 4

KCNJ5
KCND3 - = 4
KCNK3 -
CACNAT1C =
CACNATD
CACNA1G
SLC8AT

NPPA EUCREE (UL I G CHAL)
- 4

- >
'

AGTR1 1
GUAT 1 - -
GUAS 1

CAV1 . 5 -
PITX2 - 4
KCNINT 1

KCNN2 ~
KCNN3 =

Upregulation (1), downregulation (1), or no significant difference (-) are indicated
such that the symbols outside parentheses sum up our experimental observations,
and the symbol within parentheses previously reported findings form the literature.
For 21 comparisons our observations match prior reports (green background).
In 17 cases, our data did not show statistically significant differences for
comparisons that had previously been reported to differ (orange background).
Sample provenance: left ventricle (LV), right atrial appendage (RAA), left atrium
(LA). Patient’s health status: non-diseased (ND); heart failure (HF): pooled data
from dilated cardiomyopathy and ischemic cardiomyopathy; sinus rhythm (SR):
pooled data from non-diseased, coronary artery disease and heart valve disease;
atrial fibrillation (AF). 'Everett, 1986; 2Kurabayashi et al., 1988; 3Miyata et al.,
2000; 4Nielsen et al., 2018; Thomas et al., 2019; 6Gaborit et al., 2007; " Dobrev
et al., 2001; 8Gaborit et al., 2005; ®Brundel et al., 2001; "°Grammer et al., 2000;
"1Schmidt et al., 2015; 12Schmidt et al., 2017; '3Van Wagoner and Nerbonne,
2000; 4Schotten et al., 2002; ®Macchia, 1987; 1Chien et al., 1991; 7 Schmitt
et al., 2003; "8Houweling et al., 2005; "9Bittner et al., 2018; 2Goette et al., 2000;
21Nao et al., 2003; 22Yj et al., 2014; 23Martin et al., 2015; 24Chinchilla et al., 2011;
Kijrchhof et al., 2011; 26Skibsbye et al., 2014; 27 Chang et al., 2013a; 28 Hamilton
et al., 2020; 29Bonilla et al., 2014.
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Left ventricle

Right atrial appendage

Left atrium

Tissue provenance

Health status Non-diseased DCM ICM Non-diseased CAD HVD AF Non-diseased

Structural heart disease No Yes Yes No Yes Yes Yes No

Heart rhythm SR SR SR/AF (4/1) SR SR SR AF SR

Number of samples 8 5* 5 7 7* 5* 6 6

Sex (3'/9) 4/4 5/0 5/0 4/3 7/0 5/0 6/0 3/3
599+1.8 440 +£4.0 574 +24 60.3+2.0 66.6 + 4.1 55.8 + 8.3 B7.5+1.7 61.0+2.0

Age (mean + SEM)

DCM, dilated cardiomyopathy; ICM, ischemic cardiomyopathy; CAD, coronary artery disease; HVD, heart valve disease; SR, sinus rhythm; AF, atrial fibrillation; * after
removing one patient, respectively, for the reasons outlined in the text; SEM, standard error of the mean.





OPS/images/fphys-12-673047/fphys-12-673047-e000.jpg
2
Ey =%, — Xny1 +Xn-1

(6]





OPS/images/fphys-12-650964/fphys-12-650964-i001.jpg
Gene
AGTRI
CACNAIC
CACNAID
CACNAIG
cavi
GAPDH
GJAL
GJAS
HPRT1
KCNAS
KCND3
KCNJ2
KCNJ3
KCNJ5
KCNK3
KCNN1-3
MYH6/7
NPPA
PITX2

PPIA
SLCS8AI

Lrotein
Angiotensin I1 receptor type 1 or AT1 receptor
Ca?* channel, voltage-dependent, L-type, a1G
subunit or Cay1.2

Ca?* channel, voltage-dependent, L-type, a1G
subunit or Cay1.3

Ca** channel, voltage-dependent, T-type, a1G
subunit or Ca,3.1

Caveolin-1

Glyceraldehyde-3-phosphate dehydrogenase
Connexin-43

Connexin-40

Hypoxanthine guanine phosphoribosyl
transferase 1

KyL5 or Iy channel or ultra-rapidly activating,
outward rectifier K* channel

K43 or K* voltage-gated channel subfamily D
member 3

Kir2.1 or K* voltage-gated channel subfamily J
member 2

GIRKI or Kie3.1 or K* inwardly rectifying
channel subfamily | member 3

GIRK4 or Kie3.4 or K* inwardly rectifying
channel subfamily ] member 5

TASK-1 or TWIK-related acid-sensitive K*
channel 1

SK 1-3 or small conductance, Ca?*-activated K*
channel 1-3

Myosin heavy chain 6/7

Atrial natriuretic peptide

Paired-like homeodomain transcription factor 2
or pituitary homeobox 2

Peptidylprolyl isomerase A

NCX1 or Na*/Ca?* exchanger
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Experiment number

Constant parameters

Varied parameters and
respective ranges

Chaotic propagation
initiation method

Measured outcome

1

Oexposure = B0° rscar = 2
mm

APDStructuraIreentry =60
ms

APDsurround = [65 ms,
200 ms, 5 ms]

Micro-reentry

Duration chaotic
propagation

2

lscar = 2 MM

APDStruduraIreentry =60
ms

APDgurround = [70 ms,
170 ms, 10 ms],
Micro-reentrant
substrate with
Oexposure = 60°, NO
micro-reentrant
substrate, ablated
micro-reentrant
substrate

Burst pacing

Duration chaotic
propagation

3

APDstructuraIreentry =60
mS Bexposure = 60°

rscar = [0.5mm, 4.5
mm, 0.5 mm]
APDsurrounding [50 ms,
160 ms, 10 mg]

Burst pacing

% time w/micro-reentry

4

Fscar = 2 MM
Bexposure = 60°
APDgurrounding = 90 ms

APDstructuraIreentry = [40
ms, 100 ms, 10 ms]

Burst pacing

% time w/micro-reentry

5

lscar =2 MM
APDsurrounding = 90 ms

APDstructuraIreentry =60
ms

Oexposure = [0°, 360°,
15°]

Burst pacing

% time w/micro-reentry

6

APD = 70 ms Inner
boundary length = 80
mm

Distance between inner
and outer

boundary = [10 mm, 80
mm, 5 mm]

Burst pacing

Proportion
micro-reentry vs.
quiescence

7

APD = 70 ms Distance
between inner and
outer boundary = 10
mm

Inner boundary

radius = [1 mm, 20
mm, 1 mm)]

Burst pacing

Proportion
micro-reentry vs.
quiescence

Varied parameter ranges are presented as (lower parameter value, upper parameter value, increment by which the parameter was varied over the range).
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Variables Mean+SD/N (%)

Age (year) 65.44 + 9.26
Age

- < 60 years 51 (26.98%)
— > 60 years 138 (73.02%)
Male (N, %) 163 (86.24%)
BMI (kg/m?) 28.29 + 3.87
BMI

- Normal weight (18.5-25, kg/m?) 38 (20.11%)
— Overweight (25-30, kg/m?) 91 (48.15%)
— Obese (> 30, kg/m?2) 60 (31.75%)
Hypertension (N, %) 113 (69.79%)
Dyslipidemia (N, %) 77 (40.74%)
Diabetes mellitus (N, %) 62 (32.80%)
Left ventricular dysfunction (N, %) 42 (22.22%)
Left atrial dilatation > 45 mm (N, %) 21 (11.11%)
ACEI/ARB/AT2 antagonist (N, %) 131 (69.31%)
Statin (N, %) 170 (89.95%)
Antiarrhythmic drugs

—Class | (N, %) 1 (0.53%)
—Class I (N, %) 150 (79.37%)
— Class Il (N, %) 3 (1.59%)
—Class IV (N, %) 11 (5.82%)
- Digoxin (N, %) 2 (1.07%)

Values are presented as N (%), mean + standard deviation.
ACEI, angiotensin-converting enzyme inhibitors; ARB, angiotensin receptor
blockers; AT2, angiotensin type 2 receptor; BMI, body mass index.
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Variables RA BB PVA LA

Median (min-max) Rho (CB) Median (min-max) Rho (CB) Median (min-max) Rho (CB) Median (min-max) Rho
CB (%) 2.4 [1.2-3.8] 2.3[1.0-5.1] 1.1 [0.2-2.8] 0.7 [0.2-1.7]
Median voltage (mV) 4.68 [3.43-5.72] —0.47 5.07 [3.16-6.99] —0.64 4.73 [2.562-6.44] —0.54 5.564[3.28-7.30] —0.05*
Low voltage (%) 5.75 [2.31-10.64] 0.69 2.20[0.565-8.43] 0.73 4.34 [1.23-156.87] 0.57 4.47 [1.26-9.53] 0.14*
R/S ratio 0.54 [0.47-0.60] 0.20 0.63[0.55-0.71] 0.16 0.25 [0.02-0.40] 0.08* —0.02 [-0.21-0.20] 0.22
SP (%) 83.7 [75.7-89.3] —0.65 77.4[67.3-87.3] —0.59 81.9 [69.5-88.1] —0.51 80.6 [72.0-86.5] —0.41
SDP (%) 9.8 [5.9-13.4] 0.28 11.5[7.2-16.3] 0.33 10.3 [6.9-16.0] 0.12* 11.6[8.7-16.2] 0.18
LDP (%) 4.0[1.9-6.8] 0.83 3.8[0.9-9.1] 0.80 1.6 [0.3-5.5] 0.82 1.7[0.6-4.1] 0.61
FP (%) 1.3[0.4-3.2] 0.64 1.4[0.2-3.6] 0.69 0.7 [0.2-2.5] 0.64 1.3[0.4-2.5] 0.46
FD (ms) 10.0 [8.0-14.0] 0.73 11.0[9.0-14.0] 0.68 9.0 [8.0-12.0] 0.77 9.0[7.0-12.0] 0.59

Values are presented as or median [interquartile ranges]. Rho values with asterisk are not statistically significant.
RA, right atrium; BB, Bachmann’s bundle; PVA, pulmonary vein area; LA, left atrium; CB, conduction block; SF, single potential; SDP, short double potential; LDF long
double potential; FP, fractionated potential; FD, fractionation duration.
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Variables

Median voltage (mV)
Low-voltage (%)
R/S ratio

SP (%)

SDP (%)

LDP (%)

FP (%)

FD (ms)

CB (%)

RA

4.68

[3.43-5.72]

5.75

[2.31-10.64]

0.54
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83.7
[75.7-89.3]
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23
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Patient characteristics

n =10 (male)
Male (n)
On amiodarone (n)

Age (years)
Days in AF pre-procedure (days)
BMI

Previous DCCVs

Days since last DCCV
Procedure time (mins)
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Ablation area (mm?/% of LA)
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Shift x (mm) (see Figure 8) Distance from the Rotor Density Standard Peak to peak distance
atrial wall (mm) duration (s) peak deviation (mm) between ground truth and
estimated rotor (mm)

Ground Truth 7.75 544 8.23
HDGrid 4 x 4 1:5 0 7.72 686 1.64 0.25
3 0 7.71 821 1.56 025
PentaRay & 0 3.53 241 3.2 1.78
4-4-4 8 0 6.7 404 3.6 2
No contact electrodes (see
Figure 9)
HDGrid 4 x 4 2 central splines 1 7.72 439 2.69 0.25
2 lateral splines 1 7.71 790 1.56 0
3rd/4th splines 2/3 6.49 620 1.85 0.56
PentaRay central ring 1 7.7 567 1.96 0.35

4-4-4 two central rings 2/3 5.47 176 4.18 2.66
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Inter-electrode Distance from the Rotor Density Standard Peak to peak distance
distance (mm) atrial wall (mm) duration (s) peak deviation (mm) between ground truth and
estimated rotor (mm)
Ground truth 1.75 544 8.23
PentaRay 4-4-4 2 172 288 4.57 1.27
2-2-2 2 T.72 440 2.8 0.79
Rotated 4-4-4 2 7:72 433 3.8 0
PentaRay 2-2-2 2 1.72 547 2.33 0.5
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Inter-electrode Distance from the Rotor Density Standard Peak to peak distance
distance (mm) atrial wall (mm) duration (s) peak deviation (mm) between ground truth and
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Patient ID Type of AF LA fibrosis (%) Volume (ml) LA surface
points
Case 1 Persistent 9.2168 190.504 40,699
Case 2 Persistent 17.768 265.038 55,573
Case 3 Persistent 16.927 236.593 49,044
Case 4 Persistent 6.0026 188.645 41,797
Case 5 Paroxysmal 13.6179 111.66 34,098
Case 6 Paroxysmal 13.4968 125.988 35,336
Case 7 Paroxysmal 11.024 92.1394 27,563
Case 8 Paroxysmal 24.8468 59.7183 19,338
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Feature No recurrence Recurrence p-value
(NR = 32, 43%) (R =42, 57%)

Age, years 55.47 £12.79 59.12 £ 11.55 0.20

Paroxysmal atrial 26 (81.3%) 29 (69.1%) 0.18

fibrillation

Hypertension 19 (69.4%) 26 (61.9%) 0.83

Diabetes 1(3.1%) 5 (11.9%) <0.001

Coronary artery 0 5 (11.9%) <0.001

disease

Stroke 3(9.4%) 2 (4.8%) <0.001

Monitoring time 8137 43+29 <0.001

pre-ablation,

months

Extra lesions 5 (15.6%) 10 (23.8%) 0.39
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Features

Mean

pNN50, pNN20
RMSSD

SDNN

TINN

TRI

ApEn, SampEn

SD1, SD2, SD1SD2ratio
DFA al, a2

Short descriptions

Mean of the R-R intervals (ms)

Percentage of the interval differences of successive R-R intervals greater than 50 and 20 ms (%)
Mean square differences of successive R-R intervals (ms)

Standard deviation of the R-R intervals (ms)

Triangular interpolation of interval histogram (ms)

Triangular index: integral of the density distribution

Approximate and sample entropy: estimators of the complexity of the R-R series

Geometric descriptors of the Poincare plot

Scaling exponents of short- and long-term fluctuations of the R-R intervals

References

Camm et al., 1996
Mietus et al., 2002
Camm et al., 1996
Camm et al., 1996
Camm et al., 1996
Camm et al., 1996
Delgado-Bonal and Marshak, 2019
Tayel and AlSaba, 2015
Peng et al., 1995
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127 patients with no PRE 99 patients with PRE
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74 patients
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Parameter

R, (ms)
AR (ms)
£ ()
R (ms)
ARSP (ms)
5P (ms)
mmlﬁl (ms)
DIE, (ms)
% (ms)
D3t (MS)
AD (ms)
<5° (ms)
Average HR (bpm)
SP ratio (%)

Patient 1

311+ 104
436 £ 74
184 +38
-2 S
430 £ 26
201 +29
65+ 31

188 + 92
132 £ 48
184 £ 36
395+ 73
173 +£33
753+0.7

54

Patient 2

394 £53
495 + 57
211+36
36971
358 + 60
56+ 10
36+ 22
273+9.6
150 £ 43
245 +£26
214 £45
187 £ 42
626 +05
60

Patient 3

430 £ 49
479 £ 55
168 + 39
ZnEn
247 £14
216 £26
83£21

193 +£95
133 £47
246 +£23
8819

167 £ 39
936+0.7

85

Patient 4

424+ 45
164 % 131
183463
24748
28420
204455
69.+39
248 + 119
135 + 47
197 47
66 +31
179456
1109+ 1
77

Patient 5

419+ 72
393 + 69
167 £ 53
281£5
1014
198 & 41
92+ 38
336 + 145
154 £ 47
200 + 43
31
183 & 47
13021
92

The normalized error =+ standard deviation as well as the ratio of impulses passing through the SP are also presented.

Error

31.7+£65
03£77
94£45
103+ 22
-126 +£26
22+£82
17 £29
43 + 109
17 £ 46
7+£35
4£36
29+43
02+08

Normalized error (%)

79416
0.1+ 12
36+17
26+6
-19+4
08+ 12
5.7+ 10
57+ 15
7119
26+12
05%5
12+18
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Parameter Patient 1 Patient 2 Patient 3 Patient 4 Patient 5

Average HR (ms) 764 627 90.6 1119 139.9

AHg 8.45 913 6.73 9.03 10.04
SIMULATEDDATA
Average HR (bpm) 753 623 93.1 1105 1395
A (H2) 845 9.13 673 9.08 10.04
SP ratio (%) 54 60 85 77 92
REE (ms) 210 390 379 465 378
AR (ms) 516 475 594 1.47 383
o (ms) 168 217 222 113 145
RS2 (ms) 205 313 280 257 287
ARSP (ms) 469 422 233 0.00 103
5P (ms) 220 40 204 172 207
D, (ms) 477 113 144 9.05 643
AD (ms) 12 20.6 16.0 203 344
o (ms) 155 237 400 40.0 145
D3P (ms) 211 254 217 16.0 202
AD (ms) 519 15.1 462 3.74 247

5 (ms) 89.9 232 166 911 165
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1.00

0.80

0.60

0.40

0.20

0.00
sVvmM SVMp SVMg CART KNN mMv AWV owv
Accuracy 0.72 0.66 0.64 0.62 0.67 0.77 0.81 0.82
M Sensitivity 0.80 0.76 0.88 0.71 0.79 0.98 0.94 0.76
W Specificity 0.63 0.56 0.40 0.53 0.54 0.56 0.67 0.87
Fl-score 0.61 0.65 0.53 0.58 0.63 0.78 0.80 0.82
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Model Ancestors Stabilizes V, at1 Hz Three [K*], AP at 2.5 mM [K*]; can vary in
effects on k4 [K*1o time
Nygren et al., 1998 Lindblad et al., 1996 (rabbit atrial) Yes* —73mV Yes No Yes
Maleckar et al., 2008  Nygren et al., 1998 Yes —79 mV Yes Yes Yes
Koivumaki et al., 2011 Nygren et al., 1998 No —77 mV Yes No Yes
Courtemanche et al.,  Luo and Rudy, 1994 (guinea pig Yes* —82mV No Initially Yes
1998 ventricular)
Nietal., 2017 Courtemanche et al., 1998; Colman Yes —77 mV No No No
etal, 2013
Grandi et al., 2011 Grandi et al., 2010 (human ventricular), Yes —74 mV Yes No No
Maleckar et al., 2008 (human atrial),
Shannon et al., 2004 (rabbit ventricular)
Voigt et al., 2013 Grandi et al., 2011 Yes —75mV Yes Initially No

*Denotes models that stabilize after minor modifications (as described in the text).
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Database <10s <15s <20s <30s <60s <90s <120s Al

AFDB 24 31 45 58 9% 132 163 275
Arthythmia DB 41 52 57 64 80 80 86 107
Monzino-AF DB 6 8 8 10 13 16 16 52
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AFDB Arrhythmia DB

Channel 1 2 1 2

Sepyr 75.95 86.71 9532 86.26
PPVp, 9340 89.85 3150 31.05
Segpi 96.73 97.45 98.13  90.65
PPVgy 8015 61.10 832 1299

Monzino-AF DB
Lead 1 n n vi v2 v3 V4 V5 V6

Sepur 7835 86.25 88.12 74.35 7270 7051 86.54 90.14 82.96
PPVp,, 9399 9328 9566 97.76 9539 94.25 94.86 94.62 93.75
Segpi 94.23 08.08 86.54 86.54 8269 8269 90.38 92.31 86.54
PPV, 8124 7240 79.73 8788 8609 8153 76.12 64.68 78.84

The low PPV values for the Arrhythmia DB are due to FPs resulting from segments
containing other cardiac arrhythmias.
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Id Total labels Unique label Predictions

PVI FIBRO ROTOR
P10_scenarioA PV PVI 0.3201 0.2381 0.4418
PO2_scenarioA FIBRO,ROTOR FIBRO 0.359 0.5352 0.1052
OIR_scenarioA PVI,FIBRO,ROTOR PVI 0.2839 0.4492 0.2668
38C_scenarioA FIBRO FIBRO 0.1917 0.4070 0.4014
s_26F _scenarioA PV PVI 0.3997 0.4124 0.1879
s_11F_scenarioA ROTOR ROTOR 0.2628 0.0759 0.6613
s_9F _scenarioA PVI,FIBRO,ROTOR PVI 0.3552 0.4212 0.2236
s_3/_scenarioA PVI,FIBRO,ROTOR PVI 0.4284 0.4216 0.1500
s_10F _scenarioA FIBRO,ROTOR FIBRO 0.3968 0.4015 0.2017
s_9G_scenarioA FIBRO,ROTOR FIBRO 0.3691 0.4409 0.1899
s_4l_scenarioA FIBRO,ROTOR FIBRO 0.4020 0.4162 0.1818
s_19F _scenarioA PV PVI 0.4334 0.2922 0.2745

The Total Labels column contains all the successful strategies identified through the simulations, the Unique Label column shows the final ground truth label assigned based on class
availability technique.
The Predictions column contains the classification output for each class.
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Employment of different labeling methods and use of the class weighting technique are

reported.
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The main values correspond to the training and validation dataset, while smaller values in
brackets correspond to the respective numbers of a separate test set.





OPS/images/fphys-12-673819/fphys-12-673819-t004.jpg
Net 1
Net 2
Net 3

Mean
Std
MoV

Acc

86.21
84.35
83.96

84.84
120
86.46

Se

7388
73.02
7737

74.76
230
7592

Channel 1

Sp

97.25
94.48
89.87

93.87
373
95.88

PPV

96.01
921
87.23

91.82
4.40
94.29

F1

83.50
81.50
82.00

82.34
1.04
84.11

Mcc

86.92
84.82
84.02

86.25
1.50
86.92

Acc

88.13
90.80
84.71

87.88
3.06
89.99

82.91
86.97
83.82

84.56
213
86.56

Channel 2
sp PPV
92.80 91.15
94.23 9309
85.50 83.80
90.84 80.35
468 490
93.07 91.78

F1

86.83
89.93
83.81

86.86
3.06
89.09

88.18
90.82
84.66

87.88
3.09
89.99





OPS/images/fphys-12-674106/fphys-12-674106-g012.gif
EER
oo





OPS/images/fphys-12-673819/fphys-12-673819-t003.jpg
Net 1
Net2
Net3

Std

92.12
91.04
90.66

91.28
0.76

Se

90.657
98.58
92.95

94.04
411

Sp

93.37
87.44
87.96

89.59
3.29

PPV

91.70
78.98
90.13

86.93
8.95

F1

91.13
87.69
91.52

90.11
211

92.03
91.00
90.59

91.21
0.74





OPS/images/fphys-12-674106/fphys-12-674106-g011.gif
Mo o ROC e (i) a5 ROC cuve vbdtion) Contuson Mt (o)






OPS/images/fphys-12-673819/fphys-12-673819-t002.jpg
Layer

Input
Gonvolutiona 1

Batch Normalization 1
ReLu activation 1

Max Pooling 1
Convolutiona 2

Batch Normalization 2
ReLu activation 2

Max Pooling 2
Gonvolutiona 3

Batch Normalization 3
ReLu activation 3
Fully Connected
Softmax

Output

Kernel size (H, L, W)

@,9,10)

@,3,10)
@,9,15)

@.3,15)
@,4,20)

Stride (H, L)

a1

(]
1,2

@2
@2

Letters H, L, and W stand for height, length, and width, respectively.
Zero padding was used on the edges on all layers.

Activations

10x219x 1
10 x 219 x 10
10 x 219 x 10
10x 219 x 10
10 x 110 x 10
10x 110 x 16
10 x 110 x 15
10x 110 x 16
5x 55 x 15
3x28x20
3x28x20
3x28x20
1x1x2
1x1x2
1x1x2





OPS/images/fphys-12-674106/fphys-12-674106-g010.gif
L ©
Mty ROC e (1) s ROC curve vition) Contson o (1)






OPS/images/fphys-12-673819/fphys-12-673819-t001.jpg
Database LTAFDB NSRDB AFDB Arrhythmia Monzino-

DB AF DB
Subjects a7 18 - a7 35
Records used (total) 84 18 23@5) 48 38
Records with NSR 2 18 0 28 9
Records with AF 82 o 2 8 26
Records with other 0 0 0 12 3
arhythmias

Channels 2 2 2 2 9
Total duration 1,960h 437h 234h 24h 61h
Number of ECMs in 768,124 347,670 60,866 9,495 6,689
non-AF

Number of ECMsinAF 1,062,506 0 54459 1,077 24,272

Utiity Training  Training Testing  Testing  Testing





OPS/images/fphys-12-674106/fphys-12-674106-g009.gif
Muiciss ROCcurve (vadaton) @ Confuion Maerxfes)

MuRclass ROC curve (Trainng)






OPS/images/fphys-12-673819/fphys-12-673819-g007.gif
Episode Sensivity (Sog,)

o hwec

Fresosy ©
R

Frarery

vton of AF apisdes





OPS/images/fphys-12-674106/fphys-12-674106-g008.gif
L ©
Mty ROC o (13ng) s ROC cmve o) Cortson o 1)






OPS/images/fphys-12-673819/fphys-12-673819-g006.gif





OPS/images/fphys-12-674106/fphys-12-674106-g007.gif
ccuracy.

osel | — wemenrn
fom
foeof
fors]
oes|






OPS/images/fphys-12-673819/fphys-12-673819-g005.gif





OPS/images/fphys-12-673819/fphys-12-673819-g004.gif
gAY

b

WA





OPS/images/fphys-12-673819/fphys-12-673819-g003.gif
®
4 I\

(Jexe

Wi
@9®

WV

@%uk@

ReP






OPS/images/fphys-12-674106/math_1.gif
2|5

Zion

V-DVV, - ==
C,

m





OPS/images/fphys-12-653492/inline_68.gif
Fo





OPS/images/fphys-12-653492/inline_67.gif





OPS/images/fphys-12-653492/inline_66.gif





OPS/images/fphys-12-673891/fphys-12-673891-t001.jpg
Number of patients (male/female)

Age at time of surgery (years)

ASA Stage

BMI (kg m™2)

Diabetes mellitus

Hyperlipidemia

Arterial hypertension

Blood pressure (mmHg) Systolic
Diastolic

Heart rate

Ejection fraction (%)

Surgical procedures

Aorto-coronary venous bypass

Aortic valve replacement/reconstr.

Mitral valve replacement/reconstr.

Pulmonary valve repl./reconstr.

Tricuspid valve repl./reconstr.

Heart transplantation

Medication

ACE Inhibitors

ATl-receptor blocker

B-blocker

Diuretics

Aldosteron antagonists

Nitrates

Statins

Anticoagulants

SR

7 (4M/3F)
66.6 +9.12
34+05
26.0 + 4.6
1
1
3
126.2 +10.2
73.3+13.3
83.1 +23.6
43.0 £ 135

- O O N W W

AN O O DN MO BN

AFD

4 (2M/2F)
711 +84
32405
235429

0
1
1

115.0 £ 17.3

51.3+10.3

833+ 136
485+ 4.7

O O O » W —

W W o oON W = =

0.297
0.651
0.636

0.439
0.036
0.849
0.458

AF - sustained AF defined according to ESC Guidelines, including patients with
persistent, long-standing persistent and permanent AF (Hindricks et al., 2021).
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