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At a coastal station near the southern coast of Korea, the vertical profiles of temperature
salinity dissolved oxygen and velocity were obtained using a vertical profiler, Aqualog,
every summer from 2016 to 2020. At the site, fishing activity was not allowed, and it was
possible to maintain the profiler continuously and stably. It was set to travel every one
or 2 h for two to 4 months. Thus, we were able to observe the variations of the water
properties from hourly to monthly scales. The sensors were contaminated much less
than we expected, and the data could be used without correction at least for our coastal
applications. The main phenomena we observed are tides, coastal warming, fresh water,
and responses to typhoons. On the daily time scale, the most prominent phenomenon
is semi-diurnal tides, with which the thickness and temperature of coastal warm waters
changed. The warm water also showed fluctuations between 10 and 15 days. The
data also revealed that the tide showed strong seasonality. In summer, when the water
is strongly stratified, the tidal current is baroclinic, while in winter, when the water is
well mixed, the current is barotropic. Responses to typhoon induced winds were rather
complicated. In one case, increase in the upper mixed layer was observed. The thick
mixed layer disappeared in about a day due to advection. In another case the upper
mixed layer became thinner, while the wind became stronger due the advection of the
offshore water. Hydrographic observations conducted every 2 months, of course, or
point measurement at a surface buoy could not show such continuous changes. More
and more local fishermen are showing interest in oceanographic information, and data
from the profiler could be of much use to them.

Keywords: coastal mooring, Aqualog, vertical profiling system, coastal warming, typhoon

INTRODUCTION

Many socio-economic activities are actively taking place on coastal areas, and it is important to
understand and predict coastal environments (Rixen et al., 2009). However, since phenomena of
various spatiotemporal scales appear, neither coastal observation nor prediction is easy (Weller
et al., 2019). To obtain time series buoy systems could be used. One could install diverse sensors to
a buoy to obtain diverse time series, but data are from the depths at which the sensors are installed.

Frontiers in Marine Science | www.frontiersin.org 1 April 2021 | Volume 8 | Article 6687334

https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org/journals/marine-science#editorial-board
https://www.frontiersin.org/journals/marine-science#editorial-board
https://doi.org/10.3389/fmars.2021.668733
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fmars.2021.668733
http://crossmark.crossref.org/dialog/?doi=10.3389/fmars.2021.668733&domain=pdf&date_stamp=2021-04-21
https://www.frontiersin.org/articles/10.3389/fmars.2021.668733/full
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/marine-science#articles


fmars-08-668733 April 21, 2021 Time: 13:2 # 2

Park et al. Observation Using Vertical Profiling System

FIGURE 1 | Map of study area (Image: Google Earth, accessed 29 March, 2021). The numbers in the inserted panel are for hydrographic stations used in Figure 8
for comparison.

A profiling system is an instrument that is designed to measure
the vertical structure of a water column at a fixed time interval.
Broadly speaking there are two types of profiling systems
(Carlson et al., 2013). One is an underwater winch installed to
a bottom mooring (Forrester et al., 1997; Von Alt et al., 1997).
The winch pays out a profiling buoy in which diverse sensors
are attached for a predetermined distance at predetermined times
using the positive buoyancy of the buoy. The winch then winds
the line back to the starting point with torque. By installing
a winch to a surface buoy or a structure, a similar profiling
system could be constructed (Dunne et al., 2002; Kolding and
Sagstad, 2013). Another type of profiling system is based on
a taut mooring line maintained by a subsurface buoy and a
weight. In this type, a carrier in which instruments are attached
travels along the line at a predetermined interval. With a
profiling system of this type, Aqualog (Ostrovskii et al., 2010,
2013; Ostrovskii and Zatsepin, 2011; Fayman et al., 2019), we
have been monitoring southern coastal water of Korea since
2016 (Figure 1).

Maintaining a mooring system at a coastal area is challenging
because of high fishing activity and rapid contamination,
although the data from the system is useful to the local
fisheries. At our observation site fishing activity is not allowed
and it has been possible to maintain the system continuously
and stably. Our two attempts at other sites prior to 2016
could not be continued more than 2 weeks due to fishing
activities. In 2016, the system was maintained from summer
to winter, and it was possible to quantify bio-fouling, which
turned out to be less than what we expected. Although the

site is about two kilometers away from the coast, there is
no river, and the data from the site represent more of open
ocean waters than local coastal waters. With the profiling
system that collected data every one or 2 h, we were able
to observe tides, coastal warm water events, and responses to
typhoons. There were expected structures such as dominance
of the semi-diurnal tide as well as unexpected features such
as strong baroclinicity in tidal currents during summer daily
variation in the thickness of warm water. Here, we mainly
focus on our experience with the system rather than the
dynamics of the phenomena. The profiler has not always
been working perfectly, and the proper working condition
is also explained.

PROFILING SYSTEM AND
OBSERVATION

The southern coast areas of Korea are heavily populated
with aquafarms and fishing equipment and vessels. Thus,
oceanographic data obtained in these areas could be of much
use to local fisheries (Chang et al., 2020), but for the same
reason it is not easy to maintain a mooring system. There,
however, is a small area, the Tongyoung Marine Living Resources
Station, reserved only for scientific research activity by the
Korean Government (Figure 1). Since any commercial fishing
activity is not allowed there, we have been maintaining a
profiling system safely and continuously since 2016. The station
is approximately two kilometers away from a pier and easily
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FIGURE 2 | Design of the profiling system.

accessible by a small boat. In addition, at the station that is
constructed over a barge one can prepare instruments and
download the data. This facility has helped us to maintain
the mooring system easily. The proximity to a pier was at
the same time was a concern because the data may just
show local coastal water, rather than open water, properties.

As we explain later, this turned out not to be the case.
Previously we deployed a profiling system near an island in
the East Sea. It did not take a week before the instrument
entangled with traps installed by a local shrimp fisherman
and damaged. Even a system deployed in a protected area
in open water it did not take more than 2 weeks before
being destroyed, presumably by fishing gear. In this particular
case, a profiling system using an underwater winch, which is
considered safer because the line was not in water except during
profiling, was used.

The design of the profiling system is shown in Figure 2.
A profiling carrier manufactured by the Aqualog Ltd., Aqualog
(Ostrovskii et al., 2010), is used. It traverses vertically with
an average speed of 0.25 m/s at predetermined time along
a taut mooring line between the subsurface buoy and the
anchor. Sensors such as Conductivity-Temperature-Depth
(CTD) and Acoustic Doppler Current Profiler (ADCP)
can be installed to the Aqualog. The utilized sensors are
listed in Table 1. The ADCP installed to the profiler
did not have an Inertial Measurement Unit (IMU), and
unfortunately did not produce high quality data. There
was another ADCP, Nortek Aquadopp 400 kHz current
profiler, mounted to the subsurface buoy and produced
stable current data. Of course one could obtain continuous
velocity profiles using any ADCP installed on a buoy, but
not continuous vertical profiles of temperature and salinity.
The total weight of Aqualog was adjusted to have neutral
buoyancy in a water tank to reduce battery consumption.
One magnet, a limiter, is installed below the subsurface
buoy and another above the anchor to limit the vertical
range of the carrier. At predetermined times, the carrier
starts to ascent from the parking depth. Upon touching the
upper limiter, the carrier starts to descend while making
measurement. On reaching the lower limiter, the carrier
goes to sleep mode until the next profiling. Although the
ADCP did not produce good data while the carrier was
moving, it produced good data at the parking depth. The
profiler is designed to travel about 100 km with 24 alkaline
batteries. Typically, during our 2-month-long deployment, it
traveled 80∼90 km.

From August 2016 to October 2020, there were five
deployments. During Deployment I, which lasted for about
7 months, there were five Segments and four maintenances
during which the battery and mooring line were replaced and
the carrier was cleaned. During Deployments II and III, there
were two segments and one maintenance. From Deployments
I through III, it was found that during winter and spring
the water was relatively homogeneous, and Deployments IV
and V were conducted only during summer without any
maintenance, while increasing the sampling interval from
one to 2 h. Since this area has been used as a test bed,
once in a while the mooring system became entangled
with other instrument and the profiling system did not
work properly. After Deployment IV, we found that the
shaft and pulley of the motor in the carrier were corroded
and replaced them. To collaborate or coordinate with other
mooring systems deployed into the area, the profiling system
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TABLE 1 | Summary of deployments.

Deployment Period Interval (hr) Profiling range (m) Sensors Mean subsurface buoy depth (m)

I 2016. 08. 04 ∼ 2016. 08. 24 1 15.98–40.18 SBE 19plus, RINKO3 14.64

2016. 08. 25 ∼ 2016. 10. 10 7.47–39.30 6.13

2016. 10. 12 ∼ 2016. 11. 22 6.61–37.29 5.96

2016. 11. 24 ∼ 2017. 01. 19 9.22–39.17 8.37

2017. 01. 24 ∼ 2017. 03. 14 7.15–39.51 5.94

II 2017. 07. 21 ∼ 2017. 09. 21 1 6.25–36.74 SBE 52MP, SBE 5.50

2017. 09. 22 ∼ 2017. 12. 28 2 6.90–41.65 43F 6.25

III 2018. 07. 24 ∼ 2018. 09. 18 2 6.79–41.14 5.80

2018. 09. 19 ∼ 2018. 12. 12 4.90–41.98 4.57

IV 2019. 07. 12 ∼ 2019. 10. 10 2 7.63–39.99 6.38

V 2020. 06. 26 ∼ 2020. 10. 21 2 8.05–41.56 7.48

FIGURE 3 | Biofouling and cleaning.

was not always kept the same location, as depicted in
Figure 1.

BIOFOULING AND CLEANING

Since this coastal area is highly productive, biofouling was a
major concern. In Figure 3, the conditions of the subsurface

buoy and the profiler after 2-month-long deployment are shown.
The subsurface buoy that was placed about 5 meters below the
surface was contaminated more than the profiler. The line was
clean because the profiler moved regularly. The inside of the
profiler was also contaminated. These organisms were removed
on site by water jets, and if necessary the system was moored
again. Even though the profiler was parked 5 m above the bottom,
there were sediments inside the carrier due to the tidal currents.
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FIGURE 4 | Data from the profiling system (A) temperature, (B) salinity, (C) dissolved oxygen, and (D) zonal, u, and (E) meridional velocity, v, from the Aquadopp
installed to the subsurface buoy. The solid line in (D) is pressure from the Aquadopp and shows the depth of the subsurface buoy.

As explained later biofouling, however, did not degrade the CTD
data, at least for our coastal applications.

RESULTS

In Figure 4, the data collected during Deployment I are displayed.
The prominent signals are tide and coastal warm/fresh water
events as explained more in detail later. Since mid-September the
amount of the fresh water from the Yangtze River decreased, and
the salinity was increased. The area had been hit by typhoons
a few times and the responses of the water to the typhoons
were also recorded. From November 1 to late November, there
was not enough battery power, and the profiler stopped. We
miscalculated the remaining battery life, and did not replace the
battery pack during the maintenance. During Segment 1, due to
security concern the subsurface buoy was placed rather deep and
the profile stopped at 15 m below the surface. During the first
maintenance, the subsurface buoy was raised to about 5 m and
the profile was obtained up to about 8 m.

Under a strong flow, the mooring line could be drooped so
that the profiler may not be able to move properly. Between

August 4, 2016 and March 11, 2017 there were five of such
events. Using pressure data from the ADCP installed at the
subsurface buoy, the angle between the mooring line and the
vertical line was estimated during those events (Figure 5).
It was found that when the angle was less than about 22
degrees or the ambient current was 0.6 m/s, the profiler worked
properly. If the angel was less than 20 degrees, the profiler
worked properly even at higher speed, as suggested by the
manufacturer. Even after the mooring line became vertical,
it took several cycles for the profiler to function properly
probably again due to the misalignment between the rollers
and the mooring line. Since the surface current is stronger it
is more likely to have this problem as the subsurface buoy
was raised.

Validation of Data
Since the instruments were deployed more than 6 months, the
quality of the data must be verified first. Temperature and salinity
were verified by comparing with the hydrographic observations
made just before the deployments of the mooring system in
Figure 6. Temperature showed an offset of about 0.02 but not
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FIGURE 5 | Range for profiling.

FIGURE 6 | Comparisons of temperature and salinity from the profiler and hydrographic data on three different days on (A) August 29, 2016, which is 25 days,
(B) November 24, 2016, 112 days, and (C) January 24, 2017, 173 days after the first deployment. The dashed line is for the profiler and the solid one for the
hydrographic observations. The numbers in the figure represent the difference between the two within upper mixed layer in each case. The time difference between
the profiler and the hydrographic cast is less than 1.5 h in all three.
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FIGURE 7 | Dissolved oxygen (shading) and temperature (contours) from (A) the profiler and (B) daily hydrographic casts made at the research station. The time
difference between the two data set is less than an hour.

a drift. Salinity, however, was reduced by approximately 0.01
psu/month. This is highly productive costal area and we were
expecting rather rapid contamination but it was less than what
we expected. The profiler was parked below euphotic zone and
must therefore be contaminated less than expected. The drift was
rather linear and could be corrected using the hydrographic data.
This amount of drift would be substantial for an open ocean and
must be corrected (Ando et al., 2005), but in this coastal area it
was much smaller compared to the daily or seasonal changes in
salinity and the correction was not made. Instead we calibrate the
sensor once a year, typically.

Using another CTD, SBE19plus equipped with SBE43F
dissolved oxygen, daily hydrographic casts were also conducted
at the research station from August 26, 2016 to September 9, and
compared with DO from the profiler as shown in Figure 7. In
general, the two data sets are consistent. DO data from other
period is within a comparable range except for winters when
air-sea interaction was active, and we can conclude that the DO
sensor installed to the profiler was not contaminated seriously.
One interesting feature from the data is that temperature and

DO are positively correlated. At the particular site a warm water
event is not causing hypoxia on the contrary to common belief.
The cause and the structure of the warm water will be reported in
a separate paper.

The site is close to a pier and easily accessible, but at the
same is too close to the coast so that the data may just show
local properties. There is no river around the site that is located
over the headland. Thus it is rather unlikely that our data just
show local structure. To verify our assumption, in Figure 8
the data from the profiler shown in Figure 4 are compared
with hydrographic data taken by the Korea Oceanographic Data
Center (KODC, 2017) at stations shown in Figure 1, 206-00,
206-01 and 206-02 which are 15, 26, and 41 km away from
the mooring site, respectively. Except for the relatively salty
(>34 psu) affected by Tsushima Warm Current water (Hyun
et al., 1996; Pang et al., 1996) found further offshore, the
profiler captured the warm and fresh upper and subsurface water
found in the southern part of the Korea. The cold and salty
winter coastal water was also well observed during Segment
5 (green dots).
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FIGURE 8 | T-S diagrams using data (A) from Deployment I, and hydrographic data from (B) KODC 206-00, (C) KODC 206-01, and (D) KODC 206-02 sites shown
in Figure 1. The different colors in (A) represent different segments during Deployment I.

Tide
As in other southern Korean coastal areas (Teague et al., 2001)
the most dominant signal from the current is M2, followed
by S2 and then K1, as well as from the pressure obtained at
the subsurface buoy. In Figure 9, the tide during August 2016
when the water was well stratified and that in December 2016
when the water was well mixed, are shown. During August,
the tidal current was strongly baroclinic while during December
barotropic. Seasonality in barotropic tide is known (Kang et al.,
1995), but such a change in vertical structure has not been
reported previously. In this area, due to the strong stratification,
the Richardson Number is >0.25, and the velocity shear would
not be able to induce vertical mixing. Whether the baroclinicity
is limited to this coastal area or common to other parts is a topic
for future studies.

Warm Water Event
Warm water events were observed every summer. Explaining
the structure of this warm water itself is beyond the scope of
this study and here we want describe the basic structure and
the benefits of using continuous measurement. The shortest time
scale of the warm water event is due to the diurnal tide (Figure 9).

The warm water is not produced locally but remotely. During
the flood tide warm and fresh water flows from northwest and
fills the area so that the amount of the warm and fresh water
becomes greatest during high tide. During the ebb the warm
and fresh water retreats. The warm water also shows variations
between 10 and 15 days due to onshore advection (Figure 10).
The dynamics behind the onshore advection is yet to be studied.
One may conclude that this time scale is tied to the spring-neap
cycle, but close investigation using all the data shows that they are
not correlated. Since this warm water event is due to freshwater
from the Yangtze River (Park et al., 2011; Kako et al., 2016; Moon
et al., 2019), temperature and salinity are negatively correlated.
In Korea, there are surface buoys measuring surface temperature,
but the vertical extent of the warm water cannot be estimated with
such data. This large change in the vertical extent would be useful
information to local aquafarms. In open ocean, there is no data
showing temporal variation and we used model outputs. Warm
water events are rather continuous and do not show the variation
observed with the profiler, suggesting that the temporal structure
is limited to this coastal area. If this applies to other coastal
area, more specific warning system taking into account vertical
extent and duration is required. Around Korea, hydrographic
observations have been made every 2 months. These data are
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FIGURE 9 | Temperature (A,B), salinity (C,D), zonal velocity u (E,F), and meridional velocity v (G,H) during summer (left column) and winter (right column).

useful in studying the long term changes and the mean state, but
naturally cannot resolve the warm water events.

Response to Typhoons
During the deployment, six typhoons passed by the observation
site as displayed in Figure 11, and the data provide us with a rare
opportunity to investigate the response of the coastal water to
typhoons. In open oceans, a typhoon enhances vertical mixing to
mix warm surface water with the cooler subsurface layer, causing
a deeper mixed layer and cold wake at the surface (Price, 1981).
In coastal waters, due to topography and lateral boundaries, the
response could be different from that in open ocean.

During Typhoons Chaba in 2016 and Maisak and Haisen in
2020, the mooring site was hit by winds of about 20 m/s or
stronger. Since the mooring was under the water, it produced
nice data without any damage. In the case of Chaba 2016, as
the wind became stronger salty and cold water was advected
toward the observation site, the stratification between 20∼30

m levels became stronger (Figure 12). This tendency continued
until 10 h after the wind speed reached the maximum, after
which mixed water started to appear. This observation suggests
that the effect of advection was stronger than local mixing.
During Typhoon Maysak on September 1st 2020, as the wind
intensified, the mixed layer became deeper. Note that since
we are lacking data for the upper 10 m, the mixed layer
depth cannot be defined strictly. Instead, the 24◦C isotherm
was used as a proxy for the mixed layer depth. The mixed
layer became deepest when the wind was strongest (Figure 13).
It was possible to reproduce this deepening tendency using
a 1-D mixed layer model such as GTOM (Burchard, 1999,
available at1). In a mixed layer model, the initial upper layer
stratification governs the subsequent evolution of temperature.
In this case, the upper layer structure is unknown, and by
assuming a rather strong stratification within upper 10 m, it

1www.gotm.net
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FIGURE 10 | Warm water events in summer 2016. Daily mean (A) salinity (shading) and temperature (contour), (B) zonal velocity, u, and (C) meridional velocity, v.

FIGURE 11 | Tracks of the typhoons passed by the observation site (red triangle) at 6-h intervals. The color bar in the upper left corner represents the typhoon
category. Tropical Depression (TD), Tropical Storm (TS), Severe Tropical Storm (STS), Typhoon (TY).
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FIGURE 12 | Responses to Typhoon Chaba. (A) wind strength (back line) and surface pressure (red line) from European Centre for Medium-Range Weather
Forecasts (ECMWF) ERA5 (Hersbach et al., 2020), (B) salinity (shading) and temperature (contour), (C) zonal velocity, u, and (D) meridional velocity, v.

FIGURE 13 | The same as Figure 12 except for Typhoon Maysak.
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FIGURE 14 | The same as Figure 12 except for Typhoon Haishen.

was possible to reproduce the deepening of the 24◦C isotherm
(not shown). The mixed layer disappeared within less than a
day due to subsurface advection of cold and salty water from
south. The 1-D mixed layer model was not able to reproduce the
disappearance of the mixed layer, however. The global analysis
field from the HYbrid Coordinate Ocean Model (HYCOM, GOFS
3.12) whose horizontal resolution is 1/12◦ was able to reproduce
the deepening of the mixed layer due to the typhoon. The
disappearance of the mixed layer was not reproduced probably
because the horizontal resolution is not high enough to resolve
the coastal circulation properly. During Typhoon Haisen, which
arrived about 4 days after Typhoon Maysak, the water column
does not show notable response to the increasing wind until a
few hours before the peak wind (Figure 14). Then, the mixed
layer started to thicken rather slowly and became thickest about
12 h after the peak wind. The thick mixed layer was maintained
for a few days. Tidal currents were strong but the two typhoons
homogenized water around the observation site and the water
remain homogeneous.

2https://www.hycom.org

SUMMARIES AND CONCLUSION

At a coastal research station located at the southern coastal
area of Korea, a vertical profiling system measuring temperature,
salinity, dissolved oxygen, and velocity has been successfully
maintained every summer from 2016 to 2020. Around the
station, fishing activity is not allowed, and it has thus been
possible to maintain the profiler continuously and stably.
Comparisons with hydrographic data show that the sensors were
contaminated much less than we expected during 2- to 6-month-
long deployments probably because the sensors were located
below the euphotic zone. Therefore, the data could be used
without correction for our coastal applications. Even though the
station is within 2 km of the land, there is no river and the profiler
observed the warm and fresh southern coastal water of Korea
well. When the profiler did not operate properly, this was because
the flow was stronger than about 0.6 m/s so that mooring line was
inclined from the vertical by more than 20 degrees.

The profiling system recorded continuous spatiotemporal
variations that cannot be measured using hydrographic surveys
or point measurements at a surface buoy. The semi-diurnal
tides were the most prominent phenomenon, as in other coastal
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areas around Korea. It was found for the first time that
in summer, when the water is strongly stratified, the tidal
current is baroclinic, while in winter, when the water is
well mixed, the current is barotropic. The baroclinicity
was not strong enough to overcome the stratification
sufficiently to induce vertical mixing, however. The strong
seasonality calls for a further study on the dynamics and its
effect on coastal environments. Coastal warm water events
were also prominent. On the daily time scale, the semi-
diurnal tide was the main driver. During the flood, warm
and fresh water was transported from the offshore while
during the ebb retreated to the offshore. The warm water
also showed fluctuations between 10 and 15 days due to
northward advection from the offshore. Numerical model
results show that such variations do not occur in offshore
waters. The profiling system deployed underwater recorded
the responses to typhoon-induced winds without any damage.
Both lateral advection and wind-induced vertical mixing
were important.

The collected time series can be used in verifying coastal
ocean circulation models as well as for data assimilation
once real-time data become available. There are diverse types
of aquafarms in the study area, and the data help the
stake holders in selecting the optimal site for such farms as
demonstrated in Chang et al. (2020). Coastal warm water
events are becoming serious concerns to aquafarms. The
variability and characteristics of the warm water events we
reported would be of much help in establishing effective
countermeasures.

The main limitation with the profiling system is real-time
communication, and the data have not been used for real-time
prediction so far. Another limitation is the lack of surface data.
The upper most temperature from the profiler was lower by
5 to 2◦C than surface temperature obtained from a nearby
surface buoy. To overcome these deficiencies, we plan to upgrade
the profiling system using a surface buoy equipped with a

temperature sensor and a real-time communication system
utilizing an acoustic modem and a cellular modem.
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Submergible digital holographic camera can measure the in situ size and shape
of suspended particles, such as complex flocs and biological organisms, without
disturbance. As the number of particles in the water column increases, overlapping
concentric rings (interference patterns) can contaminate the holographic images. Using
light intensity (LI), this study proposes a practical method to assess the degree
of contamination and screen out contaminated images. The outcomes from image
processing support that LI normalized on a gray scale of 0 (black) to 255 (white) can
be a reliable criterion for defining the contamination boundary. Results found that as LI
increased, the shape of the particle size distribution shifted from a positively skewed to
a normal distribution. When LI was lower than approximately 80, owing to the distortion
of particle properties, the settling velocities derived from the contaminated holograms
with mosaic patterns were underestimated compared to those from the uncontaminated
holograms. The proposed method can contribute to a more accurate estimation of the
transport and behavior of cohesive sediments in shallow estuarine environments.

Keywords: hologram, floc, light intensity, contamination, interference

INTRODUCTION

Digital holography is an imaging method that records holograms using a charge-coupled device
(CCD) camera. The reconstruction of such images is numerically performed using digitized
interferograms (Mills and Yamaguchi, 2005). Since the introduction of holography into the
scientific community in the 1940s (Gabor, 1948), it has become an indispensable technique used
in various fields of fluid mechanics, metrology, and medical imaging (Nayak et al., 2021). Because
holography is a proven method that enables the provision of a solution to the limitations of the
focal plane, the marine science community has recently adopted it to collect information on the
three-dimensional properties of particulate matter (e.g., sediment and plankton) suspended in a
water column (e.g., Graham and Nimmo-Smith, 2010; Choi et al., 2018; Nayak et al., 2019; Giering
et al., 2020).

The application of holographic techniques to cohesive sediments distributed in coastal
environments has been somewhat limited. It is because the high concentration of fine-grained
suspended particles greatly reduces the optical transmittance within the water column (Sun et al.,
2002). For instance, flocculated cohesive sediments are readily settled and deposited on the bed
during slack tides, and then resuspended into the overlying layer during tidal acceleration periods.
Such cyclic behaviors form a high-concentration (greater than hundreds of mg l−1) near-bed layer,
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which makes it hard to meet the optical transmittance required
to acquire the proper hologram and conduct post-processing
for image analysis. To overcome this technical problem,
several studies have developed a post-processing procedure for
background correction and modified segmentation sequences,
and suggested the maximum theoretical suspended sediment
concentration (SSC) for measurable operation (e.g., Sequoia,
2014; Giering et al., 2020). However, the threshold for capturing
proper hologram varies with the local bed properties because the
SSC greatly depends on the size and shape of particles (Davies-
Colley et al., 2014; Merten et al., 2014), causing difficulties in the
accurate detection of complex cohesive sediments.

Owing to the aforementioned technical issues, there is a need
to define a widely applicable criterion to assess the degree of
contamination and then screen out the contaminated images.
Therefore, the main objectives of this study were to: (1) identify
a criterion to screen contaminated holograms and (2) evaluate
the associated practical method in the view of behaviors (e.g.,
settling) of flocs in cohesive sediment dynamics.

MATERIALS AND METHODS

Study Sites and Data Collection
Two study sites representing a tide-dominated estuarine system
were selected on the west coast of Korea (Figure 1A): Ganghwa

Tidal Flat (GTF) and Geum River Estuary (GRE). In both
sites, the bed sediments predominantly consist of fine-grained
sediments (clay and silt) supplied from the river. Under a
hypertidal regime with a tidal range of up to 10.2 m, the
suspended sediments in the water column are repetitively
resuspended and settled by tidal currents. Such a dynamic
condition is optimal for investigating in situ holograms of fine-
grained particles.

The GTF lies in the estuary of the Han River (Figure 1B).
The total surface area of the tidal flats is 302.4 km2, and its
southern part contains 86% of them extending up to 6 km from
the coastline (Woo and Je, 2002). Within the GTF, the mixed
(sand and mud) flat is widely distributed, and median particle
size (d50) was approximately 17.5 µm, which was measured by
a particle-sizing instrument (Malvern, Mastersizer 2000S) in a
dispersed state (Table 1). The imaging data were obtained using
a submergible digital holographic camera (LISST-Holo, Sequoia
Inc.). By installing a path reduction module, the optical path
length was reduced from 50 to 10 mm to extend the upper limit
of the measurable SSC. The LISST-Holo attached to a H-frame
system was deployed at 0.15 m above the bed in the upper tidal
flat during October 12–20, 2019. For the analysis, two typical tidal
cycles (October 12 and 16) were chosen based on the SSC varying
from 53 to 221 mg l−1.

The GRE is a 396-km-long drowned river valley with the
watershed area of 9,836 km2 (Figure 1C; Kim et al., 2006;

FIGURE 1 | (A) Satellite image showing the study area in Korean Peninsula: (B) Ganghwa tidal flat (GTF) and (C) Geum river estuary (GRE). Sampling stations are
marked by the yellow circle in panel (B) and the cyan triangle in panel (C). All satellite images were downloaded from https://map.kakao.com/.
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TABLE 1 | Summary on hydrodynamics and sediment properties for Ganghwa
Tidal Flat (GTF) and Geum River Estuary (GRE).

GTF GRE

Median particle size (µm) 17.5 30.7

Mean current velocity (m s−1) 0.02 0.5

SSC ranges (mg l−1) 53–221 1.9–45.3

Number of holograms used 2,224 776

Figueroa et al., 2019). In the GRE, the sediment was sandy-silt and
d50 was 14–58 µm (Ministry of Oceans and Fisheries, 2019). The
mean current velocity reached approximately 0.5 m s−1 during
the spring tide (Figueroa et al., 2020). The optical backscattering
sensor and LISST-Holo were profiled at intervals of 30 min for
12 h on September 2, 2016, to collect the particle information.
With cyclic tidal phases, the SSC in the water column varied in
the range of 2–45.3 mg l−1.

The laboratory water tank experiments have been conducted
to convince the in situ results. We used a suspension of known
particle size and shape with varying concentration. Details on
laboratory experiments are given in Supplementary Figures 1–3.

LISST-Holo
The LISST-Holo is a device designed to measure the properties
(e.g., size, number, shape, and volume concentration) of
suspended particles (Sequoia, 2014). This device is capable of

capturing in situ size (20–2,000 µm) and shape for suspended
particles such as complex aggregates and biological organisms
(Graham and Nimmo-Smith, 2010; Graham et al., 2012). To
visualize the holograms generated from LISST-Holo, several
parameters such as exposure, shutter, brightness, gain, and laser
power should be balanced. In this study, each parameter was
set as the default value suggested by Sequoia Inc. A detailed
description of the settings is provided next. The exposure and
shutter indicate the amount of light per unit area reaching
the surface of the electronic image sensor and of the passed
light for a determined period, respectively. Thus, the observed
holograms could be contaminated depending on the exposure
values modulated by the shutter speed and lens aperture (Sequoia,
2014). In a condition where the suspended particles are freely
transported in the water column, the longer the shutter time, the
blurrier the hologram. This is because a few microseconds are
required to capture the hologram image. If suspended particles
move more than half a pixel during that time, the captured image
includes the trajectories of the particles, resulting in a blurry
hologram. Sequoia (2014) recommended that the current velocity
should be lower than 0.5 m s−1 with a camera shutter of 30 ms
and a pixel of 4.4 µm. The brightness is an attribute of visual
perception in which a source appears to be radiating or reflecting
light. The gain is a process of increasing the optical power by
transferring the medium’s energy to the emitted electromagnetic
radiation to obtain an appropriate intensity of the hologram.
Adding more voltage to the pixels in CCD causes the pixels to

FIGURE 2 | Conceptual flow chart for hologram image analysis (modified after Many et al., 2019). Light intensity (LI) normalized on a gray scale of 0 (black) to 255
(white) can be a reliable criterion for defining the contamination boundary. The holograms follow sequential steps to generate the Euclidean geometry of particles
such as axis length, perimeter, area, and equivalent circular diameter (ECD).
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amplify the intensity, and thus brighten the hologram image.
Higher-voltage pixels can also determine the light reflection
and intensity of acquired images in the ranges of 0–255 (for
brightness) and 56–739 (for gain) but cannot determine the
brightness when measuring the image.

These parameters are balanced to best capture clear images,
and the properties of suspended particles on the hologram are
saved in the format of a portable gray map (file extension name:
PGM). The interference patterns of the particles are displayed as
concentric rings in a rectangular image (1,600 × 1,200 pixels)
with a gray scale from 0 (black) to 255 (white). The concentric
rings contain information about the phase and amplitude of
the diffracted wave, representing characteristics such as size
and position of suspended particles, so that their shapes and
intensities are all different (Graham and Nimmo-Smith, 2010;
Katz and Sheng, 2010; Davies et al., 2015). The intensities of them
decrease (dark) or increase (bright), depending on the size, shape,
and distance from the CCD of suspended particles within the
sample volume. Each concentric ring with several fringes on the
hologram generally had a peak of intensity at the center, and the
intensity decayed with distance from the center of the concentric
ring (Katz and Sheng, 2010). The light intensity (LI) refers to
the average of all intensities in a hologram, which represents the
degree of darkness or brightness of the hologram.

The hologram analysis followed the workflow from data
collection to the extraction of particle properties (Figure 2).
A digital hologram was created on a 7 mm × 5 mm-
sized CCD by a collimated beam (659-nm solid state diode
laser) being scattered when passed through a water sample
with particles. The interference between the collimated and
scattered lasers is usually visually represented as a pattern of
concentric rings on the hologram. Such patterns with different
fringe spacings contain unique information of the phase and
amplitude to deduce the size and position of suspended particles
(Graham and Nimmo-Smith, 2010). The interference patterns
on the hologram were reconstructed using Holo Batch R© software
(Sequoia Inc.) (Owen and Zozulya, 2000; Graham and Nimmo-
Smith, 2010; Choi et al., 2018; Giering et al., 2020). The
noise and stationary particles on the image were removed
by reapplying the collimated beam to the hologram. This
creates a virtual image of the object positions behind the

hologram (Graham and Nimmo-Smith, 2010). Segmentation was
then applied to derive the particle parameters of interest. The
particles located within a three-dimensional volume along the
path length (typically 3–50 mm, 10 mm in this study) are
shown as in-focus monochrome (binary) images with a high
pixel resolution (1 pixel = 4.4 µm × 4.4 µm). Using image
analysis, Euclidian and fractal geometry parameters for each
binarized particle were determined as follows: perimeter (P),
area (A), major (a), and minor (b) axis lengths (Olson, 2011;
Choi et al., 2018; Many et al., 2019), where P is the total length
surrounding the projected particle area, A is the extent converted
from pixels occupied by the projected two-dimensional area of
the particle, a is the axis passing through the center of the particle
corresponding to the minimum rotational energy of the shape,
and b is the perpendicular axis to a (Olson, 2011).

RESULTS AND DISCUSSION

Light Intensity as a Practical Criterion
In image processing for extracting particle properties, the
evaluation of whether a hologram is contaminated is relatively
subjective; further, the definition of the criterion for determining
the contamination is not clear. This is because hologram
contamination is primarily related to out-of-range SSC (i.e.,
SSC lower than the lower limit or higher than the upper limit
of the instrument) during LISST-Holo measurements (Zhao
et al., 2018). A critical SSC that generates mosaic patterns on a
hologram depends on the particle size and beam attenuation with
path length, as follows (Agrawal et al., 2008):

c = − ln t/L (1)

SSC = c × d50/1.13 (2)

where c is the beam attenuation coefficient (m−1), t is the
optical transmission (0.8), and L is the path length (m). The
maximum SSC, in which the LISST-Holo captures a hologram
with identifiable concentric rings, has a wide range from 8 to
16,456 mg l−1 (Table 2; Sequoia, 2014). Because finer particles
increase the beam scattering, the measurable range of SSC greatly

TABLE 2 | Maximum theoretical suspended sediment concentration (SSC) as a function of particle size and sample path length (L) of LISST-Holo.

Median particle diameter Wentworth grades *Maximum theoretical SSC (mg l−1)

µm phi L = 50 L = 25 L = 10 L = 5 L = 3

2 9 Clay 8 15 39 77 128

3.9 8 Very Fine Silt 15 31 77 154 257

7.8 7 Fine Silt 31 62 154 308 513

15.6 6 Medium Silt 62 123 308 616 1,027

31.3 5 Coarse Silt 123 247 617 1,234 2,057

62.5 4 Very Fine Sand 247 494 1,234 2,468 4,114

125 3 Fine Sand 494 987 2,468 4,937 8,228

250 2 Medium Sand 987 1,975 4,937 9,874 16,456

*Calculated by Eqs 1 and 2.
The gray-shaded column indicates L used for this study.
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FIGURE 3 | Variations in median particle size (d50) by (A) suspended sediment concentration (SSC) and (B) light intensity (LI).

decreases according to the reduced optical transmission (Agrawal
et al., 2008). For the GTF and GRE, the identification of the
concentric rings on the hologram distinctly varied depending
on the SSC variability. Because the d50’s of bed sediments at
both sites were 17.5 (medium silt) and 30.7 µm (coarse silt),
respectively, and L was fixed at 10 mm (see the shaded column
in Table 2), the theoretical SSCs that the LISST-Holo would be
able to measure were 308 and 617 mg l−1 for GTF and GRE,
respectively (Table 2). Both theoretical values were high enough
to cover in situ SSCs measured at GTF (53–221 mg l−1) and GRE
(2–45.3 mg l−1) without any hologram contamination.

The LISST-Holo detected different sized particles ranging
from 19.7 to 261.8 µm in GTF and GRE (Figure 3A).
However, the distributions of d50 decreased logarithmically as
SSC increased. The d50 eventually converged to approximately
30 µm above a specific SSC (GTF: 150 mg l−1; GRE 30 mg l−1).
This made it appear as if only suspended sediments of uniform
particle size existed in high-SSC conditions (see Supplementary
Figure 1 for laboratory results). Even though the SSCs for GTF
and GRE did not exceed the maximum theoretical SSC (Table 2),
the holograms at SSCs above 69.9 (GTF) and 14.3 mg l−1

(GRE) already included the mosaic patterns not suitable for
image processing (see the holograms in Figure 2). This suggests
that the actual upper limit of SSC may have differed from the
maximum theoretical SSC because of the various local sediment
properties (e.g., particle shape and composition) (Andrews et al.,
2010; Graham et al., 2012). Such contradictory results between
theoretical and actual conditions made it difficult to distinguish
whether the hologram was contaminated. On the other hands,
the LIs were similarly modulated in the range of 40–100, despite
the difference in SSCs between GTF and GRE (Figure 3B). As
the LI decreased (i.e., SSC increased), the d50 for GTF and

GRE also decreased to converge toward approximately 30 µm
(see Supplementary Figure 1 for laboratory results). Unlike
the maximum theoretical SSC that depends on local sediment
characteristics, the LI allowed quantitative comparison of the
overlapping degree of the concentric rings. The LI represents
how intense (or dark) the gray shade of concentric rings is
on a gray scale (Nakadate, 1986). Whether the hologram is
contaminated is determined by the distinguishability of its
interference patterns (concentric rings). In low-SSC conditions,
for instance, concentric rings separated by certain distance from
others can be identified. As the SSC increased, the overlap of
bright and dark areas between the concentric rings limited the
separation of the individual rings. This turned the hologram into
a dark mosaic plane, which was a hindrance to detect particles
with high accuracy (Murata and Yasuda, 2000).

Particle Properties Distorted by
Contaminated Holograms
Many concentric rings with different fringe spacings were
produced on the holograms at the GTF and GRE. Following
the procedure presented in Figure 2, each hologram including
spatially incoherent particles within a sample volume was
reconstructed at in-focused planes with an interval of 0.5 mm.
The montage of the particles from the planes was visualized in
the reconstructed image (file extension name: tiff) (Figure 4).
For the GTF and GRE, the number of particles counted in the
reconstructed images was in the range of 0–1,800 (Figure 5).
In uncontaminated holograms with LI > 80, particles of less
than 1,000 were reconstructed. As the LI decreased from 80 to
70, however, the number of particles with small A of 199.4–
386.7 µm2 abruptly increased, as shown in Figure 4. Their

Frontiers in Marine Science | www.frontiersin.org 5 July 2021 | Volume 8 | Article 69551022

https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/marine-science#articles


fmars-08-695510 July 7, 2021 Time: 12:5 # 6

Choi et al. Practical Method to Screen Contaminated Holograms

FIGURE 4 | Representative holograms (left) and montages of reconstructed
images (right) with different LIs. Cyan crosses on the hologram denote the
centroids of particle area. Black bounding boxes on the reconstructed images
exhibit the smallest area containing individual particles. Based on the LI, the
holograms can be classified into uncontaminated [concentric rings, (A,B)] and
contaminated [mosaic patterns, (C–F)].

number, consequently, had reached up to 1,800 at LI = 70
with increasing SSCs to 191.7 (GTF) and 45.3 mg l−1 (GRE).
While LI decreased from 70 to 40, the number of particles
approached nearly zero, even though the SSCs still increased.
Considering the mosaic pattern on holograms with LI < 80
(Figures 4C–F), an abnormally large number of particles was
derived from contamination. This is because the excessive
number of suspended particles in the sample volume caused the
concentric rings to overlap with each other (Brunnhofer et al.,
2020). Therefore, the possibility of false extraction of particle
properties on the reconstructed image was enhanced, resulting
in increasing the number of small particles.

FIGURE 5 | Changes in the number of particles under the various LI
conditions.

For GTF and GRE, the particle size distribution (PSD)
extracted from the contaminated hologram (LI < 80) had a
positive skewness with d50 of 30 µm (Figures 6A,B). The silt-
sized particles lower than 64 µm accounted for approximately
96% (GTF) and 93% (GRE). As LI increased, the shape of
the PSD shifted from a positively skewed (d50 = 30 µm) to
a normal distribution (d50 = 56 µm). When LI was higher
than 80, for GTF and GRE, the population of particles less
than 64 µm decreased to account for approximately 61% and
46%, respectively, and the d50 increased to 48.2 and 63.3 µm,
respectively (see Supplementary Figure 2 for laboratory results).
Moreover, the particle shapes (e.g., A and P) visualized in the
reconstructed image were distorted (Figure 6C). Such particle
shapes are usually represented as a combination of monochrome
pixels in the reconstructed image. Furthermore, it was found
that fine particles developed into irregularly shaped particles
through flocculation. The cross-section of the particles had
an uneven arrangement of pixels within A in the range of
279–1,305.1 µm2. Depending on the local properties of bed
sediments, the P of GRE was approximately 1.47 times higher
than that of GTF in the equivalent particle area, because of
the elongated or irregular shape by more flocculation. The A
at GTF and GRE was greatly reduced to 423.2 and 400.8 µm2,
respectively, owing to the generation of 30 µm-sized distorted
particles as the LI decreased. Meanwhile, P was slightly higher
(approximately 10 µm) compared to the particles of equivalent
A on uncontaminated holograms, leading to an increase in
particle irregularity.

Implications for Cohesive Sediment
Transport
Contaminated holograms with distorted properties should be
screened to derive accurate particle properties. In general, the
three-dimensional structures of flocs expressed as a shape factor
(e.g., A and P) of particles are irregular because of the repetitive
flocculation and breakage (Jarvis et al., 2005; Maggi, 2013). In
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FIGURE 6 | Particle size distribution (PSD) at (A) GTF (circles) and (B) GRE (triangles) under various LI conditions. (C) Relationship between perimeter and area of
particles. Note that the PSD shifted from the positively skewed to normal distribution (blue shaded area for LI: 80–90), as the LI increased. The particles with smaller
area and longer perimeters were mostly measured from the contaminated holograms.

FIGURE 7 | (A) Perimeter-based fractal dimension (DFp) and (B) settling velocity (Ws) determined by the particle size. Note that the Ws derived from the
contaminated holograms was lower than that from the uncontaminated.

sediment dynamics, the shape factor is essential to determine
the irregularity and settling velocity (Ws) of particles using the
following equations (Maggi, 2007):

DFp = 2
log(P)

log(A)
(3)

DF3D = −1.63DFp + 4.6 (4)

Ws =
a

18b

(
ρp − ρw

)
g

µ
d3−DF3D
p

dDF3D − 1
f

1+ 0.15R0.687 (5)

where the perimeter-based fractal dimension (DFp), modulated
in the range of 1 (sphericity) to 2 (irregularity), is derived based
on the relationship between A and P of individual flocs under
the assumption of A = P2/DFp (Maggi and Winterwerp, 2004). In
Eq. 4, three-dimensional fractal dimension (DF3D) is calculated
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in the range of 1.34 (irregularity) to 2.97 (sphericity) according
to the DFp (Lee and Kramer, 2004; Many et al., 2019). The ratio
of a and b indicates the eccentricity of particles, ρp denotes the
density of the primary particle (2,650 kg m−3), µ is the dynamic
viscosity of seawater (1.08 × 10−3 Pa s), g is the gravitational
acceleration (9.81 m s−2), dp is the primary particle diameter
(1 µm), df is the floc diameter (µm), and R is the floc Reynolds
number [R = Ws × df /ν, where ν is the kinematic viscosity of
seawater (1.05× 10−6 m−2 s−1)] (Winterwerp, 1998).

The DFp was distributed in the range of 1.28–1.41 (GTF)
and 1.45–1.54 (GRE) (Figure 7A). As the particle size and
LI decreased, DFp gradually increased. The DFp derived
from contaminated holograms was overestimated by up to
2% compared to that from uncontaminated holograms (see
Supplementary Figure 3 for laboratory results). Because the
irregular shape of flocs resulted from flocculation, the distorted
particles appeared to be highly flocculated compared to normal
particles. This can be further extended to the subsequent
determination of Ws which is essential to predict settling flux
of fine sediments (Figure 7B). The irregularity of the floc shape
normally contributes to the drag force on the flow through the
suspended particles (Dietrich, 1982; Vahedi and Gorczyca, 2011;
Maggi, 2013). Compared to flocs with circular shapes, flocs with
irregular shapes have a lower Ws (Droppo et al., 2005). As the
distortion of floc size and shape for GTF and GRE was enhanced,
Ws decreased by approximately 0.01–0.04 mm s−1 (Figure 7B;
see the Supplementary Figure 3 for laboratory results). This
was an underestimation of Ws since the increase of SSC as
a concomitant of the strong current velocities contaminated
holograms. However, it could be misunderstood as the flocs being
broken into smaller flocs or primary particles with lower Ws
by the strong current velocities (Winterwerp et al., 2006). The
contaminated holograms, therefore, should be properly screened
using our proposed method to prevent confusion.

Limitations
The practical method proposed in this study can be applied before
performing image processing in the workflow (see Figure 2).
This work reduces the labor and time required to determine
whether a hologram is contaminated. Using LI, nonetheless, itself
has inherent uncertainties. The LI could increase, for example,
if suspended particles within the sample volume move faster
than the recommended speed (up to 0.5 m s−1) (Sequoia, 2014).
Assuming that the particle moving velocity is close to the current
velocity, a drastic increase in current velocity caused by natural
forcing or artificial disturbances would lead to concentric rings of
particles to be stretched. Such rings would appear as long bright
lines along the trajectory of the particles, which could eventually
increase the LI of the hologram.

The LI screening method is optimized for a high-SSC
environment where frequent resuspension of cohesive sediments
is observed. In offshore areas (e.g., Ha et al., 2015; Many
et al., 2019), where the sediment supply is significantly limited,
the possibility of hologram contamination caused by the
overlapping concentric rings would be considerably low. In this
case, the criterion of LI to screen the contamination might

be higher than that proposed in this study. Therefore, the
screening method requires additional post-processing (filtering
and segmentation) suitable for each environment to extract the
accurate particle information.

CONCLUSION

A practical method was proposed to screen holograms
contaminated by overlapping interference patterns. The
distorted particle properties of contaminated holograms were
quantitatively estimated. The conclusions drawn from this study
can be summarized as follows.

(1) The LI, which can be normalized on a gray scale of 0
(black) to 255 (white), is a reliable criterion for determining
the contamination of holograms on the basis of the
overlapping degree of concentric rings.

(2) Based on LI as a contamination boundary, the holograms
were classified into contaminated images (LI < ca. 80) with
mosaic patterns and uncontaminated images (LI > ca. 80)
with identifiable concentric rings.

(3) The shape of the PSD shifted from a positively skewed
to a normal distribution as the LI increased from the
contaminated to uncontaminated holograms.

(4) Owing to the distortion of particle properties, the settling
velocities derived from the contaminated holograms with
mosaic patterns were underestimated compared to those
derived from the uncontaminated holograms. Therefore,
by screening the contamination, the proposed method can
contribute to a more accurate estimation of the transport
and behavior of cohesive sediments in shallow estuarine
environments.
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The ability to make measurements of phosphate (PO4
3−) concentrations at temporal

and spatial scales beyond those offered by shipboard observations offers new
opportunities for investigations of the marine phosphorus cycle. We here report the first
in situ PO4

3− dataset from an underwater glider (Kongsberg Seaglider) equipped with a
PO4

3− Lab-on-Chip (LoC) analyser. Over 44 days, a 120 km transect was conducted in
the northern North Sea during late summer (August and September). Surface depletion
of PO4

3− (<0.2 µM) was observed above a seasonal thermocline, with elevated, but
variable concentrations within the bottom layer (0.30–0.65 µM). Part of the variability in
the bottom layer is attributed to the regional circulation and across shelf exchange,
with the highest PO4

3− concentrations being associated with elevated salinities in
northernmost regions, consistent with nutrient rich North Atlantic water intruding onto
the shelf. Our study represents a significant step forward in autonomous underwater
vehicle sensor capabilities and presents new capability to extend research into the
marine phosphorous cycle and, when combined with other recent LoC developments,
nutrient stoichiometry.

Keywords: Seaglider observations, phosphate, lab on a chip (LoC), North Sea, shelf sea biogeochemistry,
autonomous and remotely operated underwater vehicle

INTRODUCTION

The ocean phosphorus biogeochemical cycle is intrinsically linked with the cycles of carbon,
oxygen, nitrogen, sulfur, silicon, and trace metals (Moore et al., 2013; Karl, 2014). The temporal
scales of the processes acting upon the ocean phosphorus cycle range from hours to weeks (e.g.,
gene expression and microbial growth), months to decades (e.g., biological carbon pump and ocean
circulation), and hundreds of years to millennia (e.g., tectonics and sedimentation) (Moore et al.,
2013; Karl, 2014). Therefore, in order to understand and quantify the processes acting upon the
ocean phosphorus cycle, oceanographers must make accurate and precise measurements over a
range of temporal and spatial scales.

In oceanographic studies, the most commonly measured chemical form of phosphorus
is phosphate (PO4

3−). PO4
3− concentrations are traditionally determined following manual
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sampling of seawater; water is collected at known times
and depths, filtered (0.20 or 0.45 µm), and then preserved
for laboratory analysis on board ships or on land (Jońca
et al., 2013). There are numerous sample preservation
approaches available for nutrient analysis; these include
filtration, heating, pasteurisation, refrigeration, freezing and
chemical poisoning, with diverse recommendations found in
the literature (Clementson and Wayte, 1992; Dore et al., 1996;
Aminot and Kérouel, 1997; Kattner, 1999; Gardolinski et al.,
2001). Consequently, selecting an appropriate preservation
method is non-trivial, and has been shown to be dependent
upon the physico-chemical properties of the sample (e.g.,
salinity, calcium content, organic matter content) (Burton,
1973; Gardolinski et al., 2001). The most common method
for measuring PO4

3− is coupling the phosphomolybdenum
blue (PMB) spectrophotometric assay with a gas-segmented
continuous-flow analyser (Murphy and Riley, 1962; Hydes et al.,
2010; Worsfold et al., 2016).

In situ techniques enhance the spatial and temporal
resolution and coverage, providing marine chemists with a
more detailed insight into biogeochemical cycling, and enhance
monitoring capabilities (Daniel et al., 2020). Additionally,
in situ techniques remove the need for sample preservation
(Nightingale et al., 2015), which is a considerable advantage.
Several attempts have been made to develop in situ systems
capable of measuring PO4

3− in natural waters using compact
flow injection manifolds and microfluidic Lab-on-Chip
(LoC) analysers (Lyddy-Meaney et al., 2002; Thouron et al.,
2003; Adornato et al., 2007; Slater et al., 2010; Legiret et al.,
2013; Clinton-Bailey et al., 2017; Grand et al., 2017) and
electrochemical techniques (Jońca et al., 2011; Barus et al.,
2016). Flow injection systems utilising miniaturised peristaltic
pumps may suffer from drifting flow rates as tubing wears
out and mechanical parts fail during prolonged usage. These
systems require relatively large power sources, limiting them
either to short deployments or deployments at locations
with an external power supply (Nightingale et al., 2015).
Electrochemical PO4

3− sensor prototypes under development
have the potential to offer small, low power, and reagent free
detection. However, current prototypes are not sufficiently
developed for large scale use (Jońca et al., 2013; Daniel et al.,
2020; Wei et al., 2021).

Microfluidic technology involves the miniaturisation of
analytical methods, typically using channels with cross-sectional
dimensions below 1 mm and low flow rates (µL/min to mL/min).
Their characteristic low volumes reduce the consumption of
reagents and generation of waste and require little power to
actuate the movement of fluids. LoC nutrient analysers with
power consumption below 2 W have been demonstrated (Cleary
et al., 2010; Beaton et al., 2011, 2012; Clinton-Bailey et al.,
2017; Grand et al., 2017). Currently the application of PO4

3−

measuring microfluidic technology has been largely restricted
to fluvial, waste water or estuarine environments (Cleary et al.,
2010; Cohen et al., 2013; Gilbert et al., 2013; Clinton-Bailey
et al., 2017). Marine deployments have been reported on fixed
moorings, underway ship pumped systems, and a YOYO profiler
(Thouron et al., 2003; Legiret et al., 2013; Grand et al., 2017).

In this study, we integrate a microfluidic LoC PO4
3−

analyser into an underwater glider (Kongsberg Seaglider) to
determine PO4

3− concentrations in the northern North Sea
as part of the AlterEco programme (An alternative framework
to assess marine ecosystem functioning in shelf seas, NERC
reference NE/P013902/2). The LoC analyser used in this study
was developed at the National Oceanography Centre (NOC),
United Kingdom (Clinton-Bailey et al., 2017; Grand et al.,
2017). A comparison of the specifications of the NOC analyser
and the commercially available Sea-Bird Scientific HydroCycle-
PO4 is presented in Table 1. A number of features make
the NOC analyser ideal for integration with gliders or other
autonomous underwater vehicles (AUVs); the relatively compact
size and small waste generation require minimal payload space;
its pressure compensating housing permits regular profiling
over depth, down to 6,000 m; low power requirements provide

TABLE 1 | Comparison of Sea-Bird Scientific HydroCycle-PO4 commercially
available analyser and the National Oceanographic Centre, Lab-on-Chip analyser
(AUV integration set up specifications).

Sea-Bird
Scientific

HydroCycle-PO4

National
Oceanographic

Centre
Lab-on-Chip

Mechanical Diameter (cm) 18 15

Height (cm) 56 17

Weight in air with
reagents (kg)

6.8 6.5

Operating temperature
range (◦C)

0–35 5–35

Depth rating (m) 200 6,000

Electrical Continuous sampling
frequency (h−1)

2 5

Input voltage (V DC) 10.5–18 12

Average current draw
(mA)

115 155

Max current draw (mA) 3,000 390

Data output RS232/SDI-12 RS232/RS485

Data memory (GB) 1 8

Optical LED wavelength (nm) 870 700

Path length (cm) 5 9.141, 3.44, 0.25

Analytical Limit of detection (µM) 0.0752 0.030, 0.0403

Limit of quantification
(µM)

0.25 0.14

Limit of linearity (µM) 9.68 10

Precision (RSD%) 1.94 1.84

Runs per reagent set >1,500 3,600

Demonstrated reagent
life span (months)

5 25

Waste generation 720
samples, 180 in situ
calibrations (L)

25.52 0.43

Specifications for Sea-Bird Scientific HydroCycle-PO4 accessed from HydroMet
(2020).
1Long (9.14 cm) path used in this study, limit of detection estimates made using
this path length, limit of linearity and precision using short (0.25 cm) path.
2 In ultra-high purity water (UHP) (>18.2 M� cm).
3 In UHP water and low nutrient seawater.
4Precision demonstrated at concentration of 2.6 µM for Sea-Bird Scientific
HydroCycle-PO4 and 2.5 µM for National Oceanographic Centre LoC.
5Demonstrated reagent longevity, likely longer.
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maximum endurance; high sampling frequency (5 samples per
hour in the Seaglider configuration described here) allows
for resolution of changes in nutrient concentrations occurring
over small spatial scales, such as across a thermocline. The
analytical figures of merit (accuracy, precision, limit of detection,
and quantification) allow for the determination of PO4

3−

concentrations in all but the most oligotrophic regions of the
ocean, and in situ results have been validated using water
samplers and benchtop spectrophotometric reference methods
(Grand et al., 2017). The combined (random and systematic
uncertainty) measurement uncertainty associated with LoC
PO4

3−measurements from multiple LoC analysers was estimated
to be 6.1% (uc) (Birchill et al., 2019a).

To our knowledge, this study is the first report of in situ
ocean PO4

3− measurements conducted using an AUV. The
potential for long term deployments make the LoC-glider
approach appealing to both academic and marine management
communities, enabling resolution of spatial and temporal
scales that would be difficult and comparatively expensive
to replicate using traditional shipboard studies (Liblik et al.,
2016; Rudnick, 2016; Vincent et al., 2018). This manuscript
provides a critical assessment of the first in situ PO4

3− LoC–
AUV deployment, considers potential future applications, and
highlights development priorities.

MATERIALS AND METHODS

Phosphomolybdenum Blue
Spectrophotometric Assay
The PMB spectrophotometric assay is often coupled with
gas-segmented continuous-flow analysers to make PO4

3−

concentration measurements in oceanographic studies (Hydes
et al., 2010; Worsfold et al., 2016). The PO4

3− LoC analyser
used in this study also utilises the PMB assay. The PMB reaction
follows two steps; (1) the formation of a Keggin ion around the
analyte anion, and (2) the reduction of this heteropoly acid to
form a blue coloured product (Nagul et al., 2015) (Eqs 1, 2).

PO3−
4 + 12MoO2−

4 + 27H+ → H3PO4 (MoO3)12 + 12H2O
(1)

H3PO4
(
MoVIO3

)
12 + 4 e− +H+ → [H4PMoVI

8 MoV
4 O40]

3−

(2)
The key parameters to consider when utilising this colourimetric
reaction are the molybdate and acid concentrations and choice
of acid and reductant. Measurements made using this approach
are commonly reported as orthophosphate (PO4

3−, which
also includes HPO4

2−, H2PO4
−, and H3PO4; the dominant

form in seawater at pH = 8 is HPO4
2−) measurements.

However, it is well established that the PMB complex may
also be formed with acid labile, molybdate reactive organic P
species, condensed polyphosphates and colloidal P (Burton, 1973;
Nagul et al., 2015; Worsfold et al., 2016), thus the fraction
accessed is more accurately defined as “soluble (molybdate)
reactive phosphorus.” Magnesium coprecipitation allows for

the isolation and concentration of inorganic P species prior
to acidification. Detection following magnesium concentration
therefore reduces the analytical interference caused by hydrolysis
of organic P compounds. Application of the magnesium
coprecipitation method to oligotrophic Pacific Ocean surface
seawater consistently resulted in lower PO4

3− concentrations (up
to 50%) than concurrent analysis by traditional gas-segmented-
continuous-flow techniques (Thomson-Bulldis and Karl, 1998).
Consequently, a significant fraction of the apparent PO4

3−

signal observed in oligotrophic surface waters by result from P
species other than PO4

3−. Here, we refer to this operationally
defined fraction as PO4

3− to avoid confusion with the wider
oceanographic literature.

Lab-on-Chip Analyser Description
The LoC PO4

3− analyser used in this study was designed
and fabricated at the National Oceanography Centre,
United Kingdom (Figure 1). It is a slightly modified version (see
section “Lab-on-Chip Analytical Cycle”) of the sensor that is
described by Grand et al. (2017) and Clinton-Bailey et al. (2017).
A detailed technical description can be found in the supporting
information. Briefly, the LoC analyser is composed of a three
layer poly(methyl methacrylate) chip with precision milled
microchannels, mixers, and optical components consisting of
light emitting diodes and photodiodes, electronics, solenoid
valves, and syringe pumps mounted on the chip. The chip forms
the end cap of a dark watertight pressure compensating PVC
housing, which is rated to 6,000 dbar. Previous studies using the
same LoC analyser as in this study demonstrated good agreement
between in situ values and traditional shipboard and laboratory
measurement techniques, with a limit of detection (3σ of 10
blank measurements) of 0.04 µM and limit of quantification
(10σ of 10 blank measurements) of 0.14 µM (Clinton-Bailey
et al., 2017; Grand et al., 2017).

The system is automated using a 32 bit microcontroller-based
electronics package with 18-bit analogue to digital inputs and can
stream raw data (1 Hz) over USB, as well as store data on a 8 GB
flash memory card. Provided with the values of the on-board
standards, the LoC analyser is capable of outputting processed
data (µM PO4

3−) over RS232 or RS485 interfaces. Transmitting
only the processed data (i.e., not the raw data) reduces the size of
near-real time data files, lessening the transmission duration and
cost for satellite communications during an AUV deployment.
Raw data is stored on an internal flash memory card, providing
backup and access upon recovery.

Lab-on-Chip Reagent Preparation and Storage
Ultra-high purity water (UHP; 18.2 M� cm) was used for
artificial seawater (ASW) standards and reagents. All plastic and
glassware used to prepare reagents and standards was cleaned in
10% hydrochloric acid for 24 h, rinsed with UHP water and dried
before use. All working solutions, including waste, were stored in
flexible bags (FlexBoy, Sartorius-Stedim) inside the Ogive faring
of the Seaglider during deployment.

The reagent preparation followed the procedure detailed by
Grand et al. (2017). Briefly, the molybdate reagent (reagent
1) was made up of ammonium heptamolybdate tetrahydrate
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FIGURE 1 | Fluidic diagram of the phosphate Lab-on-Chip analyser, picture of integration into glider Ogive faring, schematic showing location of analyser and
reagent bags with the Seaglider (not to scale) and a close-up picture of the Lab-on-Chip analyser in pressure compensating housing.

(0.45 mM), sulfuric acid (120 mM) and potassium antimonyl
tartrate (0.06 mM). The reagent 1 storage bag was covered
with opaque tape to prevent photodegradation of the chemicals
before deployment inside the glider. The reducing reagent
(reagent 2) was made up of L-ascorbic acid (0.057 M) and
polyvinylpyrrolidone (0.1 g/L). The wash solution was made up
of sodium hydroxide (NaOH; 0.01 M).

Blank and standard solutions were prepared in ASW to
match the refractive index of seawater. ASW was prepared by
dissolving sodium chloride (NaCl; 0.60 M; VWR, ACS reagent)
and sodium bicarbonate (NaHCO3; 0.006 M; Fisher, analytical
grade reagent) in UHP water. To maintain PO3

4− in solution
whilst in the storage bags, blank, and standard solutions were
acidified with sulfuric acid (H2SO4; 0.016 M; Fluka) (Clinton-
Bailey et al., 2017). To prepare the standard solutions, a known
amount of PO4

3− was added. First, a 1 mM PO4
3− stock

was prepared by dissolving potassium phosphate monobasic salt
(KH2PO4; 99+%, extra pure, Acros Organics) in UHP water.
The salt had been dried at 105◦C for >1 h and left to cool in a
desiccator prior to use. The stock was stored in an opaque high-
density polyethylene bottle. Standard solutions were made up
volumetrically by addition of the PO4

3− stock to acidified ASW.
Upon recovery, subsamples of the blanks and standards, as well
as a certified reference material, were analysed by a standard gas-
segmented-flow spectrophotometric technique (QuAAtro, Seal
Analytical); the results are displayed in Table 2.

Lab-on-Chip Analytical Cycle
The LoC analyser is a stop flow system whereby reagents and
sample/blank/standard are delivered into the absorbance flow cell

and then left to react and form colour. All solutions are mixed in a
1:1:1 volume ratio (reagent 1: reagent 2: blank/standard/sample).
In this version of the LoC analyser, reagent 1 is added to the
sample and these two fluids are mixed, prior to the addition
of reagent 2. The flow of the mixed solution is stopped to
react for 145 s, and the average reading of the long channel
photodiodes during the next 5 s (145–150 s) was used to calculate
absorbance (Clinton-Bailey et al., 2017; Grand et al., 2017).
The LoC analyser was configured to begin an analytical cycle
whenever powered on by the Seaglider. The LoC analyser ran
through the following cycle each time it was powered on: (a)
Blank, (b) Blank, (c) Standard 1, (d) Standard 2, (e) NaOH
wash, (f) Sample, (g) NaOH wash, (h) Sample, (i) NaOH wash,
and (j) Sample. . . until powered off. The first blank was treated
as a conditioning sample and was not used in any subsequent
computations. This analytical cycle meant that the analyser was

TABLE 2 | The concentration of blank and standard solutions determined by
gas-segmented flow techniques upon recovery.

Solution (nominal or
certified concentration, µM)

Concentration
determined (µM)

Blank (0.00) <0.01 (n = 2)

Standard 1 (0.50) 0.46 ± 0.04 (n = 2)

Standard 2 (1.00) 1.00 ± 0.01 (n = 2)

KANSO CD 1515 (0.46 ± 0.01) 0.46 ± 0.01 (n = 4, 1 S.D.)

KANSO CD 1515 is a natural seawater certified reference material (http://www.
kanso.co.jp/eng/index.html), the analysis of blank and standard solutions was
bracketed with duplicate CRM analyses.
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calibrated during the downcast of each dive, allowing the upcast
to be used for continuous measurements. It took 23 min from
the LoC analyser being powered on to the beginning of first
sample measurement. Each sample measurement took 8 min.
Calibration on each dive allowed compensation for any drift
occurring during the deployment.

Raw voltages were converted to absorbance (A) using a
modified Beer-Lambert-Bouguer law (Eq. 3; Grand et al., 2017):

A = −log10(VS/VBLK × IBLK/IS) (3)

The second blank (BLK) from each dive was used to calculate the
absorbance of standards and samples (S). VS and VBLK are the
mean voltages from the measurement photodiode of the standard
or sample and blank during the 5 s measurement. IBLK and IS
are the mean voltages of the monitoring photodiodes during this
period, which measures LED output during the measurement
state of blanks, standards, and samples. Thus IBLK/IS is a scaling
factor used to correct for drift in LED intensity that may occur
from the start of an analytical cycle (blank measurement) to the
end (sample measurements).

Seaglider Salinity and Temperature
Measurements, Lab-on-Chip Integration
and Deployment Details
The LoC PO4

3− analyser was integrated within the science
bay of a Kongsberg Seaglider using an ogive fairing to provide
required space. The Seaglider is an autonomous buoyancy driven
underwater vehicle capable of deployments down to 1,000 m
depth and range and endurance of 4,000 km and several months.
Positive Buoyancy is managed by transferring oil from inside the
pressure hull to an external bladder, increasing the displacement
and causing it to rise though the water column. Removing oil
from the bladder has the opposite effect and alternating this
pumping cycle produces yo-yo profiling of the glider. Horizontal
motion is generated through a combination of body drag and
shifting ballast and small wings provide added stability of the
platform (Eriksen and Perry, 2009; Meyer, 2016; Rudnick, 2016).

The range of LoC analysers available at NOC use common
hardware and software, therefore the physical and electrical
integration of the PO4

3− LoC analyser into the Seaglider followed
the procedure described by Vincent et al. (2018), which presents
the first LoC glider deployment using a nitrate + nitrite LoC
analyser. The sample inlet tube, located on the surface of the
payload bay, was fitted with a 0.45 µm poly(ether-sulfone)
luer lock syringe filter (MERCK, Millipore, United States). The
LoC analyser received power from the Seaglider, and linked
via a RS232 serial communication. The Seaglider software uses
a CNF file that contains the configuration for each on-board
instrument and a CMD file that provides mission parameters.
The CNF file enables communication between the Seaglider and
the LoC PO4

3− analyser. The LoC PO4
3− analyser is set to

“logger” mode in the CNF file, which enables the glider to send
a number of commands. These commands allow the Seaglider
to send and receive data to and from the analyser. Commands
include: “clock-set,” used only at the start of each dive, but which
enables the analyser to store any time offset between glider and

analyser, “status,” which sends the analyser depth every 5 s, and
“download,” sent at the end of each dive requesting the sensor
to send both ascent and descent data files of processed PO4

3−

values. The sensor transmits only processed data, raw data are
accessed upon recovery.

The mission was supported by the MRV Scotia, a Marine
Scotland research vessel that managed glider deployment,
while conducting a fisheries survey in the northern North
Sea, approximately 170 km from the east coast of Scotland
(Figure 2A). The Seaglider followed a prescribed south-east
to north-west transect approximately 120 km in length, before
being piloted to the south-west for recovery. The Seaglider
conducted 1,555 dives from 15/08/2018 to 28/09/2018, with 71
dives including PO4

3− measurements providing 353 individual
PO4

3− measurements. Bidirectional communication between
the Seaglider and base station, through an Iridium satellite
connection, allowed dive configurations to be modified once
deployed and near-real time processed data to be viewed at the
base station. The glider operated in two flight modes, “standard”
and “loiter” following methods described by Vincent et al. (2018;
Figures 2B,C). Standard flight mode adjusts pitch and buoyancy
to maintain a uniform glide slope and speed during descent and
ascent and was used to transit efficiently between deployment,
waypoint and recovery locations. The short duration of profiles
in standard flight mode allowed for a maximum of 2 PO4

3−

measurements per dive, and sometimes zero. A loiter flight mode
was adopted to lengthen the duration of a dive by reducing the
angle of ascent for 30 min following the Seaglider reaching its
maximum dive depth. Loiter flight mode was used during high
resolution PO4

3− transects and increased sampling to 6 or 7
PO4

3− measurements per ascending profile.
In addition to PO4

3−, the Seaglider measured conductivity,
temperature (non-pumped Sea-Bird CT Sail, Seabird Electronics)
and pressure (Paine Electronics). The CT sail consists of separate
(non-ducted) thermistor and conductivity sensor, the latter inside
a protective metal housing. Temperature and conductivity data
were extracted and processed using the University of East
Anglia Glider Toolbox (Queste, 2013) and arithmetic means
calculated for 1 m depth bins. Conductivity is dependent on
water temperature as well as ionic strength. The conductivity
sensor on the CT sail has a thermal lag response issue when
passing through strong temperature gradients due to heat stored
in sensor materials. Heat dissipation is affected by the water
flow rate through the sensor. While loiter flight mode increases
LoC sampling, it also produces slow and variable Seaglider
ascent speeds (Figure 2B), and subsequently variable flow
rates through the conductivity sensor, which makes thermal
inertia corrections difficult and, in this instance unresolvable.
Consequently, temperature and salinity data were used from
descending profiles for analysis.

Lab-on-Chip Data Screening and
Comparison With Nearby Ship-Based
Measurements and Climatological Data
It is important to understand the quality of any analytical
data. For laboratory analyses, this can be achieved routinely
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FIGURE 2 | Deployment location and dive profiles. (A) Map of the study area with complete Seaglider track shown on inset map. The colour bar represents the dive
number. Dives <379 and >1,034, which included minimal PO4

3− sampling as the glider was piloted toward deployment and recovery locations, respectively, and
are not shown on main figure. Transect 1 included dives numbered 390–690. Transect 2 included dives numbered 691–1,034. The dashed rectangle encompasses
the area of the North Sea Biogeochemical Climatology used for comparison (see text for details). Black triangles are the location of 4 RV Heincke sampling stations
used for comparison (see text for details). Dashed blue line is the 100 m isobath. Black arrows are approximate paths of the Fair Isle Current (FIC), East Shetland
Atlantic Inflow (ESAI), Scottish Coastal Current (SCC), European Slope Current (ESC), Norwegian Trench Inflow (NTI), and Norwegian Coastal Current (NCC). (B) An
example of a “loiter” dive profile. (C) An example of a “standard” dive profile.

by analysing a series of blanks, standards, and certified
reference materials. In addition, the analyst is regularly
performing quality control by observing the output of the
instrument (e.g., peak shapes and baseline shifts). Clearly,
the same degree of constant attention cannot be applied
to field deployable autonomous measurement technology;
therefore, raw data (353 measurements) retrieved from the
analyser upon recovery was subject to the following screening
procedure.

(1) Identifying and removing data generated from poor LoC
analyser calibrations.

(2) Identifying and removing data that are considered extreme
(>1 µM) for this study region.

(3) Identifying and removing extreme negative concentrations
(<–0.2 µM).

(4) Identifying data that are below the limit of detection
(0.04 µM) and replacing them with a value of half the limit
of detection (0.02 µM).

Validation here is defined as the assurance that the generated
data meets the need of the end user, in this case oceanographers
studying marine biogeochemistry. Two approaches are adopted
to assess the validity of the dataset: (1) a comparison with 4 depth
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profiles, that were collected by partners Hereon from RV Heincke
on 30th August 2018 nearby our survey area and (2) comparison
with the North Sea Biogeochemical Climatology dataset.

Seawater samples were collected on board the RV Heincke
using a sampling rosette (Figure 2). Seawater samples
were analysed using a gas segmented flow manifold, Seal
AA3 (Norderstedt, Germany), combined with a standard
spectrophotometric technique (molybdenum blue) (Hydes
et al., 2010). The chemistry is almost identical to that used
in the LoC analyser, and previous studies have demonstrated
that data generated via gas segmented flow analysis is directly
comparable to that generated via LoC analysers (Clinton-Bailey
et al., 2017; Grand et al., 2017; Birchill et al., 2019a). The limit
of detection for gas segmented flow analysis is 0.01 µM in
seawater (SEAL-Analytical, 2019). Every year between 2017
and 2019 the SEAL AA3 HR performance was verified through
analysis of QUASIMEME reference samples for estuarine
and seawater (Aminot et al., 1997). For PO4

3−, the Seal
AA3 consistently reproduced the expected reference values
(z-scores < 1).

The results of the LoC analyser were also compared with
version 1.1 of the “North Sea Biogeochemical Climatology”
(Laane et al., 1996a; Hinrichs et al., 2017a). This is a 0.25◦ × 0.25◦
gridded monthly climatologies of biogeochemical parameters,
which covers the region from 47 to 65◦N and from 15◦W to
15◦E. It includes observations from 1960 to 2014. Level 2 data
was used in this study. Level 2 data is quality-controlled bin-
averaged gridded fields and gaps left where data were missing
(i.e., level 2 data is not interpolated between grids). For more
details see University of Hamburg technical report (Hinrichs
et al., 2017b). We selected the region covering 57 to 59◦N
and 1◦W to 2◦E (Figure 2), and calculated a mean profile
for this region using the depth bins at 0, 5, 10, 15, 20, 25,
30, 35, 42, 50, 62, 78, and 98 m, defined in the climatology
for the months of August and September. Mean values were
calculated from a minimum and maximum of 16 and 52 data
points, respectively.

RESULTS AND DISCUSSION

Lab-on-Chip Long Term Performance
and Data Screening
The mean voltage output of the photodiode during 5-s
measurement periods of the blank, 0.46 and 1.00 µM standard
solutions throughout the deployment is displayed in Figure 3.
Over the duration of the deployment, a decrease in voltage
output was observed, with noticeable step changes. Importantly,
these changes occur proportionally across the blank and standard
solutions. By converting raw voltages to absorbance values, it is
evident that the shifts in photodiode voltage are not associated
with shifts in the sensitivity (1A/1c) of the analyser during
deployment (Figures 4A–C). Anecdotally, we report that after
passing weak cleaning agent (diluted Deacon 90) through the
analyser upon recovery, the raw photodiode voltages returned
to initial values. Therefore, the decrease in voltage is likely
due to staining of the measurement cell. In this instance the

decreasing output of the photodiode did not prevent the analyser
from making measurements (i.e., there was always sufficient
signal from which to measure absorbance). For longer duration
deployments this could become an issue. Therefore, the first
recommendation we make for future deployments is to include
additional NaOH flushes in the analytical procedure to clean
the optical cells.

The sensitivity of the analyser (1A/1c) showed some
variability but no systematic increase or decrease during the
course of the deployment (Figures 4A–C), indicating that
reagent, blank and standard solutions remained stable under the
storage conditions of the deployment, in the dark and at the
temperature of the summer North Sea (6–16◦C, see Figure 7).
A plot of the residual values associated with the linear regression
calibration slope exhibited no systematic trend, indicating that
a linear regression was appropriate (Figures 4D–G). This is
consistent with previous laboratory testing, which demonstrated
that the limit of linearity ranged from the limit of quantification
to 10 µM (Clinton-Bailey et al., 2017). The calibration procedure
required forcing the calibration curve through the origin, because
the absorption of both standard points is defined against the
“zero” point of the blank. This manipulation resulted in a <1%
change in the gradient of the calibration slope. Out of the 71
dives where PO4

3− was measured, there were three calibrations
that were clearly of poor quality (Figures 4D–F). Since only three
of 71 calibrations were considered unreliable, containing nine
data points, no attempt was made to apply any correction factor
(e.g., applying a deployment average calibration slope). Instead,
the nine sample data associated with these dives was omitted
from the final analyses (Figures 5A,B). A further nine extreme
values (>1.0 µM) were removed as likely analytical artefacts
(Figure 5C). Although PO4

3− concentrations in excess of 1 µM
are found in North Sea coastal waters (Radach and Pätsch, 1997;
Frank et al., 2006), our study location was in the central northern
North Sea, where concentrations are typically <1 µM (see
validation section below). Moreover, concentrations in excess of
1 µM were distributed randomly suggesting that they resulted
from an unidentified source of random error. Similarly, profiles
with extreme negative concentrations (<–0.2 µM) were removed
from the dataset (six measurements; Figure 5D). In total 24 out
353 measurements, or 7%, were removed from the final dataset
before further analysis (Figure 5E).

Surface PO4
3− concentrations were depleted and

consequently 68 PO4
3− measurements were below the limit of

quantification (0.14 µM), with 19 of these below the limit of
detection (0.04 µM), representing 6% of the dataset. Whilst non-
detects do not provide a point measure of PO4

3− concentration,
they do inform us that their PO4

3− concentration was between
0 and 0.04 µM. The methods available to deal with non-detects
include substitution and distribution-based imputation methods,
which are recommended when a large proportion of the total
observations are non-detects (Baccarelli et al., 2005). Although
based on judgment and without statistical basis, substitution
methods are simpler and represent a pragmatic approach that is
suitable when the proportion of non-detects in the overall dataset
is low [e.g., less than 15% (EPA, 2000)]. Consequently, replacing
values below the limit of detection with a value equal to half the
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FIGURE 3 | Raw voltage output of the measurement photodiode throughout the deployment during the measurement of the blank (A), 0.46 µM standard (B), and
1.00 µM standard (C) solutions. The differences in raw voltage for respective blank and standard measurements are too small to see, Figure 4 contains absorbance
values.

FIGURE 4 | Calibration performance of LoC analyser throughout the deployment. Red markers indicate poor calibrations and data from these dives was removed
before further analyses. (A) The absorbance of the 0.46 µM standard. (B) The absorbance of the 1.00 µM standard. (C) Sensitivity of analyser. (D) Residual values
for 0.46 µM standard. (E) Residual values for 1.00 µM standard. (F) Correlation co-efficient of regression slope. (G) Average calibration slope for all deployment
dives, except those with poor calibrations, with linear fit forced through the zero intercept. The linear fit was based on a mean 0.46 µM PO4

3− standard absorbance
of 0.0143 ± 0.0017, and a mean 1.00 µM PO4

3− standard absorbance of 0.0324 ± 0.0026. The mean regression slope was 0.0322 ± 0.0027.
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FIGURE 5 | The results of data screening steps carried out, panels (A–D) are in sequence. Note changing horizontal axis scales. (A) The complete dataset.
(B) Dataset after the removal of data generated from poor calibrations (see Figure 4). (C) Dataset after the removal of concentrations >1 µM PO4

3−. (D) Dataset
after the removal concentrations <–0.20 µM. (E) All outliers and data resulting from poor calibrations, which were removed from final dataset. (F) The quality
controlled data product.

limit of detection is an approach commonly adopted in studies
of environmental chemistry (Vitaliano and Zdanowicz, 1992;
Tajimi et al., 2005; García-Fernández et al., 2009). If the scientific
outcomes of a study are affected by the treatment of non-
detects, the choice of treatment takes on greater importance.
Here we simply characterise surface waters as oligotrophic low
nutrient environments, therefore the scientific findings are not
impacted by the choice of non-detect treatment. Hence, we
adopted a simple substitution method. While the oceanographic
community is working toward harmonising the use of in situ
nutrient sensors, including providing recommendations for
defining the limit of detection (Daniel et al., 2020), it is not
yet providing recommendations for non-detect treatment.
We suggest that treatment of non-detects be clearly defined,
particularly when working in oligotrophic waters.

Prior to substitution with LoD/2, some surface values had
apparent negative concentrations, as a result of a negative
sample absorbance. A negative sample absorbance has no
physical meaning and results from a larger voltage generated
at the photodiode during the sample measurement than
during the blank measurement. A typical cause would be
PO4

3− contamination of the blank solution. However, the
blank solution was subsampled upon recovery and found
to contain <0.01 µM PO4

3− (Table 2). Alternatively, it
might be caused by sample fluorescence or phosphorescence,
or simply be analytical noise resulting from measuring the

absorbance of two solutions (blank, low concentration sample)
with a small signal.

Comparison With Ship-Based in situ
Phosphate Data
To illustrate general trends present in the final data product, the
LoC–AUV data was binned into 5 m depth intervals and the
arithmetic mean of each depth bin was calculated (Figures 6A,B).
The imprint of seasonal stratification is clear within the dataset;
low nutrient concentrations characterised surface waters, with
a mean PO4

3− concentration of 0.06 ± 0.04 µM at 0–5 m
depth. Between 40 and 60 m depth, there was an increase
in the mean concentration of PO4

3− from 0.17 ± 0.09 to
0.45 ± 0.10 µM, consistent with a seasonal thermocline and
remineralisation of sinking organic matter. Below 60 m, the
mean PO4

3− concentration ranged from 0.42 to 0.54 µM. Whilst
the imprint of seasonal stratification is clear, the high standard
deviation of each depth bin indicate that other processes in
addition to seasonal cycling must drive variability.

The vertical distribution and range of PO4
3− concentrations

determined by LoC–AUV are consistent with traditional
shipboard observations made at several depths in the study area
on 30th August 30th 2018 (Figure 6A). It is noteworthy that
the shipboard observations at 40 m depth were collected at four
locations in relatively close proximity (Figure 2), but produced
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FIGURE 6 | Validation of phosphate LoC–AUV results. (A) LoC–AUV are binned into 5 depth bins and presented as arithmetic mean ± 1 SD. The data from RV
Heincke were collected at four locations at the northern end of our transect (see Figure 2 for locations). (B) The number of LoC–AUV measurements within each
depth bin. (C) Arithmetic mean ± 1 SD of phosphate concentrations for August and September from the North Sea Biogeochemical Climatology.

a PO4
3− concentration range of 0.06–0.44 µM, suggesting

large nutrient variability in a relatively small region of the
North Sea. Similarly, the mean PO4

3− concentrations from
climatology data for months August and September show surface
PO4

3− depletion in surface waters: 0.11 ± 0.08 µM for August
and 0.19 ± 0.12 µM for September, with increasing PO4

3−

concentrations at depth (0.36–0.74 µM, for depth range 42–
98 m) (Figure 6C). In agreement with both the LoC–AUV
and shipboard observations, the climatology shows considerable
variability in PO4

3− distribution with depth.
In addition to producing accurate and precise PO4

3−

concentrations, LoC–AUV needs to provide oceanographers
with spatial and temporal coverage to resolve biogeochemical
processes. To provide sufficient resolution to produce a PO4

3−

depth profile, the glider must operate in loiter flight mode
(Figure 2). During loiter mode, the reduction in vertical
speed of the Seaglider allows for high-resolution measurements

through the phosphocline (Figure 6). However, biogeochemical
parameters are nearly always interpreted alongside hydrographic
data; therefore, it is essential that LoC–AUV provide reliable
temperature and salinity measurements. During the upcast of a
loiter dive the shallow angle of climb causes slow and variable
seawater flow rates through the conductivity cell on the CT
sail, thus loiter flight mode is a sub-optimal mode of operation
for producing high quality salinity data. Pumped and ducted
Conductivity-Temperature-Depth payloads would help mitigate
this problem, which have been used on the Seaglider (Janzen and
Creed, 2011), and are available on other ocean glider platforms,
although the payload requirements for the LoC analyser made the
Ogive fairing fitted Seaglider the only viable choice at the time
of this study. Increasing the sampling rate of the LoC PO4

3−

analyser would also reduce the need to operate in loiter flight
mode. However, the sampling rate is limited by the calibration
procedure at the start of each dive, and the reaction rate of the
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FIGURE 7 | The physical and biogeochemical in situ glider dataset; 0 km is the start transect 1 and the end of transect 2 (i.e., time runs left to right along the
horizontal axis). Red and black lines on phosphate plots (A,B) are the GEBCO bathymetry and thermocline, respectively. The location of the thermocline is defined as
a 0.03 kg m−3 density increase relative to that at 10 m depth (de Boyer Montégut et al., 2004). (C,D) Temperature, (E,F) salinity, and (G,H) density.

molybdenum blue assay meaning there is a requirement for a
150 s period of colour formation for each blank, standard, and
sample measurement.

In situ Measurements of Phosphate in
the Northern North Sea
Plots of in situ PO4

3− concentration, temperature, salinity
and density for each transect are presented in Figure 7.
There are three primary features evident in the dataset, which
are presented and discussed in turn. These are (1) Nutrient
depletion in surface waters with enrichment below the seasonal
thermocline; (2) The presence of relatively cold, salty bottom
layer waters with elevated PO4

3− concentrations at the northern
end of our transect; (3) Horizontally heterogeneous, or “patchy”
PO4

3− distribution.

The concentration of PO4
3− was depleted

(typically < 0.20 µM) in waters above the seasonal thermocline.
PO4

3− concentrations increased to ≈0.30–0.65 µM in
bottom layer waters (Figures 7A,B). The stratification of
nutrient concentration corresponds with the location and
structure of the thermocline (Figures 7C,D), with low PO4

3−

concentration within warmer surface waters≈14–16◦C and high
concentration in bottom layer waters, where temperatures were
cold ≈6–9◦C. Summer surface nutrient depletion is typical for
seasonally stratifying shelf seas, such as the northern North Sea
(Painter et al., 2018). This nutrient depletion is a result of uptake
by primary producers and export via sinking organic matter
during the spring bloom and summer months, coupled with
inefficient resupply from nutrient enriched bottom waters due
to low levels of vertical mixing across the seasonal thermocline.
When estimating the magnitude of seasonal productivity in
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stratified shelf seas it is important to estimate the diapycnal
diffusive flux of nutrients through the thermocline:

Fd = Kz
1c
1z

(4)

Where Kz is the eddy diffusivity, 1c is the nutrient concentration
gradient through the thermocline, and 1z is the thickness of
the thermocline. Shipbased research conducted in the Celtic
Sea demonstrated significant variation of the diapycnal nutrient
flux (daily mean values of 0.04–2.6 mmol PO4

3− m−2 day−1

with 95% confidence intervals for these mean estimates ranging
from 0.00 to 9.0 mmol m−2 day−1) (Tweddle et al., 2013).
Variability of the diapycnal nutrient flux is driven by the gradient
of PO4

3− through the thermocline, which varied by over an
order of magnitude within a 25-h period at a single location,
and the variability of Kz , which for example is affected by tidal
forces and bathymetry (Sharples et al., 2007; Tweddle et al.,
2013). Research ships are ideal for targeted studies, but provide
only limited spatial and temporal coverage. Gliders can now be
equipped with microstructure turbulence profilers (Palmer et al.,
2015) and nutrient analysers (this study; Vincent et al., 2018).
Here we demonstrate that LoC–AUV can be used to observe the
distribution of PO4

3− concentrations through the thermocline
(Figure 8). Consequently, it is now possible to autonomously
collect all the information required to calculate the terms in the
vertical diffusive flux equation (Eq. 4) at a greater resolution
than shipboard observations. Therefore, autonomous techniques
could be used to provide a better constraint of this important
rate limiting flux.

Relatively cool, salty bottom layer water found to the northern
end of the transect, coincided with the largest observed PO4

3−

concentrations (Figure 7). This suggests that the phosphate-
rich deep waters most likely came from the Atlantic Ocean.
Inflow from the Atlantic Ocean into the northern North Sea
occurs primarily through the Norwegian Trench Inflow (1.2
Sv, 1 Sv = 106 m3 s−1), Fair Isle Current (FIC; 0.5 Sv) and
the East Shetland Atlantic Inflow (ESAF; 0.5 Sv) (Winther
and Johannessen, 2006). The Norwegian Trench Inflow largely
retroflects with the Norwegian Trench leaving the FIC and ESAF
to have the greatest influence on the hydrographic conditions of
the northern North Sea (Figure 2). The inflow of Atlantic water
via the FIC and ESAF has been shown to be a source of nutrients
to the shelf (Laane et al., 1996b; Große et al., 2017), and so natural
variability of such transport will lead to an associated variability
of inflowing nutrients. Consequently, discrete sampling may
not provide a comprehensive representation of seasonal or
interannual conditions. Assessment of the current state of shelf
sea nutrients is therefore challenging and requires consideration
of a range of temporal and spatial scales to suitably capture the
temporally and spatially varying drivers that modify observed
nutrient data. Observations from AUVs, moorings, shipboard
studies and drifters have allowed variability of the physical
characteristics of the North Atlantic inflow to the North Sea to be
quantified over weekly, seasonal, yearly and decadal timescales
(Marsh et al., 2017; Sheehan et al., 2017, 2020; Porter et al.,
2018). In contrast, nutrient data are collected at a much coarser
resolution via discrete sampling during ship based surveys.
Sustained LoC–AUV observations therefore offer the potential

to increase the spatial and temporal frequency over which
nutrient observations are made and to help extend this physical
understanding of shelf seas to include biogeochemical pathways
and ecosystem function.

In addition to the general vertical and horizontal trends
discussed above, there was noticeable heterogeneity within the
PO4

3− concentrations (Figures 7A,B). This patchiness may
be a result of natural variability but may also indicate low
levels of precision from the LoC analyser. To evaluate LoC
analyser precision, PO4

3− concentrations were determined
during three sequential dives, thereby minimising the effects
of natural spatial and temporal variability. Broadly, PO4

3−

concentrations measured at similar depths on sequential dives
were within the combined analytical uncertainty determined
by laboratory testing (Figure 9A). It is most informative to
make direct comparisons at deeper depths where the vertical
gradient of PO4

3− concentration was less steep. Measurements
were made at around 75 and 60 m on each of the three
dives. The mean PO4

3− concentrations at the two depths were
0.60 ± 0.01 and 0.53 ± 0.03 µM (1 SD), respectively. Moreover,
a significant inverse correlation between temperature and
PO4

3− concentration was observed (Figure 9B), characteristic
of seasonally stratified shelf seas (Tweddle et al., 2013). We
conclude therefore that the LoC analyser field performance
was in line with laboratory testing (uc = 6.1%), and thus
the variation of PO4

3− concentrations observed in bottom
waters (0.30–0.65 µM) was driven by natural variability. Similar
variability within macronutrient distributions has been seen in
the Hebridean Sea (PO4

3− concentrations ranging from 0.2 to
0.5 µM within a degree of latitude), and such variability has been
identified as an environmental driver of macrophytoplankton
distributions (Siemering et al., 2016; Birchill et al., 2019b). In
the central northern North Sea, localised patches of elevated
summer surface PO4

3− (>0.5 µM) have been reported by ship
based observations (Painter et al., 2018). Repeated observations
at two locations in the Celtic Sea showed that the concentration
of PO4

3− in bottom waters ranged from 0.4 to 0.8 µM within a
25-days period (Tweddle et al., 2013). In summary, the patchiness
observed in northern North Sea (Figures 7A,B) is characteristic
of nutrient distributions in waters overlying the north west
European shelf. Shelf seas are dynamic environments impacted
by hydrographic and biogeochemical processes occurring over
a range of temporal and spatial scales (e.g., phytoplankton
blooms, semi diurnal tides and tidal interaction with uneven
topography, spring-neap cycles, internal tides, storms, seasonal
stratification, and complex regional circulation), which impact
phosphorus distributions (Davis et al., 2014; Poulton et al.,
2019). When viewed in this context, the observed variability of
PO4

3− concentrations is expected. It is important that future
shelf sea deployments of LoC–AUVs are designed with this
variability in mind.

Assessing the Extent to Which This
Research Has Expanded Glider Sensor
Capabilities for Oceanographic Research
The oceanographic research community is experiencing a
dramatic increase in capability as autonomous technologies
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FIGURE 8 | (A) The relationship between phosphate and temperature for the entire dataset. (B) An example depth profile of phosphate and temperature (dive
number 883 conducted on 23/08/2018).

FIGURE 9 | Examining LoC analyser field precision by conducting PO4
3− analysis during three sequential Seaglider dives (691, 692, and 693), first and last sample

separated by 1.98 km and 4.00 h. (A) Depth profiles of temperature and PO4
3− concentration. Vertical dashed lines are laboratory estimates of the limit of detection

(LoD) and limit of quantification (LoQ) (Clinton-Bailey et al., 2017; Grand et al., 2017). Error bars are laboratory estimates of combined (random + systematic) relative
uncertainty (Birchill et al., 2019a). (B) Statistically significant inverse linear correlation between temperature and PO4

3− concentration from dives 691, 692, and 693
for samples collected below 40 m.

become more accessible (Johnson et al., 2009; Roemmich et al.,
2010; Beaton et al., 2012; Heslop et al., 2012; Liblik et al.,
2016; Hendry et al., 2019). This study represents the first ever
in situ PO4

3− dataset obtained using an underwater glider and,
for that matter, actually any AUV. Therefore, this represents a
significant advance in marine biogeochemical capabilities (Jońca
et al., 2013). Glider observations are already making an a
major contribution to Global Ocean Observing Systems (Testor
et al., 2019) and provide a valuable tool to investigate the
range of sub-mesoscale phenomena that typify shelf seas and
shelf break regions (Roemmich et al., 2010; Liblik et al., 2016).

The data presented here provides evidence in support of this
assertion, demonstrating the potential of coupling physical and
chemical sensors to investigate marine biogeochemical processes.
Importantly, an opportunity now exists to combine existing
capability to measure NO3

− and NO2
− on AUVs (Vincent et al.,

2018) with the PO4
3− LoC–AUV capability demonstrated here.

Understanding the controls on nutrient stoichiometry in the
ocean has been a central topic of marine research for almost
as long as oceanography has existed as a modern scientific
discipline, and it remains so to the present day (Redfield, 1934;
Moore et al., 2013). It is now a realistic goal to attempt to

Frontiers in Marine Science | www.frontiersin.org 13 July 2021 | Volume 8 | Article 69810240

https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/marine-science#articles


fmars-08-698102 July 7, 2021 Time: 18:35 # 14

Birchill et al. Autonomous Phosphate Measurements-Seaglider Observations

capture the inorganic N:P stoichiometry of marine systems via
simultaneous glider deployments. With current LoC payload
requirements this could not happen on a single Seaglider.

In order to put our PO4
3− LoC–AUV research into the

context of wider glider-sensor developments we adopt the
Gliders for Research, Ocean Observation and Management
(GROOM) approach to sensor development classification
(Supplementary Table 1). The GROOM approach utilises two
measures of sensor development, Ocean Sciences Technology
Readiness Levels (OS-TRL) defined by Waldmann et al. (2010)
and Development Status defined by Johnson et al. (2000). To
fulfil OS-TRL 3, the sensor must be a commercial product
and “Actual systems completed and mission qualified through
test and demonstration”. The corresponding Development
Status is “III Early stage of development with successful short-
term deployments in the marine environment.” We assert
that results of the deployment detailed in this manuscript,
in combination with recent commercial availability1,
satisfy these requirements and thus PO4

3− LoC–AUV has
fulfilled the requirements of OS-TRL 3 and Development
Status II.

LoC–AUV as a Tool for Environmental
Management of Regional Seas?
At present, the LoC–AUV technology presented here is used
exclusively as a research tool. However, given that now both
PO4

3− and NO3
−
+ NO2

− can be measured by LoC–AUV,
and both sensors and platforms are commercially available,
it is worth considering the potential applications beyond
oceanographic research. Nutrient cycles in coastal waters have
been greatly modified by anthropogenic activity. For example
riverine phosphorus fluxes have increased 50–300% upon pre-
industrial levels (Cordell et al., 2009). Eutrophication of coastal
waters can result from anthropogenic nutrient inputs, which
can have adverse effects on coastal sea ecosystems such as
deoxygenation and increased frequency of harmful algal blooms
(Jickells, 1998; Moore et al., 2013; Karl, 2014; Breitburg et al.,
2018). Policy at national and international levels has been
implemented, which is related, either directly or indirectly, to
the issue of eutrophication in the marine environment. The
ability to assess the effectiveness of these policies is to a large
extent dependent upon sustained observations of inorganic
nutrients over timescales of years to decades. As an example,
both phosphate and nitrate + nitrite + ammonia are core
set indicators (core set indicator 21) used by the European
Environment Agency to address policy questions. Current data
coverage is geographically biased toward particular regions such
as the Baltic Sea, with data coverage in regions such as offshore
parts of the Bay of Biscay, Black Sea, and Mediterranean
Sea deemed “unsatisfactory” (European-Environment-Agency,
2019). Future ocean observing systems will likely include the
capability to autonomously measure macronutrients in the
marine environment, and thus will potentially provide data
to environmental management agencies with the expanded
temporal and spatial resolution they require. The North Sea is an

1http://www.clearwatersensors.com/

example of an economically important regional sea that is heavily
influenced by anthropogenic activity (Emeis et al., 2015), and
where various national and international regulation measures
are in place (EU, 2008). The nature of this deployment, from a
routine fisheries survey, highlights the plausibility that LoC–AUV
technology could be readily integrated into existing observing
system infrastructure for coastal ocean monitoring.

RECOMMENDATIONS AND
CONCLUSION

Recommendations for Further
Development
The potential development pathways for new technology
are almost infinite, whereas the resources available for this
technology development are limited. We therefore take the
opportunity to analyse the lessons learned from this and other
recent LoC–AUV developments (Vincent et al., 2018) to highlight
what we consider important development priorities, besides the
ever-present incentive to reduce costs, size, power demand,
reagent consumption, and increase sampling frequency.

PO4
3− LoC–AUV Specific Development Priorities

We consider what criteria remain outstanding in order to fulfil
the requirement of OS-TRL 4 (Supplementary Table 1; Actual
system proven through successful mission operations and currently
operational and available commercially available). A critical step
in assessing sensor (or microfluidic analyser) performance is
independent validation of in situ results (Waldmann et al.,
2010). In this study, we achieve a semi-quantitative validation
using data generated from traditional measurement approaches,
collected nearby in space and time, and by using a North Sea
climatological dataset. Whilst this is sufficient to conclude that we
have generated an oceanographically consistent dataset, it does
not allow for a robust quantitative validation of the in situ dataset,
such as that achieved by Vincent et al. (2018) when deploying
a NO3

−
+ NO2

− LoC analyser on a Seaglider in the Celtic Sea.
Throughout the field campaign reported by Vincent et al. (2018),
water samples were collected using traditional water sampler
techniques, followed by traditional benchtop spectrophotometric
analysis, allowing for a direct comparison with LoC–AUV data.
In order to progress to OS-TRL 4, long-term PO4

3− LoC–AUV
deployments with robust validation are a development priority.
Given typical glider speeds (≈25 cm s−1) and deployment lengths
(months) and spatial scales (100–1,000 s km), simultaneous or
sequential LoC–AUV deployments may be required to obtain
the resolution suitable to study oceanographic processes. To
be considered “mission proved,” multiple long-term (>1 month;
Supplementary Table 1) deployments that produce valid datasets
are required. Glider missions are typically used in conjunction
with other measurement platforms (e.g., satellites, research
vessels, moored platforms) (Roemmich et al., 2010; Liblik et al.,
2016). For unequivocal proof of mission readiness, future PO4

3−

LoC–AUV deployments should be placed within the context of
a novel oceanographic observing network (i.e., coordinated to
target an oceanographic process) (Hendry et al., 2019).
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Expansion of LoC–AUV Parameter Capability
Currently, LoC analysers are available to measure NO3

−
+NO2

−

(Vincent et al., 2018) and PO4
3− using a LoC–AUV approach.

A strength of the LoC technology is that standard hardware and
software is used across the range of analysers in development. At
NOC these include silicic acid, pH, dissolved inorganic carbon,
total alkalinity, ammonia and iron. As the future LoC analyser
technology matures, physical and electrical integration with
autonomous platforms, such as the Seaglider used in this study,
can follow already established procedures (this study; Vincent
et al., 2018). Being able to collect concurrent measurements of
multiple important chemical parameters will expand research
horizons. Ideally, size and power requirements would permit this
to occur on a single platform, presently larger AUV platforms
should be considered or objectives may be met using multiple
simultaneous AUV deployments.

Expansion of Platform Integration
There are multiple autonomous platforms available, which
each offer different advantages and disadvantages. There are
different types of glider (e.g., Seaglider, Slocum, and Spray)
available, whose merits have been reviewed in detail elsewhere
(Meyer, 2016; Rudnick, 2016). Some differences pertinent to LoC
integration are highlighted here. The Slocum Electric’s buoyancy
engine and tail fin rudder give it a tight turning circle (7 m),
making it well suited to shallow water (30–200 m) operations,
such as the deployments presented here and by Vincent et al.
(2018). Additionally, an optional propulsion system means it can
generate horizontal as well as vertical motion, allowing it to pass
through strong pycnoclines and currents, common in shelf seas.
However, the payload requirements of the LoC analyser restricts
internal housing of the sensor to the Ogive modified Seaglider
for ocean glider deployments at the time of writing. Further
NOC developments are currently being trialled with a Slocum
glider that will enable external housing of the LoC analyser, which
would expand the range of platforms suitable for integration.

Deep ocean exploration typically uses a range of larger AUVs
(e.g., WHOI’s Sentry and the NOC Autosub). Integration of
LoC analysers onto such platforms offers the opportunity to
extend biogeochemical capability to deep ocean environments
enabling, for instance, monitoring impacts of deep-sea mining
or investigating the influence of hydrothermal exchange on deep
ocean biogeochemistry. Autosub offers the possibility to house
up to 9 LoC analysers simultaneously and research is ongoing
to integrate LoC analysers into Autosub (A. Schaap, personal
communication, August 2020). For the PO4

3− LoC analyser
specifically, the current minimum operating temperature of 5◦C
(Table 1) would limit deep ocean observations. Integration into
an ever-expanding fleet of autonomous surface vehicles would
offer an opportunity to study the surface ocean in detail, where
primary production and air-sea gas exchange occurs.

Conclusion
We report the integration of a PO4

3− LoC analyser into a
Seaglider, successfully deployed in the northern North Sea for
a period of 44 days to measure PO4

3− concentrations along
a 120 km transect (surveyed twice). Validation of in situ data

was achieved through comparison with nearby ship board
measurements and climatology data, demonstrating our ability
to produce high quality, oceanographically consistent, in situ
measurements. As the first demonstration of in situ PO4

3−

measurements using an AUV, this study represents a step forward
in glider-sensor capabilities opening up new research horizons.
More broadly, LoC–AUV offers the exciting possibility to
autonomously observe a range of important chemical parameters
in situ and can make important contributions to the global
effort to leave the era of ocean data scarcity behind. Thus,
LoC–AUV should be considered in the design of future ocean
observing systems.
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A current- and pressure-recording inverted echo sounder (CPIES) placed on the sea
floor monitors aspects of the physical ocean environment for periods of months to years.
Until recently, acoustic telemetry of daily-processed data was the existing method for
data acquisition from CPIES without full instrument recovery. However, this approach,
which requires positioning a ship at the mooring site and operator time, is expensive
and time-consuming. Here, we introduce a new method of obtaining data remotely
from CPIES using a popup-data-shuttle (PDS), which enables straightforward data
acquisition without a ship. The PDS data subsampled from CPIES has 30–60 min
temporal resolution. The PDS has a scheduled pop-up-type release system, so each
data pod floats to the sea surface at a user-specified date and relays the recorded data
via the Iridium satellite system. We demonstrated the capability of an array of PDS-
CPIES via two successful field experiments in the Arctic Ocean. The data acquired
through the PDS were in agreement with the fully recovered datasets. An example of
the data retrieved from the PDS shows that time-varying signals of tides and high-
frequency internal waves were well captured. GPS-tracked trajectories of the PDS
floating free at the sea surface can provide insights into ice drift or ocean surface
currents. This PDS technology provides an alternative method for remote deep-ocean
mooring data acquisition.

Keywords: pop-up data shuttle, remote data acquisition, advanced technology, temporal high-resolution data,
deep-ocean mooring

INTRODUCTION

Deep-sea mooring, an Eulerian method, is typically used to measure oceanic variables at a fixed
location. A pressure-recording inverted echo sounder (PIES) or PIES with a current sensor (CPIES),
installed on the sea floor, is a well-established and highly reliable tool for long-term monitoring of
large-scale ocean flows and has been successfully used in the world’s oceans (Sun and Watts, 2001;
Watts et al., 2001b; Book et al., 2002; Zhu et al., 2003; Park et al., 2005; Andres et al., 2008, 2015;
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Donohue et al., 2010). The CPIES measures the current 50 m
above the bottom, as well as bottom pressure and round-trip
acoustic travel time from the sea floor to the sea surface (τ ).

The PIES or CPIES-measured variables have been used to
investigate oceanic barotropic and baroclinic variabilities. For
example, in low- and mid-latitude oceans, acoustic travel time has
been used to estimate, with remarkable accuracy, time-varying
vertical profiles of temperature (Watts and Rossby, 1977; Watts
et al., 2001a; Park et al., 2005) and geopotential height (Chiswell
et al., 1988; Baker-Yeboah et al., 2009; Park et al., 2012; Behnisch
et al., 2013; Donohue et al., 2016; Jeon et al., 2018; Andres
et al., 2020). Moreover, a recent field experiment in Sermilik
Fjord in Greenland showed the possibility of detecting ice
thickness variations using τ (Andres et al., 2015). Observations of
bottom pressure conveys a variety of information such as tides,
barotropic responses to wind forcing (Park and Watts, 2005b,
2006a; Na et al., 2012, 2016; Zhao et al., 2017; Zheng et al.,
2020), and gravity anomalies at the sea bottom (Park et al., 2008).
A two-dimensional array of appropriately spaced CPIES can
enable the visualization of two- or three-dimensional structures
of geostrophic currents and eddies (Tracey et al., 1997; Meinen,
2001; Mitchell et al., 2005; Park et al., 2005; Donohue et al., 2010;
Na et al., 2014; Zhao et al., 2020) as well as linear and nonlinear
internal wave fields (Park and Watts, 2005a, 2006b; Alford et al.,
2015; Zhao et al., 2018; Ramp et al., 2019). Current records allow
the investigation of abyssal currents and waves in the deep ocean
(Watts et al., 2001b; Park and Watts, 2005a; Park et al., 2010), and
bottom pressures and deep currents can both provide referencing
to make velocity profiles absolute.

The PIES or CPIES can carry out measurements in the range of
approximately 500–6,700 m water depths from periods of months
up to 5 years, depending on the measurement schedule and the
depth (Donohue et al., 2010). For data acquisition without full
instrument recovery, an existing method is acoustic telemetry of
in situ processed data, which involves onsite ship surveys (e.g.,
Chaplin, 1990). That approach requires ship and operator times,
skilled techniques, laborious tasks, and substantial costs and thus
is costly and time-consuming. As an alternative approach, the
University of Rhode Island (URI) has newly developed a cost-
and time-effective advanced remote data acquisition method
using pop-up data shuttle (PDS) capability (Figure 1). Here, we
introduce this PDS system and present its performance through
two field experiments conducted in 2017 and 2018 in the western
Arctic Ocean. The methodology and economic benefits of the
PDS data acquisition system are described, and illustrations are
given of the scientific data and broadened applications.

POP-UP DATA SHUTTLE CURRENT- AND
PRESSURE-RECORDING INVERTED
ECHO SOUNDER (PDS-CPIES) FIELD
EXPERIMENTS IN THE ARCTIC OCEAN

PDS
The PDS is an add-on device designed for use with PIES or CPIES
to retrieve the data remotely (Figure 1A) with a deployment

capability of 7,000 m in depth and 4 years in maximum time
(deployment capability of PIES or CPIES is 6,700 m in depth
and 5 years in maximum time). The PDS using alkaline batteries
has no measurement sensors of its own but receives the hourly
data broadcast from the PIES or CPIES and floats to the sea
surface at a time programmed by the user. Once on the surface,
the PDS transmits the recorded data via the Iridium satellite
constellation to an email server ashore (Figure 1B). At the sea
floor, the PIES or CPIES and a cluster of PDS capsules within
a short-range (<2 m) are linked wirelessly through a magnetic
field (Figure 1C, copied from the Popeye Data Shuttle User’s
Manual, 2021). Data are broadcast from the PIES or CPIES to
all PDS capsules within range as time-delay encoded amplitude
modulations of the magnetic field. The PIES or CPIES generates
a magnetic field by driving a series-tuned ferrite-coil antenna that
is mounted inside the PIES or CPIES glass housing. Each PDS
capsule is equipped with a magnetic field detector to convert
the amplitude modulations of the field into digital signals. For
high-quality response, broadcast and receiving antennas are
designed as narrow-band pairs, optimizing error-free reception.
The received signals at each PDS are decoded and logged to a
memory card. For robust performance in ocean environments,
the communication is one-way (from PIES or CPIES to PDS)
that includes checksum error detection. If an error is detected
by the PDS, the received data will still be logged but flagged
as failing the checksum validation. This allows the PDS system,
which includes the broadcast hardware in the PIES or CPIES
and the PDS itself, to be simple (inexpensive and expendable) yet
highly reliable. Each PDS has a burn-wire release system that is
activated when PDS system time matches the user programmed
release time. In addition, the PDS has an Iridium Short Burst
Data (SBD) modem to transmit the data to the Iridium satellite
constellation and a GPS receiver. Once on the surface, the PDS
can be commanded via the Iridium connection to acquire and
transmit GPS positions at selected intervals ranging from several
minutes up to a week.

Field Experiments
Two field experiments using PDS-CPIES were conducted from
2017/2018 through 2020 in the western Arctic Ocean to
monitor heat content changes over the water column, sea-
ice thickness, and internal wave activity. These experiments
facilitated scientific data capture and PDS performance analysis
in extreme circumstances. A total of six sets of PDS-CPIES were
deployed in the Arctic Ocean: AES1–AES3 in the Northwind
Abyssal Plain (NAP) in August 2017 and AES4–AES6 on the
Chukchi shelf slope of the Canada Basin in September 2018
(Figure 2A). All CPIES were deployed with either 3 or 4 PDS.
The earliest scheduled release of PDS was ∼1 month after
the deployment to confirm the capability of PDS and CPIES
operation and to be free from the interference of freezing sea-
ice in October. Other PDSs were programmed to release after 1
or 2 years to obtain long-term data. The PDS release schedules
are indicated in Figure 2B with gray triangles. One recovery
cruise with the icebreaker RVAraon occurred in late August 2020,
during which all six CPIES were successfully recovered, along
with full data records.
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FIGURE 1 | (A) Assembled PDS-CPIES on RV Araon. (B) Concept of PDS operation. (C) Concept of subsea wireless link using magnetic field between CPIES and
PDS (selected from PDS manual). PDS, pop-up data shuttle; CPIES, current- and pressure-recording inverted echo sounder.

The measurement settings of the deployed CPIES are as
follows: τ measured 96 pings per hour with an accuracy of
0.05 ms, whereas the current and bottom pressure values
were measured every 30 min. The Aanderaa Doppler current-
meter (ZPulse model 4930 DW; Aanderaa Data Instruments,
Bergen, Norway) has a speed range of 0–300 cm s−1 in a
detected direction. The pressure sensor was a Paroscientific
Digiquartz model 410K-101 with an accuracy of ±0.01% FS
and 0.001 dbar (Paroscientific, Inc., Redmond Washington). The
obtained PDS data consisted of hourly τ (1st quartile value after
windowing outliers) and 30-min-interval current and bottom
pressure readings.

PERFORMANCE OF THE PDS SYSTEM

PDS Release System
First Deployments in 2017
A total of 12 Model 3F PDSs were deployed during the first
(i.e., 2017) experiment (Figure 2B) after successful prelaunch
tests. The PDS includes a feature that it will start the release
process if it does not receive valid data from the host CPIES
for six successive hours. This feature affected 6 of the 2017

deployed PDSs (inverted yellow triangles in Figure 2B): four
popped up within 3 days of the deployment and two additional
PDSs were released within 30 days of deployment, hence 6 of
12 were much earlier than programmed. In addition, two PDSs
on AES2 did not send any signals even after the time of the
CPIES recovery (inverted red triangles). Four PDSs released on
time (inverted blue and cyan triangles), and we remotely acquired
the CPIES-transmitted data from three of those. The fourth PDS
had system reset issues on the surface and no useful data were
recovered. The data are transmitted Last In First Out (LIFO).
When the PDS resets, the file pointer is lost and the PDS repeats
data previously transmitted. A command was transmitted to
the PDS via Iridium to stop further data transmission. Due to
the problems of communication between the CPIES and PDSs
at depth and subsequent early release in the first (i.e., 2017)
experiment, technical issues were identified and addressed by
upgrading firmware and hardware on both the PDS and the
transmitting hardware mounted inside of the CPIES.

Second Deployments in 2018
After the firmware and hardware modifications of the PDS-
CPIES, an array of three PDS-CPIES with a total of 11 Model 3G
PDSs were deployed during the second (i.e., 2018) experiment
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FIGURE 2 | (A) Location of PDS-CPIES deployment in the western Arctic Ocean. Blue and magenta circles indicate locations in 2017 and 2018, respectively.
Background colors indicate bathymetry every 100 m. NAP: Northwind Abyssal Plain. (B) Timeline of CPIES observation and PDS operation time. Gray and green
lines indicate the duration of CPIES observation and retrieved data period through PDS, respectively. Thin green lines indicate the retrieved data period through
individual PDSs. Triangles indicate PDS-related information; gray triangles are the scheduled PDS release time, whereas inverted blue (and cyan) triangles indicate
on-time PDS release with success (and failure) of remote data retrieval. Inverted yellow (and red) triangles indicate the failure of on-time release of PDS with early
release (and no signals). Substantial system-upgrades addressed problems observed with the 2017 deployment, producing much better performance in 2018.

(Figure 2B). All PDSs released as scheduled, although one PDS
did not successfully send its data due to repeated resets on the
sea surface. Based on the results of the two experiments, the PDS
system has been further improved for robustness and reliability.

Data Transmission and Acquisition
To examine the data transmission performance from CPIES
to the email server ashore, we calculated the data acquisition
rate through comparison of the internally saved data in CPIES
(after recovery and processed as described in Kennelly et al.,
2007) and the remotely retrieved data (via PDS). Bottom
pressure and current time series were used for this comparison,
because although τ was properly recorded in the CPIES, the
internal processing of τ for transmittal to the PDS was only
done correctly in the 2018 experiment. Figure 3A presents

the averaged data acquisition rates in the first and second
experiments. For this calculation, we selected the PDSs that
released as programmed and for which data were recovered
(blue triangles in Figure 2); thus, 3 and 10 sets of PDS datasets
were used in the first and second experiments, respectively. The
acquisition rates were higher than 99.9% (99.94 and 99.98% in
the first and second experiments, respectively). Prior to CPIES
recovery, users also can confirm the success or failure of data
transmission from CPIES to PDS using the recorded checksum
flag. Figure 3B shows the average percentage of good versus
bad data in the PDS time series. The percentage good data
was 99.7% (99.4% in minimum) and 99.9% in first and second
experiments, respectively. The acquisition rate and percentage
of suitable τ data reached 99.9% in the 2018 experiment as
in the pressure and current data. These demonstrate that the
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FIGURE 3 | (A) Data acquisition rate calculated through the comparison of internally saved and remotely retrieved data. (B) Percentage of good versus bad data in
remotely retrieved dataset.

process of data transmission from CPIES to the email server
ashore worked well.

Example of Remotely Acquired Data
Using PDS
The existing method in the PIES or CPIES using in situ shipboard
acoustic pulse delay telemetry (PDT) provides processed daily
values; however, data acquired from the PDS consist of
hourly τ and 30-min-interval single-depth current and bottom
pressure values. Figure 4 shows an example time series of
all variables at the AES4 site of second experiment for the
period of October 9–22, 2019 (14 days). The 14-day-long
example highlights the hour-to-day variabilities which would be
averaged out using daily processed data in the previously existing
shipboard PDT method.

Tide-induced variation was predominant in the bottom
pressure time series (Figure 4A). Semidiurnal and diurnal tides
were dominant; hence, mixed tidal cycle and diurnal inequality
were seen in the time series. The τ in polar oceans can be
affected by changes in temperature, salinity, sea surface height,
and sea-ice thickness; hence, the obtained τ values showed many
fluctuations at various time scales (Figure 4B). Overall, changes
larger than 0.0015 s were rare in the τ records, yet a notable
∼0.002 s early echo was observed on October 19, probably due to
the ∼1.5-m thickness of sea-ice, in that, 0.75-m sea-ice thickness
is known to cause a 1-ms early echo time in τ. We may guess

the size of sea-ice with the early echo signal under following
simple assumptions. If the sea-ice moves with a speed of 0.05–
0.1 m s−1 on average in the same direction for 16 h and the
shape is close to a circle, the diameter reaches roughly 2.9–
5.8 km; and thus, this floating ice is indeed hard to be resolved
in current satellite-based products such as daily sea-ice products
with 25-km (e.g., Cavalieri et al., 1996; Brodzik and Stewart, 2016)
and 4-km (Fetterer et al., 2015) spatial resolutions. The near-
bottom zonal and meridional velocities showed highly fluctuating
patterns (Figure 4C). The average current speed was 0.027 m
s−1, although sometimes it reached ∼0.1 m s−1. Another notable
feature is a periodicity of the current from October 13 through
20, i.e., a 30–50-h period. This motion may have been caused by
bottom-trapped topographic Rossby waves that existed in regions
of abrupt bathymetric change at these latitudes of the Arctic
Ocean (Ku et al., 2020).

Location Reporting System
The PDS, once adrift on the sea surface, transmitted its location
regularly. The initial setting of the location reporting was once
per day. Two PDS trajectories released at AES4 are plotted in
Figure 5; one for September 24, 2018 (1st PDS) and the other
for August 1, 2020 (3rd PDS). The 2nd PDS from site AES4 failed
to report location. Based on the reported locations, including the
error range of the longitude and latitude, we omitted erroneous
values (∼5% in total).
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FIGURE 4 | Example of time series acquired from PDS at site AES4. (A) Bottom pressure, (B) τ, and (C) zonal and meridional velocities for the 14-day period of
October 9–22, 2019.

The 1st PDS moved to the east initially and switched its
direction to the north on September 29, 2018. It drifted to the
north continuously, and the last signal of 2018 was reported on
December 19. It resumed its location reporting on January 18,
2019 but was lost again on January 30 and had no more reports
in 2019. The PDS resumed its location reporting on January 18,
2020, in the Canada Basin, and the final signal was on October
9, 2020. The location signals were intermittent between October
19, 2018 and August 29, 2020, presumably due to interference or
confinement by the sea-ice. Nevertheless, the 1st PDS endured
longer than 2 years in the extreme circumstances of the Arctic
Ocean, thus demonstrating its durability and usability.

The 3rd PDS drifted to the northwest for ∼30 days and
then moved north/northeastward after wandering. The PDS has
an antenna enabling two-way communication with the Iridium
satellite; hence, we could control the data transmission and the
time interval of location reporting. We switched the time interval
to 6 h on August 8, 2020 as indicated by red dots along the
black solid line in Figure 5. The temporally high-resolution PDS
trajectory, to a certain extent, can provide some insights into ice
drift or ocean surface current.

Economic Benefits of PDS System
Here we compare the economic costs for remote data acquisition
between the new (PDS) and the existing (acoustic telemetry)

methods (Figure 6). The existing method requires approximately
14,500 USD for one-site ship operation for navigation from
one site to another and for data recovery using acoustic
telemetry. Note that this is a minimal assumption that the
ship is already operating in the area, avoiding long transit
costs to and from the site. The ship cost estimation is
based on the Korean icebreaker RV Araon (50,000 USD per
day) that conducted the first deployment and CPIES recovery
cruise. Additionally, the existing method demanded skilled
technicians, equipment, and ship operations, accompanied by
travel and shipping costs (at least 4,500 USD). The new
method using the PDS requires a budget of 5,000 USD for
one PDS capsule and 400 USD for one antenna embedded
inside PIES or CPIES glass-housing to transmit the measured
data. A year’s worth of CPIES data costs 460.5 USD due
to Iridium service, as the 1-year-long data payload is 307
kilobytes (Popeye Data Shuttle User’s Manual, 2021). This
method requires no ship operation. Therefore, the new method
saves ∼70% of the cost compared to the previous shipboard
PDT method.

CONCLUSION AND SUMMARY

We introduce a newly developed remote data acquisition
method using PDS to support CPIES, a type of deep-sea
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FIGURE 5 | Two PDS trajectories released at AES4 site on September 24, 2018 (1st PDS) and August 1, 2020 (3rd PDS). White line indicates the 1st PDS trajectory
with the green, magenta, and cyan dots along the line denoting daily locations in the years 2018–2020, respectively. Black line indicates the 3rd PDS trajectory with
the white and red dots along the line denoting locations every day and 6 h, respectively. Note that bad locations (∼5%) are not shown. Yellow (AES4) and blue (AES
1–3, 5, 6) dots indicate CPIES sites as in Figure 2. Dots at certain locations with mm/dd or mm/dd/yyyy date designations mark the PDS positions at 00 h GMT on
those dates.

FIGURE 6 | Cost comparison for data acquisition between the existing and the new methods. Note that the ship cost estimation is based on the Korean icebreaker
RV Araon (50,000 USD per day) used in the first deployment and CPIES recovery cruises.

mooring instrument to measure barotropic and baroclinic
oceanic variabilities. Prior to this development, for data
acquisition prior to recovery, the PIES or CPIES used acoustic
telemetry, which involves positioning a ship at the mooring
site; thus, that method requires ship and operator times which
are both costly. In contrast, the new method utilizing PDS
capability enables a more straightforward data acquisition
without ship operation.

Scientific benefits arise because the PDS transmits high
temporal-resolution data, and logistical benefits arise from its
scheduled pop-up-type release system—the data pod floats to
the surface at a user-chosen time to transmit the recorded data
via the Iridium constellation of satellites to an email server
ashore. The high temporal-resolution PDS data, well representing
time-varying signals from hour timescale, enable rapid resolution
of scientific questions.
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The performance of the PDS system was verified in two field
experiments conducted in the western Arctic Ocean. Substantial
system hardware and firmware upgrades were made prior to the
second deployment to address problems that were discovered
in the first deployment. This produced great reliability in the
PDS release system, data transmission and acquisition, and data
quality. Further, the PDS system can save valuable cost and time
and represents a secure and reliable method of advanced remote
data acquisition. Hence, this novel method provides a robust
capability for remote deep-ocean mooring data acquisition,
which has not been readily feasible with autonomous data
relay technologies.
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Acoustic Doppler velocimetry (ADV) enables three-dimensional turbulent flow fields
to be obtained with high spatial and temporal resolutions in the laboratory, rivers,
and oceans. Although such advantages have led ADV to become a typical approach
for analyzing various fluid dynamics mechanisms, the vagueness of ADV system
operation methods has reduced its accuracy and efficiency. Accordingly, the present
work suggests a proper measurement strategy for a four-receiver ADV system to
obtain reliable turbulence quantities by performing laboratory experiments under two
flow conditions. Firstly, in still water, the magnitude of noises was evaluated and a
proper operation method was developed to obtain the Reynolds stress with lower
noises. Secondly, in channel flows, an optimal sampling period was determined based
on the integral time scale by applying the bootstrap sampling method and reverse
arrangement test. The results reveal that the noises of the streamwise and transverse
velocity components are an order of magnitude larger than those of the vertical velocity
components. The orthogonally paired receivers enable the estimation of almost-error-
free Reynolds stresses and the optimal sampling period is 150–200 times the integral
time scale, regardless of the measurement conditions.

Keywords: turbulence, acoustic velocimeter, sampling times, integral time scales, sampling error reduction

INTRODUCTION

Acoustic Doppler velocimetry (ADV) is one of the most popular instruments for measuring
three-dimensional flow velocities in research related to water resources. It easily obtains velocity
fields with high sampling rates for small sampling volumes and little data contamination. These
advantages have led to the use of ADV in numerous studies to analyze the various physical
mechanisms observed in the laboratory as well as in field studies (e.g., Kim et al., 2000; Reidenbach
et al., 2006; Nystrom et al., 2007; Wang et al., 2012; Salim et al., 2017; Park and Hwang, 2019). For
example, Reidenbach et al. (2006) investigated the turbulence and flow structure in a boundary layer
over a coral reef in field observations using ADV, and Park and Hwang (2019) used this approach
in the laboratory to elucidate the mechanisms within a vegetated channel.

Although ADV is a robust and user-friendly technique, it has several limitations. First, the
velocity data inevitably include measurement noises inherently produced by the measurement
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system itself or poor external conditions as fluctuations
(Doroudian et al., 2010). Such noises are negligible in the mean-
field estimates but still influences turbulence quantities such as
the turbulence intensity and the Reynolds shear stress, which
are the most important physical variables in turbulent flows
(McLelland and Nicholas, 2000). Accordingly, several researchers
have evaluated such noises from the ADV measurements by
conducting laboratory experiments in still water (e.g., Nikora
and Goring, 1998; Voulgaris and Trowbridge, 1998; McLelland
and Nicholas, 2000). However, because these researchers mainly
considered ADV using three receivers, the ADV having four
receivers, which was more recently introduced, has not been
sufficiently investigated even though it is used popularly.

The second limit is that the strategy and standard method of
determining a proper sampling time have not been well known so
far, which makes users lack confidence about their measurements
and raises doubts about the reliability of the measured data,
particularly turbulence quantities. A short data recording period
can cause a loss of information about low-frequency motions,
which constitute a dominant factor causing errors in turbulence
quantities (Soulsby, 1980). Meanwhile, excessively long and
redundant records result in ineffective measurement and the
inability to capture spatial flow fields with high spatial resolution
owing to the limited time. Nevertheless, the sampling period
has been determined only by the experience or judgment of the
researchers without any definite standard in many cases.

Hence, several researchers have proposed criteria for the
optimal measurement period based on statistical methods (e.g.,
Sukhodolov and Rhoads, 2001; Buffin-Bélanger and Roy, 2005;
Chanson et al., 2007; Chanson, 2008). Buffin-Bélanger and Roy
(2005) reported that the interval 60–90 s is the optimal sampling
time range to describe most turbulence statistics, whereas
Chanson (2008) demonstrated that the sampling duration should
be at least 10 min to obtain the proper Reynolds stresses.
However, the most critical drawback of such studies is that the
proposed sampling period depends considerably on the scale of
the experiment and the flow conditions of the target area and thus
is not suitable as a measurement criterion.

To overcome this limitation, Lesht (1980) and Petrie et al.
(2013) quantified the sampling time based on the integral time
scale representing the time scale of the largest turbulent eddies
and concluded that the measurement period should exceed 20
times the integral time scale to achieve stationarity of the mean
velocity. Because the integral time scale can reflect the flow
characteristics under diverse conditions and in various locations,
this method can be recommended as an appropriate technique
for determining the sampling period. However, the previous
researchers only considered the mean velocity rather than other
hydraulic parameters and lack of verification whether the optimal
record length is sufficient to describe the physical characteristics
of long-time-series data.

Therefore, the main objective of this study is to develop an
ADV measurement strategy using four receivers to obtain reliable
turbulent quantities. Experiments were conducted under two
flow conditions: (1) in still water and (2) in an open channel
flow. In the still water experiment, the magnitude of the Doppler
noises was evaluated and a proper ADV operation method is

suggested to obtain the turbulence quantities with less noises. In
the open channel experiment, the optimal sampling period based
on the integral time scale was determined under various flow
conditions by applying the non-parametric bootstrap method
and reverse arrangement test. The results obtained from the
velocity data collected during the optimal sampling period in
each case were verified by comparing them with those computed
based on velocity data measured for a sufficiently long time,
which could be assumed as ground truth values.

MATERIALS AND METHODS

Description of ADV
ADV is a bistatic acoustic instrument that measures three velocity
components over a small sampling volume. This instrument
consists of one transmitter and several receivers and operates
theoretically based on the Doppler shift effect. A transmitter
located in the middle of the receivers which are deployed
separately emits acoustic pulses into the water flow and each
receiver detects the pulses scattered back from suspended
particles within the sampling volume (Figure 1). The movement
of particles shifts the phase of the emitted acoustic pulses to the
back-scattered pulses due to the Doppler effect, and this shifted
phase is converted into the radial flow velocity (Vi) based on the
following equation (Lane et al., 1998):

Vi =
c

4πfADV
·
dφ
dt
, (1)

where the subscript i can be from 1 to 4 and denotes the
component in each receiver, c is the speed of sound in water, f ADV
is the frequency of sound emitted by the ADV device, and dφ/dt
is the phase difference given by

dφ
dt
=

1
1t

tan−1

[
sin [φ (t)] cos [φ (t +1t)]− sin [φ (t +1t)] cos [φ (t)]
cos [φ (t)] cos [φ (t +1t)]+ sin [φ (t)] sin [φ (t +1t)]

]
, (2)

where φ is the signal phase in radians, t is the time, and 1t is the
time difference between transmissions.

The ADV device (Vectrino+) used in this study is a point
measurement instrument having a downward-looking probe
with four receivers. In this four-receiver configuration, all
receivers are orthogonal to each other and surrounding the
transmitter. Two receivers deployed in the longitudinal direction
(R1 and R3 in Figure 1B) measure the streamwise velocity, u and
vertical velocity, w1, whereas the remaining two receivers that are
arranged in the transverse direction (R2 and R4 in Figure 1B)
measure the transverse velocity, v, and vertical velocity, w2. Here,
the vertical velocities, w1 and w2, are measured redundantly but
independently, and this arrangement can be utilized for noise
analysis (Doroudian et al., 2010).

The radial flow velocity components along each receiver axis
(V1, V2, V3, and V4) are obtained by the Eq. 1 and then
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FIGURE 1 | Schematic diagram of ADV system: (A) Side view; (B) top view.

transformed into the Cartesian coordinate system (u, v, w1,
and w2) by multiplying the 4× 4 transformation matrix Tm as
follows: 

u
v
w1
w2

 =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44


︸ ︷︷ ︸

Tm

·


V1
V2
V3
V4

 , (3)

The transformation matrix elements are determined based on
the geometric relationship between the transmitter and receivers
during the calibration process by the manufacturer. Accordingly,
each ADV device has its transformation matrix, as introduced in
Table 1, which remains invariant unless the equipment undergoes
physical deformation (Voulgaris and Trowbridge, 1998).

Experimental Setup
Two kinds of laboratory experiments were performed in the
Hydraulic and Coastal Engineering Laboratory of Seoul National
University. The first kind of experiment was conducted in still
water to evaluate the system and surrounding noises of the ADV
device in the various velocity ranges and sample volumes for
setup. Still water conditions were created by filling water with
seeding particles into a bucket, and the velocity was measured
12 cm away from the bottom when no movement was observed
at the water surface. Data were collected in a total of 125 cases
by changing five transmit length (0.3, 0.6, 1.2, 1.8, and 2.4 mm),
five heights of sampling volume determined depending on the
transmit length, and five nominal velocity ranges (± 0.03, 0.1,
0.3, 1.0, and 2.5 m/s). The velocity was measured at 100 Hz for
100 s in each case.

The second kind of experiments was performed in a 6.5-
m-long, 0.15-m-wide, and 0.3-m-deep glass-walled recirculating
flume to evaluate the proper sampling duration required to
collect the various turbulence statistics. As presented in Table 2,
the present work analyzed eight flow conditions with cross-
sectional averaged streamwise velocities (U) ranging from 0.10

to 0.37 m/s. The vertical profile of the turbulent statistics was
obtained from measurements taken at several locations over
the acrylic bed for each flow condition. The data acquisition
period lasted approximately 1 h for each measurement depth at
30 Hz to ensure that the data were sufficiently long to describe
the turbulence field in the open channel as Chanson (2008)
suggests. In the time series of the velocity data, the spikes that can
overestimate the turbulence statistics were excluded and replaced
following the phase-space threshold method suggested by Goring
and Nikora (2002).

Determination of Record Length
When turbulence quantities are measured in a flow, the proper
sampling duration needs to be selected carefully because a shorter
sampling time loses the lower-frequency turbulent motions,
whereas an excessive sampling time reduces the efficiency of
the experimental procedures and does not allow to have the
required spatial resolution. To determine the proper sampling
duration, the non-parametric bootstrap sampling method and
reverse arrangement test were applied in the present work.
Supplementary Figure A.1 illustrates the overall procedures, and
each process can be described as follows. The first step is to
compute the integral time scale characterizing the time scale of
the largest eddies from the measured velocities based on the
following equation (Nystrom et al., 2007):

Ti ≡

∫ t0

0
Ri (τ) dτ, (4)

where τ is a time lag between two points in time series data,
t0 is the time of the first zero-crossing in the normalized
autocorrelation function (O’Neill et al., 2004). Ri(τ) can be
calculated as follows:

Ri (τ) ≡
〈ui (t) ui (t + τ)〉〈

ui (t)2
〉 , (5)

here, ui(t) is the velocity component, and the subscript i denotes
the x, y, or z direction. The integral time scale is calculated for
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TABLE 1 | Specification of ADV.

Description Values

Operating frequency 10 MHz

Sampling rate 1–200 Hz

Number of receivers 4

Distance of sampling volume from transmitter 0.05 m

Sampling volume diameter 6 mm

Sampling volume height 1–9.1 mm

Transmit length 0.3, 0.6, 1.2, 1.8, 2.4 mm

Velocity ranges ± 0.03, 0.1, 0.3, 1.0, 2.5, 4.0 m/s

Accuracy ± 0.5% of measured value ± 1.0 mm/s

Transformation matrix 

1.9841 0 −1.9797 0

0 2.0205 0 −2.0034

0.5081 0 0.5251 0

0 0.4829 0 0.5491



TABLE 2 | Experimental conditions.

Case Q (m3/s) H (m) U (m/s) z/H np u (m/s) u* (m/s) T (sec)

1 1.42× 10−3 0.09 1.05× 10−1 0.12 ∼ 0.39 7 9.99× 10−2
∼ 1.05× 10−1 3.32× 10−3 0.33 ∼ 0.61

2 2.00× 10−3 9.50× 10−2 1.40× 10−1 0.04 ∼ 0.37 7 1.34× 10−1
∼ 1.50× 10−1 3.36× 10−3 0.30 ∼ 0.40

3 1.67× 10−3 0.07 1.59× 10−1 0.04 ∼ 0.24 6 1.48× 10−1
∼ 1.70× 10−1 5.70× 10−3 0.33 ∼ 0.44

4 2.50× 10−3 7.80× 10−2 2.14× 10−1 0.04 ∼ 0.32 8 1.95× 10−1
∼ 2.20× 10−1 5.99× 10−3 0.26 ∼ 0.40

5 3.33× 10−3 8.50× 10−2 2.61× 10−1 0.03 ∼ 0.39 10 2.33× 10−1
∼ 2.60× 10−1 5.86× 10−3 0.19 ∼ 0.34

6 4.17× 10−3 9.30× 10−2 2.99× 10−1 0.03 ∼ 0.44 12 2.65× 10−1
∼ 2.94× 10−1 6.36× 10−3 0.16 ∼ 0.30

7 5.00× 10−3 0.10 3.33× 10−2 0.03 ∼ 0.37 11 2.94× 10−1
∼ 3.25× 10−1 6.56× 10−3 0.15 ∼ 0.27

8 5.00× 10−3 0.09 3.70× 10−2 0.02 ∼ 0.40 9 3.16× 10−1
∼ 3.63× 10−1 8.12× 10−3 0.14 ∼ 0.22

each direction, and the maximum value among them becomes
the representative integral time scale (T).

The next step is sampling data sequentially within the entire
time series dataset based on the bootstrap sampling method. To
elaborate, 1000 subsamples with a length of the integral time
scale were extracted at a random location and five hydraulic
parameters representing the flow characteristics such as the
temporal-averaged stream-wise velocity (ū), the stream-wise and
vertical turbulence intensities (u′rms andw′rms), the Reynolds shear
stress (u′w′), and the turbulent kinetic energy (k) were computed
for all subsamples. And then the standard error was calculated
from the following equation:

εX =

√√√√√m=N∑
m=0

(Xm − 〈X〉)2

N − 1
, (6)

where, εX is the standard error of the hydraulic parameter, N is
the number of subsamples fixed as 1000 in this work, X is one
of the five hydraulic parameters and 〈X〉 is the ensemble average
of the selected parameter over 1000 subsamples. Once εX for the
subsamples with a length of the integral time scale are computed,
the next step is to repeat the above procedure by changing the
length of subsample. The length of the subsample was determined
as 1–1000 times of the integral time scale and the standard error
of each case is represented by εα,X . Here, α ranging from 1 to
1000 means the length of the subsample. As an example, ε1,X and

ε1000,X are the standard errors of subsample having a length of 1
and 1000 times the integral time scale, respectively.

When we set X equal to u′rms , the variation of the standard
error for u′rms with α can be represented in Figure 2. According
to Figure 2, the slope of the standard error (ε′X (= dεX/dα))
approaches zero with increasing α and eventually converges.
This means that when the sample length exceeds a critical
value, the hydraulic parameter changes no longer. To define the
starting point of convergence (αc), the reverse arrangement test
allowing us to quantify whether a significant trend in the dataset
(Beck et al., 2006) was applied to ε′X . Firstly, a sequence of
n observations of ε′X was extracted, where the observations are
denoted as ε′p,X and p is from α to α+n-1 (e.g., α = 1, n = 3:
observations = ε′1,X , ε′2,X , ε′3,X). In the present study, n was
determined to be 100, which is long enough to represent the
overall trend of the dataset. The second step was counting the
number of times that ε′p,X > ε′q,X for p < q and to compute A
based on the following equation:

A =
n−1∑
p=1

n∑
q=p+1

hpq, (7)

where

hpq =

{
1 if ε′p,X > ε′q,X
0 otherwise

, (8)
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FIGURE 2 | Variation of εu′rms
and ε′u′rms

with the sample length, α.

The third step is evaluating a z-score by using the following
equation and performing a hypothesis test with a significance
level of 0.05:

z =
A−

[
n(n−1)

4

]
√

2n3+3n2−5n
72

, (9)

Our null hypothesis was that there is no trend in the sequence of
extracted ε′p,X , whereas the alternative hypothesis is that there
is an increasing or decreasing trend. We repeated the above
procedures by increasing α and when α failed to reject the null
hypothesis, this value becomes αc. The details and examples of
the reverse arrangement test are provided in Bendat and Piersol
(2011).

RESULTS AND DISCUSSION

Still Water Experiment
In still water, all velocity fields should be zero, and so measured
residuals of signals represent the noises due to instrumental
system and surroundings. Figure 3 shows the relationships
between the height of sampling volume (Hs) and the variances
of fluctuating signals (σ2

n) from each receiver in the various
settings of velocity range (VR). Here, σ2

n can be regarded as the
magnitude of noises in the normal direction to the transmitter.
Figure 3A shows that the noises decrease with increasing Hs in all
velocity ranges for setup, since a larger sampling volume has more
numbers of suspended particle and this intensifies backscattering
signals and attenuates the noises. In a fixed sampling volume, the
noises increase as the velocity range for setup increases, similar

to the results obtained in previous studies (Nikora and Goring,
1998; Voulgaris and Trowbridge, 1998), in which experiments
identical to the present cases were performed, but with three-
receiver ADV.

Figure 3B presents the variances of the fluctuating signals
collected from each receiver in the velocity range of ±0.03 m/s
for setup. The paled colored lines indicate the noise variance
of each velocity component in the Cartesian coordinate system
(σ2

u , σ2
v , σ2

w1 , and σ2
w2), and the dark colored lines indicate

the noises of the velocity component along each receiver axis
(σ2

V1 , σ2
V2 , σ2

V3 , and σ2
V4). The noises of each receiver were

calculated with Eq. 3 (e.g., σ2
V1 =σ2

u/
(
a2

11 + a2
13
)
). As shown in

Figure 3B, the noises along the receiver axis are almost same
to each other regardless of Hs, although they were significantly
amplified or attenuated during the coordinate transformation
to the real velocity field. Considering Table 1, the elements of
the transformation matrix increase the noises of each receiver
by 7.86= a2

11 + a2
13 , 8.10= a2

22 + a2
24 , 0.53= a2

31 + a2
33 , and

0.54= a2
42 + a2

44 for the u, v, w1, and w2 velocity components,
respectively. As a result, the horizontal noises included in the
streamwise and transverse normal stresses (u′2 and v′2) are
approximately 15 times higher than the vertical ones included

in the vertical normal stresses (w′1
2 and w′2

2). This tendency is
analogous to that observed by Nikora and Goring (1998), who
concluded that the horizontal velocity components include a
significantly higher level of noise than the vertical component
owing to the geometry of the three-receiver ADV system.

Although the noises in the measuring procedure cannot
be eliminated, the noises in the vertical component can be
reduced by using two vertical velocities measured with the
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FIGURE 3 | (A) Relation between the noise variance of stream-wise velocity component and the height of sampling volume in the different velocity ranges for setup.

(B) The relation between the noise and the height of sampling volume for VR = ±0.03 m/s. Relationship between (C) w′1
2 and w′1w′2 and between (D) u′w′1 and u′w′2

in different velocity ranges: the dotted lines mean that y = x.

orthogonally deployed receivers. In the present ADV, there
are several ways to determine the variances of the vertical
velocities. Two vertical velocities can be measured and compute
the vertical normal stresses, w′1

2 and w′2
2 and another way

is to use both two vertical velocities simultaneously measured
from the orthogonally deployed receivers and compute w′1w

′
2.

Figure 3C compares the magnitudes of noise in the vertical
normal stresses estimated using these methods. In all velocity
ranges for setup, w′1

2 and w′2
2 have a strong linear correlation

with each other (Figure 3C-1), indicating that they contain
similar magnitudes of noise. In contrast, w′1w

′
2 is O(10−1–10−2)

times less than w′1
2 because the random noises from the

orthogonally deployed receivers are statistically and theoretically
uncorrelated, which leads to a noise covariance close to zero
(Blanckaert and Lemmin, 2006).

Such a trend can also be found in Figure 3D, which presents
the noise of the turbulent shear stresses estimated from the
same pair of receivers (u′w′1) and orthogonally deployed receivers
(u′w′2). The results for u′w′2 are generally less than those for
u′w′1, which also supports the argument that the orthogonality
in the deployment of receivers helps to reduce the noise when
turbulent stress is estimated. Besides, the correlation coefficients
u’ and w′1 and between u’ and w′2 were computed to be 0.25
and 0.01, respectively. These findings indicate that the noise
signals measured from orthogonally positioned receivers are
independent of each other and thus would be canceled out during
the turbulent shear stress calculation process.

In addition to the system noises, when the flow velocity
exceeds instantaneously the measurable range of the instrument
or when an obstacle blocks the sound path between the
transmitter and receiver, spurious spiking signals occur, and
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FIGURE 4 | Vertical profiles of the (A) temporal averaged stream-wise velocity, (B) stream-wise turbulence intensity, (C) Reynolds shear stress, (D) integral time
scale, and (E) integral length scale.

they constitute one of the main sources of error influencing
the turbulent stresses (Doroudian et al., 2010). Interestingly, in
the case of the four-receiver ADV system, spikes are detected
simultaneously in the same pair of receivers (Supplementary
Figure A.2), leading to significant overestimation of the turbulent
stresses. However, utilizing the velocities measured from the
orthogonally positioned receivers enables this error to be
corrected, yielding a relatively error-free turbulent stress.

Experiments in Channel Flows
In open channel flows, the sampling period or time may
be strongly influenced by the flow characteristics and the
measurement conditions. Before determining the optimal
sampling time, we computed several hydrodynamic parameters
representing the turbulent characteristics of flows. A total of
six parameters, namely, the temporally averaged streamwise
velocity (ū), streamwise turbulent intensity (u′RMS), Reynolds
shear stress (u′w′), integral time scale (T), integral length scale
(L), and shear velocity (u∗ ) were considered. Here, u′RMS was

computed as
√
u′2 and the Reynolds shear stress (u′w′) is

calculated as u′w′2 based on the result of still water experiment.
The overbar denotes the temporal average, and the prime

indicates the velocity fluctuations computed by subtracting the
temporally averaged velocity from the instantaneous velocities,
e.g., u′ = u− ū. The integral time scale was calculated from Eq. 4
and the integral length scale was determined by multiplying the
temporal-averaged velocity (ū) times the integral time scale at
each measurement point (L = ū · T).

The shear velocity was computed with the law of the wall
applicable to a near-wall region of the turbulent boundary layer
(Nezu and Rodi, 1986):

u+ =
1
κ

ln
(
z+
)
+ C, (10)

where κ is the von Karman constant (≈0.41); u+ and z+ are
defined as ū/u∗ and zu∗/ν , respectively; z is the distance of the
measurement point from the bottom; v is the kinematic viscosity
of water; and C is a constant. Rearranging Eq. 10, the relationship
between ln (z) and ū becomes linear as follows:

ū =
u∗
κ

ln (z)+
u∗
κ

ln
(u∗

ν

)
+ u∗C, (11)

Because the above equation is applicable only to the logarithmic
layer within the boundary layer, the measurement data satisfying
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FIGURE 5 | Optimal sampling time of hydraulic parameters represented by (A) αc and (B) real-time scale (Tc). The red plus signs indicate outliers. The relation
between the non-dimensional stream-wise velocity and (C) Tc, and (D) αc: r is the correlation coefficient.

the linear relationship were selected in this study and the shear
velocity was computed from the slope of the trend line (solid line
in Figure 4A) of the selected data.

According to Figure 4A, the shear velocity (u∗) increases
linearly from 0.003 to 0.008 m/s as the inlet flow velocity (U)
increases and this trend is similar to that obtained by Carvalho
et al. (2010), who measured the shear velocity over the Perspex
plate under flow conditions similar to those considered in this
study. Figures 4B,C present the vertical distributions of the
non-dimensional streamwise turbulence intensity (u′RMS) and the
Reynolds shear stress (u′w′), respectively. Those parameters are
non-dimensionalized with the depth-averaged values,

〈
u′RMS

〉
d

and
〈
u′w′

〉
d

, respectively. In all flow conditions, the turbulent
intensity and Reynolds shear stress increase toward the bed
and both reach maxima at z/H ≈ 0.05. Near the bed region
(z/H < 0.05), the viscous effect dominates the turbulent
fluctuations, decreasing the turbulence quantities as expected.

Figures 4D,E, respectively, depict the computed integral time
(T) and length (L) scales and their vertical profiles. The integral
time scale increases with the decrease of U at the same locations.
In the same flow conditions, differently from the length scale, the
length scale is spatially larger in the near bed, where the mean
flow is relatively slower than that in the outer region, as similarly

observed by Köse (2011). In most of the experiments, integral
length scales range from 0.04 to 0.08 m and the scales increase
toward the bed since the bottom friction generates a strong shear
near the bottom boundary layer than in the upper region and
this shear produces larger turbulent eddies. Much closer to the
bottom (z/H < 0.05), the integral length scale decreases, similar
to the turbulent intensity and Reynolds shear stress, because the
viscous effect suppresses the formation of turbulent eddies. While
the integral time scale varies with the flow condition (Figure 4D),
the integral length scales are almost similar to each other in
each depth of all flow conditions (Figure 4E) since they are
constructed with the integral time scale and the mean velocity
which seems to be very close to time scale and velocity scale of
the largest eddies.

Figure 5 shows the optimal sampling period for the turbulence
statistics determined by using the reverse arrangement test.
Considering the results from the still water experiments, the
vertical turbulent intensity (w′rms) and the turbulent kinetic

energy (k) were computed as
√
w′1w

′
2 and

(
u′2 + v′2 + w′1w

′
2

)
/2,

respectively. According to Figure 5A, the optimal sampling
period ranges between 150 and 200 times the integral time scale
for all turbulence statistics, indicating that for the turbulence
statistics to reach a stationary state, at least 150 numbers or more
of the integral scales of the largest eddies should be included
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FIGURE 6 | Power spectral densities of (A) u’ and (B) w’ and cumulative spectral densities of (C) u’ and (D) w’; The black line means the spectrum of a randomly
chosen data having a length of optimal sampling time and the maximum frequency of power spectral densities is half of the sampling frequency.

during the measurement period. If we convert those critical
number αc into a recognizable real-time length by multiplying it
times the integral time scale at each measurement as Tc = αc.T,
the optimal sampling duration falls in the range of 40–60 s for
all turbulence statistics (Figure 5B), which is similar to Buffin-
Bélanger and Roy (2005).

Figures 5C,D present the variations of the optimal sampling
period with the changes of the mean velocity when the sampling
period is determined with the real-time duration (Tc) and the
multiple of integral time scale (αc). As shown in Figure 5C,
Tc decreases with increasing U, which indicates that a longer
sampling time is not required for the faster flows since it takes
less time to capture turbulent eddies than in the slower flows
if the sizes of the eddies are same in both flows. Such inverse
relations can also be found in each flow condition, where the
average correlation coefficient between ū and Tc is evaluated
to be approximately −0.51. At a fixed inlet velocity, a longer
measurement time is required for a near-wall region since flow
is much slower but turbulent eddy is larger than the upper region
(Figure 4E). This finally causes a negative correlation coefficient
between ū and Tc.

Contrary to Tc, αc is independent and uncorrelated with flow
characteristics, thus, there is no specific trend (Figure 5D) and
so the average correlation coefficients between αc and mean
velocities are around –0.05. In other words, the sampling period
based on αc is more independent of the flow characteristics
and conditions than that based on Tc. This result can also be
found clearly in Supplementary Figure A.3, which shows the
relationship between ū and Tc, and αc for all cases. In this regard,
when we establish a criterion for the optimal sampling period, it
is more appropriate to use multiple of integral time scales as the
basic unit rather than using real-time, which has high variability
depending on the flow conditions.

To verify that the proposed optimal sampling period is long
enough to describe the physical characteristics of turbulent flow,
we spectrally analyzed the assumed true value (velocity data
measured for approximately 1 h) and the data sampled during the
optimal sampling period. The assumed true values were separated
into several sets by dividing by a proposed optimal sampling
time and the spectral densities of each set are were constructed
and then those spectra were ensemble-averaged for presenting
smooth spectral functions.
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Figures 6A,B present the power spectral densities of
streamwise and vertical turbulence intensities, respectively. The
red and black lines represent the spectra of the assumed true
values and optimal sampling period, respectively. Although the
variance of the spectrum for data with an optimal sampling
period is much larger than that of the assumed true value,
they follow a similar trend. In the case of stream-wise velocity
(Figure 6A), the inertial subrange having a –5/3 slope of
power is hardly detected in either spectrum, and they become
white noises in the range with higher frequencies owing to
the instrumental or system limitations. In the case of vertical
velocity (Figure 6B), the spectra follow a –5/3 slope well from
4 Hz to the Nyquist frequency without a white noise spectrum.
Such results indicate that the streamwise velocity contains more
noises than the vertical velocity, as discussed in the results
of the still water experiment related to the elements of the
transformation matrix, which amplify the noise variances by
a factor of 15 in the streamwise velocity compared to the
vertical velocity.

Figures 6C,D depict the cumulative power spectra. The y axis
represents the ratio of the energy of motion with a frequency
less than f to the whole energy. When the spectrum is obtained
from data with an optimal sampling period, a shorter sampling
period limits the length or period of the flow motion that can
be captured, and thus, the spectral density starts from 0.02 Hz.
In the frequency range of 0.02 < f < 0.1 Hz, the energies
occupy about 10% of the entire turbulence energy and the
assumed true values and data having optimal sampling time
show less than 2% disparity with each other, whereas they
become identical at higher frequencies (f > 0.1 Hz), which
is responsible for the remaining 90% of energy. Besides, the
correlation coefficient between them for u’ and w’ is larger
than 0.99, indicating that the data collected during the optimal
sampling period are sufficient to describe the flow characteristics
of the assumed true values.

Because it is impossible to capture flow motions with
frequencies less than 0.02 Hz for the optimal sampling period, the
corresponding flow motions and energies are lost. To investigate
the amount of energy lost due to sampling time truncation,
we also calculated the cumulative spectral density of the entire
velocity data without an ensemble average (navy dotted lines
in Figures 6C,D). According to the green-colored areas in
Figures 6C,D, the energy losses at low frequencies are negligibly
small as 1.6 and 1.1% for u’ and w’, respectively, signifying that
there is little energy loss due to the sampling time truncation.

CONCLUSION

The present work proposed an appropriate operating method
for a four-receiver ADV that can yield reliable turbulence
quantities. Laboratory experiments were performed using
this instrument and the proposed method under two flow
conditions, and the principal findings of each experiment can be
summarized as follows.

(a) The orthogonality in the deployment of four-
receivers of the ADV has a great advantage in measuring

the shear stresses. Transforming the received signals to
the coordinates for each velocity modifies the electrical
noises of the signals. Before transforming the signals to the
velocity component, this original signals at each receiver
are in a similar range of electrical noises, but after the
signals were transformed to the velocity directions, the
noise variances are amplified by approximately eight times in
the stream-wise and lateral directions and they are reduced
by half in the vertical direction. However, the Reynolds
stresses were computed with the velocities obtained by the
orthogonally deployed receivers and this orthogonality erases the
uncorrelated random noises from each receiver in the Reynolds
stress calculation.

(b) The integral time scale of turbulence is proposed as a
base for an optimal sampling period. 150–200 times of the
integral time scale seems to be almost invariant regardless
of the measurement conditions. The conventionally proposed
method based on a fixed real scale sampling period (e.g.,
1,000 s) asks the various sampling periods depending on the
vertical and horizontal locations even in a flow. For example,
a near-wall region, where the mean flow velocity is relatively
low and turbulent eddies are larger than other areas, requires
a longer measurement time compared to a region far from
the wall, where the mean flow is much higher and turbulent
eddies are relatively small. In this regard, the integral time
scale which reflects the information of the size of large
eddies is a more suitable base than real-time scales for a
sampling time criterion.

Although our approaches help to overcome the ambiguities
faced by the previous researches using ADV, several
limitations still remain with requiring future work. For
example, since our framework was established through
laboratory experiments with the assumption of stationary
flow, it should be extended to the non-stationary flows with
various scales of turbulent motion and also studied more
for the application to the field experiments. Nevertheless,
we expect that our framework will enable researchers
to measure the Reynolds stress and other turbulence
quantities effectively and obtain reliable data for fluid
dynamics analysis.
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and Technology, Busan, South Korea

The west coast of South Korea is characterized by a wide macrotidal area with a
maximum tidal range of ∼10 m. The sea surface elevation varies with the tidal phase,
which leads to significant changes in the vertical structure of the physical, chemical,
and biological properties of the water column, especially when the interaction by
waves and/or the freshwater and sediment input from the river increases. Under such
conditions, it is difficult to carry out continuous and consistent measurements of the
vertical structures of the water qualities using a conventional observation system that is
fixed to the seabed or sea surface because the thickness of the water column constantly
changes. Based on the demand for long-term observations of the vertical structures of
the water properties in macrotidal environments, the Intelligent Buoy System (INBUS)
was developed by the Korea Institute of Ocean Science and Technology (KIOST). INBUS
is a buoy equipped with an instrument frame, which is similar to other buoys that are
fixed to the sea surface. During every measurement, INBUS detects the water depth and
sends the frame down to the seabed to measure the water quality at every vertical level
set up in the system. For example, if N levels are set in INBUS, the water depth of each
measurement is divided by N layers and the instruments in the lifting frame measure the
water properties of each of the N layers while they are descending to the bottom. Based
on this procedure, the vertical structure of the water column is consistently measured in
N layers regardless of changes of the water depth due to tides and waves. The lifting
and measuring process is automatically controlled by INBUS once it is set up in the
system. In addition, because INBUS allows bidirectional communication through code
division multiple access (CDMA), the system can be controlled by stations on land. If the
CDMA communication becomes inoperable owing to extreme wave conditions or the
buoy is lost because of incidents such as a collision with a ship, the location of INBUS
can be tracked by low-earth-orbit satellites.

Keywords: observation system, automatic lifting, buoy, macrotidal, acoustic instrument
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INTRODUCTION

Coastal waters are interfaces between land and ocean and thus are
important for human life because of their geographical proximity
as well as their function as food, transportation, and recreation
sources. The environment of coastal waters varies because of the
continuous interaction between water and land. For example,
the waves shoal and break when they propagate into shallower
water, which releases a large amount of energy in the coastal
zone, leading to various processes, such as beach erosion, which
can cause environmental and economic damage (Alexandrakis
et al., 2015). In addition, the tidal range increases in the coastal
zone with the propagation of the water into shallow areas, which
can result in differences on the scale of meters in the water level
between low and high tides.

Various systems have been utilized to observe coastal waters.
Because of the relatively shallow water depth compared with
the open ocean, instruments are generally mounted on a frame
that is fixed to the seabed. One example of a bottom-fixed
instrument is a wave gauge that measures the pressure of the
water column and converts it into surface elevation based on
linear wave theory. Similarly, acoustic sensors, such as the Nortek
Acoustic Wave and Current Profiler (AWAC; Pedersen et al.,
2007), are mounted on a bottom-fixed frame facing upward to
measure waves and currents (Jeong et al., 2020). In addition to
wave and current measurements, the instruments fixed to the
seabed can be used to measure the near-bed properties such as
the sediment concentration and seabed morphology (Do et al.,
2019). Other examples of observation systems that are commonly
applied in coastal waters include surface buoys that measure near-
surface properties and atmospheric data. Two types of surface
buoys are available: surface-following buoys and mooring buoys.
Surface-following buoys are based on the global positioning
system (GPS) and are widely used for ocean wave measurements
(Herbers et al., 2012). Mooring buoys are surface buoys that are
moored in coastal waters to measure physical, meteorological,
and biogeochemical data (Dorman and Winant, 1995; Bailey
et al., 2019). They are connected to the seabed by mooring lines
and facilitate observation of the subsurface water column via
instruments attached to the mooring lines.

The west coast of South Korea has a wide tidal range, with
a maximum value of ∼10 m because of the well-developed
amphidromic point and strong tidal currents in the Yellow
Sea (Kang, 1984; Yanagi and Inoue, 1995; Hwang et al., 2014).
The large difference in the water level during the tidal cycle
including waves and currents leads to spatiotemporal changes in
the physical, chemical, and biological characteristics of the water
throughout the water column (Cadier et al., 2017). However,
the timely measurement of these properties is constrained
because of the rapid change in the sea surface elevation.
Neither of the observation systems discussed above, that is,
instruments fixed to the seabed or mounted on a surface
buoy, can detect the vertical structures of water properties in
macrotidal regions because the water depth significantly changes.
Therefore, to measure the variations of the properties within
the water column on a timely basis, the vertical locations
of the measuring points should be adjusted based on the

changes in the surface elevation, which requires the development
of an instrumentation system that is specifically suited for
macrotidal environments.

In this paper, a suitable buoy system developed by Korea
Institute of Ocean Science and Technology (KIOST)—called the
Intelligent Buoy System (INBUS)—is described. INBUS is an
automatic lifting-buoy system that sends the frame including
instruments down to the seabed, and can measure the water
quality at every vertical level delineated beforehand in the system.
Furthermore, it differs from mooring buoys. In mooring buoys,
the subsurface instruments attached to the mooring lines change
their vertical positions with the surface elevation changes in
the macrotidal environment and thus cannot measure the water
properties in a fixed vertical coordinate system. Moreover, in
macrotidal areas such as the Yellow Sea, which is a shallow
(average depth of 44 m) marginal sea bounded by China and
the Korean Peninsula (Hwang et al., 2014), the subsurface
instruments connected to a mooring line may touch the seabed
during low tides, which can lead to the contamination of the
obtained data and even damage to the sensors. In contrast, by
sending the instrument frame to the seabed INBUS can monitor
the time variation of the vertical structure of various water
properties. It can measure the properties at fixed positions in the
normalized vertical coordinate system (i.e., INBUS can measure
the data in a sigma coordinate in which the vertical grids follow
the terrain such that the same number of vertical grid points are
present regardless of water depth).

Various observation systems similar to INBUS currently
exist, however, they all lack some of its key functionalities.
The Marel Seine Bay Network (MSBN) developed by Ifremer,
France is a real-time unmanned monitoring system for coastal
environments (Woerther and Grouhel, 1998). MSBN consists
of multiple buoys that measure data at different vertical levels
and uses internet protocol and satellite communication for data
transfer. However, MSBN does not have the automatic elevation
system used by INBUS. Monitoring Your Sound (MYSound)
is a real-time monitoring project for water environments,
specifically in the areas near Long Island Sound, controlled by
the U.S. Environmental Protection Agency (Tedesco et al., 2003).
MYSound also consists of multiple stations located onshore and
offshore, with observational buoys deployed to measure water
qualities. The data are available in real time through the internet.
Similar to MSBN, MYSound also does not have the automatic
elevation system used by INBUS; it measures data at fixed vertical
levels. Monitoring buoys that use an automatic elevation system
similar to INBUS also exist (Fowler et al., 1997; Tercier-Waeber
et al., 1999). However, the lowest water depths that the sensors
can reach are fixed in these buoys so that they are not optimized
for macrotidal environment. One of the advantages of INBUS is
that it is optimized in macrotidal areas because it can detect the
water depth using an altimeter and thus the lowest water depth
and the vertical measuring levels can be determined in real time.

The remainder of this paper is organized as follows.
Section “Development of INBUS” presents the motivation and
development history of the various versions of INBUS. Section
“Methods” describes in detail the structure and functions of
INBUS. Sections “Results” and “Discussion” provide examples
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FIGURE 1 | (a) Photograph of Intelligent Buoy System (INBUS)-1 before mooring, (b) photograph of INBUS-1 after mooring.

of application to coastal observations in macrotidal areas and
discussions on the current INBUS, respectively.

DEVELOPMENT OF INBUS

Intelligent Buoy System is an automatic lifting-buoy system
developed by Korea Institute of Ocean Science and Technology
(KIOST), 2004 that is designed specifically to monitor the
marine environment in macrotidal regions with wide tidal ranges.
Typical mooring observation buoys cannot effectively monitor
the vertical structure of the water column in such regions.
On the one hand, if the mooring buoy system is designed
for water depths typical for high tides, the sensors attached
to their communication cables can touch the seabed. On the
other hand, if the system is designed for water depths typical
of low tides, the sensors cannot measure data in the deeper
part of the water column under high tides. Therefore, INBUS
was specifically developed for macrotidal environments as it
automatically detects the water depth and sends the sensors
downward using an automatic winch system.

The data obtained by INBUS are used as the input for
numerical models and for the verification of the model results.
These data include the wave height, period, direction, water
depth, current velocity, water temperature, salinity, dissolved
oxygen (DO) content, conductivity, chlorophyll (Chl) -a content,
and turbidity. In addition, meteorological data, such as the
air pressure, temperature, and wind speed and direction, are
measured by sensors mounted on top of the buoy. These data
are transferred to a ground station in real time using code
division multiple access (CDMA) communication. INBUS is also

equipped with solar panels and thus has self-power capabilities.
If there is an emergency, for example, the mooring line of
INBUS is disconnected and the system drifts out of CDMA
range, the communication system will connect to low-earth-
orbit (LEO) satellites to locate INBUS, using Iridium satellite
communications—which offer global voice and data connectivity
through 66 LEO satellites. Since the first generation (INBUS-
1) was developed in 2003, its functions have been upgraded
and INBUS-2 has been introduced (2009). Figures 1, 2 present
photographs of INBUS-1 and 2 before and after mooring,
respectively. The figures show that the basic structure of INBUS-
1 remains unchanged and both systems have similar shapes.
Solar panels and antennas are mounted on top of the buoy and
a long pipe, which is designed to protect the sensor frame, is
attached to the bottom.

The first version of INBUS was initially developed to
monitor the water quality only. Atmospheric data and physical
parameters, such as wave and current data, were not measured,
which limited its application to the analysis of the hydrodynamics
and sediment dynamics of the water column depending on the
weather conditions. Subsequently, wind and wave gauges and
current meters were added to INBUS-2. Because the sensors are
automatically sent down to the seabed on a regular basis, they
can be damaged during lifting under harsh wave conditions.
Because of the real-time monitoring of the wave conditions by
INBUS-2, the lifting system of the buoy will not operate during
extreme weather and thus the sensors are protected based on
the detection of the wave heights. However, data must also be
obtained under such harsh conditions because the water quality
significantly changes. To continue underwater measurements of
the water column even during the gap periods under harsh
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FIGURE 2 | (a,b) Photographs of INBUS-2 before mooring and (c) after mooring.

wave conditions, INBUS-2 is equipped with an acoustic Doppler
current profiler (ADCP), which measures the vertical profiles
of the currents and indirectly estimates the suspended sediment
concentration (SSC) of the water column.

Currently, a third version of INBUS (INBUS-3) is being
developed. INBUS-3 will be equipped with a laser in situ
scattering and transmissometery (LISST) sensor that can directly
measure the SSC for data calibration. In addition, a line of optical
backscatter sensors (OBSs) will be installed in the bottom of the
sensor frame of INBUS-3 to measure the near-bed SSC because
there is a gap in the vertical detection range of INBUS-2 of
∼1 m near the seabed, although the frame is sent down close
to the bottom. Therefore, it is expected that INBUS-3 will be
able to accurately measure the SSC close to the seabed, which
is particularly important to understand the near-bed sediment
dynamics. In the following sections, the structure, functions, and
sensors of the latest version of INBUS are described in detail.

METHODS

Intelligent Buoy System Structure
Figure 3 shows schematic drawings of INBUS-2 (which is
currently operated in the field), including upgraded sensors and
functions. The new functions of INBUS-3 are not introduced in
this section because its development has not been completed yet.
INBUS-2 has a hull shape with a long pipe. The height, width, and
weight of INBUS-2 are 4.8 m (2.8 m underwater and 2.0 m in the
air), 2.5 m, and ∼2,170 kg, respectively. A weight is added to the
bottom of the pipe to stabilize the buoy by lowering the center
of gravity. At the top of the buoy, wind sensors and antennas
are mounted on a trapezoid frame. Two symmetrical frames are
designed for the self-powered solar panels to achieve stability.
The main console, including the main and underwater sensor
controllers, is inside the battery hull. A winch is installed below
the solar frames to automatically control the lifting system of
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FIGURE 3 | (a) Schematic of INBUS-2 (the current INBUS generation operated in the field). (b) Right-side and (c) front views including the description of the
equipment and sensors. (d) Two dimensional section view showing the inner part of INBUS.

TABLE 1 | Power supply configuration of INBUS-2.

Operating part Battery Solar panel

Applied voltage Configuration Applied voltage Configuration

Winch 24 V 300 Ah 12 V 2S3P* (12 V 100 Ah 6ea) 24 V 190 W 24 V 3P (24 V 190 W 2ea)

Main controller 12 V 600 Ah 12 V 6P (12 V 100 Ah 6ea) 12 V 50 W 12 V 3P (12 V 50 W 3ea)

*S, series connection; P, parallel connection

the underwater sensors. Two batteries are installed in the battery
hull on the opposite side of the winch to stabilize the buoy
as they support the power for the main controller and winch,
respectively. The configuration for the batteries and solar panels
are listed in Table 1. In the lower part of INBUS-2, a hull with
a pipe shape is attached to the buoy. The center of the hull
is empty such that the underwater sensors can move through
it when they are lowered/lifted by the winch. The frame with
underwater sensors is connected to the winch through the hull
and weight. When the sensors are not in operation, they are inside
the hull and thus protected from damage by suspended materials
or waves. The positions of the equipment and sensors of INBUS-2
are shown in Figure 3.

Intelligent Buoy System Sensors
As mentioned above, INBUS-2 is self-powered based on the
installation of solar panels. In addition, a 12 V battery is used to
support the power system. The INBUS-2 sensors can be divided
into five classes: (1) GPS and weather sensors that are mounted
on top of the buoy; (2) altimeter and wave gauge, which are used
to determine whether the lifting frame should be lowered based
on the wave data and to measure the water depth to identify
the vertical measuring distance; (3) water quality sensors and
current meter, which are installed on the lifting frame to measure
the water quality and flow velocity at each vertical level; (4)

ADCP, which is used to measure the vertical current and SSC
profiles, under harsh wave conditions when the lifting frame is
not operated; and (5) CDMA system, which is used to transfer the
real-time data to the ground station and to control INBUS from
the ground station. If the buoy is disconnected from the mooring
location and drifts away from the CDMA range, INBUS-2 can be
located based on the connection to LEO satellites. The locations
of the sensors are marked in Figures 3, 4, and the specifications
of the sensors of the five classes are presented in Table 2.

Operation
The operation procedure of INBUS-2 is as follows:

(1) Wake-up mode: the INBUS is switched from standby
to wake-up mode 5 min prior to the observation to
check the settings.

(2) Operation mode test: the main controller checks for
command changes (e.g., sensing mode change, forced
termination, ADCP reset) from the ground control station.

(3) Application of the changed command: resetting of INBUS
according to the changed command (if any) in Step (2).

(4) INBUS status test: checking of the location of INBUS,
communication cable loosening, encoder starting
point, and emergency stop, INBUS voltage, and
CDMA sensitivity.
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FIGURE 4 | Schematic of the frame marked in Figure 3 and the underwater sensors mounted in the frame.

(5) Warning: if a problem is detected in Step (4), the current
status is transmitted to the control station (or user) using
the CDMA system. If the INBUS location deviates from
the initial location, its current location is transmitted
using the CDMA system or a LEO satellite if it is out
of the CDMA range.

(6) Positioning of the lifting sensor frame: before the
observation begins, the lifting sensor frame is moved
to the home position (1 m below the water surface)
inside the hull.

(7) Measuring of the weather and wave conditions.
(8) Decision-making for observation: based on the wave

conditions measured in Step (7), a decision is made as to
whether the lifting sensor frame should be lowered to start
the observation.

(9) ADCP observation: the ADCP is set to start the
measurement when the frame sensors are lifted. If the
frame should not operate owing to harsh wave conditions,
the ADCP starts the observation alone.

(10) Measurement of the water depth: if the system works
under normal conditions after completing Step (8), the
communication cable is lowered to move the lifting sensor
frame 2.8 m below the water surface (first observation
layer) outside the hull. The altimeter measures the water
depth and divides it into N layers to determine the water
depth of layer N for profiling.

(11) Profiling (observations using lifting frame sensors)
(A) 1st to N – 1th layer:

(A1) When the frame reaches the layer calculated by the
altimeter, the water depth is measured again to check
if the frame has reached the intended water depth. If it
has not, the position of the frame is adjusted.

(A2) Wait time of 1 min to allow the frame to stabilize;
subsequently, the sensor measurements start (1 min).

(A3) The data are saved in a data logger and a secure digital
(SD) memory card for backup.

(A4) INBUS status check: same procedure as Step (4). If
the INBUS is operating under normal conditions,
the communication cable is lowered to move
to the next level.

(B) Nth layer:
(B1) The frame is 1 m above the seabed (to secure the

safety of the sensor).
(B2) Same procedures as described in Steps A2–A4.

(12) Returning to the home position: the winch is operated to
move the frame back to the home position (1 m below the
water surface) inside the hull.

(13) Data transfer: the data stored on the data logger are
transferred to the ground station using the CDMA system.

(14) Standby: the INBUS is switched into standby mode.

The operation procedure of INBUS-2 is summarized by the
flowchart in Figure 5.

When errors are detected during the operation of INBUS, an
error message is sent to the users to notify them. The users can
then fix the problems according to the error message received.
The error messages and status updates are listed in Table 3.

Mooring, Automatic Lifting, and Data
Transfer System
For the mooring of INBUS, a two-point mooring line is used
considering the strong flow velocity in areas with a high tidal
range (Figure 6). Two rows of anchor chains connected to the
two weights are used to fix INBUS and minimize buoy movement.
Several pressure buoys are attached to the mooring lines made of
nylon ropes to prevent collisions and twists between the sensor
unit and lines, which might occur when the lines loosen during
low tides. The weights are placed onto the seabed perpendicular
to the tidal current direction to increase the stability. In addition
to the weights, four anchors are installed on both sides of
the weights. The mooring system of INBUS-2 is illustrated in
Figure 6. The lengths of the anchor chains and mooring lines
marked in Figure 6 are the distances between the sinkers and
buoy used to prevent collisions and twists when the water depth
is 15 m with a maximum tidal range of 9 m.

The automatic lifting system (ALS) consists of the winch
and main controller, with the main controller deciding when
and the length of communication cable to be lowered for
reaching the destination levels from the winch. The winch
consists of a motor, drum, reducer, SlipRing, communication
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cable holder, waterproof housing, and supporter (Figure 7). The
motor and reducer rewind the communication cables on the
drum. The SlipRing protects the data transferred through the
communication cables when they are rewound on the drum. The
communication cable holder keeps the communication cables on
the drum during rewinding. The motor, reducer, and SlipRing are
waterproof and protected by a housing. The specifications of the
winch system are presented in Table 4.

The efficiency of the reducer [(power of output shaft)/(power
of input shaft) × 100] of INBUS-2 is increased by 30%

compared to that of INBUS-1 by directly connecting it to the
motor, that is, removing the chains used for the connection
to the reducer. The motor is equipped with an electronic
break to control the winch and save power when it is not
in operation. In winter, the lubricants are often frozen, which
reduces the efficiency and lifetime of the system. In INBUS-
2, the lubricants are replaced with low-temperature grease and
additional oils. In addition, the drum is equipped with bearings
on both sides to prevent distortion due to the tension of the
communication cables.

TABLE 2 | Specifications of the sensors mounted on INBUS-2.

Sensor

Classification
(sensor/manufacturer)

Measuring data Description

Weather sensor (PB200/Airmar) Wind speed Measuring range: 0–41 m/s

Resolution: 0.05 m/s

Accuracy: ±0.5 m/s

Wind direction Measuring range: 0◦–360◦

Resolution: 0.1◦

Accuracy: ±0.5◦

Air temperature Measuring range: −25–55◦C

Resolution: 0.1◦C

Accuracy: ±0.1◦C

Air pressure Measuring range: 850–1150 hPa

Resolution: 0.1 hPa

Accuracy: ±2 hPa

Altimeter (SS510/Airmar) and wave
gauge (TinyWave/OTRONIX)

Water depth Measuring range: 0.5–100 m

Resolution: 0.03 m

Frequency: 235 kHz

Beamwidth: 6◦

Wave parameter Measuring range: 0–20 m (wave height)

0–25 s (wave period)

Resolution: 0.1 m/0.1 s

Water quality sensor (YSI6600/YSI;
DCS 4100R/Aanderaa)

Current velocity, sensor depth,
conductivity, water temperature, salinity,
pH, DO, Chl, turbidity

Measuring range: 0–3.0 m/s (current speed); 0◦–360◦ (current
direction); −5–45◦C (temperature); 0–100 mS/cm (conductivity);

0–1,000 NTU (turbidity); 0–400 µg/L (chlorophyl); 0–500 µM (DO).

Accuracy: ±0.15 cm/s (current speed); ±5◦ (current direction);
±0.15◦C (temperature); ±0.5% (conductivity); ±2 NTU (turbidity);

0.1 µg/L (chlorophyl); 8 µM (DO).

Current and SSC (ADCP600kHz/RDI) Water profiling
Vertical Resolution Range Std. Dev

0.5 m 38 m 14.0 cm/s

1.0 m 42 m 7.0 cm/s

2.0 m 46 m 3.6 cm/s

4.0 m 51 m 1.8 cm/s

Profile parameters Velocity accuracy: 0.3% of water velocity relative to
ADCP ± 0.3 cm/s

Velocity resolution: 0.1 cm/s

Velocity range: ±5 m/s default, ±20 m/s max

Number of depth cells: 1–255

Ping rate: typical 2 Hz, Max. 10 Hz

Echo intensity profile Vertical resolution: depth cell size, user configurable

Dynamic range: 80 dB

Precision: ±1.5 dB
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FIGURE 5 | Flowchart of INBUS-2 operation procedure.

The data measured by INBUS are transferred to the ground
station using the CDMA network, which works well even in
sea areas in which electronic signals are weak. The data are
transferred using a CDMA-to-CDMA system and relay stations
such that they can be safely received by the ground station
(Figure 8A). The real-time data transferred by the CDMA
network can be downloaded from a website. The users can
remotely control INBUS by changing the number of observations
and water depth of the lifting system. The users can make
commands for sampling, emergency stop, or winch recovery.
When an error occurs in INBUS, an error message is sent to the

smartphone of the user without interference from the firewall. If
INBUS is disconnected from the mooring system and drifts away
from the CDMA area, the communication system connects to
the Iridium satellites. Figure 8B shows the Iridium system. The
users directly receive information from the Iridium station and
can track the location of INBUS in real time.

RESULTS

In this section, examples of INBUS data are presented and
analyzed to discuss the efficiency of the INBUS system in
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TABLE 3 | Error messages and status updates sent from INBUS-2.

Error message Status

AWS error GPS information is not received or weather data are
missing.

Buoy location error The buoy is out of range of the permissible radius with
respect to the initial position.

Encoder error The length of the communication cable cannot be
measured owing to mechanical problems.

Limit switch error The limit switch that checks the position of the lifting sensor
frame is not in operation.

Motor driver error Electric current exceeds the threshold. This can occur
when the water flow velocity is too strong or the buoy is
disturbed by fishing gear (e.g., fishing net).

Home recovery
error

The lifting sensor frame did not return to the home position,
which is likely due to mechanical problems or disturbance
by fishing gear.

UC data error The data measured by the lifting frame sensors are not
received by the main controller.

Profiling error Lifting frame sensors cannot be operated owing to high
waves.

Altimeter error The altimeter cannot determine the vertical layers.

measuring the water properties in macrotidal environments.
First, the time variation of the INBUS data measured in the air
and water over a period of 1 month was plotted. Data on this
scale are useful to analyze the variations in the water properties
during the spring and neap tides with maximum and minimum
tides, respectively. Second, the properties measured during the
spring and neap tides were plotted for a shorter period of∼2 days.

Based on this scale, the detailed variation in the water column
from high to low tide can be visualized and data obtained during
the spring and neap tides can be compared, highlighting the
performance of INBUS.

Time Variation
In this study, INBUS data were measured off the west coast
of Korea near Incheon Airport (Figure 9). In this region, the
semidiurnal tidal cycle can be clearly observed and the spring and
neap tides significantly differ. The INBUS-2 system was installed
at P1, which has a mean water depth of ∼18 m. The maximum
tidal range during spring tide is ∼11 m, that is, >60% of the
mean water depth. The maximum water depth during high tide
is >20 m, whereas the minimum depth during low tide is∼10 m,
leading to difficulties measuring the water properties at fixed
points in the water column owing to the significant change in the
water level. The area is connected to a water channel north of
Yeongjong-do Island (airport location), which produces strong
tidal currents. Therefore, long-term observations of the water
properties are required to monitor the marine environment near
the airport. For this purpose, the INBUS-2 system was installed
in October 2010 and the air and water properties at P1 were
measured until August 2012.

Figures 10, 11 show examples of the data measured by INBUS-
2 over 24 days from June 1 to 24. In this period, both the
spring and neap tides were observed for comparison. During this
experiment, a total of 15 properties were measured by INBUS-
2 in the air (Figure 10) and water (Figure 11). The weather
sensor measured the wind speed, direction (Figures 10a,b),

FIGURE 6 | Intelligent Buoy System (INBUS)-2 mooring system.

Frontiers in Marine Science | www.frontiersin.org 9 August 2021 | Volume 8 | Article 66867374

https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/marine-science#articles


fmars-08-668673 August 16, 2021 Time: 13:51 # 10

Jin et al. INBUS Automatic Lifting Observation System

FIGURE 7 | (a) Picture of winch, (b) schematic of winch, which is controlled by the automatic lifting system (ALS).

TABLE 4 | Specifications of the winch mounted on INBUS-2.

Manufacturer OCEANTECH Co., Ltd.

Model No. ALE-2460-7DM

Material SUS 316

Specifications • Cable

– 24 AWG × 7c

– Size: approx. φ10 mm

– weight: approx.0.161 kg/m

– length: 60 m

•Winding length: 60 m

•Winding speed: 5 m/min

•Winding torque: 15 kg.m

•Power source: 24 VDC, φ1, 60 Hz

•SlipRing: 2A × 7P

•Total weight: approx.100 kg

•Motor

– 24 VDC, φ1, 60 Hz

– 300 W, 3000 rpm, 1/600

•Brake

– 24 VDC

and air temperature and pressure (Figures 10d,e). The surface
elevation was measured using an altimeter (Figure 11a) and
the wave height was measured with TinyWave (Figure 10c).
INBUS-2 sent down the lifting frame every 0.5 h to measure
the water properties. Four internal levels were set up for this
experiment such that the distance from the lifting frame to the
seabed was divided by four during each observation (Figure 11b)
and the water quality sensor measured the properties in four
internal levels. In this experiment, the current speed and
direction (Figures 11c,d), water temperature (Figure 11e), DO
content (Figure 11f), Chl concentration (Figure 11g), turbidity
(Figure 11h), salinity (Figure 11i), and conductivity (Figure 11j)
were measured. In this experiment, the ADCP was not operated
and thus current and SSC data are not available.

Based on the total water depth (Figure 11A), the spring tides
occurred on June 7 and 21, with a maximum value of ∼11 m
(June 7). The neap tide developed on June 14 with a tidal range
of ∼4 m. During this period, the wind conditions were mild

because the wind speed was less than 10 m/s (Figure 10a).
Accordingly, the wave conditions were mild with wave heights
below 0.3 m. Therefore, the main driving forces of the water
properties were the tides. Figure 11b shows that the mean
water depths of the four internal levels were ∼2, 7, 11, and
15 m, respectively. With the decrease in the tidal range from
the spring tide (June 7) to the neap tide (June 14), the current
speed of the first internal layer decreased from the maximum
of ∼1.4 m/s to ∼0.6 m/s (Figure 11c). However, the current
direction, which was 180◦ out of phase between the high and
low tides, did not change (Figure 11e). During one tidal cycle,
the water temperature fluctuates, with a mean difference of
∼2◦C, which will be discussed in detail in the next section.
The daily mean temperature during the experimental period
gradually increased from ∼15 to ∼18◦C with the start of the
summer season. The water properties, such as the DO content,
Chl concentration, and turbidity, differ in the spring and neap
tides. Higher values were obtained during the spring tides under
stronger mixing of the surface water due to stronger currents
(Figures 11f–h). However, note that the DO and Chl contents
were higher during the latter spring tide on June 21 than on
June 7, whereas the tidal range was higher on June 7. This is
likely related to the higher water temperature in the latter spring
tide, which increased the primary production. In contrast, the
turbidity was greater during the former spring tide because the
sediment suspension increased under the stronger tidal current.
The salinity and conductivity show similar patterns because the
differences between the spring and neap tides were smaller than
those of other properties. In contrast, the differences between the
high and low tides were significant because higher values were
obtained during the low tides (Figures 11i,j), which is likely due
to the impact of freshwater inflow from the land (Figure 11).

Difference Between Internal Layers
In this section, the water properties are compared on a shorter
time scale. Figures 12a–g show seven properties (total depth,
depths of internal layers, current speed, water temperature,
Chl, turbidity, and salinity) that were measured over 2 days
starting on June 7 when the first spring tide occurred.
Different colors are used to represent the data measured in
the four different internal layers. The figures indicate clear
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FIGURE 8 | (A) Data transmission system of INBUS-2. (B) Iridium satellite system for the tracking of the location of INBUS after disconnection from the mooring
system.

FIGURE 9 | (a,b) Map of the area near Yeongjong-do Island showing location P1 at which INBUS-2 data were measured.

differences between the first (top) and fourth (bottom) layers
during the spring tide. The current speed of the top layer
(z < 5 m) reached ∼1.4 m/s in the ebb and flood phases
during the spring tide (Figures 12b,c). However, the maximum
current speed of the bottom layer was only ∼0.8 m/s at
z ∼15 m, which indicates the stratification of water during
the spring tide.

Note that the water temperature is higher and lower during
low and high tides, respectively (Figure 12d). The water
temperature increased during the high tide in the shallower area
in which mud flats developed (Figure 8) and flowed out to the
deeper area (close to location P1) with the ebb tide. During the
flood phase, the water temperature of the top layer was 1.0–1.5◦C
higher than that of the bottom layer. When the heavier cold water
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FIGURE 10 | Time variation of air properties measured by INBUS-2 at location
P1 from June 1 to 23, 2012: (a) wind speed, (b) wind direction, (c) wave
height, (d) air temperature, (e) air pressure.

in the deeper area reached the location with the flooding tide, it
occupied the lower layers first owing to its weight, while the water
in the top layer remained warm, leading to stratification.

The stratification during the flood phase is also reflected in
the salinity data (Figure 12g). In contrast to the temperature, the
salinity is higher during high tides and lower during low tides
because the warmer but fresher water flows from shallower areas
with ebbing tides to the area close to location P1. However, when
the colder water with higher salinity flows from the deeper area to
the location with the flooding tides, heavier salty water occupies
the lower layers first and thus the salinity in the lower layers
exceeds that of the top layer. The time-dependent patterns of the
Chl content and turbidity are similar because the corresponding
values are higher in the lower layers and lower in the top layer
(Figures 12e,f), which is reasonable because a larger quantity
of sediments is expected below the surface layer based on their
weight. In addition, the maximum Chl content is generally
measured below the surface layer (Loisel et al., 2001). Note that
the differences in the Chl and turbidity values between the top
and bottom layers increase in the flood tidal phases. This increase

corresponds to the variation in the salinity (Figure 12g), which is
due to the intrusion of heavy water from the deeper area during
the flooding phase.

In Figures 12h–n, the same properties measured over 2 days
starting on June 14 (neap tide) are compared. Compared with
the spring tide, the difference between the top and bottom layers
is smaller. The maximum current speed of the top layer is
∼0.7 m/s, that is, only half of that in the spring tidal period
(Figure 12j). The maximum current speed of the bottom layer
is ∼0.5 m/s. The water temperature and salinity differences
between the high and low tides are also smaller during the neap
tide (Figures 12k,n). Note that stratifications of the temperature
and salinity were also observed, similar to those of the spring
tide. However, the maximum stratification occurred during the
low tides, indicating that the warmer and fresher water in the
shallower areas during the high tides flowed out to the area
close to location P1 and remained in this area during the low
tides instead of flowing out further because the distance of the
tidal current movement is shorter during the neap tide. Note
also that the turbidity during the neap tide is only ∼10–15%
of that in the spring tide (Figure 12m) because the suspension
of sediments from the seabed weakened owing to the weaker
current. This analysis demonstrates the advantages of the INBUS
system. First, the time variation of the water properties can be
continuously measured along the sigma layers during both the
high and low tides, although the difference in the water surface
elevation increases to ∼11 m during the spring tide. In addition,
the differences between the water properties of the internal layers
can be clearly detected by the INBUS system and, thus, the
characteristics of the stratification depending on the tidal phase
can be observed and analyzed.

The current buoy system (INBUS-2) is an upgraded version
of the original system (INBUS-1), as described in the previous
sections. However, the results of field experiments using INBUS-
2 indicated weaknesses and thus a further upgrade is required.
Therefore, a new version of the buoy, INBUS-3, is being designed.
The upgrades planned for INBUS-3 are introduced in the
following section.

DISCUSSION

One of the weaknesses of INBUS-2 is that the SSC indirectly
measured by the YSI and the ADCP has a low accuracy, which
limits the estimation of the sediment distribution under strong
tidal current conditions. However, the accurate measurement
of the sediment distribution in the water column is important
to understand the coastal processes in macrotidal areas. The
measured SSC can be used to validate the results of numerical
models and thus the data accuracy is important. Other water
quality properties, such as the DO or Chl contents, cannot be used
to validate the model because the model requires accurate lateral
boundary and initial conditions, which cannot be provided. In
INBUS-3, this problem will be solved by mounting a LISST
sensor (manufactured by Sequoia, United States) on the lifting
sensor frame. The LISST sensor is a submersible laser diffraction-
based particle size analyzer designed to measure the particle size
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FIGURE 11 | Time variation of water properties measured by INBUS-2 at location P1 from June 1 to 23, 2012: (a) surface elevation, (b) distances from the four
internal layers to the seabed, (c) current speed, (d) current direction, (e) water temperature, (f) dissolved oxygen (DO), (g) chlorophyll (Chl), (h) turbidity, (i) salinity, (j)
conductivity. Black solid lines, measured at the water surface; blue lines, measured in the first internal layer; red lines, measured in the second internal layer; orange
lines, measured in the third internal layer; green lines, measured in the fourth internal layer.

and concentration, which can be used in coastal waters. Because
the LISST sensor can measure the SSC with high accuracy, the
data can be used for numerical models and to calibrate the YSI
and the ADCP data.

Although the LISST can measure the SSC in different layers
in the water column based on the vertically moving lifting frame,
it cannot detect the SSC close to the seabed, which is important
for the determination of the near-bed sediment dynamics. To
protect the lifting frame, the maximum water depth to which
the lifting frame of INBUS-2 can be lowered is set to 1.0 m
above the seabed. In INBUS-3, the structure of the lifting frame
will be modified to allow it to be lowered to 0.3 m above the
seabed for the N + 1th layer. As described, the conceptual
design of INBUS-3 has been completed. However, because of the
increasing cost, its development has been delayed and it is not yet
complete. In addition, INBUS-2 has been successfully applied in
the areas where its weakness does not pose a serious problem (i.e.,
where the accuracy of sediment concentration measurement is
not necessarily required), which further causes the development
of INBUS-3 to be viewed as not very urgent.

Intelligent Buoy System can be effectively applied in
macrotidal environments in which the sea surface height

significantly changes. The water column can be divided into
N layers regardless of changes in the water depth such that
the time-dependent water qualities and flow velocities can be
measured after the layers are set in a manner similar to the sigma
coordinates of numerical models, which benefits the validation of
the model results based on that grid system. INBUS was initially
designed to monitor marine environments close to tidal power
plants (TPPs), which generate power using fast-flowing tidal
currents. Marine environments can be significantly changed by
the construction of TPPs. INBUS has been successfully applied
for the long-term monitoring of the water qualities in areas close
to TPPs in which the tidal range is high. The distribution of
sediments suspended by strong tidal currents can be effectively
determined and thus their effects on the marine environment
close to fishing grounds and aquaculture farms can be analyzed.

In addition to macrotidal areas, INBUS is useful for
monitoring the water quality near ports, especially those
undergoing construction. During the construction of facilities
and structures at ports, strong sediment suspension occurs and
the sediments flow into nearby fishing grounds and farms, which
might have a negative environmental impact. Such sediments
may spread horizontally and vertically when they combine with
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FIGURE 12 | Time variation of the (a) surface elevation, (b) distances from the four internal layers to the seabed, (c) current speed, (d) water temperature, (e) Chl
content, (f) turbidity, and (g) salinity over 2 days (June 7–9, 2012) during the spring tide and the time variation of the (h) surface elevation, (i) distances from the four
internal layers to the seabed, (j) current speed, (k) water temperature, (l) Chl content, (m) turbidity, and (n) salinity over 2 days (June 14–16, 2012) during the neap
tide. Black solid lines, water surface; blue lines, first internal layer; red lines, second internal layer; orange lines, third internal layer; and green lines, fourth internal layer.

tides and/or coastal currents. INBUS has been effectively applied
for the monitoring of the water quality variation under such
conditions and the results used to establish plans to protect
the environment.

Although not planned for the construction of INBUS-
3, additional upgrades are recommended for future INBUS
generations. One of the major purposes of INBUS is the long-
term monitoring of the water quality in tide-dominated areas.
This requires the sustainable maintenance of the system and

sensors. Some of the turbidity, DO, and Chl data collected
by INBUS are abnormal, especially during summer, which is
due to the contamination of the instruments by the fouling of
periphyton adhering to the underwater sensors. In addition to
the sensors, fouling could occur on the frame and disturb the
motion of the lifting system, which may result in the reduction
of the INBUS lifetime. Therefore, it is important to remove the
periphyton from the sensor and/or to prevent fouling to increase
the maintainability of INBUS; for example, hydro-wipers can
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be used to remove periphyton and prevent biofouling (Cotter
et al., 2017). In addition, underwater systems that can be used
to prevent the fouling on the bottom of ships have recently been
proposed for the reduction of the toxicity of the antifouling paint
(Amara et al., 2018; Lagerström et al., 2020). To optimize the buoy
system, it may also be necessary to reduce the size of the winch
while keeping or even enhancing its efficiency, which requires
consideration in future upgrades of INBUS to make it suitable for
long-term monitoring in tide-dominated coastal environments.
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Systems based on remote sensing technology, which use reciprocal acoustic signals
to continuously monitor changes in the coastal oceanic environment, are referred to
as coastal acoustic tomography (CAT) systems. These systems have been applied in
regions in which heavy ship traffics, fishing and marine aquaculture activities make it
difficult to establish in situ oceanic sensor moorings. Conventionally, CAT measurements
were used to successfully produce horizontal maps of the depth-averaged current
velocity and temperature in these coastal regions without attempting to produce a
vertical temperature profile. This prompted us to propose a new method for vertical
temperature profile estimation (VTPE) from CAT data using the available sea surface
temperature (SST), near-bottom temperature (NBT), and water depth. The VTPE method
was validated using data-assimilated and tide-included high-resolution ocean model
outputs, including tide data, by comparing the estimated and simulated temperatures.
Measurements were performed in the southern coastal region of Korea, where two
CAT stations were moored to establish a continuous coastal ocean monitoring system.
The validation results revealed that the algorithm performed well across all seasons.
Sensitivity tests of the VTPE method with reasonable realistic random errors in the
SST, NBT, and acoustic travel time measurements demonstrate that the method is
applicable to CAT observation data because the monthly mean root-mean-squared
difference (RMSD) for the vertical profiles for February, May, August, and November
were 0.23, 0.30, 0.50, and 0.24◦C, respectively. The VTPE method was applied to the
CAT observation datasets acquired in February and August. The transceivers at the CAT
stations were at depths 11 and 6 m on average. The RMSD between the estimated
and observed temperatures in the middle layer (∼3 m depth) between two stations
in February and August were 0.08 and 0.60◦C, respectively, the accuracy of which is
sufficient in largely time-varying coastal environments. We provide a novel method for
continuous coastal subsurface environmental monitoring without interrupting maritime
traffic, fishing, and marine aquaculture activities.

Keywords: coastal acoustic tomography, vertical temperature profile estimation, tide-considered algorithm,
verification of VTPE, application of VTPE, coastal environmental monitoring
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INTRODUCTION

Sudden temperature changes in coastal marine environments
have an unexpected adverse impact on coastal fisheries and the
aquaculture industry (Lee et al., 2007; Choi et al., 2009; Kim
and Kim, 2010). Recent progress in sea state monitoring systems
has enabled us to obtain continuous high-resolution sea surface
temperature (SST) fields from satellite remote sensing (Donlon
et al., 2012; JPL Our Ocean Project, 2013). However, it is difficult
to obtain continuous subsurface temperature measurements
without in situ measuring equipment, and it is also challenging
to maintain such equipment owing to extensive movements
of maritime traffic, the high cost involved, and/or fishing and
marine aquaculture activities in coastal seas. Therefore, a remote
sensing measurement system that uses acoustic signals and is
known as coastal acoustic tomography (CAT) has been suggested
(e.g., Kaneko et al., 2020).

The CAT system is an innovative oceanographic technology
that can continuously monitor changes in the coastal oceanic
environment using reciprocal acoustic signals, regardless of
the amount of maritime traffic, and fishing activities. The
CAT system was developed on the basis of ocean acoustic
tomography, introduced by Munk and Wunsch (1979). Both
acoustic tomography systems measure one-way or reciprocally
transmitted travel times between sites. In particular, CAT
has demonstrated its ability to monitor coastal environmental
changes in regions where direct in situ measurements are difficult
(Zheng et al., 1997; Park and Kaneko, 2000, 2001; Yamaoka et al.,
2002; Taniguchi et al., 2013; Zhu et al., 2013; Zhang et al., 2015;
Syamsudin et al., 2017). Acoustic instruments measure sound
speed structures in three dimensions between acoustic stations
and can produce current and temperature fields. Nevertheless,
the outputs of CAT measurements are mainly depth-averaged
horizontal temperature and current velocity fields, which are
difficult to obtain with traditional estimation methods.

In this study, we introduce a novel method for vertical
temperature profile estimation (VTPE) based on the acoustic
travel time (ATT) between CAT stations and use additionally
available in situ measurements of SST, near-bottom temperature
(NBT), and water depth. Using the output of the high-resolution
tide-included ocean model, we first validated the performance
of the VTPE method using data collected during all four
seasons. This entailed comparing the simulated and estimated
temperatures for the southern coastal region of Korea, where two
CAT experimental points were set up to establish a continuous
coastal ocean monitoring system (Figure 1). Then, the VTPE
method was applied to the data recorded in situ by the CAT
observation system, and the accuracy of the method was verified
against independent temperature measurements collected in the
middle layer between the CAT stations.

VTPE PROCEDURE

The VTPE method uses the ATT, water depth, SST, and NBT as its
inputs. A schematic flowchart of the VTPE method is presented
in Figure 2. The method aims to select a plausible vertical

temperature profile among the intended vertical temperature
profiles based on the fixed water depth, SST, NBT, and measured
ATT. The details of the VTPE procedure are as follows.

The first step is to create plausible temperature profiles based
on the water depth, SST, and NBT. The temperature profiles
were set by modifying the thickness and depth of the seasonal
thermocline with the fixed water depth, SST, and NBT from
the measurements. The thickness and depth of the thermocline
were varied in the range of 20, 40, 60, and 80% of the total
depth; thus, a pair of SST and NBT values consists of 12 profiles
(Figure 2A). The number of profiles is 12 instead of 16 because
the thermocline can extend beyond the sea surface or sea bottom
when the thickness of thermocline is 60 or 80% and the depth of
thermocline is 20 or 80%. Note that all profiles are identical when
the SST and NBT are the same.

The second step is to calculate the ATT using each predicted
temperature profile. The temperature profiles were converted to
sound speed profiles using the equation of Mackenzie (1981)
with a fixed salinity of 33 psu, which is the annual mean in
the study area. The Bellhop ray-tracing model (Hovem and
Dong, 2019), designed to perform two-dimensional acoustic ray-
tracing for a given sound speed profile in ocean waveguides with
range-dependent bathymetry, is used to estimate the eigenrays
associated with ATTs (Figure 2B).

The third step is to determine an optimal temperature profile
by comparing the observed ATT with the ATTs calculated
using the ray-tracing simulations (Figure 2C). If only the
first-arrival acoustic travel time (ATT1st) is detected in the
observation, the algorithm finds the optimal profile with the least
difference between the estimated and observed values of ATT1st
(Figure 2D). When the optimal ATT1st with the least difference
is not unique, an optimal vertical profile is produced by averaging
the two closest predicted profiles. If both the ATT1st and second-
arrival acoustic travel time (ATT2nd) are detected during an
observation, preferentially, we select the second-arrival acoustic
ray among multiple rays in ray-tracing simulations with each
plausible profile based on the difference between the measured
ATT1st and ATT2nd. Then, the optimal temperature profile is
determined among profiles when the sum of the differences
between the observed and estimated values of ATT1st and ATT2nd
reaches a minimum.

VALIDATION OF VTPE METHOD

Numerical Ocean Model
The VTPE method was verified by utilizing data from four
individual months (February, May, August, and November) in
2016 from data-assimilated three-dimensional fine-resolution
numerical ocean model outputs. These outputs were used for
the real-time ocean forecast system covering East Asian marginal
seas1. The real-time forecast system has a horizontal resolution of
1/12◦ in longitude and 1/15◦ in latitude (Hirose et al., 2013) and
is based on the RIAM Ocean Model (RIAMOM), a free-surface
primitive general circulation model developed by the Research

1http://dreams-c1.riam.kyushu-u.ac.jp/vwp/
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FIGURE 1 | (A) Locations of the two stations used in the CAT field experiment. Station 1 is deeper than Station 2. Temperatures between the estimated and the
observed were compared at the location marked by the red dot in (B).

FIGURE 2 | (A) Temperature profiles created using water depth, SST, and NBT. (B) Eigenrays of the ATT1st in each of the temperature profiles. (C) Example of
comparison between observed ATT1st and calculated ATT1st. The value of ATT1st closest to the observed value is displayed in red. (D) The determined optimal
profile is plotted as the red line. SST, Sea surface temperature; NBT, Near-bottom temperature; and ATT, Acoustic travel time.

Institute for Applied Mechanics (RIAM) of Kyushu University
(Lee, 1996; Lee et al., 2003). RIAMOM is a three-dimensional
z-coordinate model that assumes hydrostatic balance and the
Boussinesq approximation. The model uses 40 vertical levels of
which the thickness increases with depth, from 1 m at the surface
to 880 m near the bottom. The upper six layers are defined

at depths of 1, 3, 5, 6.5, 10, 15, and 22 m; thus, the model
can represent successive vertical temperature changes in shallow
coastal regions. The model includes tides and ocean general
circulation and is forced by 6-hourly atmospheric forcings. The
gridded SST data (MGDSST) of the Japan Meteorological Agency
were used for surface relaxation with a time scale of 3 days. The
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along-track sea surface height of AVISO was assimilated into the
model using a reduced-order Kalman filter. More details about
the model configurations appear in the paper by Hirose et al.
(2013).

Evaluation of VTPE
The temperature profiles estimated with the use of the VTPE
method were compared with those generated by the model
for February, May, August, and November to investigate the
performance of the method in all four seasons. Figure 3 compares
the timeseries of the temperature profiles obtained with the
model with those estimated using the VTPE method. For
February, the temperature profile was vertically homogeneous.
The results obtained with the VTPE method were in good
agreement with the output of the model (Figures 3A–C). The
monthly mean root-mean-squared difference (RMSD) for the
vertical temperature profiles is less than 0.01◦C. During May, the
seasonal thermocline gradually develops and becomes warmer
over time (Figure 3D). The results of the VTPE method were
in good agreement with the temperature profiles from the
ocean model (Figures 3D,E). The absolute errors in Figure 3F
are less than 0.5◦C overall, and the monthly mean RMSD
for the vertical profiles is approximately 0.05◦C. In August, a
seasonal thermocline developed, and diurnal and semidiurnal
internal fluctuations were evident in early- and mid-August
(Figure 3G). These patterns are well reflected in the VTPE-
estimated temperature timeseries (Figure 3H). The absolute
errors were the largest in August, and most of the errors were
distributed in the middle layer, when the seasonal thermocline
well developed during the first half of the month (Figure 3I).
The monthly mean RMSD for the vertical profiles is 0.18◦C.
In November, the stratification almost disappeared, similar to
February (Figure 3J). The VTPE results corresponded well with
the temperature profiles produced as model outputs (Figure 3K).
The absolute errors are relatively small; hence, the monthly
mean RMSD for the vertical profiles is ∼0.01◦C (Figure 3L).
The vertical distribution of mean-squared difference (MSD)
in the water column at 1-m intervals [(◦C)2] was described
in histograms on the right of Figures 3C,F,I,L. Overall, the
MSD was relatively small at or near the sea surface and sea
bottom but increased in the middle layer, particularly when the
stratification developed.

Effects of Tides and Seasonal
Thermocline on Ray-Tracing
In general, the tide can significantly impact the sea-level
modulations in coastal regions. At our CAT stations, the tidal
range had a maximum of ∼4 m, which is sufficiently large
compared to the average depth of ∼9 m between the two CAT
stations. We conducted ray-tracing simulations using the same
temperature profiles (same SST, NBT, and thermocline structure),
except for the water depth during the highest and lowest tides,
to estimate the influence of tide-induced sea level changes on
the propagation of acoustic signals. The 2 months of August
and November were selected to investigate the impacts of the

tide and seasonal thermocline on the propagation of acoustic
signals and ATTs.

Ray-tracing simulations of the propagation of acoustic signals
using temperature profiles on August 1, when the difference in
SST and NBT was the largest, showed that the acoustic rays
differed significantly between the highest and lowest tides in
terms of their propagation distance, refraction, and reflection
(Figures 4A,B). The simultaneous effects of the tidal elevation
and seasonal thermocline complicate the behavior of the acoustic
rays, which becomes nonlinear. For example, the first-arrival
acoustic rays represented by the red line have different reflection
times from the sea surface or sea floor between the highest (three
times) and lowest (five times) tides. In November, because the
seasonal thermocline almost disappears, only the effect of tidal
elevation is predominant (Figures 4C,D); thus, all acoustic rays
calculated using temperature profiles recorded on November 23,
when the difference between SST and NBT was the smallest,
became simpler and more straightforward. The propagation
distance of the first-arrival acoustic rays is obviously longer
during the highest tides but it is linear. Quantitatively, tidal
elevation results in significant differences in ATT1st with a
range of RMSD of 0.53 and 0.12 ms in August and November,
respectively, which is sufficiently large to miscalculate the
temperature profiles. Hence, the seasonal thermocline and tides
in the coastal regions would need to be considered to accurately
estimate the temperature profiles from CAT data.

Sensitivity Test of VTPE Method
Application of the VTPE method to real ocean measurements
could be affected by various measurement errors in SST, NBT, and
ATT (first and second ATT measurements in the case of our CAT
observation). Sensitivity tests of the VTPE method were carried
out by conducting ray-tracing simulations including reasonable
observational errors. Four experiments were conducted, one in
each of the four seasons: Cases 1 and 2 adopted random errors
within±0.5◦C for SST and NBT, respectively. Case 3 added errors
of ±0.5% to the ATT, the error of which includes time-varying
location of transducers as it is floated in the water, and Case 4
includes all the random errors of Cases 1–3.

The monthly mean RMSD for the vertical profiles was
calculated by comparing the temperature that was estimated with
the error-included pseudo-observations and those obtained as an
output of the numerical model (Table 1). Among the four cases,
the RMSDs were similar in Cases 1 and 2 for each of the 4 months:
a decrease in the homogenous period (February and November)
and an increase in the well-stratified period (May and August).
In Case 3, the RMSD differed distinctly between the two periods;
the RMSD reached 0.4◦C in August, but 0.01◦C in February and
November. The behavior of the acoustic rays during homogenous
months is straightforward compared with that in August and
May; hence, ATT errors can have significant impacts on VTPE
in well-stratified time.

The results of Case 4 demonstrate an obvious increase in
noisy deviation owing to the random errors added (Figure 5).
Overall, the differences are smaller at the surface and in layers
near the bottom than in the middle layer. For February, the
effect of the errors was smaller than in the other months. The
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FIGURE 3 | (A,D,G,J) Timeseries of temperature profiles obtained as output of the numerical model for February, May, August, and November 2016 together with
the sea level modulations. (B,E,H,K) Timeseries of temperature profile estimated from the VTPE method. (C,F,I,L) Absolute errors in temperature between the output
of the numerical model and VTPE results. The colorbar for absolute errors is shown at the bottom. Histograms on the right of (C,F,I,L) represent the vertical
distribution of MSD [(◦C)2] in the water column at 1-m intervals.
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FIGURE 4 | Eigenrays for the (A,C) highest and (B,D) lowest tides in (A,B)
August and (C,D) November. The red and black curves indicate the first
acoustic ray and those that subsequently arrived, respectively.

TABLE 1 | Sensitivity tests with reasonable random errors in each case.

Method February May August November Avg.

Case 1 (SST) 0.11 0.13 0.23 0.11 0.15

Case 2 (NBT) 0.12 0.16 0.24 0.12 0.16

Case 3 (ATT) 0.01 0.17 0.40 0.01 0.13

Case 4 (All) 0.23 0.30 0.50 0.24 0.32

Values are the average RMSD over the vertical profiles between the temperature
estimated with the VTPE method and that obtained with the numerical model. The
unit is ◦C.

estimated temperature profiles appeared noisy but were in good
agreement with the model outputs with a monthly mean RMSD
for the vertical temperature profiles of 0.23◦C. For May, the
timeseries of the temperature profiles present more noise than for
February, especially after the 25th when the seasonal thermocline
developed; hence, the monthly mean RMSD increases to 0.30◦C.
For August, the absolute errors were the largest among the
4 months with a monthly mean RMSD of 0.50◦C. For November,
the temperature profiles correspond well with the model outputs
with an RMSD of 0.24◦C (Table 1).

The vertical distribution of MSD [(◦C)2] in the water column
at 1-m intervals in case of all random errors included was
described in histograms on the right of 5B, 5D, 5F, and 5H. The
MSD was relatively small at or near the sea surface and sea bottom
but increased in the middle layer, particularly in May and August
when the stratification developed.

APPLICATION OF VTPE METHOD FOR
IN SITU OBSERVATION

In situ Observations and Distance
Correction
For sustainable real-time coastal ocean monitoring, a pilot CAT
experiment was carried out near Noryeok Island on the southern
coast of Korea in February and August 2019 for 14 and 9 days,
respectively (see Figure 1). The transceiver (SonoTube 008/D13)
at each of the two stations, separated by ∼630 m, was located
∼1 m above the sea floor, approximate average depths were
11 and 6 m at station 1 and 2, respectively. The transceiver
transmitted 10 kHz acoustic signals reciprocally. Their phases
were modulated by one period [(28–1) digits] of an eigth-order
M-sequence, and the ATT1st and ATT2nd were recorded in 1-
min intervals. The resolution of ATT measurement is 0.025 ms
(=0.000025 s) which is sufficient to differentiate plausible sound-
speed and temperature profiles. The pressure at the bottom of the
ocean was measured with OMNI instruments (PTM/N/RS485),
and temperature sensors (RBRduet3 T.D) were moored at the
sea surface, middle layer, and sea floor at three sites: station
1, station 2, and between the two stations (Figure 1B). All
data were transmitted instantly to the onshore storage server
at the Gwangju Institute of Science and Technology. The
VTPE calculations were conducted by using the in situ SST,
NBT, and bottom pressure measurements recorded at station 1
(deeper station) and the ATTs. The middle layer (∼3 m depth)
temperature was separately measured between stations 1 and 2 to
validate the VTPE results.

Temperature estimation using acoustic tomography is very
sensitive to the distance between acoustic transceivers (Munk
et al., 1995). In our field experiment, the transceiver is moored
near the sea floor and connected to a surface barge with a
global positioning system (GPS) sensor via a slack mooring cable.
Because it was difficult to obtain accurate GPS coordinates of the
transceiver from the GPS sensor, we used the following procedure
to reduce the distance error. We calculated the mean distance (S),
S = Cτ, where C is the sound speed computed using NBT, and
τ is the bidirectionally averaged ATT1st. The distance was then
corrected in the acoustic ray-tracing simulations in the second
step of the VTPE method.

Application of the VTPE Method to in situ
Observations
The temperature profiles for February and August were
successfully constructed using the VTPE method. The estimated
vertical temperature profile during February 12–26 (with 15 h
missing on February 20) is shown in Figure 6. The temperature
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FIGURE 5 | (A,C,E,G) Timeseries of temperature profile estimated with the VTPE method by including the random-error data and (B,D,F,H) absolute errors of the
temperature between the output of the numerical model and the VTPE results in (A,B) February, (C,D) May, (E,F) August, and (G,H) November 2016. The colorbar
for absolute errors is shown at the bottom. Histograms on the right of (B,D,F,H) represent the vertical distribution of the MSD [(◦C)2] in the water column at 1-m
intervals.

fluctuates within a range of ±1.5◦C from the mean temperature
of ∼8◦C and represents the typical pattern of a vertically
homogeneous temperature change in February. The semidiurnal
and diurnal fluctuations in temperature seem to be caused by
tidal variability. To verify the VTPE result, the middle-layer
temperature was compared to the in situ temperature measured at
the site between the two CAT stations (Figure 6B). The timeseries
of the in situ measured and the estimated temperatures were
in good agreement, and the average RMSD in the middle layer
(∼3 m depth) was 0.08◦C (Figure 6C).

The timeseries of the estimated vertical temperature profile for
the period August 1–9 is shown in Figure 7A. The temperature
profile describes a stratified water column, a typical structure
that is observed in August, and the development of a seasonal
thermocline on August 8–9. The overall temporal variability in
the temperature seems to be associated with semidiurnal and
diurnal tides, although surface tides of semidiurnal frequency
are weak. The estimated middle-layer temperature was compared
with that measured in situ at the site between the two CAT
stations (Figure 7B). The temperature estimated using the VTPE
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FIGURE 6 | (A) Timeseries of temperature profiles estimated with the VTPE method using the field observation data of February 2019. Note that the SST
observation failed for 15 h on February 20. (B) Comparison of the middle-layer temperatures that were estimated and measured in situ at the site between the two
CAT stations. (C) Difference between the two timeseries of temperatures shown in (B).

FIGURE 7 | (A) Timeseries of temperature profiles estimated from the VTPE method using the field observation data gathered in August 2019. (B) Comparison of
middle-layer temperatures between the estimated and the in situ measurement at a site between the two CAT stations. (C) Difference of the two timeseries of
temperatures shown in (B).
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method is in good correspondence with that measured in situ,
including the increasing tendency on August 7–9. The average
RMSD between the estimated and measured temperatures in
the middle layer is 0.60◦C, which is satisfactory considering the
highly fluctuating conditions in coastal regions (Figure 7C).

In addition, we compared the performance of the VTPE
method with existing widely used regularized inverse method
(Zhu et al., 2013; Zhang et al., 2015; Syamsudin et al., 2017) with
and without the distance correction, though the inverse method
has not been used to produce vertical temperature profile in
previous studies. The middle-layer temperature RMSD of 6.21,
0.96, and 0.60◦C was obtained from the inverse method without
and with the distance correction, and from the VTPE method
with the distance correction, respectively (see Supplementary
Material), indicating that the VTPE method and the distance
correction suggested here should be valid and practical for the
CAT data obtained from non-fixed transceivers.

SUMMARY AND CONCLUSION

We propose a novel method for VTPE from CAT systems using
additional available data, such as SST, NBT, and water depth. The
proposed VTPE method is validated using data-assimilated and
tide-included high-resolution ocean model outputs by comparing
the estimated and model-simulated temperatures in the southern
coastal region of Korea, where the CAT stations have been
moored to establish a continuous coastal ocean monitoring
system. Our novel VTPE method was then applied to the in situ
observation data.

The validation of the VTPE method using the numerical
ocean model outputs reveals that the algorithm delivers good
performance for all seasons, with monthly mean RMSD for the
vertical profiles of 0.01, 0.05, 0.18, and 0.01◦C in February,
May, August, and November, respectively. Sensitivity tests
with reasonable random errors added to SST, NBT, and
ATT demonstrate that the method can reproduce accurate
temperature profiles with somewhat increased monthly mean
RMSD for the vertical profiles of 0.23, 0.30, 0.50, and 0.24◦C in
February, May, August, and November, respectively. The VTPE
method was applied to in situ observation data for 15 days in
February and 9 days in August. The VTPE results realistically
reproduce the seasonality and high-frequency variabilities of
temperature. Comparisons of middle-layer temperature between
the VTPE-estimated and the observed temperature in February
and August revealed mean RMSDs of 0.08 and 0.60◦C,
respectively, which is satisfactory for coastal ocean monitoring.

Although the data from the two CAT stations enabled the
estimation of a one-dimensional temperature profile, the VTPE
method proposed in this study can pave the way for continuous

monitoring of two- and three-dimensional temperature fields
by combining multiple CAT stations. The VTPE method,
monitoring subsurface temperature profile, will help crisis
managements in coastal fisheries and the aquaculture industries
due to impacts of warming climate and marine heat wave (Caputi
et al., 2016; Rogers et al., 2021).

The estimated temperature profile using two CAT stations
produces spatially averaged range-independent temperature
profiles between two stations. Estimation of the range-dependent
vertical profiles considering spatial scales of oceanic phenomena
would be important for high-resolution coastal monitoring. Also,
the effect of salinity on the VTPE method was not considered
in this study; however, it could have an impact on ATTs when
events such as fresh water discharge or intrusion and heavy
precipitation occur. Lastly, the VTPE method might have a
limitation in regions where the stratification is very complicated
due to such as significant temperature inversion. Therefore, these
problems would need to be addressed in future to improve
the VTPE method.
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Governments are increasingly turning toward public–private partnerships to bring
industry support to improving public assets or services. Here, we describe a unique
public–private collaboration where a government entity has developed mechanisms to
support public and private sector advancement and commercialization of monitoring
technologies for marine renewable energy. These support mechanisms include access
to a range of skilled personnel and test facilities that promote rapid innovation, prove
reliability, and inspire creativity in technology development as innovations move from
concept to practice. The ability to iteratively test hardware and software components,
sensors, and systems can accelerate adoption of new methods and instrumentation
designs. As a case study, we present the development of passive acoustic monitoring
technologies customized for operation in energetic waves and currents. We discuss the
value of testing different systems together, under the same conditions, as well as the
progression through different test locations. The outcome is multiple, complementary
monitoring technologies that are well suited to addressing an area of high environmental
uncertainty and reducing barriers to responsible deployment of low-carbon energy
conversion systems, creating solutions for the future.

Keywords: marine renewable energy, acoustics, underwater sound, public–private, commercialization,
environmental monitoring, technology

INTRODUCTION

Public–private partnerships (PPPs) are efficient mechanisms that bring industry needs and
knowledge into public services. They are widely used to ensure quality at an optimal price,
particularly for public infrastructure and services (Roehrich et al., 2014). This framework for quality
and public responsibility also applies to research and development (e.g., Wilczak et al., 2015; Shaw
et al., 2019 for wind energy forecasting).

The United States Department of Energy (DOE) Water Power Technologies Office (WPTO)
is employing multiple approaches to research and development (R&D) that advance the marine
renewable energy (MRE) industry. These include PPPs to develop monitoring technologies
that can help to identify and mitigate impacts from MRE generation systems (Copping
and Hemery, 2020). Providing academia and commercial entities access to testing sites,
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development facilities, and expertise enhances all stages of
R&D across multiple scales, while bringing in new ideas
and perspectives. Finding innovative ways to enable these
partnerships is critical to their success, and WPTO has achieved
this with the Triton Initiative, a PPP.

This perspective article discusses the Triton PPP, with a
focus on distinct and complementary acoustic monitoring
technologies. We highlight the value and effectiveness of the
Triton program to accelerate deployment of MRE monitoring
systems through collaborative, multi-scale testing procedures
over a range of environmental conditions.

TRITON INITIATIVE

The Triton PPP supports R&D and advancement of technologies
for MRE applications, including environmental monitoring
capabilities necessary to progress the industry in a sustainable
manner. Triton is spearheaded by the Pacific Northwest National
Laboratory’s Marine and Coastal Research Laboratory (PNNL’s
MCRL), which provides facilities and technical support for
Triton projects focused on underwater noise, electromagnetic
fields, marine organism interaction, benthic habitat mapping, and
integrated sensor packages.

A key element of Triton is access to vessels and skilled
personnel at marine testing locations that are permitted for
a range of environmental monitoring system deployments.
Testing locations include a quiescent site, tidally energetic
area, deeper water site, and a site with consistent waves – all
accessed from a single shore facility. This facilitates technology
readiness level (TRL) advancement from proof-of-concept to
commercialization by enabling baseline field-testing, design
comparisons to existing technologies, benchmark improvements,
and field demonstrations.

ACOUSTIC MONITORING CASE STUDY

In 2016, WPTO released a Triton funding opportunity
announcement to develop and/or advance environmental
monitoring systems that could overcome limitations with
existing technologies in energetic environments. This included
electromagnetic field measurements, benthic habitat surveys,
acoustic target detection, optical imaging, and passive acoustic
monitoring of radiated noise from marine energy converters. For
the latter, two technologies were selected – one from commercial
business (Integral Consulting Inc.) and one from academia
(University of Washington). Both project teams leveraged MCRL
support and expertise, and benefited from broader collaboration
that emerged under the PPP.

Many industrial activities associated with MRE installation,
operation, and decommissioning generate anthropogenic sounds
that overlap spatially, temporally, and in bandwidths pertinent
to marine fauna (Copping and Hemery, 2020). Monitoring
potential disturbances and the correlated vocal reactions by
marine fauna will inform mitigation efforts of regulatory and
stakeholder relevance. Radiated noise from MRE devices must

also not exceed regulatory thresholds for acoustic harassment
[National Marine Fisheries Service (NMFS), 2018]. While passive
acoustic monitoring in the marine environment is common
(Sousa-Lima et al., 2013), MRE monitoring requires accurate
measurements in energetic currents (>1 m/s speed) and waves
(>2 m height). Further, given the limited understanding of noise
radiated by MRE systems, passive acoustic monitoring must
be able to differentiate between MRE noise and other natural
or anthropogenic sources, as well as comply with international
standards [International Electrotechnical Commission (IEC),
2019] to increase transferability of data across sites and systems.

The Triton PPP facilitated collaborative testing that was
conducted at several locations near MCRL, which is located at
the mouth of Sequim Bay in Washington State, United States.
The bay is a sheltered body adjacent to the Strait of Juan de
Fuca and is roughly 3.2 km long and 1.6 km wide at the mouth.
The maximum water depth in the bay is 35 m, with the bottom
consisting primarily of mud. Sequim Bay is tidally influenced,
with tidal ranges from 1.5 m (neap tide) to 2.5 m (spring tide)
[National Oceanic and Atmospheric Administration (NOAA),
2021]. Acoustic testing was conducted in four areas: a relatively
shallow, quiescent site near the middle of Sequim Bay (SB2;
∼25 m); the mouth of the Bay in the energetic tidal channel
(MSL; ∼10 m); in deeper-water in Dungeness Bay (>50 m); and
in Clallam Bay, an energetic location in the Strait that is subject
to stronger waves (Figure 1).

Acoustic Technologies
NoiseSpotter R©

NoiseSpotter R© is a passive acoustic monitoring device developed
by Integral Consulting Inc. (Integral) to characterize, classify,
and provide accurate location information, in near real-time,
for underwater anthropogenic and natural sounds (Raghukumar
et al., 2020). It consists of a compact array of particle motion
sensors that measure acoustic pressure and three-dimensional
particle velocities associated with the propagation of an acoustic
wave, enabling triangulation of individual bearings and sound
source localization with a single unit (Raghukumar et al., 2020).
These sensors (GeoSpectrum Technologies Inc.) measure tri-
axial particle motion and omnidirectional pressure at a frequency
range of 50 Hz – 3 kHz, at a sample rate of 20 kHz, as
well as earth-referenced orientation with an integrated inertial
measurement unit (IMU).

At the beginning of the project, NoiseSpotter R© was at TRL
4 (bench-scale prototype). Four advancements were required to
achieve TRL 8 (field-tested commercial prototype):

• Develop continuous and synchronous data logging and
real-time transmission

• Improve data quality, detection sensitivity, and location
estimation by minimizing electronic, system, and flow-
noise interferences

• Increase the power budget to achieve autonomous
operation for at least 7 days

• Create a portable system with modular configuration
capabilities to facilitate field operations for a wide range of
environments.
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FIGURE 1 | Triton Initiative test sites: SB2, MSL, Dungeness Bay, and Clallam Bay, located along Washington State’s (United States) northern coast.

These advancements were facilitated through a series of
five field-tests, supported by the Triton PPP, conducted at
SB2, MSL, and Dungeness Bay (Figure 1). Field-tests involved
moored deployments of the NoiseSpotter R© V1–V4 and controlled
acoustic source-signal transmissions over a range of source-
receiver separation distances. The original NoiseSpotter R© V1
design was a linear particle motion sensor array on a mid-
water column mooring with each sensor cabled to an off-
the-shelf data logger and battery pack, housed in a surface
buoy (Figure 2A). Testing at SB2 helped identify several issues,
primarily stemming from the mid-water column design. Issues
included system instability and acoustic contamination, cable-
induced signal losses of 8 dB, and difficulties with field operations
due to unwieldy cables. Data logger self-noise was observed at
multiple frequencies, as well as high-amplitude sound at low
frequencies (<200 Hz), indicative of flow-noise (Strasberg, 1979;
Bassett et al., 2014).

These issues were mitigated by redesigning NoiseSpotter R©

such that the sensors, data logger, and batteries were mounted
on a stable bottom platform (Figures 2B–D), thereby reducing
cable lengths from 15 m to <1 m. Further improvements were
made by incorporating a custom, low-power, low-noise, high-
capacity data logger, and custom flow-noise shields (Raghukumar
et al., 2019). Particle motion sensors with flow-noise shields were
vertically and horizontally separated on the bottom platform
(Figures 2C,D) to facilitate accurate geolocation estimation. The
data logger pressure housing was designed and fabricated with
the support of MCRL under the Triton PPP.

Field-tests of the NoiseSpotter R© V2–3 (TRL 5–6) at SB2,
MSL, and Dungeness Bay demonstrated simplified deployment,
zero cable-induced signal losses, no platform instability, little

to no data logger self-noise, reduced power requirements (by
∼1 A), increased data storage (by ∼2 TB), and flow-noise
reduction of ∼10 dB. The remaining issues for the NoiseSpotter R©

V3 design included mitigating potential acoustic reflectance
from aluminum, time-consuming system mobilization, and
insufficient power. NoiseSpotter R© V4a,b (TRL 7, 8) was thus
redesigned with modular, high-density polyethylene frames
(Figure 2D; Raghukumar et al., 2020) to reduce acoustic
reflectance potential and custom 258 Ahr rechargeable
battery packs. NoiseSpotter R© V4b includes onboard real-
time data processing and telemetry of acoustic data metrics
to a cloud server.

The Triton PPP undoubtedly accelerated development for
the NoiseSpotter R©. Three different, permitted test locations, and
the collaborative environment facilitated by the PPP helped
overcome design challenges ranging from data and power
budgets, electronic and environmental acoustic interference,
to difficulties with field operations. Integral is currently
transitioning NoiseSpotter R© from research-grade to a commercial
acoustic monitoring device (United States Utility Patent No.
16/879,434; approved) and is a product available for lease with
contracted services for operation and data analysis.

DAISY
The Drifting Acoustic Instrumentation SYstem (DAISY) was
developed by the University of Washington (UW). The DAISY’s
primary sensor is a hydrophone sensitive to acoustic pressure.
Unlike NoiseSpotter R©, source localization requires multiple time-
synchronized DAISYs to be deployed around an MRE device,
but the resolvable frequency range is wider (1 Hz–200 kHz). As
previously mentioned, relative motion between a hydrophone
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FIGURE 2 | (A–D) Photographs of Integral Consulting Inc.’s NoiseSpotter R© design iterations from V1 through V4, respectively. (E,F) Schematic diagram of University
of Washington’s DAISY design. (G) Schematic diagram of Oregon State University’s spar buoy drifting hydrophone. (H) Concurrent benchmarking of DAISYs and
SBDH at SB2.

and surrounding water produces high-amplitude, low-frequency
pressure and velocity fluctuations (advected and shed turbulence)
that are indistinguishable from propagating sound (Strasberg,
1979; Bassett et al., 2014) and can mask radiated noise from MRE
devices. Because of this, the DAISY is designed to drift with the

prevailing metocean forcing, a suspension system decouples the
hydrophone and logger from the surface expression with GPS
tracking, and, when drifting in currents, a flow shield (inspired
by Wilson et al., 2014) is employed to create a quiescent pocket
around the hydrophone.
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The DAISY V1 (TRL 5) was a modified version of a SWIFT
buoy used to measure wave dissipation (Thomson, 2012). A rigid
hull coupled a hydrophone (Loggerhead Instruments DSG) at
1 m depth to a surface expression for tracking. This approach
was effective at minimizing flow-noise in unidirectional river
currents (Polagye and Murphy, 2015), but resulted in significant
flow-noise and self-noise in wavy environments. Further, the
hydrophones could not be synchronized for source localization.
The DAISY V1.5 (TRL 6), initially tested at the MSL and SB2 sites,
replaced the rigid spar with a 2.5 m rubber cord, incorporated
a flow shield, and changed the hydrophone to an OceanSonics
icListen HF to allow multi-DAISY synchronization.

Ideally, technology development proceeds linearly through
TRLs, but for DAISY development, it was necessary to take a
few steps back to move forward. The OceanSonics hydrophone
constituted >80% of the total system cost and, because it
was designed for stand-alone deployment, the batteries, clock,
and onboard processors were redundant with the DAISY’s. For
these reasons, UW developed a custom data acquisition board
for an HTI-99-UHF built around a low-cost microcontroller
(BeagleBone Black). This required several iterations to minimize
electrical self-noise, particularly at frequencies about 10 kHz,
such that the DAISY regressed to TRL 4/5, before advancing to
TRL 7 (Figure 2E) in recent testing at MSL and SB2. Similar
iterations were also required to design and manufacture a flow
shield with sufficient durability.

To support commercialization, UW partnered with
MarineSitu Inc. to provide a commercial version of DAISY for
purchase or lease, as well as contracted monitoring services and
data processing. The primary goal of this partnership is to ensure
that DAISY technology is made available to the greater marine
industry, rather than remaining an academic research tool. As
a UW spin-off company, MarineSitu’s technology translation
is supported by CoMotion, UW’s commercialization office.
MarineSitu is working with CoMotion to license the underlying
technology and develop marketing materials for the DAISY.

Spar Buoy Drifting Hydrophone
One of the Triton PPP objectives was benchmarking performance
of new systems against existing technologies. A spar buoy
drifting hydrophone (SBDH), developed by Oregon State
University (OSU), served as the benchmark system for acoustic
measurements and characterization of MRE devices and
background sound levels. The SBDH has been operated at several
open ocean project sites off the Oregon coast (e.g., PacWave,
Camp Rilea, and Charleston) and consists of a broadband
hydrophone (10 Hz–20 kHz) mounted on a 3 m long, 10.15 cm
diameter PVC spar buoy with lead ballast near the bottom for
increased inertial moment (Figure 2G). A shock cord is soft-
tethered to the spar buoy, followed by a static line of variable
length depending on the project site. The static line is connected
to a motion damping disc or heave plate, followed by the
suspended hydrophone instrument. Unlike the NoiseSpotter R©

and DAISY, the SBDH does not support synchronized timing and
cannot be used for source localization.

DISCUSSION AND CONCLUSION

In addition to individual support offered to NoiseSpotter R©

and DAISY technology R&D, the Triton PPP facilitated co-
located field-testing of the NoiseSpotter R©, DAISY, and SBDH
systems for unique benchmark comparisons in quiescent and
high-energy environments (Figure 2H). Benchmark comparison
testing consisted of three objectives:

1. Compare acoustic recordings in quiescent conditions in
Sequim Bay with light currents and no wave action for
system noise floor evaluations. The SBDH and three
DAISYs were deployed in close proximity (<5 m) for these
tests. The NoiseSpotter R© was deployed on the seabed and
DAISYs and SBDH drifted over it.

2. Compare acoustic recordings in more energetic current
conditions at the MSL site (Figure 1). The NoiseSpotter R©

was deployed on the seabed and DAISYs drifted over it.
3. Compare acoustic recordings in more energetic wave

conditions at the Clallam Bay site (Figure 1). The SBDH
and three DAISYs were deployed in close proximity and at
similar depths (12 m) for an evaluation of measured noise
levels during higher energy conditions. In Clallam Bay
tests, the DAISY suspension system consisted of a rubber
cord and heave plate and did not include a flow shield
(Figure 2F).

Results from these tests were encouraging. Benchmark
comparisons between the DAISY and SBDH resulted in nearly
identical response in the frequency bands of highest interest
for MRE radiated noise (10 Hz–3 kHz) in waves and the
quiescent environment. Quiescent testing also identified high
frequency, broadband electrical noise in the prototype DAISY.
Similarly, a comparison with a shielded broadband hydrophone
on the NoiseSpotter R© platform demonstrated that the drifting,
shielded DAISY had a noise floor roughly 20 dB lower than a
fixed, shielded hydrophone at frequencies <100 Hz. Beyond the
technical outcomes from this testing, the experience of shared
field operations with academic and industrial colleagues allowed
all parties to pass on best practices and better understand the
strengths and weaknesses of each system.

Under the Triton PPP, MRCL supported the project teams
in multiple ways. All field-testing involving NoiseSpotter R©

and DAISY were conducted aboard MCRL vessels and their
staff participated in deployment and recovery operations.
MCRL consolidated all necessary permits and environmental
reviews for field testing, reducing the administrative load
on the technology teams and the compliance burden for
federal and state resource managers. Acoustic sources employed
during field-testing, and ancillary environmental data (e.g.,
conductivity-temperature-depth and current velocity) were
collected by MCRL. NoiseSpotter R© and DAISY development
further benefited from technical expertise and capabilities
at MCRL, with electrical engineering staff providing input
on the design and fabrication of the custom data logger

Frontiers in Marine Science | www.frontiersin.org 5 August 2021 | Volume 8 | Article 66941395

https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/marine-science#articles


fmars-08-669413 August 18, 2021 Time: 15:47 # 6

Chang et al. Public–Private Collaborations for Technology Advancement

for the NoiseSpotter R© as well as initial design of the custom
hydrophone acquisition board for the prototype DAISYs.

The NoiseSpotter R© and DAISY each started at different
TRLs but benefited equally from government-supported
facilities and expertise, while also gaining the opportunity to
collaborate and improve their systems. Multiscale acoustic
testing facilitated by the Triton PPP allowed for comparison of
various technological approaches (e.g., moored versus drifting,
near-surface versus near-bottom, and sound pressure versus
pressure/particle motion) that have been developed to assess
sound from MRE installations. Having technology-agnostic
facilities enabled systematic testing of different technologies
throughout the R&D process, with rapid turnarounds from in-
water testing, to bench improvements, and back to in-water
testing. Each of the technological solutions advanced under
the Triton PPP have unique capabilities, while simultaneously
accommodating specific engineering tradeoffs that include flow-
noise suppression, deployment duration, sensitivity, frequency
range, and cost. Testing of systems at a common facility
allows for objective evaluation of each system’s capabilities and
tradeoffs regarding their use in acoustic characterization of
MRE installations. These tests served to build confidence in
the technology design and approach used for measuring and
characterizing MRE radiated noise.

Several factors contributed to the success of Triton; these
practices are recommended for other technology development
PPPs. First, MCRL played an independent, convening role for all
project teams, allowing lessons learned from one test to transfer
seamlessly to another. National laboratories are well positioned
for this function, particularly when they are technology-agnostic.
Second, WPTO encouraged teams to collaborate transparently
and emphasized the overall success of the Triton PPP, rather
than individual outcomes. This provided a strong incentive for
teams to share knowledge and expertise. Similarly, as teams
identified additional opportunities to work together outside of
the original workplan, WPTO provided additional resources to
MCRL to support these efforts – the combined benchmarking
system test of the NoiseSpotter R©, DAISY, and SBDH systems was
one such activity. Third, while team members for the acoustic
measurement projects had not worked extensively together
before Triton, all were professionally acquainted and came into
the project from a position of mutual respect. This demonstrates
the benefits of informal, collaborative research communities.

The ability to access publicly funded facilities that employ
consistent methods and testing procedures, enables sharing of
knowledge and rapid innovation, benefiting all aspects of R&D.
It is hoped that the success of Triton and related PPPs such as the
European Marine Energy Centre Ltd., and DOE Testing Expertise

and Access for Marine Energy Research (TEAMERTM) program
provide blueprints for additional PPPs that advance technology
development spanning the MRE and oceanographic industries.
A critical factor is the availability of a range of testing sites with
different conditions that are suitable for technologies at different
stages of development, coupled with the opportunity to work
with other researchers who are developing related technologies.
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While recent research has provided increasing insight into ocean ecosystem functions
and rapidly improving predictive ability, it has become clear that for some key processes,
including grazing by zooplankton, there simply is no currently available instrumentation
to quantify relevant stocks and rates, remotely or in situ. When measurement capacity
is lacking, collaborative research between instrument manufacturers and researchers
can bring us closer to addressing key knowledge gaps. By necessity, this high risk,
high rewards research will require iterative steps from best case scenarios under
highly controlled and often artificial laboratory conditions to empirical verification in
complex in situ conditions with diverse biota. To illustrate our point, we highlight the
example of zooplankton grazing in marine planktonic food webs. Grazing by single-
celled zooplankton accounts for the majority of organic carbon loss from marine
primary production but is still measured with logistically demanding, point-sample
incubation methods that result in reproducible results but at insufficient resolution to
adequately describe temporal and spatial dynamics of grazer induced impacts on
primary production, export production and the annual cycle of marine plankton. We
advance a collaborative research and development agenda to eliminate this knowledge
gap. Resolving primary production losses through grazing is fundamental to a predictive
understanding of the transfer of matter and energy through marine ecosystems, major
reservoirs of the global carbon cycle.

Keywords: grazing, ocean optics, remote sensing, phytoplankton, zooplankton, inherent optical properties,
primary production

INTRODUCTION

Grazing remains one of the key unknowns in global predictive models of carbon flux, food
web structure and ecosystem characteristics, because empirical grazing measurements are sparse,
resulting in poor parameterization of grazing functions (e.g., Stock and Dunne, 2010; Bisson
et al., 2020). To overcome this critical knowledge gap, we suggest focused effort be placed on
the development of instrumentation that can link changes in phytoplankton biomass or optical
properties with grazing. We contend that to gain a mechanistic understanding of ocean production
and carbon fluxes, targeted, empirically validated instrument design, and model development is
needed on how grazing influences the optical properties of the water column directly. The ultimate
goal is to leverage linkages between grazing and optical properties to predict grazing using remote
and autonomous sensors on a global scale.
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Grazing is a central, rate-setting process in ocean ecosystems
and a driver of marine biogeochemical cycling (Worden et al.,
2015). In all ocean ecosystems, grazing by heterotrophic protists
constitutes the single largest loss factor of marine primary
production and alters particle size distributions (PSD; Steinberg
and Landry, 2017). Grazing affects all pathways of export
production, rendering grazing important both for surface and
deep carbon processes (Mariani et al., 2013). Predicting central
paradigms of ocean ecosystem function, including responses
to environmental change requires accurate representation of
grazing in global biogeochemical, ecosystem and cross-biome-
comparison models (e.g., Stock and Dunne, 2010). Several large-
scale analyses have concluded that phytoplankton losses, which
are dominated by grazing are the putative explanation for annual
cycles in phytoplankton biomass, accumulation rates and export
production (Behrenfeld, 2010; Mignot et al., 2018; Bisson et al.,
2020). While these analyses were based on in situ or remote
observations, none quantified grazing empirically.

We hypothesize that grazing influences the absorption
coefficients and scattering functions of seawater due to changes
in the relative amounts and spectral slopes of detrital, colored
dissolved and particulate materials through grazer release
of dissolved matter, size-selective removal of phytoplankton,
fractionation of cells and breakdown of cellular constituents
during grazing (Figure 1). Hence, different amounts of cellular
materials will be released into the water, changing the PSD
and vertical structure of phytoplankton, as well as detrital
and dissolved materials. Developing proxies of grazing from
changes in optical properties can enable approximating grazing
over large spatial and temporal scales using in situ or remote
observational technology. To date, there are no approaches that
support direct retrieval of grazing related signals from space
or autonomous in situ instrumentation (Brewin et al., 2021).
To alleviate this important limitation, we outline a suggested
empirical approach that demonstrates how iterative laboratory
experiments, field testing and modeling can provide grazing
proxies for existing in situ and remote sensing applications.
A case for collaboration between the research community and
industrial partners is interwoven within this approach, wherein
the industrial partners are closely involved with the basic
research and experimental design to better inform instrument
development to expand observational capabilities to achieve
the research goals. Such industry-research partnerships are
essential for research where the applicability of currently available
instrumentation is unknown. We conclude by highlighting
some of the benefits and challenges of these collaborative
relationships.

GRAZING

Background
Grazing is the term used to describe the consumption of
phytoplankton by zooplankton, although a broader application
of the term is common. This removal of phytoplankton can
be measured in terms of abundance (i.e., cells), biomass [e.g.,
Carbon (C)] or biomass proxies (e.g., Chl a). Zooplankton are

diverse including single celled protozoans such as flagellates and
ciliates, as well as multi-cellular crustaceans such as copepods
and krill and gelatinous forms, including salps and ctenophores.
While single celled protozoans typically number in the 100 to
1,000 per mL, abundance of multi-cellular types is typically orders
of magnitude lower, although aggregations can result in high
density patches and swarms. Each zooplankton group differs in
fundamental aspects, such as sexual or asexual reproduction,
which can yield exponential population increases for single-celled
types. The single-celled zooplankton, protists, have garnered
particular attention because through exponential growth they
can rapidly match increases in phytoplankton abundance, such
as during the development of a bloom. We will refer to these
here as “herbivorous protists” and identify them as particularly
important in understanding particle concentrations in the ocean.
Not only do these single celled organisms reproduce asexually
and exponentially, they also modify the abundance, size and
species composition of their phytoplankton prey (Menden-Deuer
and Kiørboe, 2016). Grazing involves a great deal of selectivity
and feeding strategies differ broadly, including filter feeding of
large volumes of water or uptake of individual particles in a
raptorial fashion. While most zooplankton eat prey that is 10-fold
smaller in body size, some dinoflagellates can eat phytoplankton,
especially large diatoms that are 10-fold larger than their body
size (Menden-Deuer et al., 2005), which means that the largest
phytoplankton particles can still be grazed by herbivorous
protists. Thus, grazing alters PSD (Morison et al., 2020), which
is of key importance to optical backscattering properties and
remote sensing (Dall’Olmo et al., 2009; Buonassissi and Dierssen,
2010; Slade et al., 2015).

Our focus on herbivorous protist grazing is motivated by
their vastly greater impact on primary production. Grazing
by herbivorous protists is known to be the largest loss
factor of primary production, removing on average ∼66%
of global primary production (Calbet and Landry, 2004)
compared to <10% removal of primary production contributed
by multicellular zooplankton (Calbet, 2001). Of course these
estimates have high variance and exceptions occurr in time and
space. Model analyses suggest that the majority of C export
due to grazing may be due to microzooplankton (Bisson et al.,
2020). This may be rooted in the fact that over 25% of the
biomass ingested by microzooplankton can be re-excreted (Strom
et al., 1997). Protists are important conduits in transferring
organic matter across trophic levels (Steinberg and Landry, 2017)
and grazing persists in removing organic matter in the ocean’s
twilight zone (McNair and Menden-Deuer, 2020). Predation by
herbivorous protists has a significant impact on both dissolved
and particulate phases of seawater constituents (Verity, 1986;
Strom, 2007; Mariani et al., 2013). Effects on PSD and the nature
of protistan fecal material are poorly constrained, but is likely to
have substantive effects on the optical properties of the dissolved
and particulate phase of seawater (Figure 2).

Herbivorous protists have become a prime target for grazing
studies, based on their high abundance, capacity for exponential
growth and ability to feed on the full spectrum of planktonic
particles. These features have implications for grazing effects on
the abundance and composition of phytoplankton communities
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FIGURE 1 | Schematic of how common seawater constituents, including particulate and dissolved components, could both be generated and altered through the
process of herbivorous grazing.

and the PSD, as well as effects on the optical properties of the
dissolved phase.

Grazing Rate Measurement
Despite ample evidence of the importance of herbivorous
predation on phytoplankton, we lack a mechanistic
understanding and predictive ability of the quantitative
effects of predation on primary production, due to the lack
of adequate measurement technology. Although grazing in
diverse zooplankton has been studied for decades, measurements
rely on incubation based methods that have been refined but
fundamentally did not change over time (Frost, 1972; Landry
and Hassett, 1982). The currently most widely used method to
study grazing in herbivorous protists is the dilution method,
which involves contrasting phytoplankton growth and mortality
in bottle incubations at manipulated grazer concentrations
(Landry and Hassett, 1982; Morison and Menden-Deuer, 2017).
Although the dilution method has yielded remarkable insights
into the environmental drivers and quantitative importance
of grazing in ocean ecosystems (e.g., Landry et al., 2009;
Morison et al., 2019) and generated intriguing hypotheses (e.g.,
Behrenfeld, 2010), incubation based methods pose logistical
challenges that result in limited sampling on a global scale
(Schmoker et al., 2013). These methods all rely on capturing

and handling organisms and incubating them under controlled
and defined conditions. These characteristics imply that grazing
estimates could well be affected by experimentally induced
biases, although Lagrangian grazing studies, comparing in situ
and incubation based plankton population dynamics typically
show good agreement and reliability of the bottle incubation
approach (Landry et al., 2009; Morison et al., 2019; McNair
et al., 2021). Although reliable, due to logistical constraints and
the need for incubation, grazing measurements are limited in
their spatial and temporal resolution. Clearly, measuring grazing
one bottle at a time is no means to understanding fundamental
ecosystem process in a global context across seasons and habitats.
Autonomous in situ and remote sensing capabilities provide a
unique opportunity to increase the quantity and resolution of
grazing rate measurements. To do so, there is an urgent need to
examine the effects of grazing on optical properties of seawater
and to leverage optical and ultimately remote sensing approaches
to quantify grazing on the global scale.

OPTICAL PROPERTIES

Although planktonic grazers affect both the dissolved and
particulate constituents of seawater, little is known about grazing
influences on seawater optical properties. Although sequential
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FIGURE 2 | Grazing is hypothesized to change spectral absorption and backscattering across UV and visible wavelengths. (A) As particles are grazed, absorption
by gelbstoff (ag) may increase and the spectral slope (S) may flatten compared to background gelbstoff subject to photobleaching. The contribution of depigmented
particle absorption (ad ) may increase and phytoplankton absorption (aph) may decrease as particles are grazed. The relative changes in these components result in
spectral dips and troughs that may be observed in the remote sensing reflectance, particularly in sensors that can detect spectral changes in the UV like PACE.
Modified from Nelson and Siegel (2013). (B) Backscattering is expected to increase with increased detrital matter produced by grazing. In addition, we hypothesize
that the spectral slope of backscattering gγ, will increase as the average particle size decreases with decreasing phytoplankton and increasing detrital particles.
Modified from Slade et al. (2015) showing trends in these parameters from field measurements.

time series approaches are possible, and increasing resolution
by satellites will increase the opportunities for this approach, we
still lack the ability to remotely retrieve direct signals of grazing
(Brewin et al., 2021). Two inherent optical properties (IOPs)
commonly related to remote sensing include spectral absorption
a(λ) and scattering b(λ) coefficients (λ is the wavelength),
describing the amount of a light beam absorbed or scattered
per unit distance within the medium (units m−1; see Mobley,
1994; Dierssen and Randolph, 2013). Oceanic constituents that
are primarily responsible for absorption of photons include
water molecules, phytoplankton pigments, particulate detritus,
minerogenic material, and colored dissolved organic material.
Scattering processes occur at the boundary of a particle with a
different index of refraction from the surrounding water. Both
absorption and scattering processes create targets for satellite
retrieval of ocean color in terms of the magnitude and spectral
shape of reflected light. Here we suggest that grazing will affect
absorption and scattering properties and have the potential to be
detected with ocean color remote sensing techniques (Figure 1).

Absorption
There is an urgent need and great opportunity to identify
changes in absorption over time associated with grazing and
to explore potential optical proxies for grazing rates that can
be applied to remote sensing imagery. The total absorption
coefficient of seawater is often represented in terms of the sum
of the pure water component aw(λ), a particulate component
ap(λ), and a dissolved or “gelbstoff” component ag(λ) that is
operationally defined as anything that passes through a 0.2-µm

filter. Dissolved matter can include pigment-like components,
amino acid or protein-like components and small colloids that
pass through the filter.

The particulate absorption coefficient can be further
partitioned into a phytoplankton component aph(λ) and
a component related to depigmented particles ad(λ) that
has traditionally been referred to as non-algal or detrital
particles, which include depigmented algal particles, detritus
generated through feeding, as well as minerals and suspended
sediment. The spectral shapes of both ag(λ) and ad(λ) are
smooth monotonically decreasing functions. Because of the
similarity in spectral shape, it is often challenging to separate
these components optically with multi-channel sensors, and
the two are often combined in remote sensing approaches
like the Generalized Inherent Optical Properties algorithm
(GIOP; Werdell et al., 2013) or quasi-analytical algorithm
(QAA; Lee et al., 2002) models. The sources and sinks of these
two constituents are quite different and the combination is
challenging to interpret from a biogeochemical perspective.

With the advent of hyperspectral sensors like those in
development for future NASA missions (e.g., geosynchronous
littoral imaging and monitoring radiometer (GLIMR), and
surface biology and geology (SBG) missions (Dierssen et al.,
2021), models are being proposed to separate the relative
contributions of ad(λ) and ag(λ) in the surface ocean from
the remote sensing signal globally. An important component
will be to investigate the influence of grazing on IOPs in a
controlled setting to identify applications to the suite of new
measurement technology in the pipeline for these new missions.
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For example, new methods have been proposed to improve
partitioning of total absorption into the three components,
aph(λ), ad (λ) and ag(λ) with an inversion scheme (Zheng
et al., 2015; Stramski et al., 2019). The ability to partition
absorption into its components may provide information on
primary production and associated grazing.

Scattering
As with absorption, changes in scattering provides another
opportunity to link grazing, optical properties, and remote
sensing. Scattering is inherently an angle-dependent process,
described by the volume scattering function [VSF, β(ψ, λ), units
m−1 sr−1], where ψ is the scattering angle relative to the
incident light. The magnitude, angular shape, and polarization
properties of scattering by particles in seawater are dependent
on particle size, shape, and composition. Associations between
particle properties and optical scattering properties allow for
proxy models to estimate a wide range of particle properties and
dynamics in situ (e.g., Sullivan et al., 2005).

Measurement of the particulate backscattering coefficient
bbp (λ) (essentially the integral of the VSF over the backward
hemisphere) is of particular importance since it is a critical
element of understanding ocean color remote sensing signals
(Werdell et al., 2018, references therein), which are being used
to describe global-scale biogeochemical processes and changes
therein due to climate change (e.g., Siegel et al., 2016; Dutkiewicz
et al., 2019). Backscattering measurements are also becoming
common on autonomous platforms where they have recently
been used to constrain biogeochemical processes (e.g., Mignot
et al., 2018; Uchida et al., 2019). Fluctuations in the optical
properties can also be used to estimate particle size (Briggs et al.,
2013). This concept was expanded by leveraging fluctuations in
the backscattering signal during a flux event to partition the stock
into multiple size fractions to examine the effect of fragmentation
of settling aggregates on carbon flux (Briggs et al., 2020).

Theoretical work has suggested that the scattering or
backscattering spectral shape depends on the PSD (e.g., Morel,
1973; Boss et al., 2001, references therein). Limited indirect
measurements of backscattering using in situ radiometric or
ocean color (Loisel et al., 2006; Gordon et al., 2009) and direct
measurements of spectral backscattering and PSD (Slade et al.,
2015) support the possibility of spectral backscattering as a proxy
for particle size. The shape of the VSF measured at multiple angles
can also be used to invert for PSD and composition (e.g., organic
vs. mineral) using a variety of approaches (e.g., Agrawal and
Pottsmith, 2000; Zhang et al., 2011).

Polarization of scattering by particles in the ocean is also
expected to depend on PSD and composition, however, only
limited measurements have been made in situ or of ocean samples
(Voss and Fry, 1984; Koestner et al., 2018). The most detailed
examinations of angular dependence of polarized scattering have
been of phytoplankton cultures (Volten et al., 1998; Svensen
et al., 2011), where significant differences were found between
measurements and theoretical predictions for a wide range of
cell sizes, shapes, and structures. Thus, there remains need
and opportunity to unify theoretical expectations with empirical
observations of phytoplankton scattering functions, both under

controlled laboratory conditions and those representative of the
heterogeneous and dynamic ocean.

DISCUSSION

Linking Grazing and Optics: A Possible
Path Forward
To explore the utility of optical properties for the quantitative
analysis of grazing pressure in marine planktonic food webs, we
envision a collaborative effort that closely ties the research needs
with instrument development. These could leverage existing
instrumentation and methods (Table 1) to measure grazing
impacts on particle fields (Menden-Deuer et al., 2020), scattering
and PSD relationships (Slade et al., 2015), dissolved and detrital
absorption, as well as changes in phytoplankton absorption and
pigments (Figure 2). The overall concept is to measure removal of
algal prey by zooplankton first in laboratory grazing experiments.
These experiments consist of bottle incubations that pair a
grazer and a phytoplankton prey species and a control of the
phytoplankton species incubated by itself (Frost, 1972; Jeong,
2007). The predator-free control allows to estimate the effects of
other sources of mortality and the magnitude of growth in the
absence of grazing. Experiments with targeted single predator
prey pairs provide a best-case scenario approach to maximize
the signal to noise ratio and examine the sensitivity of existing
instruments to these idealized conditions.

Since this is exploratory research with well-founded
hypotheses, but without prior empirical support, a broad
net needs to be cast to determine grazer induced changes in
optical properties both in the particulate and dissolved phases.
Measuring abundance, PSD, angular and polarized scattering,
and absorption of the dissolved and particulate (algal and
non-algal) components, can aid in delivering diagnostic data
linking optical properties to grazing pressure, qualitatively
(presence or absence of grazing) and quantitatively (across a prey
concentration gradient; Figure 2). Finally, to examine the utility
of these idealized measurements for remote sensing applications,
the absorption and scattering measurements can be examined in
terms of their individual and combined effects on ocean color
signals using a radiative transfer model such as HydroLight
(Hedley and Mobley, 2019).

Once promising targets for optical grazing signatures are
identified, field experiments can commence to probe grazing
measurements that utilize incubations (e.g., Morison and
Menden-Deuer, 2017) for correlations between optical proxies
and concurrent measurements of grazing rates. The final testing
goal would then be to characterize the optical properties in situ
and probe for grazing signatures at high resolution over large
spatial and temporal scales. Such measurements would open the
door to test ocean color remote sensing algorithms for retrieving
IOPs under different grazing conditions. Obviously, this would
require in situ validation and inter-comparison efforts and
could benefit from leveraging existing data sets with concurrent
optical measurements and grazing incubations for retrospective
analysis, as available.
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TABLE 1 | Examples of measurement approaches that can aid in quantifying grazing impacts on the optical properties of seawater, their methodologies, applicability to
lab and/or field studies, and estimated uncertainties.

Measurement Quantities (units) Instrument/Method Lab/Field Uncertainty

Predator/prey concentration Abundance (cells mL−1) Microscopy/Image analysis
(provides cell characteristics)

Lab, Field In situ ±10% (Menden-Deuer et al., 2020)

Coulter Counter (CC) (rapid
processing but no cell
characteristics)

Lab, Field Discrete ±1% (Menden-Deuer et al., 2020)

Predator/prey biomass Biomass (µgC L−1) Microscopy/Image Analysis Lab, Field In situ ±30% (Menden-Deuer and Lessard,
2000)

Grazing rate Change in Abundance
(cells predator−1 day−1)
and Biomass (µgC
predator−1 day−1)

Microscopy/Image analysis Lab, Field In situ ±10% of algal counts (Menden-Deuer
et al., 2018)

Coulter Counter Lab, Field Discrete

Particle size PSD, N(D) (#/mL) Coulter Counter Lab, Field Discrete ±1% (Menden-Deuer et al., 2020)

PSD, V(D) (µL/L) LISST-200X Lab, Field In situ Approx. 3% D50 repeatability (ISO,
2020)

Davg (µm) Optical signal fluctuations in cp and
bbp

Lab, Field In situ 10%–24% (Briggs et al., 2013)

Particulate absorption ap(λ) (m−1) QFT-ICAM Lab, Field Discrete ±1.5% (Röttgers et al., 2016)

ac-9/ac-s Lab, Field, In situ ±0.006 m−1a (Twardowski et al., 2018)

Particulate absorption (constituents) ad(λ) (m−1) aph(λ) (m−1) Models for partitioning particulate
absorption into ad(λ) and aph(λ)

Model Stramski et al., 2019

Phytoplankton community composition Imaging methods FlowCytometry Lab, Field In situ (see Lombard et al., 2019)

Diagnostic Pigment Analysis Lab, Field Discrete Chase et al., 2020

Dissolved absorption ag(λ) (m−1) Spectrometry Lab, Field Discrete ∼10% wavelength-dependent (IOCCG,
2018)

ac-9/ac-s Lab, Field, In situ ±0.001 m−1a (Twardowski et al., 2018)

Particulate attenuation cp(λ) (m−1) ac-9/ac-s Lab, Field, In situ <0.004 m−1a,b (IOCCG Protocol
Series, 2019)

cp(520) (m−1) LISST optics Lab, Field, In situ <0.01 m−1

Volume scattering function (VSF) βp(ψ, 520) (m−1 sr−1) LISST-Horizon(2) LISST-VSF Lab, Field, In situ Typ. 3–10% uncertainty (Zhang et al.,
2011)

Backscattering bbp(700) (m−1) ECO-VSF Lab, Field In situ ±5–10% relative (Sullivan et al., 2013)

bbp(520) (m−1) Extrapolation and integration of
measured VSF (LISST-VSF)

Lab, Field In situ To be determined

Turbidity TSS (NTU) Turbidimeter Lab, Field In situ ∼55% (Boss et al., 2009)

Particulate scattering bp(λ) (m−1) ac-9/ac-s Lab, Field In situ ±0.007a,b m−1 (Sullivan et al., 2013)

bp(520) (m−1) Extrapolation and integration of
measured VSF

Lab, Field In situ To be determined

Polarized scattering DoLP LISST-Horizon LISST-VSF Lab, Field In situ To be determined

aapproximately double this for short blue and long red wavelengths.
bplus ∼5–10% underestimation from scattered light <0.8 not detected.
Absorption, attenuation and scattering instrumentation will require additional innovation to tailor measurements for the proposed grazing studies.

While laboratory experiments will provide a linkage
between IOPs and grazing under idealized conditions,
field experiments will also be required to assess grazing
under realistic environmental conditions. This approach
will provide an understanding of grazing with changing
predator and prey compositions and physical conditions
including turbulence and mixing. Under such conditions,
particle imaging techniques will be useful to assess the
distribution, sizes and types of particles (Lombard et al.,
2019) potentially impacted by grazing. Techniques like
holography can provide particle imaging in a large undisturbed
sample volume without disturbance of the particle orientation
(Nayak et al., 2018). Several different commercially available

holographic imaging instruments are now being offered
(Walcutt et al., 2020).

The Case for Science-Industry
Partnerships
Research scientists, often in government or academic settings,
typically do not have the facilities, expertise, and leeway to
pursue de-novo instrument development. Instrument vendors,
on the other hand, typically need to rely on broad application
of their existing instrumentation and do not have the economic
incentive to develop instruments for a novel application.
Through a partnership, instrument developments can be tailored

Frontiers in Marine Science | www.frontiersin.org 6 August 2021 | Volume 8 | Article 695938103

https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org/
https://www.frontiersin.org/journals/marine-science#articles


fmars-08-695938 August 21, 2021 Time: 17:48 # 7

Menden-Deuer et al. New Research Avenues in Grazing

to urgent measurement gaps. However, these partnerships can
be difficult to frame as collaborative proposals, where the risk of
instrumentation development often does not fit into panel review
criteria. Neither do these efforts fit into technology development
funding calls such as through the US SBIR/STTR program, since
there may not be a clear commercialization potential.

Specifically, a commercial-academic partnership is needed
when, as in our case, there are many unknowns associated
with a particular research endeavor. Although the question
is important and developing remote sensing approaches for
grazing would be transformative, there are two major obstacles.
First, there is no current technology to measure grazing other
than through incubation methods; and second, although we
have half a dozen or more possible targets, there has been no
specific target identified. This situation is utterly unattractive to
instrument developers. The cost to generate a new instrument
is approximately 10-fold greater than modification of an
existing one. To incentivize the development, we propose that
much of the research effort of identifying a target should be
done by academic partners at the cutting edge of the field.
Bringing instrument developers on board right away provides
opportunities to possibly modify existing technology in support
of novel science applications.

In the case we have outlined here, there are clear
opportunities for science-industry collaboration. For the
laboratory effort, a variety of angular, spectral, and polarized
scattering measurements are made to address the hypothesis
that grazing changes the IOP of seawater in characteristic
ways. It is unrealistic for the project to absorb the costs
associated with acquiring, maintaining, and developing expertise
around a full suite of instrumentation to examine possible
scattering-based biogeochemical proxies. Providing the ability
to lease instruments with associated consulting services may
enhance science and industry partnerships that provide high
quality data at more cost-effective rates than purchasing new
instrumentation and training personnel. Close involvement
of the industrial partner in the experimental design helps to
ensure that instrument modifications, method development,
and/or prototype development is focused on the needs of the
science partners and is technically feasible and potentially
comercializable. This arrangement provides the additional
benefit for the industrial partner to test new instruments and

methodologies in the field, often a costly and logistically difficult
proposition, especially for a small company.

When new technology developments are successful and
commercially viable, science and industry partnerships thrive.
In this manner, a high-risk, high-reward project of identifying
novel optical proxies can hold immense value in breaking
new scientific grounds as well as stimulating adoption of
existing technology to novel applications and development of
new technology. Here, we have outlined how the pressing
scientific question of assessing global grazing rates requires
a host of new optical measurements that could be used to
enhance science and industry partnerships and lead to much
needed scientific capacities to understand ocean ecosystems
and carbon flux.
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We introduce for the first time a new product line able to make high accuracy
measurements of a number of water chemistry parameters in situ: i.e., submerged
in the environment including in the deep sea (to 6,000 m). This product is based on
the developments of in situ lab on chip technology at the National Oceanography
Centre (NOC), and the University of Southampton and is produced under license by
Clearwater Sensors Ltd., a start-up and industrial partner in bringing this technology to
global availability and further developing its potential. The technology has already been
deployed by the NOC, and with their partners worldwide over 200 times including to
depths of ∼4,800 m, in turbid estuaries and rivers, and for up to a year in seasonally
ice-covered regions of the arctic. The technology is capable of making accurate
determinations of chemical and biological parameters that require reagents and which
produce an electrical, absorbance, fluorescence, or luminescence signal. As such it is
suitable for a wide range of environmental measurements. Whilst further parameters
are in development across this partnership, Nitrate, Nitrite, Phosphate, Silicate, Iron,
and pH sensors are currently available commercially. Theses sensors use microfluidics
and optics combined in an optofluidic chip with electromechanical valves and pumps
mounted upon it to mix water samples with reagents and measure the optical response.
An overview of the sensors and the underlying components and technologies is given
together with examples of deployments and integrations with observing platforms such
as gliders, autonomous underwater vehicles and moorings.

Keywords: submersible, autonomous, in situ, lab on chip, microfluidics, analytical chemistry, chemical sensors

INTRODUCTION

The oceans cover over 70% of our planet and directly contribute $2.5Trillion/yr in economic
benefit, which is equivalent to the world’s 7th largest economy (2016) (Hoegh-Guldberg, 2015).
They provide $25Trillion in ecosystem services such as production of food. Whilst 90% of their
value depends on healthy ecosystems, 30–35% of critical marine habitats are overused or have been
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destroyed, ocean acidity is up 26%, and oxygen is depleting in key
areas (G7 Science and Technology Ministers, 2016).

Oceanic chemistry plays a central role in ecosystems
through biogeochemical processes. State of the art operational
Earth System/lower trophic level ecosystem models (such as
Butenschoen et al., 2016) include the carbonate system and
macro nutrient variables in both pelagic (water) and benthic
(sediment) representations as well as iron (Fe) in the pelagic
and CO2 flux between the ocean and atmosphere. Hence their
measurement in both process studies and operationally are
critical in the development and calibration of these models and
therefore our understanding and operational awareness of ocean
health. Further the outputs from such lower trophic levels can
be used to force models predicting higher trophic levels from
“primary producers to top predators” (Coll et al., 2020) under
a range of climate and hence ocean chemistry change scenarios.
Therefore, the measurement of ocean chemistry is critical to
understanding the health and productivity (including fisheries
and bioresources) of our oceans in a changing climate and in
mitigating negative effects.

Ocean chemistry also has an impact on the marine
environment’s capacity to absorb CO2 and act as a climate
mitigating carbon sink (DeVries et al., 2019). Whilst the flux of
CO2 at the ocean surface is a physicochemical process (Woolf
et al., 2019) this is modulated by the difference in ocean and
atmospheric CO2 concentration. This difference is affected by
biogeochemical processes which are influenced by variations in
nutrient, iron and other carbonate system chemical variables
(Macovei et al., 2020) and is likewise modeled with ecosystem
models (see above).

Elevated atmospheric, and therefore oceanic, CO2
concentrations also cause ocean acidification (Doney et al.,
2009). This reduction of pH, currently at a global average of
about 0.002 pH units per year (Bates et al., 2014; Iida et al., 2021),
occurs as CO2 dissolves in the oceans to form carbonic acid
(H2CO3), which readily dissociates to bicarbonate (HCO3

−),
carbonate (CO3

2−), and H+. “Impacts of unmitigated ocean
acidification are estimated to represent a loss to the world
economy of more than US $1 trillion annually by 2100”
(Secretariat of the Convention on Biological Diversity, 2014).
This includes for example reductions due to damage and critical
endangerment of corals and calcifying invertebrates. Decreased
pH also decreases the ability of the oceans to absorb more CO2
and hence will accelerate climate change.

Harmful Algal Blooms (HABs) can have devastating impacts
on both fisheries and aquaculture with single events resulting
in export losses of $800M (Trainer et al., 2020) as well as
significant effects on tourism and public health (Grattan et al.,
2016). Whilst their prevalence is increasing with climate change,
the role of ocean chemistry is complex. In many settings
ocean stratification suppresses nutrient and micronutrient
supply creating conditions where HABs can outcompete other
phytoplankton. But also, when dominant HAB species do
encounter elevated nutrients, for example due to coastal
pollution, a population explosion or bloom can then lead to
widespread negative impacts (Trainer et al., 2020). Regardless
of these differing mechanisms, monitoring of nutrients is a

useful tool for predicting and observing HAB occurrence and
mitigating their impact.

Given the importance of ocean nutrient and carbonate
system variables in multiple processes with large environmental,
economic and societal impact, it is perhaps not surprising that
the requirement for their measurement has been highlighted by
the international ocean observing community. For example, the
Framework for Ocean Observing (Tanhua et al., 2019) adopted by
the Global Ocean Observing System (GOOS) lists macronutrients
and carbonate system variables in the top three biogeochemical
measurements in terms of impact and importance to this global
effort. Beyond ocean environments there are also numerous
applications for example in water industries and agriculture.

Despite the value of measurement of nutrient and carbonate
system variables, their routine measurement is still dominated by
sample collection and laboratory analysis with concomitant high
cost, low spatial and temporal resolution, and risk of systematic
error from contamination or degradation of samples. There has
been considerable effort in both the academic community and in
industry to develop nutrient and carbonate system sensors.

Optical (direct spectrophotometry of seawater) sensors (Finch
et al., 1998; Johnson and Coletti, 2002) offer reagent free,
high frequency and low energy per measurement data, are
commercially available (e.g., SUNA v2, Seabird Scientific,
United States), robust and deployable on the small platforms such
as profiling floats (Johnson et al., 2010). Whilst they currently
only measure nitrate operationally, they could also access nitrite
(Wang et al., 2021) using spectral chemometrics and with the
addition of acid titration can also measure [CO3

2−] (Martz et al.,
2009). However, they are prone to interference from overlapping
absorption spectra of other natural water constituents, biofouling
and calibration drift (Sakamoto et al., 2009; Wang et al., 2021)
and are less accurate/precise (2 µM/0.3 µM; Suna V2, Seabird
Scientific, United States) than traditional nutrient analysis
(0.1/0.1 µM; Hydes et al., 2010; Becker et al., 2020).

Optode based in situ pH sensors have been developed by
the Technical University Graz and PyroScience GmbH (Aachen,
Germany) and these devices are now commercially available
(PyroScience GmbH, Germany). They have accuracy in the order
of 0.02 pH (Staudinger et al., 2018) and worst case drift 0.003
pH/day at 24 or 25◦C, but undetectable at 10◦C (Staudinger et al.,
2018, 2019). The optodes consist of two essential components:
a pH sensing material and the read-out module. The pH
sensing material utilizes the pH-dependent fluorescence of an
aza-BODIPY indicator dye (Klimant et al., 2001; Staudinger
et al., 2018, 2019). The optodes have a low power consumption
(∼1 mW at acquisition rate of one measurement point in 10
s) and have been demonstrated with a 2-month deployment
(Fritzsche et al., 2018).

Electrochemical sensors for oceanic nutrients are not currently
used for operational nutrient sensing because of metrology
and robustness challenges (Wei et al., 2021). However, low
limits of detection (6.1 nM) have been demonstrated in the
lab for phosphate with plastic electrodes decorated with an
alkyl Mo-polyoxometalate (Figueredo et al., 2021). Devices for
silicate (Legrand et al., 2021) with limit of detection 0.32 µM
have been deployed in shallow demonstrations and similar
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devices for phosphate characterized in laboratory conditions
(Barus et al., 2016).

Electrochemical sensors for pH (Shitashima et al., 2002;
Martz et al., 2010; Easley and Byrne, 2012; Johnson et al.,
2016; Briggs et al., 2017; McLaughlin et al., 2017; Gonski et al.,
2018; Miller et al., 2018; Takeshita et al., 2018; Saba et al.,
2019) are the most mature and widely used in operational
oceanography. This is motivated by small size and robustness
(Johnson et al., 2016), low power (e.g., 340–400 mW, SeaFET v2,
Seabird Scientific, United States), fast response (<5 s, MSFET
3330, Microsens Switzerland) (Flohr et al., 2021), and good
metrology performance (precision 0.004 pH, accuracy ± 0.05
pH, SeaFET v2, Seabird Scientific, United States). This has
resulted in use on gliders (Saba et al., 2019; Takeshita et al.,
2021) and profiling floats (Takeshita et al., 2018). However, a
conditioning period when immersed in a new ionic concentration
(4–5 days to settle to within 0.005 of spectrophotometric
reference measurements; Saba et al., 2019), biofouling (in
shallow warm waters on a glider offsets of < 0.2 pH were
observed Saba et al., 2019), and sensor drift (0.003 pH/month,
SeaFET v2) all affect performance. Solutions to these challenges
include operation downstream of antifouling chemistry used in
conductivity sensors (Takeshita et al., 2021), the presentation of
in situ standards to the sensor (requiring fluidics) (Bresnahan
et al., 2021) or calibration in stable waters, such as in the
deep-sea (Johnson et al., 2017; Takeshita et al., 2018) the latter
can achieve uncertainties of 0.005 ± 0.007 but adds additional
operational constraints.

Electrochemical sensors for oceanic carbonate ion (Choi et al.,
2002) and Total Alkalinity (Briggs et al., 2017) have also been
developed but are yet to be demonstrated for in situ deployment.

Despite these advances there remains a requirement to
improve nutrient and carbonate system metrology in sensors.
Because of the superior metrology performance of reagent based
analytical methods (Waterbury et al., 1996; Patey et al., 2008,
2010; Ma et al., 2014a; Nagul et al., 2015; Birchill et al., 2019;
Takeshita et al., 2020), numerous sensors and analytical systems
have been developed employing these techniques. This includes
in situ deployed systems for Nitrate (Jannasch et al., 1994; David
et al., 1998; Steimle et al., 2002; Adornato et al., 2007; Vuillemin
et al., 2009; Yaqoob et al., 2012; Bodini et al., 2015), Phosphate
(Adornato et al., 2007; Barnard et al., 2009; Moscetta et al., 2009;
Ma et al., 2014b; Bodini et al., 2015; Yang et al., 2020), Iron
(Chapin et al., 2002; Johnson et al., 2007; Huang et al., 2012;
Meyer et al., 2012), and pH (Waterbury et al., 1996; Bellerby
et al., 2002; Martz et al., 2003; Liu et al., 2006; Nakano et al.,
2006; Wang et al., 2007, 2015; Seidel et al., 2008; Assmann
et al., 2011; Spaulding et al., 2011; Lai et al., 2018). Some of
these systems are commercially available (Hanson, 2000; Barnard
et al., 2009; Spaulding et al., 2011; Bodini et al., 2015; Lai
et al., 2018). However, previously there has not been widespread
uptake of these technologies for operational oceanography
because of perceived and actual barriers presented by: reliability
(many moving parts); fragility; complexity of operation (such as
reagent preparation and pre/post deployment protocols); device
size, weight and power; and significant volumes of reagent
consumption and waste production.

Microfluidics technologies (Nightingale et al., 2015; Mowlem
et al., 2019) have been proposed as a solution to some of these
barriers and there are examples in the literature of in situ systems
targeting nutrients and carbonate. These include systems for
nitrate (Beaton et al., 2012; Cogan et al., 2015; Nightingale et al.,
2018, 2019), phosphate (Cleary et al., 2007; McGraw et al., 2007;
Slater et al., 2010; Legiret et al., 2013; Clinton-Bailey et al., 2017;
Grand et al., 2017), silicate (Cao et al., 2017), iron (Milani et al.,
2015; Geißler et al., 2017), and pH (Rerolle et al., 2012, 2013;
Pinto et al., 2019).

The advantages of microfluidics include integrated fluidic
manifolds that reduce fluidic and electrical connectors
(improving reliability and robustness) as well as complexity
of operation: mixers, fluidic junctions and optical cells can be
included in a continuous channel within the manifold. Similarly,
this integration can reduce device size, weight and power. Whilst
dispersion (Aris and Taylor, 1956) increases flushing volumes
beyond the internal volume of the device, reagent consumption
and waste production are dramatically reduced vs. macrofluidics
[e.g., from 50 mL/sample (Barnard et al., 2009) to 0.3 mL/sample
(Beaton et al., 2012) total waste]. Because volumes of reagents
and waste are minimized, reagent cartridges (e.g., see also
Barnard et al., 2009) can be extended to include capture of all
waste from extended deployments.

It is the low sample consumption enjoyed by microfluidics,
that enables use of relatively small inlet filters [e.g., 0.45-µm
pore size Millex HP inline filter (Millipore, United States)
(Beaton et al., 2012)]. In our experience, whilst the sensors
may experience biofouling externally, the filters maintain
operation without blocking. This enables superior biofouling
resistance/robustness compared to other technologies. Filter
blocking is only seen in very high turbidity settings (e.g., in
the Maumee River Johengen et al., 2016) and then only rarely,
and can be dealt with using larger or multiple filters, or more
frequent changes.

Small fluidic consumption also enables regular measurement
of onboard fluid standards and blanks which enables improved
accuracy. In addition, microfluidics also enable inclusion of
multiple sensing cells (e.g., colorimetric absorption channels
of differing lengths) in a single device (Beaton et al., 2012;
Clinton-Bailey et al., 2017; Geißler et al., 2017; Grand et al.,
2017) which can be used to extend dynamic range and optimize
limits of detection. Microfluidics also enable stable laminar/low
Reynolds number flows with advantages in repeatable dosing and
accelerated diffusive mixing over shorter diffusion length scales.
Furthermore, dispersion (Aris and Taylor, 1956) can also be used
to create time or length dependent titrations (e.g., Rerolle et al.,
2013) and can smooth out the effects of flow rate variations
in matched pumps that would otherwise couple directly into
analytical signals.

However, the use of microfluidics does not, without
additional engineering measures, fully address the barriers
of complexity of operation and fragility/lack of robustness
common to reagent-based systems. Key challenges remain in
the production of reliable and matched microfluidic flow (rates)
into analytical devices to avoid variable dilution of sample
with reagents or incorrect assay dosing. This requires robust
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and precision pump and fluidic manifold design together with
well controlled valve backlash/elasticity (if valves are used).
Similarly addressing complexity of operation also requires
robust automation of setup, calibration, deployment, and post
deployment calibration procedures.

An example of the use of microfluidics, coupled with the
engineering measures to address use barriers (as above) is
the in situ lab on chip (LOC) technology developed at the
National Oceanography Centre (NOC), and the University of
Southampton (Beaton et al., 2012; Rerolle et al., 2013; Clinton-
Bailey et al., 2017; Geißler et al., 2017; Grand et al., 2017;
Mowlem et al., 2018, 2019) and now produced under license
by Clearwater Sensors Ltd.1 a startup and industrial partner in
bringing this technology to worldwide availability and further
developing its potential.

The technology is capable of making accurate determinations
of chemical and biological parameters that require reagents
and that produce an electrical, absorbance, fluorescence is a
subset of luminescence signal. As such it is suitable for a
wide range of environmental measurements. Whilst further
parameters are in development across this partnership, Nitrate,
Nitrite, Phosphate, Silicate, Iron and pH sensors are currently
available commercially.

Theses sensors use microfluidics (Mowlem et al., 2019) and
optics (Mowlem et al., 2018) combined in an optofluidic chip with
electromechanical valves and pumps mounted upon it to mix
water samples with reagents and measure the optical response.
Each type uses a different analytical chemistry method/assay
to access a different variable, but these are all based upon
certified or trusted existing gold standard laboratory methods.
This enables intercomparison with existing data sets and speeds
transition from sample-based measurements. All of the nutrient
sensors as well as the iron sensor carry with them small
volumes of standards and blanks allowing in situ calibration.
The pH sensor instead uses a stable and laboratory characterized
indicating dye obviating the need for in situ calibration. In
all of the sensors, drift is virtually eliminated and service
intervals extended to just short of the lifetime of the reagents
used which can be many months, or years in cold climates or
in the case of pH.

The hardware differences between the sensors are minimized
as all of the assays for nutrients, iron and pH use colorimetry.
The only differences between the variants are the fluidic layout
of the chip, the optics (e.g., LED wavelength and absorption
cell pathlengths) and minor electronics differences. The latter
are minimized by using multiple Printed Circuit Boards (PCBs)
with the main PCB containing the microprocessor and most
of the functionality common to all systems. Only smaller
daughter PCBs are specific to each variant. These accommodate
small differences in components, layouts and functions. This
use of common components enables improved robustness and
reliability (through more extensive testing and focused design
effort) in addition to economies of scale. An example of the
robustness enabled is the depth rating of this technology: 6,000
m for all variants offered commercially.

1www.clearwatersensors.com

The technology has already been deployed by the NOC, and
with their partners worldwide over 200 times including to depths
of ∼4,800 m, in turbid estuaries and rivers, and for up to a year
in seasonally ice-covered regions of the arctic. We briefly review
some of those deployments as well as presenting new data and
deployment information.

The public-private sector collaboration between the National
Oceanography Centre, the University of Southampton, and
the startup Clearwater Sensors Ltd. has been critical for
making this technology available to the ocean observing, and
wider water chemistry measurement customers/stakeholders.
Without commercialization, this technology could only be
produced in limited numbers and could only be deployed
in collaboration. Because of the legal status of the public
sector institutions, without commercialization the sensors
could not be offered easily for commercial sale nor with
indemnity or warranty. In addition, repetitive production
of a consistent product is also at odds with research
institutions remit for novelty and invention and there is a
risk because of constant innovation, that the technologies
developed would never be used at scale for the purpose
they were developed.

In contrast commercial partnership enables: investment
in productization and production, a focus on quality,
engineering and testing to ensure compliance with regulations
and standards (e.g., CE and ISO), customer support
and documentation, warranties and services including
calibration, servicing, reagent supply, installation support,
communication, and data solutions. Investment can come
from private funds, recycled sales income, or in limited
circumstances grant funding. In the latter case some funds
are only accessible if led by a company, and therefore
would be inaccessible to public sector institutions without
a commercial partnership.

Clearwater Sensors Ltd. has been founded by members
of the Ocean Technology and Engineering Group at the
National Oceanography Centre. The principal reasons for this
arrangement were to ease knowledge transfer and upskilling
of a commercial partner, and to reward/incentivize academic
staff who could otherwise see this activity as a distraction
from their core role. This has the effect of reducing the
knowledge transfer burden on the public sector partners as well
as shortening the time to market. It also enables the company
to continue to improve the product and make innovations
from a high knowledge base. To maximize the benefits for
the overall partnership improvements made by the company
can flow back to the public sector partners which benefits
further research, and also minimizes divergence in the technology
between the partners and duplication of effort. In addition,
the public sector partners benefit from commercial success
through license payments and other incentives for innovation
(e.g., UKRI Research Excellence Framework). The public sector
institutions now also have access to off the shelf products
to include in research work that focuses on applications,
whilst reserving their technology research and development
effort for innovations and research rather tie it up with
repetitive manufacture.
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MATERIALS AND METHODS

In this section we give details of the technology and
example deployments.

Technology
A photograph of sensor (in this case the silicate variant) with
cable attached is shown in Figure 1. And with reagent cartridge
disassembled in Figure 2. Fully assembled the sensor is 56 cm in
height. The advantage of a reagent cartridge is that the operator
does not need have the analytical chemistry experience or skills
required to make up reagents, standards, or blanks. The reagent
cartridge can be supplied as a unit to the user and spent cartridges
can be returned to Clearwater Sensors Ltd. for safe disposal of
waste and refilled for subsequent deployments. The use of wet
mating fluidic connectors enables cartridges to be easily swapped
in the field: simplifying and shortening field servicing. For some
deployments (see below) a cartridge may not be suitable because
of limited space in a vehicle for example, in which case individual
flexible tube linked storage bags can be used and packed into
available space.

The lower gray sensor’s housing has the microfluidic chip
as one of its endcaps. This arrangement minimizes the fluid
connections and shortens the connection to the environment.
This is advantageous for minimizing fluid consumption (because
of a reduction in the flushing requirement which increases with
long pipes due to dispersion) and also greatly reduces risks of
failure and leaks. The outer surface of the microfluidic chip has
fluidic connections for the input filter (typically 0.4 µm pore
size), the corresponding wet mating fluidic ports used with the
reagent cartridge, and connections for off chip components (for
example the reduction column for the nitrate variant). It also
hosts the wet mating electrical connector (SubConn MCBH8M,
MacArtney UK Ltd.).

The chip itself is formed from three layers of stray, scattered
and ambient light suppressing “tinted” polymethyl methacrylate
(PMMA) with tint optimized to each assay and location of each
layer (Floquet et al., 2011). Channels (typically 150 µm width)
and features, including pockets for Light Emitting Diodes (LEDs),
photodiodes, thermistors, waveguides, encapsulated fixing nuts,
and seats for pumps valves and PCBs, hydraulic pressure
compensation channels and mounting holes for electrical and
fluidic connectors are formed in the PMMA by micro-milling
prior to solvent mediated polishing and bonding (Ogilvie et al.,
2010). An advantage of this arrangement is that including
multiple absorption cells of differing lengths has little impact on
chip cost or production times, and this greatly improves both
the limits of detection (long cells, typically 25–80 mm long)
and range of linearity (short cells, typically < 1 mm long).
Thus, a single chip can offer excellent metrology across wide
concentration ranges with very simple and hence robust optical
cells (LEDs and photodiode pairs). For example, the nitrate
sensor variant has a limit of detection of 20 nM (0.28 mg/L as
Nitrate) and a linear range to 1 µM (14 mg/L as Nitrate): a
ratio of 1–50,000.

The sensor housing is formed from PVC, is watertight,
oil filled and includes an elastomeric membrane/bellows to

compensate for volume changes due to temperature and pressure
variation. In this way the internals of the sensor are also
at ambient (submerged) pressure and there is no differential
pressure on the end cap. This cost-effective setup enables the
polymer housing and chip/endcap to survive extreme ambient
pressures of the deep sea (tested to 6,000 m). Polymers are also
resistant to corrosion (including in high salt brines), are stable
over environmental temperature and pH ranges. In addition,
the inclusion of a compensating oil and bladder system enables
mitigation of combined effects of pressure and temperature in
both cold high-pressure deep-sea and warm low-pressure surface
ocean environments. Prior to previous deployments (which are
summarized in section “Applications and Deployments”) this
concept was tested within the temperature controlled hyperbaric
facility at NOC (−10◦C to+35◦C, 0–70 MPa) and optimized.

On the inner surface of the chip are mounted valves
(LFNA1250125H, Lee Co., United States) and bespoke syringe
pumps with multiple pump barrels driven by a single sliding plate
via a stepper motor. This arrangement ensures that the ratios of
reagent to fluid analyzed (sample, standard, blank) remain fixed
and with very low variability: otherwise for the nutrient and iron
sensors any relative variation in pump flow rates couples directly
into noise in the measurement by analyte dilution with reagent.
The pump is controlled with position feedback.

Also mounted on the inside of the chip are the microprocessor
and daughter PCBs. The microprocessor PCB is based on the low-
power Microchip (previously Atmel) SAM4L utilizing an ARM
Cortex-M4 chipset (Microchip, United States) and performs all
logging and control scheduling functions. It controls the pumps
and valves and interfaces with the daughter boards which have
variant specific combinations of LED drivers, analog electronics
(for photodiodes and thermistors for on chip temperature
measurement) and analog to digital conversion (16 bit). The
electronics store all raw data (flash memory card) and can stream
processed data when deployed over RS232 via the electrical
connector (SubConn MCBH8M, MacArtney UK Ltd.). The
latter enables connection to ocean vehicle/observing platforms
or communication systems for near real time data relay.
Clearwater Sensors Ltd also offer GSM and other communication
solutions/hardware. A key feature of the electronics is their
specification to work in oil at ambient pressure (tested to 6,000
m) and hence they do not need protecting in a pressure case. This
has cost, weight and robustness advantages.

The sensors do not have an internal battery other than a small
reserve to preserve the operation of the real time clock. The
external power required is 12 v (10–16 v) and a typical power
consumption of 1.8 W. Each measurement typically consumes
∼500 J and hence a deployment with 2,000 measurements of
samples and/or calibration materials requires 1,000 kJ (∼23 Ah)
battery capacity at operation temperature. Such batteries are
widely available including in deep-sea rated versions.

The sensors are setup and programmed via a Microsoft
Windows Graphical User Interface application that enables the
user to pick and adjust a range or predefined schedules or
to specify when the sensor is quiescent, sampling, flushing or
making standard and blank measurements. These “states” can
also be triggered via the RS232 interface and the GUI enables
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FIGURE 1 | Photograph of a silicate sensor (Clearwater Sensors Ltd., total height 56 cm) connected to a deployment cable which is then connected to a lab cable
for connection to a bench power supply and PC for testing/calibration. The USB connection is used for setup and download of raw data, while RS232 can provide
real time processed data in the field. The upper part including a larger gray collar and white tube is a reagent cartridge containing standards, blanks, reagents and
waste storage capacity (all waste is captured). The lower gray cylindrical part houses the microfluidics, optics, pumps, valves and electronics (the sensor itself).

this to be setup, e.g., to respond to environmental conditions or
external communications. In this way the sensors can form part
of a smart sensing network.

Variants and Assays Used
Table 1 summarizes the assays used, power requirements and
performance for each currently commercially available variant.
In all cases the commercial versions of the instruments are
developed from the research devices in the published literature
and from the public sector partners know how. Changes
include reduced diameter of the chip to match stock tube
internal diameter of 4” (101.6 mm, from 119 mm) to aid
manufacture and reduce waste (swarf) in housing production, a
rework of the electronics to replace legacy/obsolete components,

improved positioning and conformal coating of the electronics
to enhance robustness, new valve component ported for better
response to dynamic pressure changes and oil filling, new valve
electrical connection.

The nitrate and nitrite sensor developed from Beaton et al.
(2012, 2017b), Yuecel et al. (2015), and Vincent et al. (2018)
uses the Greiss assay which detects nitrite by diazotization with
sulphanilamide and subsequent coupling with N-(1-naphthyl)-
ethylenediamine dihydrochloride (NED) to form an intensely
colored azo dye. Nitrate is reduced to nitrite using a copperised
cadmium column in the presence of an imidazole buffer.
To aid safety and recyclability this is formed from a solid
cadmium/copper tube that is processed to reduce internal volume
and encapsulated in epoxy resin. It is attached to the chip
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FIGURE 2 | Photograph of a silicate sensor (Clearwater Sensors Ltd.) shown with reagent cartridge (white) separated from the sensor (gray).

via connecting tubes on the outside face and can therefore be
removed for recycling (e.g., returned to Clearwater Sensors Ltd.).
The encapsulation ensures users do not come into contact with
the cadmium and concentrations of this metal in the waste are
low, and all of the waste is retained and is returned together with
the depleted cartridge.

The phosphate sensor, developed from Clinton-Bailey et al.
(2017); Grand et al. (2017), and Birchill et al., 2019) utilizes a
modified molybdenum blue assay which in its standard form
(Nagul et al., 2015) is used widely to determine an operationally
defined Soluble Reactive Phosphorus (SRP) frequently referred

TABLE 1 | Summary of LOC sensor variants assays used and performance.

LOC sensor
variant

Analytical
method/assay

LOD/precision* Max
power/energy

per
measurement

Nitrate +

nitrite
Griess assay (with
Cd reduction)

20 nM 1.8 W, 500 J

Phosphate Molybdenum blue
(modified)

40 nM 1.8 W, 500 J

Iron (II), Iron
(III)

Ferrozine [with
ascorbic acid
reduction for Fe (III)]

<20 nM 1.8 W, 500 J

Silicate Silicomolybdic acid 0.75 µM 1.8 W, 500 J

pH Spectrophotometry
using purified
meta-Cresol Purple

*0.001 pH 3 W, 1300 J

*denotes precision (rather than limit of detection).

to in the literature as PO4
3− by convention. Key adaptations for

in situ use include proprietary catalyst and surfactants able to
work over the full operational temperature and salinity ranges. In
contrast to the previous published literature, this improved assay
enables accurate determinations below 5◦C.

The silicate sensor uses a novel proprietary formulation based
on the standard assay (see segmented flow analyser method
in Birchill et al., 2019) which is based on the formation of
silicomolybdic acid by reaction with ammonium molybdate
tetrahydrate in an acidic solution including sulphuric and
oxalic acids as well as surfactants and stabilizing agents.
Optimisation of the assay has focused on performance over a
wide range of environmental conditions including minimizing
interference from phosphate.

The iron sensor developed from Geißler et al. (2017) uses an
assay with a buffered ferrozine solution and a ferrozine/ascorbic
acid mixture for Fe(II) and labile Fe(III) analyses, respectively.
The commercial version of this sensor employs both an
acidification step and a longer assay development (wait) time
in the protocol as suggested in Milani et al. (2015); Geißler
et al. (2017) which as anticipated resolves the low and variable
recovery of DFe [Fe(II)+Fe(III)] they encountered without
these modifications.

The pH sensor developed from Rerolle et al. (2013, 2018) has
been fully implemented in the common lab on chip platform,
including the use of on chip mounted LEDs and the 6,000 m rated
infrastructure. The device uses a spectrophotometric assay using
purified meta-Cresol Purple. Unlike all the other assays above,
pH determination does not use in situ calibration using standards
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and blanks, nor does it use stopped flow analysis to allow time
for reaction in an axially homogenous sample contained in an
absorption cell. Instead pH is determined in continuous flow
where a range of indicator dye concentrations are produced as
a function of time through dispersion of an injected slug of dye
upstream of the optical cell. The dye response at a range of
concentrations is measured at two wavelengths corresponding
approximately to the absorbance maxima of the protonated and
unprotonated forms of the dye. The pH is a function of the ratio
of these absorbances, but to achieve high accuracy the measured
ratio of a purified and standardized dye is corrected for (a) the
effects of perturbation in pH by the presence of the dye; and
(b) the mismatch of the optics (ideal 578 nm vs. 590 nm in
the device). The former is achieved by regressing in situ data
at a range of dye concentrations back to the y intercept (zero
dye) whilst the latter is corrected by laboratory calibration at
a range of temperatures using high accuracy TRIS/HCl buffers.
A correction is also required if the detection in the optical cell is at
a different temperature to ambient. The effect of these corrections
is to improve accuracy to better than 0.006 pH units at pH 8.5
with no temperature difference (≤0.009 pH units with typical
temperature differences) for example. This compares to a stated
accuracy of 0.050 pH units for best in class commercial ISFET
based pH sensors. In addition, the drift of the spectrophotometric
method is negligible.

Deployments
The sensors have been deployed over 200 times by the NOC.
This has enabled the sensors to reach Technology Readiness
Level 7 (TRL 7, see ISO 16290:2013) prior to commercialization
through real world fault finding and robust engineering response
over many years.

Because of strong user demand as well as excellent metrology
performance with certified or widely accepted assays, robustness,
depth capability, low power, small size, low reagent consumption,
low (and fully captured) waste, long duration, ease of integration
and ease of use; the sensors have also been deployed widely
in applications delivering data for science and stakeholders.
Examples are given in section “Results.”

Integration is enabled either by simple mechanical integration
(e.g., with brackets) and connection to a battery/power source or
by utilizing the power and communications (RS 232) interface
provided. For the latter a command set enables external control
and triggering of pre-programmed states as well as either
platform driven (polled) or sensor-initiated transfer of data.

For the first of the deployments detailed in this paper, the
nitrate analyser was deployed at an Environment Agency gauging
station on the River Avon (Hampshire, United Kingdom),
between 15th October 2014 and 15th October 2015. It collected
hourly nitrate data (subject to some short gaps) for the entire year.
Data was telemetered in real time via a YSI Storm logger. The
sensor was visited every 3 months in order that the reagents and
onboard standard could be changed, the waste bag emptied, and
the inlet filter changed. The analyser and the cadmium reduction
tube were not changed for the entire year.

The accuracy of the nitrate analyser is dependent on the
stability of the onboard calibration standard. In this case,

the onboard standard (300 µM) was preserved using 0.1%
chloroform. Subsamples of the standard were analyzed before
and after each deployment, and no evidence of degradation
was found over the duration of the deployment. Co-samples
were collected by the Environment Agency, and as part of the
Macronutrient Cycles program (Panton et al., 2020).

For the second example data set a nitrate and phosphate
sensor were deployed at approximately 1 m depth off a pontoon
in Empress Dock, Southampton United Kingdom in December
2016. No manual sampling or reference measurement were
made: the sensors were simply deployed following analysis of the
onboard standards and blanks which provide in situ calibration.

For both deployments A YSI EXO2 sonde was
deployed alongside nutrient sensors to collect temperature
and salinity data.

RESULTS

Applications and Deployments
We summarize here some of the over two hundred deployments
undertaken with the in situ chemical sensor technology
described above.

Thirty-three LOC sensors were deployed in total measuring
Dissolved Inorganic Carbon (DIC), Total Alkalinity (TA),
pH, nitrate and phosphate on a variety of platforms/vehicles
throughout the STEMM-CCS experiment (Research expedition
JC180 in particular) (Flohr et al., 2021). This ambitious but
successful experiment demonstrated the ability to monitor and
quantify the integrity of offshore Carbon Capture and Storage
(CCS) reservoirs through detecting and measuring the chemical
signature of a simulated (but in operation extremely unlikely)
leak. A leak was simulated by injecting a known volume of CO2
into the sediments at a depth of ∼3 m in the region of the
proposed Goldeneye CCS reservoir (Dean and Tucker, 2017),
a depleted field offshore from Scotland in the Outer Moray
Firth (North Sea). LOC sensors made measurements at various
locations around the site of CO2 release to both determine the
spatial extent of the releases impact and quantify the release.
Sensors were fully integrated with the ROV Isis (German et al.,
2003) and benthic landers. These were deployed to measure
baseline chemical characteristics and also to quantify the volume
of CO2 released. For example, the pH sensors were used to
quantify vertical gradients in pH upstream and downstream
of the benthic release and in combination with hydrodynamic
measurements to calculate CO2 flux (Schaap et al., 2021). The
ability to detect a leak at very low release rates was demonstrated
(14 kg/day) well below the suggested 0.01%/year of stored gas
proposed in the literature (Hepple and Benson, 2005) which
would equate to 274–5,480 kg/day in year 1 and after 20 years
of injection, respectively, for this site (Flohr et al., 2021).

The sensors have been deployed on some of the smallest
and lowest power platforms used in oceanography including
on profiling floats as part of the SenseOcean project (614141,
FP7, EU) where profiles of nutrients were obtained in the
Mediterranean. They have also been deployed on ocean gliders
numerous times including nitrate sensing on a Kongsberg
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Seaglider (Vincent et al., 2018) where the sensor was fully
integrated with the glider electronics allowing command and
data transfer and enabling nitrate data to be transmitted to
shore via the glider’s communication capability. There was
“excellent agreement between the LOC and shipboard nitrate +
nitrite measurements (r2 = 0.98, n = 11)” and the sensor data
revealed nitrate uptake due to phytoplankton spring bloom. The
combination of sensor and glider enabled accurate data at high
resolution, on both spatial and temporal scales. A phosphate
sensor has been integrated with a Seaglider as part of the AlterEco
project (NE/P013899/1, NERC, United Kingdom) completing a
120 km transect in North Sea in 44 days observing reduction
in surface concentrations and variations in the bottom mixed
layer (Birchill et al., 2021). A pH sensor was also integrated
into a Seaglider (iRobot/Kongsberg, part of the UEA fleet,
United Kingdom) and used in the North Sea for 10 days
together with O2 and salinity data to derive CO2 content air
sea fluxes of oxygen and CO2 demonstrating high spatial and
temporal resolution (Possenti et al., 2021). The sensor platform
has also been integrated with a Slocum glider (Teledyne Webb,
United States) and demonstrated (with a nitrate sensor) as part of
the project AutoNuts (NE/P020798/1, NERC, United Kingdom).

The sensors have also been deployed by scientists external
to the Ocean Technology and Engineering Group at NOC who
developed them. For example, a silicate and nitrate sensor were
deployed for a year on a mooring at the site of the US NSF
funded Ocean Observatories Initiative (OOI) Southern Ocean
Array for over a year and returned excellent data funded by the
CUSTARD project (NE/P021247/2, NERC, United Kingdom). In
another deployment, a nitrate + nitrite and a separate nitrite
sensor were deployed in the Mauritanian oxygen minimum zone,
offshore Western Africa (Yuecel et al., 2015). Here sensor data
augmented with oxygen and physical data enable observation of
cross-shelf transport contributing to the understanding of the
benthic biogeochemical dynamics.

Sensors have also been deployed at physical and geographical
extremes including: to depths of∼4,800 m [nitrate (Stinchcombe,
2017), phosphate (Ruhl, 2018), Total Alkalinity and pH
(Hartman, 2019)] at the Porcupine Abyssal Plain Sustained
Observatory (PAP-SO, 49N 16.5W) in the north-west Atlantic
Ocean, in ice littered and sediment laden pro-glacial melt
waters (Beaton et al., 2017b) as well as in rivers and estuaries
(see example data).

A promising recent development is the integration of large
numbers of sensors in medium sized autonomous underwater
vehicles and their use in autonomous surface vehicles. For
example, the OCEANIDS project (Industrial Strategy Challenge
Fund, BEIS, United Kingdom) and the allied sensors projects
AutoNuts (NE/P020798/1, NERC, United Kingdom) and
CarCASS (NE/P02081X/1, NERC, United Kingdom) have
enabled the integration of 9 different lab on chip sensors [DIC,
TA, pH, nitrate, nitrite, phosphate, silicate, iron (Ferrozine
method), trace iron (luminol method)] into the Autosub
Long Range (ALR) platform (Furlong et al., 2012; Roper
et al., 2017; Salavasidis et al., 2019) as well as up to two
sensors at a time (including a new ammonia LOC sensor)
into a Waveglider SV3 (Liquid Robotics, United States). Such

capability opens the possibility of measuring all the major
inorganic chemical variables in biogeochemical models
over wide spatial and temporal scales from the surface
to the deep ocean at a fraction of the cost and carbon
expenditure of traditional ship-based sampling and laboratory
analysis-based monitoring.

Example Data
A subset of the nitrate data returned from the LOC nitrate
sensor deployed at the Environment Agency gauging station
on the Hampshire Avon in 2014/15 is shown in Figure 3.
The nitrate sensor data (top panel, blue line) shows excellent
correlation with traditional manual and laboratory analyzed
samples (red discs). The differing frequency of these two data
sets demonstrates the advantage of a sensor in returning high
temporal resolution data with reduced logistical effort (∼3
monthly site visits). The consistency of the sensor data also shows
there is no loss in accuracy before or after replenishment of
reagents (approximately at the same time as manual samples in
end December, end February and early June). Operation in water
at 500 µS/cm conductivity underlines the ability of the sensor
and assay to work across a wide salinity range. Whilst there
are common features and timing of dilution events in both the
nitrate and conductivity data, there is not a direct correlation
across the data set. For example, nitrate levels are supressed
more than conductivity in the months at the beginning and
the end of the dataset. There are also periods of a pronounced
diurnal signal (in April particularly) in the nitrate data which
are not present in the conductivity data. This difference
is not simply explained by discharge/river flow emphasizing
the utility of chemical sensors in greater understanding of
biogeochemical fluxes, processes and concentrations within a
river catchment.

Example data from nitrate and phosphate sensors deployed
in Empress Dock in 2016 is show in Figure 4. The top panel
with blue line shows the nitrate concentration recorded by a
LOC sensor whilst the middle and bottom panels show LOC
phosphate and EXO2 derived salinity, respectively. There is no
manual seawater sampling in this data set, the sensors were
simply deployed following analysis of the onboard standards
and blanks which provide in situ calibration. Best practice is to
measure sensor performance against a nutrient reference material
or measure sample(s) of the standard solutions analyzed against
reference materials in accordance with recommendations by
SCOR working group 147.2 Data from previous deployments
(e.g., above) has underlined confidence that analysis of the
standards and blanks is sufficient to assure the accuracy of
the data produced. The data show an approximate inverse
relationship between salinity and both nitrate and phosphate
which illustrates dilution of high concentration freshwater
inputs with lower concentration sea water in the estuarine
setting. However, there are significant deviations from a direct
correlation between nutrients and salinity, with nitrate and
phosphate showing different features. Sources of these differences
will include differing benthic fluxes, temporal variation in both

2https://scor-int.org/group/147/
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FIGURE 3 | A ∼7.5 month subset of a year-long data series (Nov 2014–late June 215) from the deployment of a Lab On Chip nitrate sensor, and reference physical
sensors at an Environment Agency gauging station on the Hampshire Avon. Data sourced from BODC archive (Beaton et al., 2017a). Top panel shows sensor nitrate
timeseries (blue line) and discrete spot samples (red discs). The middle and bottom panels show conductivity and river discharge timeseries, respectively.

river and seawater inputs and local inputs of nutrients, e.g.,
from direct rainwater/waste water inputs in the region as well as
directly into Empress Dock.

FIGURE 4 | A 3 day timeseries of sensor nitrate and phosphate together with
salinity (EXO2, YSI, United States) from deployment in Empress Dock,
Southampton, United Kingdom in December 2016. The top panel with blue
line shows the nitrate concentration recorded by a LOC sensor whilst the
middle and bottom panels show LOC phosphate and EXO2 derived salinity,
respectively.

DISCUSSION

The principal findings from this work are that with sufficient
attention to robustness, and extensive testing and feedback
into design, reagent-based sensors can progress the Technology
Readiness Level scale to proven commercial products (TRL 9)
and can deliver unique high spatial and temporal resolution
data sets from our oceans and seas. This is also possible in the
deep-sea and in inhospitable environments such as high turbidity
and low (icing) temperatures. Further the use of microfluidics
allows processing of low (hundreds of microliters to 2 mL) of
sample, and smaller volumes of reagent per sample enabling
all waste to be captured even for deployments of months to
years. Despite the narrow channels used in the sensors (typically
150 mm × 300 mm) biofouling has not been seen to impact the
quality of the data produced. If this were encountered in the
future, the inlet filter is the vulnerable element, with clogging
and a change in the chemical environment (e.g., nutrient uptake,
respiration/photosynthesis and change of [CO2]/pH) possible.
However, because of the ability to automate variations to the
fluid flow within the chip it is possible to backflush and even
clean the filter in situ should this be an issue. In many settings
the sensor is regularly (e.g., ∼3 months in the example data
from the Hampshire Avon, Figure 3.) retrieved and reagents
replaced and a conservative approach is to replace the inlet
filter at this time. However, it should be noted that operations
producing long datasets where this measure is not possible (e.g.,
the CUSTARD mooring deployment of nutrient sensors for > 12
months as reported in section “Results” above) have not shown
vulnerability to fouling.

For many oceanographic applications the combination of a
small, low power sensor and an autonomous vehicle presents
a cost effective method for large spatial and temporal scale
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data collection. This approach can enable high spatial and
temporal biogeochemical data acquisition, alongside existing
physical sensing on the host vehicle. A promising approach,
for minimizing both the cost of deployment and also carbon
emissions from operations, is to remove the requirement of a
research ship to make sensor deployments by hosting the sensors
on a shore or small/coastal boat launched vehicle. As has been
reviewed above, the LOC chemical sensors have been successfully
integrated into various ocean gliders, surface vehicles and even
a profiling float. A powerful capability is generated by the use
of multiple sensors in a shore launched autonomous vehicle,
such as Autosub Long Range (see above) where it is possible
to include sensors for all of the chemical variables represented
in biogeochemical models. As has been demonstrated in the
STEMM-CCS project such chemical sensing can also be used
for verification of offshore CCS reservoir integrity. The ability
to do surveys for this purpose with shore launched autonomy
is a powerful tool in reducing the cost and carbon footprint of
reservoir monitoring which would otherwise reduce the carbon
storage and cost efficiency of this approach.

An advantage of the deployment of chemical sensors, and
the upscaling in spatial and temporal resolution of the data is
that events, patches and transitions in biogeochemistry can be
observed at greater detail. Without high frequency data, features
such as diurnal and tidal signals in estuarine environments
(e.g., Figure 4) would be missed entirely by daily or weekly
sampling. Events such as pollution events, storm water runoff,
or progression of planktonic blooms can also be captured and
observed in near real time (e.g., using communication systems
such as the in the Hampshire Avon and Seaglider deployments
above) enabling redirection of monitoring effort or management
response (e.g., harvesting in aquaculture).

Reagent based sensors, particularly those with in situ
calibration, offer superior performance (particularly accuracy
and limits of detection) when compared to existing optical (e.g.,
nitrate sensors based on reagent-less UV spectrophotometry;
Finch et al., 1998; Johnson and Coletti, 2002) and electrochemical
sensors (e.g., Johnson et al., 2016; Briggs et al., 2017; McLaughlin
et al., 2017; Gonski et al., 2018; Takeshita et al., 2018). However,
the in situ calibration of electrochemical sensors is a promising
advancement for improved accuracy (Bresnahan et al., 2021)
if somewhat at the expense of complexity. A key advantage of
reagent-based sensors remains the ability to use certified, or
widely accepted assays, and to access the majority of chemical
variables required by users and stakeholders.

Research currently underway to continue to extend the
capability of the LOC technology includes: further reductions in
power and reagent/sample consumption, modifications to enable
faster measurements. The current sensors report a value in 3–
10 min depending on the assay. Simple multiplexing (Ogilvie
et al., 2011) has been demonstrated as a possible solution and
is being developed for in situ deployment. An alternative is to
combine the accuracy of the reagent-based sensors with faster,
but less accurate (e.g., electrochemical pH) sensors and using
data fusion produce both a high resolution and accurate dataset.
This approach is in active development as part of the CarCASS
project for example.

The ability to manipulate fluids and observe electrical and
optical responses can also be used for biological detection
such as cytometry (Benazzi et al., 2007; Barat et al., 2012)
of phytoplankton or molecular analysis of organisms or
biomolecules (Loukas et al., 2017; Walker et al., 2017). Whilst
each new assay presents its own challenges (such as the
lifetime of molecular assay reagents Loukas et al., 2017) the
use of microfluidics is attractive for enabling higher spatial and
temporal resolution data for these variables also.

Partnership with a company enables the capability of this
technology to reach a wider audience/user group and ensures
its continued improvement and progression to high Technology
Readiness Levels. In addition, partnership unloads research teams
from the burden of routine manufacture, enables additional
investment and innovation funding, and provides mechanisms
to incentivise and reward further exploitation and innovation.
By including the inventing team in commercial partnerships
the benefits include improved knowledge transfer and reduced
time to market. However, this requires careful navigation
of conflicts of interest but this is possible if given due
time and attention.
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Erosion of cohesive sediments is a ubiquitous phenomenon in estuarine and intertidal
environments. Several methods have been proposed to determine the surface erosion
threshold (τc0), which are still debatable because of the numerous and uncertain
definitions. Based on erosion microcosm experiments, we have compared three different
methods using (1) eroded mass (EM), (2) erosion rate (ER), and (3) suspended sediment
concentration (SSC), and suggested a suitable method for revealing the variation of
erodibility in intertidal sediments. Erosion experiments using a microcosm system were
carried out in the Muuido tidal flat, west coast of South Korea. The mean values of τc0 for
three methods were: 0.20 ± 0.08 Pa (EM); 0.18 ± 0.07 Pa (ER); and (3) 0.17 ± 0.09 Pa
(SSC). The SSC method yielded the lowest τc0, due to the outflow of suspended
sediment from the erosion chamber of the microcosm. This was because SSC gradually
decreased with time after depleting the erodible sediment at a given bed shear stress
(τb). Therefore, the regression between SSC and applied τb might skew an x-intercept,
resulting in the underestimation (or “not-determined”) of τc0. The EM method yielded
robust and accurate (within the range of τb step at which erosion begins) results. The
EM method represents how the erodible depth thickens as τb increases and therefore
seems better suited than the SSC and ER methods for representing depth-limited
erosion of cohesive sediments. Furthermore, this study identified the spatiotemporal
variations of τc0 by EM method in an intertidal flat. The τc0 in mud flat was about two
times higher than that in mixed flat. Compared to the end of tidal emersion, the sediment
was 10–40% more erodible at the beginning stage.

Keywords: erosion threshold, intertidal flat, cohesive sediment, methods, microcosm system

INTRODUCTION

The sediment erodibility plays a key role in the evaluation of resistance to erosion, and is
quantified as the eroded mass (EM) and erosion rate (ER). Understanding the erodibility
of cohesive sediments is important for many ecological (e.g., primary production, benthic-
pelagic coupling, and toxicity problems) and engineering applications (e.g., siltation of harbors,
dredging of navigation channels, and coastal protection). The erodibility of non-cohesive
sediments is primarily determined by their physical properties (e.g., grain size and bulk
density) (Roberts et al., 1998). As cohesive sediments have highly variable parameters in space
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and time, however, it is difficult to directly measure or predict
them. Furthermore, complex interactions occur between the
physical, biological, and chemical parameters that impact the
erodibility of cohesive sediment (Black et al., 2002; Grabowski
et al., 2011). Thus, the site- and time-specific field experiments
are often required to obtain the information on the erodibility of
cohesive sediments.

The surface erosion threshold (τc0, also known as an initial
critical shear stress for erosion) is largely used as one of
parameters representing for sediment erodibility. It is defined
as the bed shear stress (τb) at which the sediment erosion
begins (Winterwerp and van Kesteren, 2004). Currently, several
methods have been proposed to estimate a specific threshold.
Amos et al. (2003), for instance, proposed three practical methods
to define τc0: (1) the surface intercept of the failure-envelope on a
plot of eroded depth vs. τb; the extrapolation to the ambient level
through the regression of (2) ER and (3) suspended sediment
concentration (SSC) vs. τb, respectively.

Despite such methodological efforts, the determination of
τc0 is still debatable because of the investigator’s subjective
definitions used to identify the initial sediment motion on the
seabed (Sutherland et al., 1998). A portable and easy-to-use
erosion microcosm system capable of deployment in the field
has been developed. This type of device has been widely used
in littoral environments, particularly intertidal flats, to quantify
spatiotemporal variations of erodibility (Dickhudt et al., 2009;
Wiberg et al., 2013; Ha H. J. et al., 2018). To date, many
researchers have visually defined a τc0 based on the abrupt
increase in SSC (or ER) (e.g., Maa and Kim, 2002), however,
this approach is quite subjective. For example, τc0 was defined
as the τb when an abrupt increase of SSC (>1.5 mg l−1) was first
observed (Ha H. K. et al., 2018). Thus, there is a need to develop
an accurate and objective method for determining τc0 using the
extrapolation method (Widdows et al., 2007; Seo et al., 2020).

A series of erosion experiments were conducted on the
intertidal flat, the west coast of South Korea to meet the
aforementioned technical needs in the cohesive sediment
community. The collected data were used as input in the
three extrapolation methods using EM (the amount of erodible
sediment at the bed), ER (the mass loss per unit time and area),
and SSC, respectively. The main objectives of this study were
(1) to compare methods for estimating τc0, and (2) to suggest
a method suitable for revealing the spatiotemporal variation of
erodibility in intertidal environments.

MATERIALS AND METHODS

Study Area
The study area is located in the Muuido tidal flat, the west
coast of South Korea (Figure 1). In Gyeonggi Bay, extensive
tidal flats comprising a total area of 873 km2 have developed
around the bedrock islands (Koh and Khim, 2014). The surface
sediments consist of fine sand to silt with a mean grain size
of 51.5 µm (Ha H. K. et al., 2018). Erosion experiments have
been conducted at two sites: mud flat (GB01) and mixed flat
(GB02) from September 11 to 17, 2020. Sediment cores were
selectively collected at the neap (N1: September 11; and N2:
September 13) and spring (S1: September 16; and S2: September
17) tides to examine the spring-neap tidal variation of erodibility
(Figure 2A). The tides have a semi-diurnal regime, with mean
tidal range of approximately 9 m (KMA, 2017), and tidal currents
are ebb-dominated, reaching up to 1.5 m s−1 (Lee et al., 2013).
Winds are dominated by the regional monsoon with mild
south-southeasterly winds during summer and strong north-
northwesterly winds during winter (KMA, 2017). The SSC was
observed ranging from about 100–1,000 mg l−1 at nearby tidal
channel (Park and Lee, 2016).

FIGURE 1 | (A) Satellite image of the Gyeonggi Bay. The upper left inset shows the coast of Korean Peninsula. (B) Study area on the Muuido tidal flat showing the
two sampling sites (GB01 and GB02) for sediment cores. All satellite images were acquired from http://map.kakao.com.
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FIGURE 2 | (A) Time series of water level (m) at GB02. Pressure sensor (RBR SoloD) was deployed at 0.1 m above bed. Pressure data were converted to water
level. The shaded areas indicate the sampling times at 09/11 (N1), 09/13 (N2), 09/16 (S1), and 09/17 (S2). (B) Results of GEMS experiments. Sediment cores were
collected at the beginning (blue line) and the end (red line) of emersion. Seven steps of τb (0.01–0.6 Pa) were applied for approximately 10 min per each step.

Microcosm Experiments
Sediment erodibility was measured using a dual-core Gust
Erosion Microcosm System (GEMS) designed by Gust and
Müller (1997). A GEMS comprises an erosion chamber,
electronic control box, turbidimeter (Hach, 2100AN), water
pump, erosion motor, and rotating disk (Supplementary
Figure 1). A series of increasing τb is applied to the surficial of
the sediment core by controlling both the rotation rate of disk and
the water pumping rate. A conceptual diagram and a photograph
of the GEMS could be found in Ha H. K. et al. (2018) and Seo
et al. (2020). Sediment cores for erosion microcosm experiments
were collected using an acrylic cylinder at the beginning and
end of tidal emersion. The emersion time, which indicates how
long since the site emerged from tidal flooding, was determined

by the pressure sensor (RBR SoloD) at GB02. This sensor was
deployed at 0.1 m above bed. After the collection, sediment
cores were carefully carried to the laboratory, and then installed
in the GEMS. Measurement of erodibility was started within
2 h after collecting a sediment core, to minimize the effects of
dewatering and self-weight consolidation. Prior to the beginning
of the erosion experiment, the sediment surface within the core
was positioned at 10 cm below the bottom unit of rotating
disk. Seven stepwise sequences of τb (0.01, 0.05, 0.1, 0.2, 0.3,
0.45, and 0.6 Pa) were applied to the top surface of core for
approximately 10 min at each step. During the first 10 min of
the experiment, a minimum τb (i.e., 0.01 Pa) was applied to
flush out pre-existing suspended sediments within the core and
inlet/outlet tubes. While the rotating disk began applying a given
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stress, the seawater obtained from the field site was pumped into
the erosion chamber. The effluent water containing the eroded
or resuspended sediments was passed through a turbidimeter,
which was continuously recorded in turbidity [in nephelometric
turbidity units (NTU)]. Throughout the erosion experiments, the
τb and turbidity data were logged at 1 s interval. The effluent
water from each stress step was sampled and then filtered through
a 0.7 µm glass fiber filter (GF/F). The filters were oven dried at
105◦C for 24 h and then weighed to estimate the ground-truth
SSC (in mg l−1). The turbidity was converted to SSC using a
linear regression between recorded NTU and the SSC derived
from filtering (R2 = 0.92, not shown). This was then used to
determine the EM at each τb. An erosion formulation developed
by Sanford and Maa (2001) and Sanford (2006) was used as
follows:

ER(m, t) = M(m)[τb (t)− τc(m)]e−λt (1)

where m is the eroded mass (kg m−2), t is the elapsed time (s), ER
is the erosion rate (kg m−2 s−1), M is the erosion rate parameter
(kg m−2 s−1 Pa−1), τc is the depth-varying erosion threshold
(Pa), and λ is the rate of sediment depletion (s−1).

FIGURE 3 | Plots used in the determination of surface erosion threshold (τc0)
in GB01 (A,C,E) and GB02 (B,D,F) at the beginning of emersion during N2
period (see Figure 2A): eroded mass (A,B), erosion rate (C,D), and SSC (E,F)
as a function of applied bed shear stress (τb), respectively. Blue dots and red
squares indicate mean values at each step of τb. Black solid lines indicate the
fitting of regression line. Areas of light gray and yellow indicate the erosion of
type Ib and type I/II, respectively.

Estimation of Surface Erosion
Thresholds
In microcosm experiments, sediment erosion can be determined
by the responses of SSC under increasing τb, which is expressed
as the EM and ER. The τc0, a point of initial erosion of the
bed, was estimated by three methods: (1) EM method: τc0 was
determined by an x-intercept of the regression of the eroded
mass vs. τb; (2) ER method: τc0 was determined, at background
level of ER, through the linear regression of the time-averaged
erosion rate vs. τb; and (3) SSC method: τc0 was determined,
at background level of SSC, through the linear regression of
the time-averaged SSC vs. τb. All the three have been used to
compare the τc0 from various erosion devices (e.g., Neumeier
et al., 2007; Widdows et al., 2007; Thompson et al., 2013; Seo
et al., 2020) (Supplementary Table 1). In case of the ER and SSC
methods, using time-averaged erosion rate and SSC from each
τb, the linear regression was computed to remove the horizontal
heterogeneity in τb and erosion parameters (Schoellhamer et al.,
2017). Many researchers (e.g., Sanford, 2006; Jacobs et al., 2011)
have interpreted the erosion rate for each applied τb as the
average over the time interval. Detail explanations of each
method are given in Widdows et al. (1998) and Amos et al. (2003).

FIGURE 4 | Plots used in the determination of surface erosion threshold (τc0)
in GB01 (A,C,E) and GB02 (B,D,F) at the end of emersion during S2 period
(see Figure 2A): eroded mass (A,B), erosion rate (C,D), and SSC (E,F) as a
function of applied bed shear stress (τb), respectively. Blue dots and red
squares indicate mean values at each step of τb. Black solid lines indicate the
fitting of regression line. Area of light gray indicates the erosion of type Ib.
N.D., not determined.
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TABLE 1 | Results of erosion microcosm experiments.

Sites Date in 2020
(mm/dd)

Emersion time
(h)

Eroded mass
(g m−2)

Maximum
erosion rate

(mg m−2 s−1)

Maximum SSC (mg l−1) τc0 (Pa)

EM method ER method SSC method

GB01 09/11 1 13.06 17.16 24.45 0.28 0.28 0.23

5 2.99 3.66 7.92 0.31 0.24 0.25

09/13 1 3.38 4.08 7.54 0.28 0.25 0.24

09/16 1 4.19 4.87 9.82 0.24 0.15 0.11

6 1.23 1.72 3.36 0.32 0.27 0.35

09/17 1 4.96 5.84 11.91 0.26 0.13 0.07

6 4.43 7.38 13.43 0.25 0.15 0.12

GB02 09/11 1 61.92 73.08 158.78 0.07 0.08 N.D.

5 32.33 39.47 86.96 0.11 N.D. N.D.

09/13 1 71.26 90.00 170.18 0.10 0.08 0.07

09/16 1 56.29 62.52 123.06 0.16 0.14 0.13

09/17 1 39.48 38.89 72.14 0.15 0.16 0.17

5 25.55 24.38 57.89 0.13 N.D. N.D.

N.D., not determined.

The type of erosion was determined from the trends in erosion
rate through time (Amos et al., 1992). Depth-limited erosion
(type I), which is characterized by an increase in bed resistance
and a decrease in erodibility with depth, is identified by an
erosion rate that peaks rapidly when τb is increased, but then
declines exponentially with time. Steady-state erosion (type II) is
identified as having a near-constant erosion rate for a given τb
because the τc does not change with depth in the sediment bed.
Erosion of type I/II is a transitional form between type I and type
II. The process of type I began with entrainment of the organic-
rich fluff layer (type Ia), which then gave way to erosion of surface
bed materials (type Ib) (Amos et al., 2003). Type Ib is considered
more significant threshold concerning bed erosion (Widdows
et al., 2007). The erosion amount of the fluff layer was negligibly
small because it was a thin layer; and its threshold for erosion was
small because this material was newly deposited and did not have
sufficient time to develop self-weight consolidation (Ha and Maa,
2009). In this study, therefore, τc0 was determined by the onset
of type Ib. If the linear regression between the erosion variables
(EM, erosion rate, and SSC) and τb is divided into two parts by
an inflection point, thereby transitioning from type Ib to type I/II
(Seo et al., 2020). This partitioning of erosion type would be better
suited for threshold estimation than no partitioning of this.

RESULTS AND DISCUSSION

Comparison of Different Surface Erosion
Thresholds
Figure 2B shows the time series of SSC under the applied τb’s.
At GB01, SSC decreased with time until τb = 0.05 Pa, except
the sediment core at the beginning of the emersion during S2
period. At GB02, SSC increased slightly in the transition period
at which τb increased stepwise from 0.01–0.05 Pa, and then it
quickly decreased. This small amount of erosion is representative
of the removal of the fluff layer. The highest SSC generated among

all the sediment cores was 24.45 mg l−1 at GB01, and it was
170.18 mg l−1 at GB02, indicating the presence of more erodible
sediments at GB02. In GB01 and GB02, there was initial erosion
of sediment at the τb of 0.3–0.45 Pa and 0.1–0.2 Pa, respectively.

τc0 was derived using linear regression between the erosion
variables and τb. Representative cases of the three methods for
estimating τc0 are shown in Figures 3, 4. For example, the time
series of SSC at each τb in GB02 during N2 period (see Figure 2B)
was converted to the data in Figure 3F indicated by the light red
squares. The regression of ER and SSC method was fit through
the time-averaged ER and SSC at each τb, respectively. At GB01,

FIGURE 5 | Relationship between eroded mass and erosion threshold (τc) in
GB01 (green circles) and GB02 (red squares). Data at other sites are from
Sanford (2006); Dickhudt et al. (2009), Wiberg et al. (2013), and Xu et al.
(2014, 2016). See Table 2 for site information in legend.
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the relationship between erosion variables and τb showed a linear
regression without an inflection point corresponding to type Ib
(Figures 3A,C,E). At GB02, the relationship between the EM
and τb revealed two phases (except the sediment cores at the
end of emersion during N1 and S2): the first was a region of
steady increase in EM with increasing τb from 0.1–0.3 Pa; the
second was a distinct inflection in the regression line at the
τb between 0.3 and 0.45 Pa (Figure 3B). These phases might
correspond to type Ib and type I/II, respectively. There was
also an inflection in the regression line between the ER (and
SSC) and τb (Figures 3D,F). At the end of emersion during
N1 and S2 periods, a linear regression between the EM and τb
reflected type Ib (i.e., a single regression line without inflection)
in GB02 (Figure 4B).

A summary of τc0 is provided in Table 1. At GB01, the
mean values of τc0 for three methods were: (1) 0.28 ± 0.03 Pa
(EM); (2) 0.21 ± 0.06 Pa (ER); and (3) 0.20 ± 0.10 Pa
(SSC). The τc0 in ER and SSC methods were similar. The
τc0 by EM method was consistently higher than the results
from ER and SSC methods, due to the steeper slope in the
regression line (Figures 4A,C,E). At GB02, the τc0 by ER
and SSC methods partly yielded a negative x-intercept caused
by the extremely low slope in regression (Figures 4D,F),
resulting in the “not-determined (N.D.) τc0” (Table 1). During
N2 and S1 periods, the τc0 by EM method was about 25%
higher than the results from ER and SSC methods. During
S2 period, it was about 10% lower than the τc0 by ER
and SSC methods. Because the EM representing the erodible
depth was accumulated with increasing τb, the EM method
is suitable for reflecting the depth-limited erosion of cohesive
sediments. After the erodible sediment was removed at each
step of τb, SSC and ER gradually decreased with time. Thus,
the regression of the SSC and ER vs. τb might skew an
x-intercept. Especially, the SSC method yielded the lowest τc0
due to the outflow water containing eroded sediments from the
erosion chamber.

The data from the GEMS experiments could be represented
as the plots of the EM vs. τc (Figure 5). Based on the data from
all sediment cores at each site, the equation was obtained using
a best-fit power law regression in the form of m = a(τc -τc0)b,
where m is the eroded mass (kg m−2) (Sanford and Maa, 2001;
Dickhudt et al., 2009). This regression equation could be used
in sediment transport models (Fall et al., 2014). The results of
other published erodibility data in tidal flat/marsh environments

FIGURE 6 | The surface erosion threshold (τc0) at GB01 (upper panel) and
GB02 (lower panel) sites during N1, N2, S1, and S2 periods (see Figure 2A).

measured by GEMS were similar to the results presented here
from the Muuido tidal flat (Figure 5). Based on the best-fit curve,
the τc0 in GB02 was determined as 0.03 Pa, which corresponds
to an erosion threshold of fluff layer (i.e., type Ia) (Jago et al.,
2002; Ha and Maa, 2009). However, the τc0 in GB01 could not
be determined because of a negative x-intercept of the regression
curve caused by low erodibility. In this case, the previous studies
(see references in Table 2) suggested either 0.01 Pa (the minimum
τb applied for GEMS) or 0 Pa for τc0 to ensure that the fit
produced reasonable data.

Spatiotemporal Variation in Erodibility
The erodibility of cohesive sediment has been quantified as the
τc0 and EM (Dickhudt et al., 2009; Ha H. K. et al., 2018). Our
results indicated a spatial variation of erodibility between mud
flat and mixed flat. The τc0 by EM method in GB01 (mud
flat, mean = 0.28 ± 0.03 Pa) was about two times higher than
that in GB02 (mixed flat, mean = 0.12 ± 0.03 Pa). The EM
in GB01 (mean = 4.89 ± 3.80 g m−2) also was about one
order lower than that in GB02 (mean = 47.81 ± 18.03 g m−2).
As seen in the erosion curves (Figure 5), the mixed flat was
more erodible than the mud flat. Previous studies suggested
that the spatial variations of erodibility of intertidal flats were
caused by two main factors: (1) the sediment composition; and

TABLE 2 | Power law fit parameters relating erosion threshold to eroded mass.

Sites Sedimentary environments a τc0 b R2 Number of samples References

Gyeonggi Bay, South Korea (GB01) Mud flat 0.02 0.01 1.62 0.46 7 This study

Gyeonggi Bay, South Korea (GB02) Mixed flat 0.14 0.03 1.63 0.76 6 This study

Willapa Bay, United States (WBf) Mud flat 0.13 0.00 2.03 0.89 27 Wiberg et al., 2013

Willapa Bay, United States (WBc) Mesotidal channel 2.83 0.00 3.30 0.99 8 Wiberg et al., 2013

Chesapeake Bay estuary, United States (CB) Estuarine channel 4.23 0.01 2.73 0.95 2 Sanford, 2006

York River estuary, United States (YR) Estuarine channel 1.43 0.01 1.97 0.87 50 Dickhudt et al., 2009

Mississippi River delta, United States (MR) Marsh 0.17 0.01 1.65 - 12 Xu et al., 2016

Louisiana shelf, United States (LS) Shelf mud 0.52 0.01 1.42 - 106 Xu et al., 2014
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(2) the extracellular polymeric substances (EPS) concentration
(Panagiotopoulos et al., 1997; Andersen et al., 2010). Even small
amounts of mud content can create the cohesive attachment
when mixed in non-cohesive sediment. Proportions of clay
greater than 10% is sufficient for sediment stabilization (van
Ledden et al., 2004). Ha H. J. et al. (2018) found that the sediment
erodibility in mud flat was about seven times lower than that
in mixed flat due to increasing clay content on the Yeochari
tidal flat, northern Gyeonggi Bay (for location, see Figure 1A).
Therefore, the field-based measurements of spatial variability in
erodibility and sediment composition are needed to understand
the regional-scale sediment transport and morphology evolution.
The EPS, which is secreted out of microphytobenthos (MPB),
plays a key role in the “biostabilization” (Andersen et al., 2010).
The EPS concentration and MPB biomass, which have a semi-
annual to annual variability, are at their lowest levels from
September to November (Park et al., 2014). In this study, it seems
unlikely that the sediment erodibility was affected by EPS.

Temporal variation of sediment erodibility has been found
on various timescales such as intra-tidal and spring-neap tidal
cycles (Grabowski et al., 2011). As shown in Figure 6, the τc0
at the beginning of tidal emersion was about 10–40% lower
than that at the end, indicating that the subaerial emersion time
might be a factor to determine the intra-tidal variation of τc0
(Fagherazzi et al., 2017). In addition, the sediment in the spring
tide was about 80% less erodible than in the neap tide at GB02
(Figure 6). As the spring tides have stronger currents compared
to neap tides, more sediments are resuspended into the water
column, and the consolidated (i.e., low erodibility) sediment beds
are more exposed.

CONCLUSION

Three methods for determining the τc0 of cohesive sediments
in an intertidal flat were compared using an erosion microcosm
system. The conclusions drawn from this study could be
summarized as follows:

(1) The τc0 by EM method was slightly higher than the results
from the ER and SSC methods. The EM method is more
robust and accurate (within the range of τb step at which
erosion begins) than the ER and SSC methods. The τc of the
consolidated sediment bed increased with sediment depth,
and thus the eroded mass representing the erodible depth
was accumulated with increasing τb. This suggested that
the EM method is suitable for reflecting the depth-limited
erosion of cohesive sediments.

(2) The SSC method produced the lowest τc0, owing to the
outflow of suspended sediment from the erosion chamber.
After depleting the erodible sediment at each step of τb,
the SSC gradually decreased with time. Therefore, the
regression between SSC and applied τb might skew an
x-intercept, leading to a lower τc0.

(3) This study identified the spatiotemporal variations of
sediment erodibility in an intertidal flat. The τc0 in mud
flat was about two times higher than that in mixed flat.
Compared to the end of tidal emersion, the sediment
was 10–40% more erodible at the beginning stage. The
τc0 during spring tide was about 80% higher than that
during neap tide.
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Observations of real-time ocean surface currents allow one to search and rescue
at ocean disaster sites and investigate the surface transport and fate of ocean
contaminants. Although real-time surface currents have been mapped by high-
frequency (HF) radar, shipboard instruments, satellite altimetry, and surface drifters,
geostationary satellites have proved their capability in satisfying both basin-scale
coverage and high spatiotemporal resolutions not offered by other observational
platforms. In this paper, we suggest a strategy for the production of operational surface
currents using geostationary satellite data, the particle image velocimetry (PIV) method,
and deep learning-based evaluation. We used the model scalar field and its gradient
to calculate the corresponding surface current via PIV, and we estimated the error
between the true velocity field and calculated velocity field by the combined magnitude
and relevance index (CMRI) error. We used the model datasets to train a convolutional
neural network, which can be used to filter out bad vectors in the surface current
produced by arbitrary model scalar fields. We also applied the pretrained network to
the surface current generated from real-time Himawari-8 skin sea surface temperature
(SST) data. The results showed that the deep learning network successfully filtered out
bad vectors in a surface current when it was applied to model SST and created stronger
dynamic features when the network was applied to Himawari SST. This strategy can
help to provide a quality flag in satellite data to inform data users about the reliability of
PIV-derived surface currents.

Keywords: surface current, geostationary satellite, convolutional neural network, sea surface temperature,
particle tracking velocimetry, submesoscale circulations

INTRODUCTION

Ocean surface currents are the most complex flows in the ocean, as non-homogeneous, non-
isotropic, and non-stationary processes dominate the flows with temporal variability from hours
to years. They are also the most interactive flows, as biological, geochemical, and physical processes
coexist to create the unique phenomena between the ocean interior and the atmosphere. Although
many observational platforms have been successfully introduced to monitor the complex surface
currents, there is still a need to observe the broader surface area in more detail and even
more frequently.

The information of surface currents is crucial in practical and scientific applications. Accurate
real-time estimation of surface currents is required for conducting search and rescue activities at
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maritime accidents and predicting the transport of contaminants
in the ocean surface layer (Walker et al., 2005; Breivik and
Allen, 2008; Rypina et al., 2014). Maritime accidents such as the
Malaysian Airlines Flight 370 airplane crash in 2014 (Corrado
et al., 2017) and the Stellar Daisy bulk carrier sinking in 2017
(Dalziel and Pelot, 2019) demonstrate the importance of surface
currents, which can be used to backtrack paths to the initial
accident locations (Dohan, 2017). Most ocean contaminants [e.g.,
crude oil (Laxague et al., 2018), radioactive substances (Buesseler
et al., 2012), microplastic (Iwasaki et al., 2017), sargassum (Kwon
et al., 2019), river plume of nutrient-rich agricultural runoff
(Sklar and Browder, 1998)] are initially distributed in the surface
layer and persist in the upper layer for a while. Consequently, the
surface information provides a crucial clue to estimate the fate of
the contaminants. The derivation of surface currents also enables
scientific estimations of the spectral behavior of kinetic energy,
local dispersion, biological productivity, energy transfer, frontal
behavior, and air–sea interaction, which elucidate the roles they
play in weather and climate (Boccaletti et al., 2007; LaCasce, 2008;
Molemaker et al., 2010; Mahadevan, 2016; Choi et al., 2019).

A major breakthrough in generating surface currents was
facilitated by the advancement of satellite remote sensing. Surface
currents have been measured by not only in situ observations
at moorings and ships (Rocha et al., 2016) but also remote
observations such as floats, drifters, and high-frequency (HF)
radar (Bracco et al., 2003; Lumpkin and Pazos, 2007; Rypina
et al., 2014; Berta et al., 2015; Yoo et al., 2018). Starting
from the geophysical-scale velocity field calculated by Leese
et al. (1971), the products of a polar-orbiting satellite have
been successfully exploited to generate surface currents (Emery
et al., 1986; Zavialov et al., 2002; Osadchiev and Sedakov,
2019). The high-resolution surface roughness measurements
from SAR have also shown great potential to create surface
currents unaffected by cloud block (Dohan and Maximenko,
2010; Yanovsky et al., 2020).

Over the past decade, a geostationary satellite has been used
to generate submesoscale currents using ocean color products
(Yang et al., 2014; Kim et al., 2016; Sun et al., 2016; Park
et al., 2018; Choi et al., 2019). Its unique “stationary” feature
alleviates the chronic issue of low temporal resolution of the
polar-orbiting satellite. Thanks to the capability of high temporal
measurements, the Geostationary Ocean Color Imager has been
used to not only generate high-resolution surface currents
but also study submesoscale turbulence in the surface layer
(Choi et al., 2019).

Although the geostationary satellite is capable of resolving
submesoscale currents and the demand for data on surface
currents has increased, no geostationary satellite-based
operational surface currents have been used in practice.
The AVISO global geostrophic currents have been operated
by using data from satellite altimetry, and data-assimilated
products such as the Ocean Surface Currents Analyses Real-time
(OSCAR) are also being operated to produce mixed-layer surface
currents combining AVISO geostrophic currents and Ekman
and thermal wind components. However, those platforms have
coarse resolutions (∼1 day, 25 km) unsuitable for narrowing the
location of a surface target whose movement is affected by wind,

tides, and small-scale circulations and understanding vertical
transport associated with submesoscale phenomena.

In this paper, considering the geostationary satellite as an
operational surface currents platform, we propose a preliminary
strategy for generating the satellite-based surface currents by
applying a deep learning convolutional neural network (CNN).
Deep learning examines the relationship between input data and
output data to prepare rules for estimating or evaluating output
associated with new input data. As a subset of deep learning,
CNNs are commonly applied in pattern recognition and image
processing, and have recently become a powerful tool to identify
and classify patterns in Earth science data (Ham et al., 2019;
Huntingford et al., 2019; Chattopadhyay et al., 2020; Lou et al.,
2021). In our application, we trained a neural network using
a model dataset, and the network was used to determine the
goodness of fit of each vector in the surface currents to provide a
quality flag along with the surface currents. We apply this strategy
to Himawari-8 skin SST data to demonstrate the generation of
surface currents using satellite data.

MATERIALS AND METHODS

Surface Current Generation
In this paper, we suggest a strategy that can be used to produce
operational surface currents using data from a geostationary
satellite. One possible data source is the SST from the Advanced
Himawari Imager (AHI) onboard Himawari-8. The SST is
estimated from the infrared (IR) bands centered at 3.9, 8.6, 10.4,
and 11.2 µm whose spatial resolution in the raw data is 2 km.
Validation performed against over 630,000 pairs with drifting
and moored buoy data showed a root-mean-square difference of
0.59 K and bias of −0.16 K (Kurihara et al., 2016). The negative
bias is due to the difference between the skin temperature
that satellites sense and the bulk temperature that the buoy
measures, and the bias of −0.16 K is consistent with the bias
level reported for an advanced very-high-resolution radiometer
(Donlon et al., 2002).

To generate a velocity field near the ocean surface from the
geostationary data, we use the PIVlab Matlab code (Thielicke,
2014; Thielicke and Stamhuis, 2014; Thielicke and Sonntag, 2021)
that implements the Particle Image Velocimetry (PIV) technique
(Wereley and Meinhart, 2010; Xu and Chen, 2013). It is a
standard experimental strategy that generates an instantaneous
velocity field in the laboratory, where the particles (herein,
equivalent to scalar tracers SST or Chla) in the cross section
of the water channel (herein, satellite coverage) are illuminated
by a laser sheet (herein, the sun), and the particle movement
is recorded by a camera (herein, a satellite sensor). The PIV
algorithm generates a cross-correlation plane by taking the
FFT between two same-sized interrogation windows obtained
individually from two successive images, and an optimized
displacement vector is determined in a way that maximizes image
matching. By virtue of its ability to derive a wide range of
velocity scales, the PIV has been applied to analyzing micro-
fluid (Santiago et al., 1998), river discharge (Legleiter et al., 2017),
supersonic flows (Avallone et al., 2016), the atmospheric flow
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of Jupiter (Tokumaru and Dimotakis, 1995), and the flow rate
of the Deepwater Horizon oil spill (McNutt et al., 2012). Our
application aimed to generate a basin-scale velocity field across
the satellite coverage by applying the PIV technique to two
satellite images, followed by evaluating the velocity field by the
deep learning CNN.

Evaluation of Surface Current by
Convolutional Neural Network
The CNN architecture consists of multiple layers (input, output,
and other hidden layers). In this calculation, the hidden
layers include multiple convolutional layers: max pooling layer,
activating layers (batch normalization, PreLu, and softmax
layers), fully connected layer, and classification layer. The batch
normalization, Parametric rectified Linear unit (PreLu), and max
pooling layers are used after each convolutional layer. The final
layer, the classification layer, uses the probabilities returned by
the softmax activation function for each input to assign the input
to one of the mutually exclusive classes and calculate the loss.
After defining the network structure, the dataset is trained with
the specific options: stochastic gradient descent with momentum
(SGDM), constant learning rate of 0.01, and maximum number
of epochs of 60. The convolutional layers are established with a
padding and stride of 1, the size of filter at 11, and the number
of filters at 128. The images are categorized into two classes (i.e.,
good and bad, each with 80,000 images), and the deep learning
CNN1 is used to train and validate the velocity data.

In this paper, the evaluation of the surface current consists of
three steps: preparing ground truth data (model SST field and
corresponding model velocity field), training a neural network
using the ground truth dataset, and applying the network to
model SST and Himawari-8 SST to demonstrate a quality flag in
the satellite data.

First, to train the deep learning network, we prepared the
ground truth data from the ocean model and synthesized it
by image translation. We used model SST from the Ocean
Predictability Experiment for Marine environment (OPEM)
based on the GFDL Modular Ocean Model (MOM) version
5 with a horizontal resolution of 1/24◦ (Kim et al., 2015).
We interpolated the raw data to a 2-km grid to match the
resolution of Himawari-8 SST in the area of the East/Japan Sea
(Supplementary Figure 1). We used the model SST snapshots
(300× 300) at 12 different times through the 9-month simulation
to train the deep learning network. We translated each image
of model SST (I1) by a spatially constant velocity field (Vtrue)
to create a new deformed image (I2). Then, the PIV algorithm
processed the two images (I1 and I2) to generate a calculated
velocity field (Vcal). Three calculated velocity fields (SST-R, SST-
G, SST-G2) were considered: SST-R is surface currents from
the raw SST (SST-R), SST-G is surface current from the spatial
gradient of raw SST, and SST-G2 is surface current from the
double gradient of raw SST. By comparing Vtrue and Vcal, an
error between model (true) and PIV (calculated) velocity fields
was estimated to evaluate the performance of the PIV algorithm

1MATLAB and Deep Learning Toolbox Release 2021b, The MathWorks, Inc.,
Natick, MA.

at every vector. To ensure the deep learning network could cope
with various cases, instead of using the model velocity field
corresponding to the model SST field, we used various velocity
fields that differed in amplitude (0.05, 0.1, 0.2, 0.4, and 0.7 m/s)
and direction (0 to 330◦ at intervals of 30◦), which provided 60
times more data (approximately 1.8 million vectors) for training
than using the model velocity fields. To validate the network
trained using 80% of the vectors, we estimated the classification
accuracy (validation accuracy) using the remaining 20% vectors.

We implemented three types of error (weighted relevance
index (WRI), weighted magnitude index (WMI), and combined
magnitude and relevance index (CMRI) used in Willman et al.,
2020) to quantify the deviation of Vcal from Vtrue. Because typical
indices such as the relevance index (RI) and the magnitude
similarity index (MSI) are known to show problematic high
sensitivity to low-amplitude vectors, we used these errors (WRI,
WMI, and CMRI) to overcome the issue (Willman et al., 2020).
The WRI is a metric of alignment evaluation, the WMI is a
metric of magnitude evaluation, and the CMRI considers both
evaluations of alignment and direction (Willman et al., 2020).
These errors are defined as
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where x and y are two-dimensional coordinates, U1
and U2 are the magnitude of the true and calculated
velocity vectors, RI is [=(−→u1 ·

−→u2 )/(
∣∣−→u1

∣∣ ∣∣−→u2
∣∣)], and MSI is

( = 1− (
∣∣−→u1 −

−→u2
∣∣)/(∣∣−→u1

∣∣+ ∣∣−→u2
∣∣), where u1 and u2 are the true

and calculated velocity vectors, and median is defined as the
statistical median of all components.

Second, we trained a neural network that was fed SST image
data. The difference in the two images represents the temporal
and spatial changes in a concise way, so the image difference
(I2−1) between I1 and I2 was chosen as the input to the network.
Since it is trained such that the errors are paired up with
the characteristics of I2−1, the deep learning network allows
the estimation of the goodness of fit of a PIV-derived vector
associated with an arbitrary I2−1.

Third, we evaluated the PIV-derived velocity field by applying
the pretrained network to the arbitrary model SST field that
accompanied the velocity field, from which the performance of
the trained network was examined. The network was also applied
to SST observation from the geostationary satellite (Himawari-8
SST) to demonstrate the generation of surface currents with deep
learning-selected vectors. Due to the lack of ground truth data to
train the network for evaluating satellite-based surface currents,
the offline pretrained neural network should be prepared using
synthetic data, as we did in this paper.
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FIGURE 1 | Example comparison of true velocity field Vtrue in a 10 km-grid (red arrows) and calculated velocity field Vcal in a 10 km-grid (white arrows) for raw SST
(A) and SST gradient (B). Contours in panels (C,D) show CMRI errors corresponding to panels (A,B), respectively.

RESULTS

Surface Current by Particle Image
Velocimetry and Sea Surface
Temperature
Figure 1 compares the idealized uniform velocity field and
the calculated velocity field. Despite the uniform velocity field
used to deform or translate the scalar field, the deviations in
amplitude and alignment were not homogeneous, and they
showed a bias linked to the spatial structures of the scalar field.
For the SST-R, it tends to show poor agreement between Vtrue
(red arrows) and Vcal (white arrows) over the region where
the direction of Vtrue is aligned with the direction of the SST
front [e.g., (x, y) = (−200, −50) and (150, 100)], while good
agreement can be found in the region where the direction of
Vtrue is perpendicular to the direction of the SST front [e.g.,
(x, y) = (150, −50)]. The spatially different errors can be more
clearly identified when SST-G is considered. It is observed that the
directions of the SST gradient and the CMRI error are strongly
correlated when they are parallel or perpendicular to each other:
a high CMRI for the parallel direction and a low CMRI for
the perpendicular direction. For the other angles, the direction
of Vcal is coherently biased toward the normal direction of the

front, as demonstrated at (x, y) = (30,−120) and (120, 0) in
Figure 1B.

The relevant spatially varying error inevitably occurs by the
PIV method that applies to the smooth scalar image that does not
include noise-like particles whose scale is much smaller than the
interrogation window. Even the scale of features revealed in the
scalar field we have was comparable to the grid size of the velocity
field. In this case, the PIV algorithm misleadingly interprets the
movement of a unidirectional front to the direction normal to
the front. The smaller the features in the scalar field, the lower
the CMRI error. This can be simply examined by adding a noise
before performing PIV: if a random noise (maximum magnitude
at 5% of STD) was added to the first image (I1), the CMRI error in
Figures 1C,D were reduced by 10% for SST-R and 50% for SST-G.

Figure 2 shows spatially averaged errors (WRI, WMI, and
CMRI) that vary with different angles and magnitudes of
Vtrue for SST-R, SST-G, and SST-G2 (second-order gradient).
For the SST-R case, the difference between two consecutive
images is less distinct, which increases the uncertainty in
determining the displacement vector in the cross-correlation
calculation. WRI (Figures 2A–C), WMI (Figures 2D–F), and
CMRI (Figures 2G–I) indicate that taking the gradient of
SST is advantageous for both vector alignment and magnitude
estimations. Emery et al. (1986) qualitatively showed that
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using the SST gradient yields better results from raw SST;
however, most works afterward utilized raw scalar fields to derive
surface currents from satellite observations (Yang et al., 2014;

Kim et al., 2016; Sun et al., 2016; Park et al., 2018; Choi
et al., 2019). Nevertheless, when taking multiple gradients, the
narrowing front becomes indistinguishable from random noise

FIGURE 2 | Spatially-averaged WRI (upper panels), WMI (middle panels), CMRI (lower panels) errors for SST-R (A,D,G), SST-G (B,E,H), and SST-G2 (C,F,I)
depending on the magnitude and direction of Vtrue. SST-R, SST-G, and SST-G2 indicate surface current generated from the raw SST, the spatial gradient of raw SST,
and the second order spatial gradient of raw SST, respectively.

FIGURE 3 | Surface current reliability determination based on CNN evaluation for SST-R (A) and SST-G (B). The black vector is the model surface current (true), and
the green vector is the PIV surface current (calculated). The background color represents the difference (CMRI error) between the true value and the calculated value
(0: lowest error / 1: highest error). The blue circles designate the vectors within top 30% having high reliability evaluated by deep learning CNN.
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so that the error can be increased from the smallest grid size, as
shown in Figures 2C,F,I.

The error is amplified near the angles around 90◦ and 270◦
(Figure 2A), and such observation indicates an anisotropy in
the horizontal shape of mesoscale eddies and fronts that are
elongated and aligned along the north–south direction over the
East/Japan Sea, which appears more prominently in the WRI
error. The spatial averages of CMRI were 0.34, 0.20, and 0.15 for
SST-R, SST-G, and SST-G2, respectively. Those for WRI (WMI)
were 0.04, 0.02, and 0.02 (0.65, 0.37, and 0.28), respectively.

Convolutional Neural Network Training
and Surface Current Evaluation
By applying the CNN to the training datasets SST-R and SST-
G, we generated a network that classified the image difference
into two classes, good and bad, based on the CMRI error.
For the SST-R training dataset, the image difference for low
CMRI < 0.3 and high CMRI > 0.4 were labeled as good and
bad vectors, respectively, while for the SST-G training dataset,
low CMRI < 0.1 and high CMRI > 0.3 were labeled as good

and bad vectors (Supplementary Figure 3). The shape of the
probability density function (PDF) of CMRI is skewed toward
low CMRI for SST-R and Gaussian for SST-G. Those partitions
were made to ensure the bad and good classes had similar
amounts of data, and different datasets may have different
partitions depending on the CMRI PDF. In most cases, images
showing more coherent patterns are placed in the good class;
however, the traits that lead a vector to be classified in the good or
bad class are not determinable without performing deep learning-
based examination. In this work, we trained only the SST-R and
SST-G datasets for evaluating the surface current, and the final
validation accuracies for those at 100 epochs were 85.8 and 89.7%,
respectively. The accuracy and the results did not show significant
changes after epoch 50.

Figure 3 shows the deep learning-based evaluation of the
surface current using synthetic data generated simultaneously
by SST and velocity fields on DOY 150 covering longitude
129◦N–136.5◦N and latitude 36.5◦E–40.5◦E in the OPEM model.
The black and green vectors indicate the model surface current
(Vtrue) and calculated surface current (Vcal), and the SST-R
and SST-G datasets are sequentially displayed in Figures 3A,B.

FIGURE 4 | One-day averaged surface current in a 10 km-grid in the East/Japan Sea on 25th March 2018 derived from Himawari SST (A) and Himawari SST
gradient (B) and corresponding scalar fields. 22 hourly velocity fields derived from 23 consecutive SST images were used to calculate the mean surface current for
that date. The scattered cloud area accounted for about 68%, and the area excluding the cloud area was used to calculate the mean velocity field. (C,D) Indicate
vorticity and divergence PDF normalized by local Coriolis parameter. In the legend, “CNN” indicates 1-day averaged surface current using vectors filtered by CNN,
“raw” indicates 1-day averaged surface current without CNN filtering, and “gradient” indicates surface current derived from SST gradient. The standard derivation
(STD) of the PDF are 0.0158 (CNN), 0.0254 (CNN-gradient), 0.0117 (raw), and 0.0183 (raw-gradient) for relative vorticity, and 0.0288 (CNN), 0.0420 (CNN-gradient),
0.0181 (raw), and 0.0284 (raw-gradient) for relative divergence. The changes in STD show that flatter PDF (or smaller circulations) can be obtained by CNN-filtering
and taking gradient of a scalar field.
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The background color of the figure is the CMRI error showing
the deviation between Vtrue deforming the original image and
Vcal obtained by applying PIV to the original image (I1)
and the deformed image (I2). The blue circles designate the
vectors within top 30% having high reliability evaluated by deep
learning CNN. The pretrained deep learning network classified
good vectors (blue circles shown in Figure 3), mostly at low
CMRI values. To quantify the performance of the network,
the correlation coefficient (r) between Vtrue and Vcal was
calculated (Supplementary Figure 5). For SST-R, u and v velocity
components showed ru = 0.572 and rv = 0.479 while applying the
trained network gave ru = 0.761 and rv = 0.722. For SST-G, u and
v velocity components showed ru = 0.704 and rv =0.608 while
applying the trained network gave ru = 0.799 and rv = 0.816. We
also calculated the correlation coefficient between δtrue and δcal
(divergence) using the same velocity fields. For SST-R, applying
the network increased rδ from 0.366 to 0.401, and for SST-G,
applying the network increased rδ from 0.514 to 0.550. Overall,
the surface current involved with SST-G resulted in a lower
CMRI error than that involved with SST-R, and the pretrained
network using the SST-G dataset showed better performance in
identifying good vectors.

The same procedures of calculating the surface current and
applying the deep learning pretrained network as above were
implemented with the image pair of Himawari skin SST captured
on March 25, 2018 over the area of the East/Japan Sea. We
obtained Vcal in a 10-km resolution by applying PIV to two
consecutive Himawari SST images in a 2-km resolution, and
each vector was linked to a good or bad vector based on the
evaluation by the deep learning network. Figure 4 shows the 1-
day average of the hourly surface currents from hourly Himawari
SST (Figure 4A) and the Himawari SST gradient (Figure 4B).
Only vectors within the top 30% accuracy evaluated by the deep
learning network at each snapshot were used for the average,
and the field were smoothed by a 3 × 3 mean filter. The surface
current generated by the SST gradient contains slightly stronger
velocity and dynamic features such that more distinct eddies
can be identified.

Figures 4C,D show the PDFs of the vorticity (Figure 4C)
and divergence (Figure 4D) fields normalized by the Coriolis
parameter. The PDFs calculated from the PIV-derived current
with CNN filtering (solid red lines) have heavier or flatter
tails than the ones from the PIV-derived current without the
CNN filtering (dashed red lines), and taking the gradient (black
lines) also leads the tails to be flatter. Since heavier tail in a
divergence and vorticity PDFs is indicative of realizing smaller-
scale features (or stronger submesoscale circulations) (Barkan
et al., 2017; Choi et al., 2017), it is considered that taking
gradients of a scalar field along with filtering the vectors through
CNN evaluation are considered helpful in realizing smaller
features in the surface current. Due to the limited grid size of
surface currents, the sub-grid circulations with a size less than
10 km cannot be considered in this study. However, applying
the strategy to high-resolution scalar fields, such as 250 m-grid
satellite products from the Geostationary Ocean Color Imager
(GOCI), would provide submesoscale-resolving (∼3 km) features
in surface currents.

CONCLUSION

The estimation of surface currents associated with geostationary
satellite data, the PIV method, and deep learning networks
has been conducted to suggest a strategy for the production
of operational surface currents. Information of real-time
surface currents can be very useful for practical and
scientific applications. However, an operating system based
on geostationary satellite observation that can cover marginal
seas and sample at high spatiotemporal resolutions has not
yet been developed.

We demonstrated the generation of surface currents from
model SST. Applying PIV to the scalar field resulted in errors
that were correlated with the direction of the front and true
velocity field. To point out erroneous vectors, we conducted a
deep learning-based evaluation of vectors, which was achieved
by training the image difference between two consecutive scalar
images. We found taking the gradient of the scalar field
performed better in generating surface currents. We also applied
the same procedure to Himawari SST to provide a quality
flag indicating the surface current’s reliability. Based on the
quality flag that evaluated each vector, good vectors were chosen
and used to generate an averaged velocity field showing clear
dynamics of coherent mesoscale eddies, which was confirmed
by heavy tails in the PDFs of kinematics. Although a limited
amount of training data was generated and used for deep
learning training, the trained network successfully discerned
more accurate vectors of the calculated surface currents.

The strategy introduced in this paper can be applied to not
only the Himawari satellite but also the newly launched GOCI-
II geostationary satellite that just started generating ocean color
scalar fields in a 250-m grid. Furthermore, this study can be
extended to produce vast synthetic data (model and experimental
data) to develop a pretrained network that can give the right
vector in numerous situations and can be applied to different
kinds of scalar fields.
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