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Editorial on the research topic 


Current Challenges in Providing Early Warning of Harmful Algal and Microbiological Risk to Aquaculture






GRAPHICAL ABSTRACT | Enhanced colour image scanning electron microscope of two harmful phytoplankton (A) Dictyocha sp. and (B) Dinophysis acuminata.




The aquaculture sector is a major industry in Europe’s Atlantic Arc. Its continued sustainable growth is required to meet the increasing demand for farmed fish and shellfish. However, such expansion faces several microbiological challenges, with harmful algal blooms (HABs) being prominent among these.

A few species of naturally occurring marine microalgae can produce biotoxins. When conditions are favourable, these organisms can rapidly increase in abundance generating a HAB event. Farmed shellfish feed on these microalgae and can concentrate the biotoxins within their flesh. While the shellfish themselves are not harmed, their consumption poses a risk to human consumers. The impact of shellfish poisoning can range from mild gastrointestinal symptoms to neurological issues and, in extreme cases, may even lead to death.

Blooms of other harmful phytoplankton species have a damaging effect on farmed fish through deoxygenation, toxicity, or damage to the gills. In most cases, consumption of these fish would not be harmful to humans, but the associated production losses can be economically significant for the industry.

HAB and pathogen events are spatially and temporally variable. The aquaculture industry, therefore, relies on early warning indicators of these events to allow for the best possible mitigation measures to be put in place.

The Interreg Atlantic Area funded project PRIMROSE built on the existing HAB forecasting systems developed within the award-winning EU FP7 funded project ASIMUTH (Maguire et al., 2016). The project PRIMROSE delivered improved forecasts of HABs, microbial risks and climate impacts in aquaculture locations encompassing the length of Europe’s Atlantic Arc, from the Shetland Islands in the north to the Canary Islands in the South.

The transnational cooperation within PRIMROSE allowed for the generation of best practices and methodologies for HAB, biotoxin and microbial early warning indicators to be shared among the partner countries, allowing enhanced risk assessment.

This special issue summarises the developments in HAB early warning indicators through PRIMROSE in the European Atlantic Arc, while also showcasing similar developments in other geographical regions.

Early detection of HABs is key to providing the aquaculture industry with sufficient time to undertake mitigative measures. Several authors highlighted the role of remote sensing in this process. Martinez-Vicente et al. presented results from laboratory experiments that were conducted to improve existing algorithms for the satellite detection of the important fish killing dinoflagellate Karenia mikimotoi. The application of the laboratory-derived training dataset improved the ability of the algorithm to distinguish between high turbidity and high chlorophyll (phytoplankton) concentrations.

A different approach to the use of remote sensing for the detection of K. mikimotoi was undertaken by Jordan et al., who demonstrated the potential use of the “red band difference” algorithm, that was originally developed to monitor a different harmful species of the same genus (Karenia brevis) in the US. The study found success with this approach in European waters, with the potential to couple the remote sensing to a Lagrangian particle tracking model to then predict the future progression of the bloom as it advects across the shelf. Lin et al. also addressed satellite-derived ocean colour measurements and Lagrangian particle tracking. In this work the authors developed a prediction scheme to merge the satellite observations and the model data, thus enhancing the capability to interpret HAB risk.

The use of Lagrangian modelling approaches was prominent in other studies in this issue. Beddington et al. reviewed the performance of three different modelling systems against historical bloom events, confirming that such particle tracking tools can be usefully integrated operationally into HAB early warning systems. Hariri et al. discuss the combination of Lagrangian modelling with molecular analyses that can provide more information on the species composition of the taxa of interest. In another case, the role of molecular approaches combined with flow cytometry was evaluated by Mirasbekov et al. as a means for better identification of HAB taxa.

Operational early warning indication using a FVCOM based high-resolution unstructured grid mathematical model for Scottish waters was demonstrated by Davidson et al. This contribution also summarised the Scottish HAB early warning system and its use by the aquaculture industry. The need for such reactive early warning approaches was confirmed by Gianella et al. who used PCA and K-means to statistically demonstrate the spatial and temporal variability of HABs in Scottish waters.

The status of HAB and shellfish biotoxin EWS approaches Europe-wide, and an evaluation of the similarities and differences in separate regions was summarised by Fernandes-Salvador et al. Their paper considered the potential to further improve these EWS through multi-disciplinary approaches combining heterogeneous sources of information.

Mitigation of HABs is problematic and was not ignored within this Research Topic, being addressed by Zhang et al., who examined the effects of natural extracts of the edible brown algae Sargassum fusiforme on the growth of some important HAB species as one possible method of intervention.

Microbial pathogens such as Vibrio or Ecoli can also accumulate in shellfish. Occurrences of these pathogens can lead to gastrointestinal health implications for anyone who consumes contaminated shellfish. But novel microbial challenges may also pose a risk to aquaculture. In this issue, for instance, Mateus et al. discuss the potential for shellfish to be a reservoir for the SARS-CoV-2 virus and the potential need to consider the incorporation of SARS-CoV-2 detection strategies within regulatory shellfish monitoring programmes.

The development of new technologies for harmful algal blooms is likely to be key to the enhancement of early warning systems for HABs to protect aquaculture. A range of novel technologies applied within PRIMORE are described by Ruiz-Villarreal et al.

The articles of this Research Topic demonstrate the ‘state of the art’ in HAB early warning systems in European waters. Remote sensing and molecular approaches continue to develop to supplement the “core” microscope-based methods for HAB detection. Early warning systems are targeted to the specific challenges in different countries and regions but utilise similar approaches with data sharing in different countries. The issue demonstrates the considerable developments and success in the application of Lagrangian mathematical model-based alerts for the HAB taxa that are transported advectively on oceanographic currents.
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Early detection of dense harmful algal blooms (HABs) is possible using ocean colour remote sensing. Some algorithms require a training dataset, usually constructed from satellite images with a priori knowledge of the existence of the bloom. This approach can be limited if there is a lack of in situ observations, coincident with satellite images. A laboratory experiment collected biological and bio-optical data from a culture of Karenia mikimotoi, a harmful phytoplankton dinoflagellate. These data showed characteristic signals in chlorophyll-specific absorption and backscattering coefficients. The bio-optical data from the culture and a bio-optical model were used to construct a training dataset for an existing statistical classifier. MERIS imagery over the European continental shelf were processed with the classifier using different training datasets. The differences in positive rates of detection of K. mikimotoi between using an algorithm trained with purely manually selected areas on satellite images and using laboratory data as training was overall <1%. The difference was higher, <15%, when using modeled optical data rather than laboratory data, with potential for improvement if local average chlorophyll concentrations are used. Using a laboratory-derived training dataset improved the ability of the algorithm to distinguish high turbidity from high chlorophyll concentrations. However, additional in situ observations of non-harmful high chlorophyll blooms in the area would improve testing of the ability to distinguish harmful from non-harmful high chlorophyll blooms. This approach can be expanded to use additional wavelengths, different satellite sensors and different phytoplankton genera.

Keywords: phytoplankton, English channel, MERIS, optical backscattering, Karenia mikimotoi, harmful algal blooms, ocean color


1. INTRODUCTION

Toxic phytoplankton species impact human health and the economy world wide (Kudela et al., 2015; Sanseverino et al., 2016). Events of enhanced growth of toxic phytoplankton (or Harmful algal blooms, HABs) are expected to be more frequent in a climate change scenario (Griffith and Gobler, 2020). Because of their event-like nature it is difficult to design monitoring and early-warning systems using solely in situ sampling (Babin et al., 2008). However, the optical properties of some HABs species favor the use of ocean colour satellite remote sensing as a tool for detection (Cullen et al., 1997; Dierssen et al., 2015). In order to improve HABs satellite algorithms, a better understanding of the variability of the phytoplankton inherent optical properties (IOP) is, therefore, crucial.

The variability of optical properties among phytoplankton species has been studied through laboratory experiments (Bricaud et al., 1983, 1988; Ahn et al., 1992). In the context of HAB species, some authors have focused on the absorption coefficient, showing potential for detection using the fourth-derivative of the phytoplankton absorption coefficient (aphy, m−1) (Millie et al., 1995, 1997; Stæhr and Cullen, 2003). Indeed, this technique has been applied to the discrimination among phytoplankton groups using hyperspectral remote sensing reflectance, (Rrs, sr−1), in preparation for new sensors (Xi et al., 2015, 2017). Other laboratory studies have taken into account the optical backscattering coefficient (bbp, m−1) (Vaillancourt et al., 2004; Whitmire et al., 2010; Harmel et al., 2016), including the effects of different light regimes (Stramski and Morel, 1990; Poulin et al., 2018).

However, few studies have implemented bio-optical knowledge into practical remote sensing applications for HAB detection. From in situ sampling, a HAB dominated by dinoflagellate Karenia brevis in the Eastern Gulf of Mexico (Cannizzaro et al., 2008) presented lower than expected chlorophyll-specific backscattering coefficient and backscattering ratio (i.e., [image: image]= bbp/bp), which was used to establish a HAB detection criteria. These criteria were not applicable to the East China Sea (Shang et al., 2014), and a different index had to be developed regionally. Further, laboratory experiments showed a wide dispersion among phytoplankton species for chlorophyll-specific backscattering and demonstrated a relationship between [image: image] and cell size (Whitmire et al., 2010). Given the regional and biological differences recorded, it is therefore necessary to develop algorithms and approaches that can take into account these sources of variability to further develop HAB detection capabilities.

A regional HAB detection algorithm developed for the European Shelf (Kurekin et al., 2014) was developed to allow for these factors. It employs a fully automatic data-driven approach to identify key characteristics of Rrs and derived quantities, and then applies these characteristics to classify pixels in satellite images into no bloom, non-harmful bloom, and harmful bloom categories (Miller et al., 2006). The performance of this algorithm depends on the choice of the training data. In the original implementation (Kurekin et al., 2014), the training data were defined by manually selecting regions of interest with a priori harmful phytoplankton species (i.e., Karenia mikimotoi and Phaeocystis globosa) from MODIS and MERIS sensor measurements. Thus, the algorithm was adapted to specific optical conditions, phytoplankton species and sensor characteristics. If any of these changed, the algorithm would need to be re-trained, in addition to the subjective component introduced by the manual selection of the areas in the image.

In this study, we propose an alternative approach to constructing a training dataset for the Kurekin et al. (2014) algorithm in the European Shelf by using laboratory bio-optical experiments, aiming to incorporate regional and species-specific variability of optical properties. In particular, we focused as an example species on the dinophyceae K. mikimotoi as it is known to occur in blooms on the Western English Channel on the European continental shelf (Barnes et al., 2015). Laboratory experiments on this species were used to retrieve chlorophyll specific IOP. These in turn were used to compute simulations of Rrs to augment the training dataset for the classifier by incorporating other optically active components and making it more representative of natural conditions. We further performed a numerical experiment, a sensitivity study, using different configurations of the training datasets to investigate the benefit of using laboratory and modeled data. Simulations included a range of phytoplankton concentrations, as well as other optically active components (detritus and yellow substance or gelbstoff) in the absence of other blooms of non-harmful algae. The results of our sensitivity study confirm the potential of this approach to detect HABs based on species-specific bio-optical information, which is applicable to many ocean color sensors.



2. METHODS

The Kurekin et al. (2014) algorithm is a statistic operator that requires training data based on spectral features of the targeted phytoplankton species. It then calculates discrimination function parameters in the feature hyperspace (Miller et al., 2006). The original set of ocean color features was limited to arbitrary combinations of Rrs from specific spectral bands of a particular satellite sensor. In this study, spectral ratios of Rrs were also used.

The features are then automatically processed to select a reduced subset of the most relevant features by applying a Stepwise Discriminant Analysis (SDA) algorithm implemented in the statistical package “klaR” (Weihs et al., 2005). The best combination of features is selected iteratively, by adding more significant or removing less significant features one by one. The significance of features is estimated by applying the probability of correct classification criterion. By reducing the number of classification features, improvement of accuracy and computational efficiency was achieved. The features are used to classify pixels into the original classes no bloom, non-harmful, and harmful. For the current study, the unknown class has been added to represent data that cannot be related to any of known classes.

For this kind of statistical algorithm, in addition to the statistical method, the choice of training datasets representative of the different classes is critical and is the focus of this work. In the Kurekin et al. (2014) work the training datasets were subjectively defined from satellite images. Here, alternative ways to produce training datasets are presented using modeled and experimental data.


2.1. Model of Rrs

As in previous studies (Shang et al., 2014), the above surface remote sensing reflectance (Rrs) was calculated with (Gordon et al., 1988):

[image: image]

where the remote sensing reflectance just below the water surface (rrs) is modeled as a function of the absorption (a(λ)) and backscattering (bb(λ)) coefficients:

[image: image]

with g0= 0.089 and g1 = 0.125, respectively. The spectrally varying a (m−1) and bb(m−1) were modeled as:

[image: image]

[image: image]

Here aw and bbw were the absorption and backscattering coefficients of pure seawater (Pope and Fry, 1997), the km sub-index refers to K. mikimotoi, and the bg sub-index refers to the background component. The background component was assumed to covary with chlorophyll concentration including: phytoplankton, gelbstoff (or colored dissolved organic matter) and detritus. The background component was therefore modeled using a generic phytoplankton model: the “new Case I model” as described in Hydrolight (Mobley and Sundman, 2016), where the inherent optical properties of particles solely co-vary with chlorophyll concentration, TChlabg in mgm−1(Bricaud et al., 1998; Loisel and Morel, 1998). With this assumption, Equation (3) was rewritten as:

[image: image]

[image: image]

where the contributions to background and K. mikimotoi to the particulate (p), and dissolved (g), compartments were modeled as follows. The absorption coefficients of background had contributions from living phytoplankton and detrital components (ap, bg= aphy, bg+adet, bg) as well as from dissolved matter (ag, bg). Only phytoplankton (aphy, km) and dissolved matter (ag, km) were considered as contributors to the absorption coefficient due to K. mikimotoi, but not particulate detritus. Particle backscattering for the background (bbp, bg) and for K. mikimotoi were not further separated in other particulate compartments. Optical absorption and backscattering coefficients for background were described as a function of TChlabg using well validated models (see Supplementary Material, section 1).

Absorption and particle backscattering coefficients for K. mikimotoi were computed using the formulae below and parameterized using results from a laboratory experiment (section 2.2).

The aph, km was modeled as a function of its chlorophyll concentration (TChlakm):

[image: image]

where the values of Aa(λ) and Ba(λ) were derived from measurements. The adg, km was modeled in the same way as ag, bg (see Supplementary Material, section 1) but with a range of f from 0.2 to 1.0 with a step of 0.2, to cover more variability of ag, km.

The backscattering coefficient of K. mikimotoi (bbp, km) was modeled as Equation (7):

[image: image]

where the values of parameters Abb(λ) and Bbb(λ) were derived from measurements. Data from the reflectance model were re-sampled to 0.1 nm spectral resolution by spline interpolation, multiplied by MERIS spectral response coefficients and integrated over the full wavelength range to obtain band-averaged Rrs.



2.2. Laboratory Measurements of Optical Properties of Karenia mikimotoi

The optical properties and TChlakm were obtained through sequential additions of a Karenia mikimotoi culture to a flow-through system (Slade et al., 2010; Browning et al., 2015) following the method detailed in this section.

Karenia mikimotoi is a naked unicellular dinoflagellate with diameter between 15 and 40 μm (K-0260, SCCAP). For this experiment it was grown at the University of Lisbon, where also the optical measurements took place. The culturing chamber had a light:dark cycle of 14:10 h. Karenia mikimotoi was grown at a temperature of 15°C and salinity of 30 psu, in a L1 media and a photon flux density of 43 μmolm−2s−1. The health of the culture was monitored using microscopy counts and the optical experiment was performed when they reached exponential growth phase. The experimental setup consisted of a peristaltic pump (Watson Marlow 603S) connected to a hyperspectral absorption and attenuation meter (Wetlabs acs), and to a black chamber housing a three wavelengths backscatter meter (Wetlabs ECO-BB3). The system was cleaned successively with de-ionized water, diluted Extran and diluted HCl, then rinsed with de-ionized water previous to the experiment. After the cleaning cycle, the system was filled with pre-filtered seawater (Pall Acropak 0.2 μm/0.2 μm) and recirculated at 1 lmin−1 (or 30 r.p.m.) for the whole experiment. Different flow speed were tested (10 and 60 r.p.m.) with no significant changes in the data. Data were recorded for at least 3 min for each addition of culture (Browning et al., 2015). After each addition of the culture into the experimental setup the system was left to stabilize for 1–2 min, then data were recorded for 3 min with the acs and ECO-BB3, and finally water was collected for laboratory analysis.

Temperature, T, and salinity, S, were measured with a probe (YSI-85, Model 85/50 FT) before and after each culture addition and the average was used to correct the optical measurements.

Data from the acs and ECO-BB3 instruments were processed following standard protocols (Wetlabs, 2009; Whitmire et al., 2010). Median and interquartile range (IQR) for the inherent optical properties were calculated for each concentration of culture and the median values from the blank were subtracted (see Supplementary Material, section 2 for further details on data processing and data quality control procedures).

Water samples (100–500 ml) were collected from the system after each Karenia mikimotoi culture addition for particulate absorption, pigment analysis, and microscopy. Samples for spectrophotometric and HPLC pigment analysis were filtered onto Whatman GF/F 25 mm filters using low pressure pumps, flash frozen in liquid nitrogen and kept at −80°C for <3 months. Spectrophotometric measurements (Shimazdu UV2450 with 0.5 nm resolution) of the particulate absorption coefficient of the sample retained on the filter (ap, km) was used to derive the phytoplankton (aph, km) and particulate detritus, (ad, km) absorption coefficients (Tassan and Ferrari, 1995) with β-correction from laboratory experiments (Finkel and Irwin, 2001). High performance liquid chromatography (HPLC) analysis was done to determine phytoplankton pigments concentrations (Zapata et al., 2000; Mendes et al., 2007). Total chlorophyll a concentration (TChlakm) was defined as the sum of Chl-a + Chl-a allomers + Chl-a epimers concentrations. The health of the cultures was confirmed as the percentage of phaeopigments to TChlakm plus phaeopigments, which was always ≤ 3%. Cell concentration of the culture was determined by microscopy counts. Depending on cell size and cell concentration, different counting chambers were used (Palmer-Maloney and Sedgwick-Rafter) following the standard procedures (Andersen, 2005).

Linear regressions on the log10-transformed inherent optical data and TChlakm were used to compute the coefficients needed for Equations (5) and (6). Spectral interpolation was necessary to match the inherent optical properties. Backscattering coefficient (bbp, km) was interpolated to 0.5 nm interval to match the spectrophotometric aphy, km measurements by fitting a power-law (i.e., [image: image]).



2.3. Simulation Experiments and Evaluation

Three separate simulation experiments were performed using different training datasets combinations (Table 1). This section describes the training datasets for each Experiment, the evaluation dataset and the statistics used to measure algorithm performance.


Table 1. Summary of combination of training datasets for the simulation experiments.

[image: Table 1]


2.3.1. Training Datasets

The training dataset in Experiment 1 was taken as the reference. It was generated from MERIS sensor measurements of Rrs at wavelengths 413, 443, 490, 510, 560, 620, 665, 681, and 709 nm. Absorption and backscattering coefficients derived from inversion algorithms (e.g., Smyth et al., 2007) were not used in this training dataset. Using IOP derived from MERIS data introduced additional uncertainty (Defoin-Platel and Chami, 2007; Werdell et al., 2018). Historical MERIS scenes with documented K. mikimotoi bloom events in the English Channel in years 2002–2004, were selected (Kelly-Gerreyn et al., 2004; Vanhoutte-Brunier et al., 2008). Areas of these scenes were manually delineated and labeled into no bloom, non-harmful, and harmful classes. In total five MERIS scenes were selected on 19 July 2002, 1 and 7 July 2003, 10 and 23 July 2004. To compose a training dataset the images were first sub-sampled by a factor of 4. Overall, 6.25% of satellite pixels were used for training and 93.75% were used for evaluation (section 2.3.2). The data in the training dataset were arranged in a 2D table format with Rrs values and class labels of individual image pixels stored in rows. In total the training table contained 14,072 records of no bloom class, 12,116 records of non-harmful bloom class, and 10,294 records of harmful bloom class.

In Experiment 2, the records in the training table labeled as harmful bloom were removed. Rrs spectra harmful bloom class results from the addition of the background optical properties from bio-optical models (section 2.1) to the K. mikimotoi optical properties derived from laboratory experiments (section 2.2), to include in the training dataset the effect of a mixed particle assemblage in a HAB event. Values used for TChlakm varied from 1 to 15 mgm−3 with a constant step in logarithm scale resulting in 500 concentrations. TChlabg varied from 0.01 to 2 mgm−3 having 10 concentrations with an identical interval in logarithm scale, therefore a total of 5,000 combinations were obtained.

Experiment 3, was the same as Experiment 2 but with the non-harmful bloom class defined by the background optical properties from bio-optical models (section 2.1), with TChlabg between 1 and 10 mgm−3. From each experiment, a set of classifier coefficients was obtained after training. In all the Experiments, the no bloom class was defined using the manual selection of parts of the satellite images.



2.3.2. Evaluation Dataset

Due to lack of in situ data to perform an independent validation of the classification, the results from each Experiment were evaluated with the part of the training images that had been reserved (i.e., not used for training). The performance was quantified through statistical comparisons with the manually classified pixels. The same 5 MERIS scenes as those used for training were used to generate training and evaluation datasets for the HAB classifier (see section 2.3.1). The same evaluation dataset was applied in all three experiments, but the classification results were different because the training data were different.

The measures of performance included a confusion matrix and derived statistical measures: overall accuracy, kappa coefficient, errors of commission, and producer accuracy. Overall accuracy was calculated as the number of correctly classified pixels divided by the total number of classified pixels. The kappa coefficient measures the agreement between the evaluation dataset and the classification results in the range from 0 to 1. The data can be considered to be in perfect statistical agreement when kappa is 1 and disagree when kappa equals 0. Errors of commission is the measure of false positive, estimated for each class as the fraction of pixels that were classified incorrectly. Producer accuracy is calculated for each class as the probability that the pixels in this class were classified correctly.

Not all of the classified image pixels were used for estimation of the confusion matrix. If the probability of unknown class was higher than 0.6 or the probability of any of other three classes was lower that 0.6, the pixel was considered as unreliable and discarded.





3. RESULTS AND DISCUSSION


3.1. Optical Properties: Modeled Data for Background and Laboratory Experiments for Karenia mikimotoi

The background model is constructed with the underlying hypothesis that at lower TChlbg, the smaller phytoplankton sizes dominate the optical properties. For absorption (Figure 1A) this means that there is a higher slope for lower chlorophyll concentrations (i.e., less than ~2 mg Chla m−3). Larger cells are expected to have lower per-chlorophyll absorption due to the package effect (Bricaud et al., 2004). Values from this laboratory experiment are greater than those predicted by the model, pointing toward higher TChla per cell in the culture. However, the values are close to other studies for HAB-forming dinoflagellates (Cannizzaro et al., 2008).


[image: Figure 1]
FIGURE 1. Relationship between measured TChla and optical properties at a given wavelength. Red solid line is the background model and blue solid triangles and line are experimental results from this study for Karenia mikimotoi: (A) Phytoplankton absorption. Green dot-dash line are Cannizzaro et al. (2008) predictions of aphy(443) for >10−4 cells l−1; (B) bbp,km(532). Green dotted-dash line are Cannizzaro et al. (2008) predictions of bbp(532) for >10−4 cells l−1; purple alternate-dash is Antoine et al. (2011). Symbols are median experimental values and error bars are IQR. Solid lines are power law fit to these data (Table 2).


The backscattering coefficient is also modeled as a power law for the background (Figure 1B), following the same underlying assumption of smaller cells dominating optical properties of lower chlorophyll concentrations (Loisel and Morel, 1998). Measurements from the current laboratory experiment are lower than those predicted by the background model, but similar to other laboratory experiments. For example, [image: image] = 0.000525 m−2 mg Chla−1 is comparable to the lower values obtained for other species of dinophyceae ([image: image] from 0.0005786 to 0.0009194 m−2 mg Chla−1 ) (Whitmire et al., 2010). These laboratory values are low in comparison with other field studies in coastal waters (Antoine et al., 2011) and in areas with HAB blooms (Cannizzaro et al., 2008). This disagreement is to be expected, as the in situ studies incorporate the bbp signal from the whole population, which is an assemblage of phytoplankton and other particles (Stramski et al., 2001; Martinez-Vicente et al., 2010, 2012). In fact, for Experiment 2, the harmful class bbp(532) can vary from 0.00718 m−1 for 1.01 mg Chla m−3 to 0.01112 m−1 for 17 mg Chla m−3, when the contributions of background and K. mikimotoi were added. As a comparison, Cannizzaro et al. (2008) predicts bbp(532) = 0.00855 m−1 for 17 mg Chla m−3. The coefficients resulting from the power law fit to the laboratory data, used by the classifier, are summarized in Table 2.


Table 2. Regression coefficients and statistics of the fit for aphy,km(440) and bbp,km(532), as a function of chlorophyll concentration, TChla.

[image: Table 2]

The second set of parameters needed in Equations (7) and (8) are the chlorophyll-specific spectrally varying inherent optical properties (Supplementary Figure 1). For chlorophyll-specific absorption, the model predicts a flattening of the spectra at higher chlorophyll concentrations. The median values obtained from the laboratory experiment are consistent with this prediction for the blue part of the spectra (400–500 nm) but they are higher for the red. However, the experiment is in close agreement with previous laboratory experiments, in particular with observations under low light conditions (see Figure 4 in Stæhr and Cullen, 2003). Concerning the spectral chlorophyll-specific backscattering coefficient (Supplementary Figure 1), modeled values for the background follow also the assumption of smaller phytoplankton sizes dominating at lower TChlbg. This leads to higher chlorophyll-specific backscattering values (i.e., smaller phytoplankton is more efficient at backscattering light) and more features due to absorption effects on the backscattering spectral shape.

Backscattering ratio (Figure 2) shows that the laboratory measurements are 6% higher than other experimental data from the literature specific to the same species (Harmel et al., 2016), and within range for other dinophyceae algae [[image: image] from 0.0061 to 0.0210] (Whitmire et al., 2010). The laboratory experiment results also aligns with in situ observations (Whitmire et al., 2007; Cannizzaro et al., 2008).


[image: Figure 2]
FIGURE 2. Spectral backscattering ratio ([image: image]= bbp/bp) for background model and for Karenia mikimotoi from laboratory. Red lines are modeled values at different TChla. Blue squares and line are median values from experimental data. Black circle is value reported by Harmel et al. (2016).




3.2. Training Dataset From Modeled and Laboratory Data

The forward calculated Rrs from background and laboratory experiments are shown in Figure 3, for different chlorophyll concentrations, alongside the training dataset derived from pixels in the satellite image manual selection. The no bloom class is defined in all Experiments from the manual selection in the satellite image. Figures 3B,D display the results for the background model reflectances. Increase in TChla controls the shape of the spectra. These data are used for training class non-harmful bloom and harmful bloom (Table 1). Figure 3F shows modeled Rrs spectra for K. mikimotoi using the specific optical properties derived from the laboratory experiments.


[image: Figure 3]
FIGURE 3. Rrs spectra used for training the HAB classifier. (A,C,E) Median and standard deviation Rrs from MERIS pixels for no bloom, no harmful, and harmful classes, respectively (section 2.3). (B,D,F) Rrs spectra at different TChla concentrations for background (B,D) and Karenia mikimotoi (F) datasets used to train the classifier in Experiments 2 and 3. MERIS bands are indicated by stars.


The median Rrs spectrum for the no bloom class from satellite (Figure 3A) compares well in magnitude and shape to Rrs modeled for the lower TChlbg (Figure 3B). Median TChla for no bloom from satellite, computed using OC5, is 0.35 mg Chla m−3 and dispersion (half the inter-decile range = (Q90-Q10)/2) is 0.13 mg Chla m−3. The harmful class from satellite (Figure 3E) and from the laboratory experiments (Figure 3F) are also in agreement of scale and spectral shape. TChla from the satellite is 8.15 ± 10.6 mg Chla m−3, which encompasses the range of TChlakm simulated. However, Rrs spectra of the harmless bloom class from satellite (Figure 3C) is lower than the Rrs modeled (Figure 3D). Satellite TChla is 1.01 ± 0.52 mg Chla m−3 and is representative of the lower limit of the simulated range (i.e., from 1 mg Chla m−3) for the background, which could explain some differences in the results below. The classifier coefficients are available and attached to this paper (Supplementary Material, section 3).



3.3. Detection of HABs in Satellite Data

Figure 4 presents two examples of MERIS scenes with documented K. mikimotoi blooms. These scenes were selected to train and to compare the sensitivity of the classifier to training datasets in Experiments 1, 2, and 3 (see section 2.3). The enhanced MERIS true color images of the bloom are shown in Figures 4A,B. The harmful bloom class can be seen in the images as a reddish patch close to the center of the images. Figures 4C,D show the TChla as retrieved by standard chlorophyll algorithm for the area, highlighting the co-location of elevated TChla with harmful bloom class. The manual delineation of the area around those blooms for harmful bloom is shown in red in Figures 4E,F.


[image: Figure 4]
FIGURE 4. MERIS images showing a Karenia mikimotoi bloom in the English Channel on 19 July 2002 (A,C,E) and 1 July 2003 (B,D,F). Enhanced true colour images (A,B) and chlorophyll concentration from Algorithm OC5 for MERIS (C,D) (Tilstone et al., 2017). Image masks used for training and evaluation of Karenia mikimotoi HAB classifier (E,F). Blue areas indicate data selected to construct the training dataset for no bloom class. Green areas are for non-harmful bloom training dataset. Red areas for a generic harmful bloom class training dataset.


The turquoise and darker greenish colors, mostly toward the Atlantic Ocean, are associated with no bloom and non-harmful bloom classes (Figures 4A,B). They match low to medium TChla (Figures 4C,D). The manually selected areas for these classes are blue and green respectively (Figures 4E,F). In these examples, the pixels manually selected for the non-harmful bloom class are mostly toward the Atlantic Ocean, with TChla~1 mgm−3, which explains the Rrs (Figure 3C). A special case is the white bright patch on the Western English Channel, close to the coast of England (Figure 4A). This corresponds to a bloom of non-toxic coccolithophores species, which has not been identified as high TChla (Figure 4C) and has not been labeled as a separate class in the classifier. However, the chlorophyll algorithm is not always capable to discern “bright” waters from high chlorophyll concentrations. For instance, toward the North, in the Bristol Channel, an orangy-white patch, is a well documented location of high riverine contributions of suspended particulate matter (Neil et al., 2011) (Figures 4A,B). Finally, at the center of the Western English Channel, dark red patches (Figures 4A,B) match the corresponding extremely high chlorophyll concentration images (Figures 4C,D) from documented blooms (Kelly-Gerreyn et al., 2004; Vanhoutte-Brunier et al., 2008). These patches were used to define the harmful bloom class manually from satellite (Figures 4E,F). are distinguishable. Overall, high TChla can be considered a good indicator of areas with potential HAB, however, highly turbid waters in coastal areas can produce misleading high TChla when chlorophyll algorithms fail. Lack of in situ data to verify high-chlorophyll non-harmful bloom areas, preclude drawing any conclusion about the validity of using the current algorithm and training datasets to identify those, and it is an extension for this study.

The scenes in Figure 4 were further processed using the K. mikimotoi classifier, trained with the datasets in Experiments 1–3 to generate risk maps (Figure 5). Qualitatively, the three experiments produced overall similar maps with some interesting localized differences (Figure 5). The classification results were different in the Bristol Channel, where concentration of sediments was relatively high. No collocated in situ suspended particulate matter are available, but this is well known area of intense bottom resuspension of sediments and river runoff (Uncles, 2010; Uncles et al., 2015). In Experiment 1 (Figures 5A,B) the classifier, trained on satellite data, discriminated this region as HAB. This false positive detection disappeared in Experiments 2 and 3 (Figures 5C–F), highlighting an improvement of performance in this optically complex region. Another observation in these examples is that the coverage by grey areas increased from Experiments 1 to 3. Indeed, the percentage of unknown class pixels (Table 3) shows a slight increase from Experiment 1 to Experiment 2. It has the highest value for Experiment 3, indicating where the algorithm fails to classify a pixel among one of the known categories. Figures 5E,F point to greater areas of grey (unknown class) coinciding with areas of lower TChla (Figures 4C,D). The increase in unknown class for Experiment 3 can be related to using a range of chlorophyll for modeling the non-harmful class with higher values than what is normally encountered in the area (i.e., ~1.5 mg Chla m−3 from Smyth et al., 2010). It is worth noting that the coccolithophore bloom was classified as unknown in Figures 5A,C,E for the three Experiments. None of the satellite training images or simulated data for the three training classes included the coccolithophore bloom examples and in all three experiments the algorithm correctly discriminated these data as unknown class.


[image: Figure 5]
FIGURE 5. Karenia mikimotoi HAB classification maps of the English Channel on 19 July 2002 (left column) and 1 July 2003 (right column): (A,B) Experiment 1, (C,D) Experiment 2, and (E,F) Experiment 3. Pixels classified as Harmful bloom are shown in red, non-harmful bloom in green, and no bloom in blue. Pixels classified as unknown, are presented in gray and black is land within contours and missing data over water, due to cloud cover or sun glint.



Table 3. The percentage of image pixels, classified as unknown.

[image: Table 3]

Numerically, the comparisons of the classification algorithm was assessed using the confusion matrix and statistical measures derived from the confusion matrix. The results of classifier assessment in Experiments 1–3 are summarized in Tables 4, 5. Due to the limited availability of in situ data for validation, the evaluation of the experiments has been made using satellite data (see section 2.3), the focus being on the relative changes in the results.


Table 4. The confusion matrix for Karenia mikimotoi classifier.

[image: Table 4]


Table 5. Performance measures derived from the confusion matrix.

[image: Table 5]

Overall, there are small differences among the results from the Experiments. Importantly, Experiment 1 and 2 percentage classification of harmful bloom class is <1% and the greatest difference is <15% (Table 4). The confusion matrix demonstrates that the accuracy of non-harmful bloom classification is lower for the Experiment 3. The differences in results between Experiment 1 and 3 may be due to the difference in the range of Rrs for the ranges of TChla considered for the non-harmful bloom class, as discussed above. The small differences between Experiment 1 and 2 may point to expected variability of the optical properties within the K. mikimotoi culture. It follows from Table 4 that the classifier results in Experiment 2 have the lowest false positive rate for non-harmful blooms being classified as K. mikimotoi (i.e., 2.52). This observation is in good agreement with the classified maps in Figure 5 that showed reduced false alarms in the Bristol Channel for Experiment 2 and even fewer in Experiment 3.

According to the results, all three classifiers performed well, achieving overall accuracy above 0.91 and kappa value above 0.85 (Table 5). The best performance was demonstrated by the classifier in Experiment 1 and the worst for the classifier in Experiment 3 with 7% lower overall accuracy, highlighting the importance of the choice of ranges in chlorophyll adapted to the region of study. However, the fact that the difference among using different training datasets was low (i.e., subjective in Experiment 1 vs. laboratory-derived in Experiment 2), supports the use of laboratory data to train this type of classifier.

The errors of commission and producer accuracy statistical measures for different classes are summarized in Table 5. These values are quite similar for Experiment 1 and Experiment 2, indicating that the performance loss is relatively small when the satellite training data for harmful bloom are replaced with laboratory derived data in Experiment 2. This points to a small degradation of the classification accuracy using laboratory data. A more significant loss in accuracy can be observed in Experiment 3, where the producer accuracy for non-harmful bloom class is reduced by almost 20% by using the bio-optical model instead of satellite-derived data for training.

Overall, the results demonstrate that the novel approach based on laboratory experiments can be used for simulation of Rrs values and training of a HAB classifier with only slight degradation of the classification accuracy while reducing false positives due to turbid coastal waters. This study has highlighted the impact of the selection ranges for no bloom conditions that should be fit to simulate TChla similar to those found in the environment where the model is deployed. A smaller source of uncertainty could be related to the use of laboratory conditions as representative of natural conditions for K. mikimotoi. A wider set of culture conditions of the phytoplankton could allow for increasing the training dataset to be able to deal with the natural environmental variability to which the phytoplankton is exposed in the real ocean. We speculate that the low light culture conditions in our experiment could have affected the optical properties of the phytoplankton. While they are in agreement with other studies under similar conditions (Whitmire et al., 2010; Harmel et al., 2016), the variability with light intensity and adaptation should be considered and included in subsequent training datasets (Poulin et al., 2018). More complex modeling of Rrs by different mixes of phytoplankton species and use of more advanced radiative transfer modeling (Mobley and Stramski, 1997; Stramski and Mobley, 1997) could also make our training dataset more robust. However, it is the lack of in situ observations co-incident with either radiometry from in situ and/or satellite platforms that limits further advance (Tomlinson et al., 2009), as we were unable to validate our results against real-world observations. Therefore, more efforts to collate existing data and to gather new ones are required.




4. CONCLUSIONS AND FURTHER WORK

In this work, a novel approach, tested through a sensitivity study, to produce training datasets for HAB classification using machine learning methods has been proposed. The novelty of the approach consists in injecting the bio-optical knowledge from the literature and from a purpose built laboratory experiment into a training dataset for detection of a specific phytoplankton species that can cause health and economic harm to the coastal communities.

The potential advantages of this approach include moving away from subjectivity in terms of selection of training datasets as well as not being sensor or even region specific. It is easy to envisage that this approach can be applied to radiometric sensors installed in multiple platforms such as ferries, drones or different satellites.

Laboratory measurements of absorption and backscattering coefficients for different concentrations of K. mikimotoi chlorophyll have been performed, matching existing observations at low light conditions of the culture. When these data were used to train a HABs classifier and applied to MERIS images from the European coastal shelf, there was <1% degradation of the capacity to detect the harmful bloom in comparison to using satellite data, but there was a better discrimination of false positives in turbid coastal waters. Further tests on the ability to separate non-harmful from harmful algal blooms when both have high chlorophyll concentrations are needed. Even replacing most of the training datasets with a combination of modeled and laboratory derived Rrs did not degrade HAB detection significantly, although regional average chlorophyll concentrations need to be known a priory to improve the results.

The limited availability of suitable datasets to ground truth the results, constrains the conclusions of this study to a sensitivity analysis. If HAB detection from satellite is to progress to become an operational satellite product, in a similar way radiometry or Chla products are, the construction and open availability of standardized and purpose built relevant validation datasets should be the focus of future work. Indeed, when in situ observations are available (Caballero et al., 2020), local tuning of an algorithm can be achieved. The approach proposed here could be ported to different species by modifying the training datasets.
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We present an on-line early warning system that is operational in Scottish coastal waters to minimize the risk to humans and aquaculture businesses in terms of the human health and economic impacts of harmful algal blooms (HABs) and their associated biotoxins. The system includes both map and time-series based visualization tools. A “traffic light” index approach is used to highlight locations at elevated HAB/biotoxin risk. High resolution mathematical modelling of cell advection, in combination with satellite remote sensing, provides early warning of HABs that advect from offshore waters to the coast. Expert interpretation of HAB, biotoxin and environmental data in light of recent and historical trends is used to provide, on a weekly basis, a forecast of the risk from HABs and their biotoxins to allow mitigation measures to be put in place by aquaculture businesses, should a HAB event be imminent.
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INTRODUCTION

Harmful algal blooms (HABs) are primarily natural phenomena that are characterized by increases in the density of certain phytoplankton species that are harmful to human use of the marine environment (Smayda, 1990). In many locations, these blooms are of particular concern to the finfish and shellfish aquaculture industries. The phytoplankton genera that are detrimental to these two related sectors are, in general, distinct.

Some HAB species cause “shellfish poisoning” that results from the human consumption of shellfish that have ingested toxic cells and then bio-accumulated the toxin within their flesh (Davidson and Bresnan, 2009; Berdalet et al., 2016). This significant danger has led to an extensive monitoring effort to minimize human health risk. For example, in the EU it is a regulatory requirement to monitor both the abundance of the causative phytoplankton and the concentration of biotoxins within shellfish flesh on a regular basis (Davidson et al., 2011). Harvesting restrictions are applied until toxins return below safe threshold levels and the shellfish are again fit for consumption.

Farmed fish are impacted, in general, by different HAB species through physical interference, de-oxygenation or ichthyotoxicity. While the vectoring of toxin to humans through fish consumption can occur (Berdalet et al., 2016), this is of most concern to wild fisheries in tropical latitudes (e.g., ciguatera fish poisoning). Hence, the impact of HABs on the large fish aquaculture operations of high latitude fjordic countries (Norway, Scotland, Chile, and Canada) is primarily economic, as a result of fish kills.

Early warning of the timing, location and magnitude of HABs and their associated biotoxins is of great value to coastal zone managers and the aquaculture industry, informing business planning and ensuring the protection of both human and fish health (Anderson et al., 2001, 2016; Davidson et al., 2016). Martino et al. (2020) demonstrated that blooms of the toxin producing dinoflagellate Dinophysis result in the loss of 15% of turnover of the Scottish shellfish industry, a value of ∼£ (GBP) 1.4 million. The Scottish finfish aquaculture sector is considerably larger in value, £ (GBP) 468 million direct gross value added (Scottish Government, 2020), but the financial impact of HABs are less easily determined due to the commercial sensitivity of fish kill data. However, studies in similar fjordic regions elsewhere have demonstrated the significant impact of HABs on the fish farming sector. For example, a HAB event killed eight million salmon in northern Norway in 2019 with a direct value of over 850 million NOK (Davidson et al., 2020), and a massive fish kill in Chile in 2016 following a bloom of the dictyochophyte Pseudochattonella caused the mortality of 39 million salmon with $ (USD) 800 million of economic impact (Anderson and Rensel, 2016).

Regulatory monitoring for shellfish biotoxin producing HAB species and their associated toxins is undertaken in most shellfish producing countries, typically on a weekly basis. In Scotland, this is overseen by the competent authority, Food Standards Scotland (FSS), and operated by CEFAS (biotoxins) and SAMS (phytoplankton), respectively.

The financial cost of HAB and biotoxin monitoring at all shellfish farms is prohibitive. Regulators therefore typically monitor only a representative sub-set of farms. In Scotland, this is carried out according to a “Pod” system. A Pod usually includes a number of relatively closely located shellfish-producing sites, for example, all the farms within a single fjordic sea loch. Within each Pod, a Representative Monitoring Point (RMP) is chosen that is considered representative of the Pod as a whole. A biotoxin result over the regulatory limit at this point will result in the closure of all the farms within the Pod.

While this approach is generally capable of safeguarding human health, it is not infallible. For example, in 2013, a large bloom of Dinophysis impacted the Scottish Shetland Islands where much of the country’s shellfish aquaculture is concentrated. It resulted in a very rapid increase in shellfish toxicity to high levels in less than the 1-week monitoring window (Figure 1). This led to toxin-contaminated mussels being harvested and consumed. Seventy people reported shellfish toxicity symptoms to food safety authorities, although the number affected is likely to be substantially higher. Subsequent analysis of this bloom (Whyte et al., 2014) indicated that it developed offshore and was rapidly advected by strong wind-driven westerly currents to the coastline where it impacted the aquaculture businesses.
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FIGURE 1. An example of the rapid rise of Dinophysis and associated toxins that occurred during the summer of 2013. The plot shown represents the evolution of the bloom in the site, East of Linga, however, this rapid increase was mirrored in sites along the West coast of the Shetland Islands.


Given, the significance of this event in terms of human health and public perception of shellfish safety, it led to increased effort to develop an early warning system for HABs in Scottish waters. Achieving this goal is, however, far from straightforward as different HAB genera exhibit different life cycles and changing density and toxicity (Berdalet et al., 2016; Wells et al., 2020). Variability in local or regional oceanography or hydrography is also thought to be critical to bloom location and timing (Gowen et al., 1998; Smayda, 2002; Paterson et al., 2017).

In Scottish waters there are eight different species/genera of HABs that are of concern in relation to their capacity to cause shellfish poisoning (Davidson et al., 2011), the most prevalent being Dinophysis, Pseudo-nitzschia, and Alexandrium; responsible for diarrhetic, amnesic and paralytic shellfish poisoning, respectively. The dinoflagellate Karenia mikimotoi (Davidson et al., 2009) and dense (spiny) diatom blooms (Bruno et al., 1989; Treasurer et al., 2003) are of greatest concern in relation to the health of farmed fish.



MATERIALS AND METHODS

The EU FP7 “Applied Simulations and Integrated Modelling for the Understanding of Harmful Algal Blooms” (ASIMUTH) project developed a prototype HAB alert system for various locations on the western seaboard of Europe. This was achieved by combining regulatory phytoplankton monitoring and biotoxin data with satellite remote sensing and other information on current, recent, or modelled future marine conditions. In Scotland, HAB risk bulletins were prepared weekly, based on expert interpretation of the various data streams, for use by the aquaculture industry. Through a number of subsequent grants plus Scottish Government and aquaculture industry funding, we have further developed these early warning tools to provide a more advanced HAB and biotoxin alert system for Scottish waters as described here.

We produce four linked products all freely available to the aquaculture industry, other stakeholders and the general public through the https://www.HABreports.org/website. These are:

(1) An interactive, web-map based, spatial and temporal display of current and historical trends in HABs and biotoxins.

The website is written in HTML5, PHP and JavaScript: it utilizes the OpenLayers JavaScript Library to provide the main mapping functionality, along with the Proj4 JS Library to provide on-the-fly projection functionality between GPS Longitude\Latitude and the British National Grid projection. In addition, it uses a number of other JavaScript libraries to provide layout and charting capabilities. The backend data source for the map data is a PostgreSQL\PostGIS database, hosted on the SAMS Scientific Database server.

The monitoring data used to create the interactive web map are updated weekly from two sources: an excel format report detailing FSS regulatory monitoring biotoxin results generated by CEFAS, and the most recent regulatory HAB counts generated by SAMS. The data are consolidated by loading both into a single Microsoft Access database, where the data are checked for errors. Static map images (png) can then be bulk-exported for each species and toxin, for use in the weekly PDF bulletin (see section “Materials and Methods” below).

Forecast data for areas of interest, in the form of modelled particle tracking (see section “Discussion” below) is retrieved from the SAMS modelling cluster and incorporated into the Access database. These data are then uploaded to the backend database of the HABreports website, along with the PDF report, and are made available for download.

(2) A detailed risk assessment and HAB/biotoxin forecast bulletin for the Shetland Islands, which has the country’s greatest density of shellfish aquaculture.

The content of the bulletin, and the approach to data interpretation and display within it, was determined through discussion with industry (primarily the trade association Seafood Shetland) at a range of stakeholder meetings over several years. The bulletin takes the form of a PDF document that is available for download from the HABreports website and is also emailed directly to registered stakeholders.

The bulletin summarizes the current information relating to HAB and biotoxin concentrations in the Shetland Islands and includes a suite of data products that industry have indicated are of use to them when making harvesting and husbandry decisions.

Harmful algal bloom events can be advective in nature with blooms developing offshore and then being driven to the coast by means of winds and currents. While we can use a combination of remote sensing and modelling to forecast high biomass, fish killing K. mikimotoi, the low biomass shellfish toxin producers such as Dinophysis are not suitable for this approach as they cannot be detected by satellite. The bulletin therefore includes information on their densities at coastal monitoring sites and meteorological and oceanographic conditions, to provide an indication of when conditions may be suitable to promote onshore advection of these genera and hence when risk is elevated. Wind information is updated, using a combination of the wind direction and speed from the Shetland meteorological stations at Sumburgh and Scatsa. These data are presented as wind roses for the current time and for the preceding 3 weeks. A summary of the previous month is also provided. We also subset forecast currents from the Mercator-IBI36 model (Sotillo et al., 2015).

Industry is also interested in water temperature, as temperature-based stratification can often promote harmful blooms and relates to, for example, increases in the abundance of the parasites that cause amoebic gill disease. Hence, daily sea surface temperatures maps produced with the Multi-Satellite aggregated MUR-SST 1 km gridded dataset (Armstrong et al., 2012) provided by NASA Jet Propulsion Laboratory in Pasadena CA are also presented for the previous 5 days.

Charts of six-hourly wind, rain and temperature predictions for the next 3 days over the Shetland and Orkney region are based on localized implementation of a high-resolution 3-level nested Weather Research Forecasting WRF v4 model (Skamarock et al., 2008) run operationally at SAMS.

Satellite chlorophyll images that provide an indication of total phytoplankton biomass are generated using the OCEANCOLOUR_ATL_CHL_L4_NRT_OBSERVATIONS_009 _0937 product obtained from the CMEMS1 portal and based on satellite observations daily interpolated onto a 1 km grid by merging data from sensors on board SeaWiFS, MODIS-Aqua, MERIS, VIIRSN, and OLCI-S3A satellites.

These data also assist in the provision, within the bulletin, of an “expert interpretation” based forecast that applies our ecological understanding of HAB dynamics in Scottish waters. Expert interpretation is by its very nature at least a partially qualitative process, but one that relies on scientific understanding of the ecological and hydrodynamic processes underpinning blooms of the different harmful genera impacting a region.

(3) A web-based application of the FSS Toxin Traffic Light Guidance (TTLG) that quantifies risk at individual shellfish harvesting sites.

In 2014 FSS (then as part of the United Kingdom wide Food Standards Agency) developed a decision matrix to help food business operators (FBOs) in Scotland assess the safety of the shellfish they produce for human consumption (FSA, 2014). The matrix is populated with FSS Official Control monitoring program data from the Access database outlined in Section “Introduction” above. A flow diagram outlining the steps required to calculate the index (for Dinophysis) is presented in Supplementary Figure 1. The calculated output of the matrix known as the “Toxin Traffic Light Guidance” (TTLG) indicates the harvesting action and testing considerations that should follow. Based on the outcome of the TTLG decision matrix a green, amber or red risk is generated. Associated actions are:

• Green: no increase in end-product testing, the FBO should maintain routine verification checks.

• Amber: increased frequency of end-product testing or positive release.

• Red: cease harvesting unless there is evidence available that the product is safe.

(4) A mathematical model/satellite/coastal monitoring-based early warning system for advective HABs.

Our approach to achieve early warning of blooms that develop offshore is the satellite remote sensing-based detection of the bloom, followed by the application of a mathematical model to predict its subsequent temporal and spatial evolution. Within the HABreports website, we therefore currently provide an early warning system for fish killing K. mikimotoi, as this species can reach sufficiently high cell densities that it can be detected by satellite.

Remote sensing is undertaken using the HAB classification methodology of Kurekin et al. (2014), in which a linear discriminant analysis classifier is trained to identify ocean colour characteristics of known K. mikimotoi bloom events. The classifier is designed to identify HAB species in satellite images that dominate the phytoplankton ensemble and have a high cell concentration. It uses a machine learning approach to identify classification features from example satellite images of algal blooms, selected manually by browsing for matchups with historical records of HAB events. Visual masking of the location of “harmful bloom,” “non-harmful bloom,” and “no bloom” pixels forms the training dataset that is applied to calculate the parameters of the LDA classifier.

The classification is based on spectral features of the target phytoplankton species. In this study, the set of features comprised combinations of remote sensing reflectance (Rrs) from specific spectral bands of the MODIS sensor and spectral ratios of Rrs. A reduced subset of the most relevant features was automatically identified by an iterative Stepwise Discriminant Analysis (SDA) algorithm implemented in the statistical package “klaR” (Weihs et al., 2005). The selected features were used to classify satellite image pixels into “no bloom,” “non-harmful,” and “harmful” categories. An “unknown” class was added to represent water classes that are significantly different in spectral characteristics from any of known classes (Kurekin et al., 2014).

This classification methodology demonstrated its efficiency in solving complex HAB discrimination tasks with many unknown factors and errors in satellite measurements. The statistical approach based on the LDA classifier reduced the effect of errors in ocean colour measurements. Training of the classifier using examples of HAB events allowed us to incorporate different HAB properties and adapt to variability in pigment content and community size structure. Introduction of the “unknown” class contributed to better discrimination of water classes with high sediment or dissolved organic matter concentration, resulting in fewer false alarms.

We then classify each MODIS ocean colour scene in near-real time and compile a median composite HAB risk map for the last 7 days, in order to gain cloud-free coverage of most areas. We identify ‘particles’ that represent areas with an elevated HAB risk from the satellite classifier using a three-stage algorithm. Firstly, the “HAB risk” and “unknown class” likelihood maps are smoothed by applying a median filter of size 10 × 10 pixels (11 × 11 km). Secondly, map regions with “HAB risk” >0.6 and “unknown” likelihood <0.5 are selected as regions of elevated HAB risk. Finally, the image pixels in the selected regions are replaced with particles located on a regular grid of 22 km spacing. Each particle records the coordinates, HAB risk (“harmful” likelihood) value, date and time.

Shellfish biotoxin producing genera do not reach a sufficiently high cell density in Scottish waters to be visible from satellite remote sensing and hence their offshore detection is not possible. However, weekly cell counts obtained from the FSS regulatory monitoring program can be used to identify developing blooms in coastal locations. Modelling of the development of these blooms gives information on their potential to impact other aquaculture sites through transport on the coastal current.

Harmful algal bloom alerts from either remote sensing or coastal monitoring are then used to initiate the mathematical model-based HAB alert systems that predict the offshore-onshore advection or along-coast movement of these blooms within the aquaculture regions of Scotland.

On the west coast of the mainland (and adjacent islands) we use the WeStCOMS v2 model (Aleynik et al., 2016). This unstructured grid, free-surface, hydrostatic model is based on the open source Finite Volume Community Ocean Model (FVCOM) (Chen et al., 2011). As the WeStCOMS domain does not reach the Shetland Islands, an alternative approach was taken for this region using the 1/36° Iberian-Biscay-Irish Mercator-Ocean daily forecasting model IBI36QV5R1 with a regular horizontal grid spacing of approximately 2 km (Sotillo et al., 2015). This model will be referred to as Mercator-IBI36.

WeStCOMS-FVCOM provides the flexibility in mesh size distribution required to resolve the complex fjordic coastline and islands of the region, allowing enhanced predictions of bloom progression. The model’s open lateral boundaries are forced with output from a relatively high resolution (2 km) North-East Atlantic ROMS operational model, provided by the Marine Institute, Ireland (Dabrowski et al., 2016). Tides at the boundaries are derived from the Oregon State University inverse barotropic tidal solution (Egbert and Erofeeva, 2002). Fresh-water discharge and sea-surface forcing are supplied from a coupled regional Weather Research Forecasting (WRF v4) (Skamarock et al., 2008) system which we run simultaneously using a High Performance Computing system at SAMS.

To have confidence in our model predictions we validated the predictions and reliability of each model. Statistical evaluation of WeStCOMS performance is presented in Aleynik et al. (2016). A further validation of diffusion characteristics was performed in October 2019 in Loch Linnhe on the Scottish west coast using Rhodamine-WT dye, which was released into surface waters near the eastern shore (Dale et al., 2020). A CTD equipped with a rhodamine fluorometer was used to trace the dye during sequential transects.

To validate the performance of the Mercator-IBI36 model in Scottish waters, we undertook the deployment of 16 drifters east of the southern tip of Shetland, between 3°W and 4°W on 28th September 2015. The drifters consisted of eight Coastal Ocean Dynamics Experiment (CODE) style surface drifters and eight Surface Velocity Program (SVP) style drifters, drogued to follow the water at 15 m. Drifters were released in pairs of ‘surface’ and ‘drogued.’ Both styles of drifter followed the water with a downwind slip of approximately 0.1% of the wind speed (Niiler et al., 1995; Poulain and Gerin, 2019). In the model, we seeded the same number of neutrally buoyant virtual drifters at the same times, depths and locations as the actual drifters.

In the “Results” Section below, we demonstrate the use of the HABreports products through a series of examples.



RESULTS


Map and Time Series Display

The right-hand panel of the front page of the HABreports website consists of an interactive map of Scotland. Two exemplar versions of the front page are presented in Figure 2.
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FIGURE 2. Views (a) of front page of the of HABreports.org website for (a) the week of 1st of July 2019 at which time the selected site (Loch Eishort) had a red TTLG alert due to elevated concentration of Dinophysis and its associated toxins and (b) an enlarged view of the map component of the HABreports web site in which the abundance concentration of Karenia mikimotoi exceed 2.5 M cells⋅L–1 for the week of 26th of August 2019 at the Arisaig site (star).


For easy interpretation, each monitored site is identified by one of three symbols. A green circle indicates that all HAB genus/species and associated biotoxins are below regulatory threshold. An amber diamond indicates that at least one HAB species or shellfish biotoxin is elevated, but still below regulatory threshold. A red star indicates that a parameter (HAB or biotoxin) exceeds regulatory threshold at the site (Figure 2a).

A drop-down menu allows the user to interrogate this information more closely by selecting any monitored species or toxin using a further system of colour- and size-coded circular symbols (Figure 2b). Blue indicates that the site was not monitored for the particular parameter in the week of interest. Green represents a zero count, yellow represents non-zero but low concentration, amber represents elevated concentrations that remain below regulatory threshold, and red indicates that the site is above regulatory threshold. The size of these red symbols increases with concentration, to allow easy identification of areas with the greatest risk. By hovering the cursor over a particular site in the map view, the user is able to confirm the site name and its unique FSS Site Identification Number (SIN). Information is also presented on the indicator shellfish species, the date of sample collection and the concentration of the parameter of choice (i.e., HAB genus/species or biotoxin).

There is also an option to interrogate the data for specific areas of the country in more detail. For any selected site, the HABreports website displays an 8-week summary of the status of each toxin and HAB organism (Figures 2a,b left-hand panel). By clicking on a specific parameter it is then possible to see the time series in both graphical and numerical form back to 2005 when monitoring began in its current form (not shown). This facility allows users to evaluate the inter-annual trends at particular locations.



Risk Assessment Forecast

On the basis of current funding, the detailed weekly risk assessment and forecast “bulletin” for the shellfish and finfish aquaculture industries is produced for the Shetland Islands, which account for ∼75% of Scotland’s shellfish production, but is easily extendable to other regions.

The bulletin currently runs to 12 pages summarizing HAB, biotoxin and environmental information and hence is not fully reproduced here. Rather, the pages that summarize HAB and shellfish biotoxin concentrations from the week of 1st July 2019 are presented as an example. These data are displayed in both map (Figure 3A) and schematic (Figure 3B) form. This graphical display allows industry to easily interpret results at their farm(s) in light of data from adjacent sites. Maps are also produced for the previous 3 weeks to allow easy visualization and interpretation of temporal trends. Maps of each HAB organism and associated toxin are displayed on an individual page, one above the other, to allow comparison between cells and associated toxicity and their temporal and spatial evolution.


[image: image]

FIGURE 3. Exemplar pages from the detailed Shetland Islands bulletin for the week of 1st of July 2019 representing (A) a map based view of paralytic shellfish toxins and their causative phytoplankton (Alexandrium sp.) and (B) a schematic “donut” presentation of the Shetland Islands representing the locations and concentrations of the different species and toxins present.


Each weekly bulletin contains a summary page that reports the current state of the major HAB organisms and shellfish toxins. Based on expert interpretation of these data and the associated environmental information detailed above we provide a forecast for the following week of the HAB/biotoxin risk for the region. Figure 4 illustrates the combination of different relevant data streams that an “expert” might use in conjunction with their ecological understanding of a harmful species to produce a bloom/biotoxin forecast for the following week. Our success rate for predicting incidences of the three major shellfish toxin syndromes [Diarrhetic Shellfish Poisoning (DSP) from Dinophysis, Paralytic Shellfish Poisoning (PSP) from Alexandrium and Amnesic Shellfish Poisoning (ASP) from Pseudo-nitzschia] is presented in Table 1.
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FIGURE 4. Data streams that contribute to the expert interpretation based HAB/biotoxin forecast.



TABLE 1. Expert interpretation success for the HABreports system 2017–2019.
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Case Study: Combining Data Sources and Expert Interpretation to Forecast Risk

Supplementary Figure 4 illustrates a range of the predictive tools included within HABreports that may be used when determining the likelihood of an algal bloom. Below follows an example of how these sources of data may be used to support the development of a risk forecast. Supplementary Figures 4B,C show the forecasted sea surface currents for two consecutive days during week 26 (22–28 June 2020). A strong shelf-edge current can be seen in the top left of the diagram. Within the region of interest for forecasting, shown in close up in Supplementary Figure 4C, relatively strong surface currents can be seen flowing around the top of the Shetland Islands and down the eastern coast. Experience tells us that these currents often bring phytoplankton cells into the eastern voes. Additionally, from chlorophyll concentration measured in the waters around the Shetland Islands on the 23rd of June (Supplementary Figure 4A), we can see what appears to be a tongue of chlorophyll stretching along the edge of the Faroes-Shetland trough and extending around the northern coast of the Shetland Islands. This corresponds to an area of warmer, stratified surface water that can be seen in Supplementary Figure 4E. Finally, Supplementary Figure 4D shows the mean wind direction observed at the meteorological stations at Sumburgh and Scatsa airports on Shetland for the previous week. We can see that the prevailing winds came from the South East. Indeed, the prevailing wind for the previous 2 weeks was also from the East. Combining information from these various sources led us to predict that there would be a moderate to high probability of an accumulation of Pseudo-nitzschia cells in the north-easterly facing voes on Shetland during Week 26. As we can see in Supplementary Figure 4F, such an event did indeed occur with Pseudo-nitzschia reaching high concentrations in Dales Voe (red dot).



Toxin Traffic Lights

The TTLG decision matrix is presented in Figure 5. The left-hand side of the front page of the HABreports site (Figure 2) displays the calculated value of the TTLG for any selected location as red/amber/green.
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FIGURE 5. The TLTG decision matrix: separate specific matrices are used for each toxin/phytoplankton group based on their relevant trigger levels. Each matrix is split into two sections. The top three rows describe the information that should be available to the shellfish farmers regarding phytoplankton and toxin analysis at their site and in adjacent sites. The bottom two rows describe the recommended actions taken following a toxic outbreak.


Should there be a red or amber warning, the HABreports site also displays which parameters are elevated in concentration and hence have led to this result. In the example presented in Figure 2a the data generate a red TTLG warning on the basis of elevated Dinophysis and its toxins. Figure 2b demonstrates high abundance of K. mikimotoi, but this organism is not a shellfish toxin producer and hence does not influence the TTLG. Pseudo-nitzschia abundance is somewhat elevated, but only modestly, and as ASP toxins are low, the TTLG index is green in this case.

The TTLG and the map/time series displays give information on the current and historical status of HAB and biotoxin concentrations within a Pod. From this, a user can identify the course of action to take based on the current HAB/biotoxin status of their site, and assess current trends (for example, identify a developing harmful bloom) or evaluate historical precedent for harmful events at a particular location or time of year. However, while valuable, these tools are effectively a “now-cast.” To provide a forward-looking forecast it is necessary to utilize both mathematical modelling and expert interpretation, as discussed below.



Satellite/Mathematical Model Early Warning

The WeStCOMS model domain extends from the Isle of Man in the south to Cape Wrath in the north and about 30 miles west of the Hebrides (Figure 6). As noted above, validation of this model is reported by Aleynik et al. (2016). In the additional dye release experiments reported here, winds increased substantially from 2–3 ms–1 to 10 ms–1, with direction favorable for driving fresh surface waters across the loch toward the experimental region. This led to freshening of surface waters and downward displacement of dye-laden water, the timing of which were well represented in the model (Figure 7).
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FIGURE 6. The West Scotland Coastal Ocean Modelling System (WeStCOMS-FVCOM) model domain.
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FIGURE 7. Subsurface maximum concentration of Rhodamine-WT Dye under the tide and prevailing wind (vectors) predicted by WeStCOMS v2 model on 21st October 2019 at 10, 12, 18, and 23 GMT. The site where dye was released at 09:21 is marked with a star.


For the Mercator-IBI36 model, validation also demonstrated good agreement between the reported drifter GPS location every hour from deployment as they tracked toward and beyond Shetland (Supplementary Figure 2). The tracks from real drifter fixes were sub-sampled to the nearest mid-day (12:00) and a ‘virtual drifter’ was advected for the next 24 h starting from the observed drifter location, then the iterations were repeated over several days as shown in Supplementary Figure 3. Thus, the model has a finite-difference scheme in space and an explicit 4th order Runge-Kutta scheme in time with the assumption that the modelled velocity field was stationary during discreet (hour-long) tracking time intervals. The distances between observed and ‘virtual’ drifter positions are summarized in Table 2. Good agreement between model and experiment was achieved with the modelling performance of the deeper drifters exceeding the shallow ones in terms of the virtual-observed separation distances after 2–3 weeks with averaged values (deep) Δr15 = 8.4 ± 6.0 and (shallow) Δr0 = 11.3 ± 8.7 km. After removal of the outliers (>2σ exceeding the averaged), model prediction deviations from the observed tracks further reduced (5.7 ± 2.9 and 7.3 ± 3.8 km, respectively, for lowered and sub-surface drifters). These estimates provide the expected error range in the predictions of virtual particle advection using the daily-averaged, sub-surface velocity field of the Mercator-IBI36 model. In complicated coastal environments, unstructured grid solutions often demonstrate better skill and a narrower range of separation distances (2.7–8 km) was achieved for WeStCOMS-based simulations of SVP drifters released during the summer 2013 FASTNET experiment (Aleynik et al., 2016), which remained within the cloud of virtual drifters over several days in relatively calm weather and tide conditions.


TABLE 2. Statistical estimates of the Mercator-IBI36 daily-averaged model skill based on the 24-h track separation distances of 16 observed and model drifters and their averaged <Δr> values shown separately for deep (15 m) and the near-surface (0.5 m) layers for all samples (left) and excluding values exceeding 2 standard deviations (right).

[image: Table 2]
Should a developing harmful bloom be flagged by either remote sensing analysis or from in situ samples from coastal monitoring, the timing, location and magnitude of this event is identified. An example satellite derived HAB risk map is shown in Figure 8. The map uses colour coding to represent the risk for three classes: “harmful” bloom in red; “non-harmful” bloom in green and “no bloom” in blue. The saturation of red and other colours in the map indicates the degree of HAB risk. The “unknown” class in Figure 8 is shown in gray, representing data with spectral signatures that cannot be discriminated by the classifier, for example water types with high concentration of suspended particulate matter (SPM) and coloured dissolved organic matter (CDOM), coccolithophore blooms, etc. Land and missing data over water due to cloud cover or sun glint are shown in black. This automatically initiates a model run, with virtual particles being placed at the center of bloom location. The trajectory of these particles is then displayed as an animation on the HABreports website. In 2019 three K. mikimotoi events were detected, allowing us to provide 5-day early warning simulations of their predicted trajectories. Simulation of cell advection over 5 days with the Mercator-IBI36 model (left) and with enhanced details in WeStCOMS-FVCOM model (right) are shown in Figure 9.
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FIGURE 8. An exemplar remote sensing based HAB risk map: elevated HABs-risk for Karenia mikimotoi was detected in Modis-satellite sea-surface colour analysis charts over 2 weeks (35 and 36) in August–September 2019 along the western coast of Hebrides and the ‘false alarm’ in the Sea of Clyde.
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FIGURE 9. Advection of virtual particles driven by surface currents in the Mercator-IBI36 (A–C) and WeStCOMS-FVCOM (D–F) hydrodynamic models. The colours show the forecast over next 5 days since after noon of 2019/08/27. Modelled particles were launched from the locations with the highest abundances of Karenia-mikimotoi near the Isle of Barra (A,D), on Arisaig (B,E) and in Loch Kinnaird (C,F). The areas on the right hand WeStCOMS simulations are highlighted in the left-hand Mercator-IBI36 plots by a dashed rectangle.




DISCUSSION

Harmful algal bloom prediction has many similarities to weather forecasting. In the same way as we expect northern hemisphere summers to be warmer than winters, we expect most HAB events in these regions in summer months as a result of the increased temperature, irradiance and resultant stratification of the water column: conditions that promote (harmful) dinoflagellate growth (Smayda and Reynolds, 2003). However, for useful forecasts we require more spatially and temporally resolved predictions of short-term harmful events and a methodology to rapidly inform interested stakeholders.

While the HAB and biotoxin monitoring that is required in the EU and by other food safety authorities is generally sufficient to safeguard human health, as demonstrated by the 2013 Scottish shellfish poisoning event, it is not capable of providing 100% consumer protection. As the costs and logistical constraints of monitoring all aquaculture sites are significant, in Scotland sentinel sites (RMPs) that represent a number of farming locations (Pods) are sampled. A risk assessment by FSS indicated that the current weekly monitoring program reduces risk of HAB generated human illness from shellfish poisoning to less than 1% (Holtrop et al., 2016). As FBOs, the responsibility to ensure that harvested shellfish is safe for human consumption falls on the shellfish growers and hence methods to further reduce this risk are required.

As illustrated by the 2013 human toxicity incident, it is possible for shellfish to become toxic very rapidly and hence the industry often undertakes end-product testing of shellfish toxicity as a positive release system. However, such testing is both time consuming and expensive and hence HAB forecasts allow this to be undertaken in a targeted rather than blanket manner.

Regulatory HAB monitoring does not safeguard shellfish aquaculture businesses from the economic impacts of HAB events such as extended farm closures or product recalls. Furthermore, as fish killing HAB events in Scotland and Europe are not thought to have human health implications, regulatory monitoring does not extend to finfish aquaculture. HAB and biotoxin forecasting systems are therefore required to minimize health and business risk, allowing operators to take mitigation measures such as extra end-product testing, moving harvesting to a different location until toxins have depurated from shellfish, or deploying barrier methods such as bubble curtains or tarpaulins at fish farms (Brown et al., 2019; Gallardo-Rodríguez et al., 2019).

Regulatory monitoring results are released by the regulator in a spreadsheet format that can be difficult to interpret spatially and includes no temporal information. Hence, in discussion with the aquaculture industry, we developed our map-based approach so that information can easily be interpreted in time and space. The TTLG system was evaluated by McLeod and McLeod (2016), who found that it provided an improved level of protection for consumers of shellfish in Scotland. However, the work also highlighted that only around 50% of Scotland’s FBOs undertook their own calculation of the TTLG. Given that negative public perception of shellfish related human health events will impact the industry indiscriminately, this low take-up was of concern. McLeod and McLeod (2016) demonstrated that smaller FBOs were less likely to follow the TTLG. This may be through lack of confidence in their ability to undertake the calculations on a weekly basis, and/or lack of staff resource. Hence, the calculation and dissemination of the TTLG index for all actively monitored shellfish harvesting sites in Scottish waters via HABreports mitigates risk for all operators.

For some HAB organisms, we have sufficient data to be able to forecast regional or even local patterns and trends at a seasonal level. For example, a link between the initiation of Dinophysis blooms and the upwelling season in north west Spain has been established (Diaz et al., 2016), as has a seasonal separation of Pseudo-nitzschia delicatissima and seriata taxonomic groups. The former is thought to be non-toxic in Scottish waters and is primarily observed in spring and the latter is potentially toxic and primarily observed in summer and autumn (Fehling et al., 2006; Rowland-Pilgrim et al., 2019). However, this understanding is rarely sufficient to allow forecast of risk in a specific location. As many HAB events are spatially and temporally variable, often differing in magnitude and location from year to year, “useful” HAB risk assessment requires a greater resolution than seasonal. An understanding of the underlying ecology and drivers of bloom events, along with the observational platforms and predictive approaches to identify and forecast developing blooms, is therefore necessary for useful expert interpretation.

Scotland has not experienced the major raphidophyte blooms that impact other salmon farming regions. The last reported incident was a bloom of “flagellate X” in 1982 (Smayda, 2006). The dinoflagellate Karenia mikimotoi is the organism of greatest concern, with periodic blooms being observed in Scotland and adjacent regions (Silke et al., 2005; Davidson et al., 2009). Spiney diatoms may also cause fish kills (Bruno et al., 1989; Treasurer et al., 2003) in the region, but these are typically identified by “in house” fish farm cell counts and are not routinely reported in the scientific literature or regulatory monitoring and are therefore less easy to include in our forecasts.

In contrast to shellfish biotoxin producing species there are no accepted threshold densities of concern for fish killing HABs. Karenia mikimotoi is thought to result in fish kills at cell densities in excess of 10 million cells L–1 (Davidson et al., 2009), but clearly industry wishes an early warning before this density is reached. Hence, when our satellite classifier “HAB risk” exceeds > 0.6 with “unknown” likelihood of less than 0.5 a bloom is identified as being of elevated HAB risk, triggering a model run. When K. mikimotoi densities in coastal monitoring samples exceed background levels this is reported in the bulletin, with cell densities exceeding 100,000 L–1 generating a model run.

Harmful algal blooms may develop in situ or be advected from another location. In Scottish waters blooms of at least three of the four most important genera, Dinophysis, Pseudo-nitzschia, and Karenia are thought to develop offshore and be advected to the coast (Fehling et al., 2012; Whyte et al., 2014; Gillibrand et al., 2016; Paterson et al., 2017). While the fourth important genus, Alexandrium, develops from local cyst beds, Alexandrium blooms have been shown to be advected long distances when conditions are favorable (Anderson et al., 2014). Historically, the use of mathematical models in HAB forecasting was limited by physical and biological constraints (Davidson et al., 2016). Shelf wide physical oceanographic models lacked the necessary spatial resolution of model grid to resolve the complexities of the near coast environments where aquaculture is located. The physiology of many HAB organisms is insufficiently understood to produce credible operational biological models, particularly if they exist as a minor component of the biomass of a complex food web. Hence, while the development of biologically based operational HAB models remains a major challenge, even for high biomass blooms, physical models have developed such that robust operational models exist for most shelf seas. The use of such models to simulate the Lagrangian transport of known HABs provides a further potential mechanism for HAB early warning. However, as HAB events are controlled by the biological response to the environment, detailed forward prediction is limited to the timescale that we might hope to predict environmental change to a reasonable level of accuracy, i.e., likely a maximum of ∼1–2 weeks.

Examples of operational forecast systems are relatively few, but those that exist typically include a combination of monitoring, modelling and expert interpretation. For example, the Gulf of Maine Alexandrium catenella (as. A. fundyense) forecasts include both cyst surveys and high-resolution mathematical modelling of the region (McGillicuddy et al., 2005; He et al., 2008) to predict transport of excysted cells. In the Gulf of Mexico and the east coast of Florida, NOAA produce HAB nowcasts of Karenia brevis bloom location and 3- to 4-day forecasts of respiratory irritation risk from the aerosols that are generated by this species (Stumpf et al., 2009). Similarly, the California-Harmful Algae Risk Mapping (C-HARM) model estimates the probability of Pseudo-nitzschia blooms on the basis of physical circulation models, satellite remote-sensing of the ocean colour and chlorophyll and statistical models (Anderson et al., 2016). In Ireland, the Marine Institute releases alerts similar to those we report here for Scotland, including modelled HAB prediction for Bantry Bay for the following 3 days, based on a detailed understanding of the water exchange in that location (Raine et al., 2010; Cusack et al., 2016; Dabrowski et al., 2016).

The Scottish west coast is the second longest coastline in Europe and the waters to the west of Scotland, in common with other fjordic aquaculture regions, are complex. The region contains water masses from the Irish Sea and Atlantic (Ellett, 1979; McKay et al., 1986) supplemented by local freshwater runoff and Irish shelf waters (Fernand et al., 2006). Existing medium and low-resolution hydrodynamic models that use a structured (i.e., evenly spaced) computational grid are incapable of resolving important features (islands, fjords) and interconnections (straits). The development of the WeStCOMS unstructured grid model was therefore crucial to our ability to forecasts HABs in this region as it provided the necessary resolution on the fjordic coastline. While the coast of Shetland is also complex, it does not exhibit the large number of coastal islands that are found adjacent to the Scottish mainland and hence adequate simulation of HABs advecting from offshore to the coastal zone was achieved with the Mercator-IBI36 model.

Expert interpretation is a critical component of our forecasts, allowing the synthesis of a number of different (and sometimes contradictory) indicators to evaluate risk. In the three full years of operation of our system (2017–2019) our mean success rate for predicting incidences of the three major shellfish toxin syndromes, DSP from Dinophysis, PSP from Alexandrium and ASP from Pseudo-nitzschia, was 74% (Table 1). Greatest success (97%) has been with Pseudo-nitzschia mediated events that are often related to periods of poor summer weather in which water stratification may partially break down. Our lowest success rate is for Alexandrium mediated PSP toxicity. However, this is partly due to the severity (possible fatality) of PSP and hence the need to take a very conservative approach to risk assessment, in this case resulting in a higher proportion of false positives. This ensures that false negatives, that have a potentially serious health implication, are minimized.

Regulatory HAB monitoring is conducted to genus level, but the three HAB genera of greatest concern to the shellfish aquaculture industry in Scotland all exhibit variable toxicity at the species level. For example, Swan et al. (2018) demonstrated different shellfish toxicity resulting from blooms of Dinophysis acuminata and Dinophysis acuta in the Clyde Sea. Touzet et al. (2010) found both toxic and non-toxic strains of Alexandrium in the Shetland Islands, and Fehling et al. (2005, 2004) demonstrated that the toxicity of Pseudo-nitzschia can vary in response to the availability of nutrients and change in other environmental conditions. Hence alerts and forecasts are undertaken on a precautionary basis on the assumption that a bloom may be toxic.

For our Lagrangian particle models to be effective, they require accurate information on bloom size and location sufficiently far in advance that early warning can be provided. Satellite derived remote sensing is currently able to report areas of high phytoplankton biomass in near surface waters, and in some cases identify which organism is present. A challenge is therefore to develop complementary observational approaches, particularly for the shellfish biotoxin producing organisms that rarely dominate the phytoplankton biomass. For example, studies have demonstrated that some HAB species can be present in thin (potentially <1 m in thickness) layers of limited geographical extent, often associated with strong density interfaces in the water column, and at a depth not detectable by satellite remote sensing (Gowen et al., 1998; Touzet et al., 2010).

Developments in marine autonomous vehicles offer the potential for advances in HAB detection, potentially being able to identify HABs that display such sub-surface maxima (Seegers et al., 2015) or occur in thin layers (Farrell et al., 2012). For example, Siemering (2017) was able to identify a Phaeocystis bloom to the west of Scotland from a sea-glider deployment in 2015. Going forward, sensors capable of discriminating harmful from benign phytoplankton at low concentrations are required. Examples of this technology include the Environmental Sample Processor developed that provides in situ collection and analysis of water samples (Scholin et al., 2017) and the imaging Flowcytobot (Olson and Sosik, 2007), although further development is required to make such instruments affordable for routine application.

Our system is currently operational for Scottish waters. However, most of the techniques are easily applied elsewhere. The TTLG approach is being trialed in other European countries thought the Atlantic Arc Interreg project PRIMROSE and we are currently developing a HABreports system for Malaysia to provide enhanced early warning of HAB events in that country.
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Supplementary Figure 1 | This flow chart illustrates the steps taken to determine the toxin traffic light guidance status for a given week for the toxin/causative phytoplankton pair Okadaic acids/Dinophysis.

Supplementary Figure 2 | The paths of drifters released to the west of Shetland in September 2015. Black shows 15-m-drogued SVP-style drifters. Magenta shows surface CODE-style drifters.

Supplementary Figure 3 | Daily tracks of the observed (red) and virtual (blue) drifters seeded into (a) the surface and (b) 15 m depth at the times and locations of observed drifters. Virtual drifters were advected by currents derived from the daily-averaged Mercator-IBI36 model velocity field.

Supplementary Figure 4 | This figure displays the various panels referred to in the case study (see section “Case Study: Combining Data Sources and Expert Interpretation to Forecast Risk”). Panel (A) shows chlorophyll concentrations observed around Shetland on the 21st June 2020, data courtesy the CMEMS (marine.copernicus.eu) portal. Panel (B) shows forecasted sea surface currents for the 23rd June 2020. Data courtesy Mercator-IBI36 model (Sotillo et al., 2015). Panel (C) shows a magnified section of panel (B). Panel (D) shows a wind rose of wind directions and wind speeds around the Shetland Islands during week 26. Panel (E) illustrates sea surface temperatures around the Shetland Islands on the 22nd of June, data courtesy Multi-Satellite aggregated MUR-SST 1 km gridded dataset, JPL, NASA (Armstrong et al., 2012). Panel (F) is a map of Shetland with the concentrations of observed Pseudo-nitzschia in actively monitored shellfish harvesting sites indicated by yellow and red dots. Yellow dots indicate locations where low concentrations were found whereas red dots indicate locations where concentrations were in excess of official control monitoring trigger levels.
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During the months of May, June, July and August 2019 the Red Band Difference algorithm was tested over Irish waters to assess its suitability for the Irish harmful algal bloom alert system. Over the 4 weeks of June an extensive localised surface phytoplankton bloom formed in the Celtic Sea, south of Ireland. Satellite imagery from the Sentinel-3a’s Ocean and Land Colour Instrument, processed using the Red Band Difference algorithm detected the bloom in surface shelf waters and helped monitor its movement. Daily satellite images indicated that the bloom appeared at the sea surface on the 2nd June 2019 and peaked in size and surface abundance in offshore shelf waters within 4 weeks, remnants remained at the surface into July. A particle tracking approach was used to replicate oceanic circulation patterns in the vicinity of the observed algal bloom and estimate its trajectory. The initial horizontal distribution of particles in the tracking model were based on a satellite imagery polygon of the bloom when it first appeared in surface waters. Good agreement was observed between satellite imagery of the bloom and the particle tracking model. In situ sampling efforts from a research cruise and the national inshore phytoplankton monitoring programme confirmed that Karenia mikimotoi was the causative organism of the bloom. This pilot study shows great potential to use the Red Band Difference algorithm in the existing Irish harmful algal bloom alert system. In addition, satellite ocean colour data combined with particle tracking model estimates can be a useful tool to monitor high biomass harmful algal bloom forming species, such as Karenia mikimotoi, in surface coastal waters around Ireland and elsewhere.
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INTRODUCTION

Aquaculture is extremely important for providing food, nutrition and employment around the world. According to the FAO (2020), aquaculture production reached a record high in 2018. There has been a 527% increase in global aquaculture production from 1990 to 2018. Due to wild fish stocks declining and the population increasing globally, the role of aquaculture in society is more important than ever (FAO, 2020). Aquaculture is a highly valuable industry to the Irish economy. Production in Ireland had a net gain from under €100 million in 2009 to €180 million in 2018 with aquaculture outputs between 30,000 and 50,000 tonnes mainly from salmon and bivalve farming (Dennis and Jackson, 2019). The success of aquaculture is influenced by a range of conditions, both environmental and biological such as temperature, salinity, oxygen and food availability to name a few (Mydlarz et al., 2006). Harmful Algae Blooms (HABs) are a concern for both finfish and bivalve aquaculture (Callaway et al., 2012). In most cases, the proliferation of microscopic algae is beneficial to the overall ecosystem, e.g., as a source of food for wild fisheries and aquaculture (Tweddle et al., 2018). However, a small minority of algal bloom forming species have negative impacts on their surrounding environment. HABs, caused by either small or large biomass blooms, and depending on the species, can result in serious economic losses to marine sectors such as tourism, aquaculture and fisheries with additional, often unquantifiable, impacts on ocean health (Anderson et al., 2015).

In order to mitigate against and prepare for the impacts of HABs, it is essential to detect, monitor, track and forecast their development and movement in real time (Stumpf and Tomlinson, 2005). Collecting samples in the field alone has limitations as the samples or measurements are collected at discrete points and times, and while this method generally offers high quality data from a specific point in time, temporal and spatial limitations are a challenge. Combining different observational methods can greatly help managers detect and monitor HAB hazards. For example, satellite remote sensing techniques are powerful tools to detect and monitor the movement of surface phytoplankton blooms due to the vast area covered in one single swath measurement (Stumpf and Tomlinson, 2005. Emerging remote sensing techniques for Europe should positively impact the aquaculture industry. Ocean colour sensors and the algorithms designed to detect phytoplankton blooms or HABs have been continually improving since the launch of the first ocean colour sensor, the Coastal Zone Colour Scanner in 1978 and the most recent launch of ESA Sentinel 3B OLCI in 2018 (Groom et al., 2019). Satellite technology has proven very useful in mapping the geographical extent of blooms and movement (Miller et al., 2006; Stumpf et al., 2009). To determine the concentration of chlorophyll-a (Chl-a) or other optically active constituents such as coloured dissolved organic matter (CDOM) or suspended particulate matter (SPM), different types of algorithms have been developed by measuring the water leaving radiance, or reflectance (Groom et al., 2019). The use of satellite technology focussed on Chl-a and sea surface temperature (SST) combined with field sampling can support early warning systems for certain HAB types.

Standard ocean colour algorithms that estimate chlorophyll concentration or HABs from satellite sensors use the blue and green spectral bands of the visible spectrum to monitor the colour of the ocean. These algorithms are very useful, especially in open ocean water, which are classified as Case 1 waters. The algorithms are not as accurate in the more complex Case 2 waters, situated close to the coast and inland. The two water types were originally introduced by Morel and Prieur (1977). These descriptions have since been refined (Gordon and Morel, 1983; Morel, 1988; IOCCG, 2000; Mobley et al., 2004). Mobley et al. (2004) describe case 1 waters whose inherent optical properties (IOPs) are dominated by phytoplankton. Case 2 waters generally contain higher concentrations of CDOM, SPM, and inorganic particles in addition to phytoplankton. In Case 2 waters, as the band selection used for the standard algorithms is highly influenced by non-living suspensions, CDOM and sediment and can be misinterpreted as chlorophyll concentration.

Standard algorithms that use the blue green ratio are very important and valid methods of retrieving chlorophyll concentrations. Due to the problems with CDOM and sediment interference it is also useful to have an algorithm measuring chlorophyll fluorescence using the red bands. Chlorophyll fluorescence can be defined by red light re-emitted by chlorophyll molecules when excited by light (Zeng and Li, 2015). Chlorophyll fluorescence in the red band of the visible spectrum has proven successful to monitor HABs in coastal areas of the United States. A good example is the Gulf of Mexico where ocean colour is used to detect Karenia brevis blooms (Amin et al., 2009). As described by Amin et al. (2009) the Red Band Difference (RBD) relative fluorescence algorithm is less sensitive to CDOM, SPM, and atmospheric corrections and useful in coastal waters. Vandersea et al. (2020) describe how the RBD algorithm is also suitable for Karenia mikimotoi blooms and demonstrates how it was applied to monitor a 2013 bloom in Kachemak Bay, Alaska alongside field sampling and lab techniques. The RBD algorithm is also used off the east coast of the United States and can detect several HAB dinoflagellates of interest in Chesapeake Bay, the largest estuary in the United States and a location with very turbid waters. Scattering by sediments may interfere with algorithms in environments like this (Wolny et al., 2020). The benefits of using the RBD algorithm in a turbid environment is that the algorithm is less sensitive to interference by non-algal pigments as it was designed to detect Chl-a fluorescence in the HAB blooming species K. brevis without interference from sediment, the algorithm is designed to return positive values in waters where blooms occur and negative values in high scattering waters (Amin et al., 2009). This is currently used as a HAB monitoring tool for coastal managers who support aquaculture in Chesapeake Bay for a range of dinoflagellate blooms (Wolny et al., 2020). There are currently no studies using this RBD algorithm in Irish waters.

While K. brevis blooms were never recorded in Irish waters, K. mikimotoi blooms frequently occur in Irish waters (Ottway et al., 1979; Silke et al., 2005) and have been recorded historically and in recent years, reviewed recently by Li et al. (2019). Gentien (1998) describes K. mikimotoi as a common “red tide” or large bloom forming dinoflagellates in shelf waters of the northeast Atlantic. Previously referred to as Gyrodinium aureolum, Gymnodinium cf. aureolum, Gymnodinium nagasakiense, and Gymnodinium mikimotoi in the literature K. mikimotoi blooms are commonly associated with marine fauna kills (Brand et al., 2012; Li et al., 2019). Karenia are thought to overwinter in low numbers as motile cells and when favourable biogeochemical and physical conditions arrive in early to late summer Karenia will grow and bloom (Gentien, 1998). Globally, K. mikimotoi has adapted to a wide range of temperatures ranging between 4 and 30°C but the European isolate has a narrower range of 6–20°C. The salinity ranges K. mikimotoi can survive in are also quite extensive ranging from 9 to 35 ppt, therefore suited to a range of environments (Li et al., 2019). Li et al., 2019 also describe that K. mikimotoi is known to grow well in low light environments, however, it is not photo inhibited by high light intensities, therefore capable of adapting to conditions at both the surface and at the bottom. One important feature of K. mikimotoi behaviour in the environment is that, like many dinoflagellates that are capable of vertically migrating over a diurnal cycle, beginning from depth before sunrise and reaching the surface before midday. This is known as diurnal vertical migration (DVM) (Olsson and Graneli, 1991; Koizumi et al., 1996; Park et al., 2001; Shikata et al., 2014, 2015, 2016). This phenomenon is likely why the RBD approach is so applicable to satellite detection of blooms of K. mikimotoi as the cells will be in the upper part of the water column at midday, close to the over pass time of the satellite, with a significant number of cells in the upper 2 m of the water column corresponding to the observable signal depth for red light in seawater (Doerffer, 1993).

The true toxicity of K. mikimotoi is unknown but the dinoflagellate is known to produce toxins including haemolysin (Neely and Campbell, 2006) and gymnocin A and gymnocin B (Satake et al., 2002, 2005). Karenia mikimotoi is not known to create shellfish related biotoxins, but mass mortalities of shellfish have been associated with blooms of this species. Causes of mortalities include inhibiting larval settling rates, immune functions, gut tissue damage and larval spat mortalities. The blooms may not only impact the survival rate of shellfish but also affect the developmental processes, therefore blooms can greatly impact wild and farmed shellfish (Li et al., 2019). The effects of these blooms are not limited to shellfish but also wild and farmed fish and a range of invertebrates. Karenia mikimotoi senescent blooms are known to deplete the water of oxygen levels when bacterial respiration associated with the breakdown of the bloom begins, and when macro-organisms start to decay, and biochemical oxygen demand rises. Diaz and Rosenberg (2008) observed mass mortalities of benthic organisms when the water became anoxic after a Karenia bloom. Karenia mikimotoi also secrete mucus (with high concentrations of extracellular polysaccharide) that can increase the likelihood of mortalities, for example, when fish gills become clogged (Gentien et al., 2007). Li et al. (2019) describe how even at low algal densities gill damage and mortality in both wild and cultured salmon, rainbow trout and turbot were reported, even in waters with high dissolved oxygen levels. Mortalities of a range of invertebrates, are also linked to blooms of this unarmoured dinoflagellate in European waters and evident in the literature since 1966 (Jones et al., 1982). The earliest published Irish report of a Karenia spp. bloom related to marine life mortalities off the south coast of Ireland was made by Ottway et al. (1979). Two Irish examples of exceptional Karenia spp. blooms include the months of May, June, and July of 2005 (Silke et al., 2005) and more recently, a K. mikimotoi bloom in the summer (May to September) of 2012 (O’Boyle et al., 2016). In July 2012, Karenia spp. were at high concentrations, greater than one million cells per litre, in the surface waters at the Malin shelf off northwest Ireland suggesting a potential offshore origin for these blooms (Bresnan et al., 2013).

Ireland has a weekly HAB bulletin, published to assist aquaculture business managers, helping them make practical decisions to mitigate against potential HAB impacts. The bulletin contains several data products based on historical and recent biotoxin and phytoplankton profiles, satellite and oceanographic in situ and modelled forecasting data. Products used by local scientists help to develop HAB alerts for the days ahead. In this paper, we show the potential of introducing a new bio-optical chlorophyll fluorescence algorithm to the Irish HAB monitoring system, which is currently being used successfully in the United States, to detect K. brevis and several other HAB species and asses the suitability of the RBD algorithm to detect and monitor HABs around the Irish coast.

During the months of May, June, July and August 2019 the RBD algorithm was tested in Irish waters for the first time. During this time a phytoplankton bloom appeared in the Celtic Sea, south of Ireland.

The objectives of this pilot study were:


1.To test the RBD algorithm in Irish waters and assess its suitability for use in the Irish HAB monitoring system.

2.To determine the phytoplankton taxa responsible for the bloom by analysing the drift trajectory of the bloom by using local water circulation patterns in a particle tracking model and analysing in situ phytoplankton data from the national inshore monitoring programme and an offshore phytoplankton survey.





MATERIALS AND METHODS


Study Area

Figure 1 presents the study area where the phytoplankton bloom was identified via satellite imagery, including in situ sampling locations described in section “In situ Data.” The samples were from three inshore stations: Cork Harbour, Oysterhaven and Kinsale, and from eight offshore stations from the research cruise CV19018; 138, 139, 140, 141, 142, 143, 144, and 148 as described in section “In situ Data.” Also illustrated in Figure 1 is the polygon that was created based on manual interpretation of satellite imagery from when the bloom first appeared at the surface. This polygon was used for the horizontal distribution of particles deployed in the Lagrangian Particle Tracking model as described in section “Lagrangian Particle Tracking.” The study area was in the Celtic Sea, an area of the NE Atlantic Ocean bordered by Ireland in the north, The United Kingdom in the east and the Bay of Biscay (47°N) in the south. The Celtic Sea is relatively shallow with depths ranging between 100 and 200 m and decreasing in depth near the coast as illustrated in Figure 1. Tidal circulation across the Celtic Sea is weak, water movement is primarily due to wind action (Raine, 2014). In the Celtic Sea, the water tends to stabilise in April when the seasonal thermocline becomes established. Throughout the summer months, there is a deepening of the thermocline due to continued heating of the surface layer until the Autumn when the cooling phase begins, and the water column becomes well mixed again. Within the Celtic Sea there are exceptions to this in areas of tidally mixed fronts, these are found at the boundaries between thermally stratified and tidally mixed areas such as the entrance to the Irish Sea, where the Celtic Sea Front is located and at the Ushant front, located between the southwest United Kingdom and northwest France (Raine, 2014).
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FIGURE 1. (A) Map of study area in the Celtic Sea. (B) In situ sample locations are noted as points and the polygon location for the particle tracking model is outlined by the black line. Bathymetry is represented in metres.




Satellite Imagery

The Red Band Difference satellite imagery was generated from the study area with geographic latitude and longitude limits of 47°N to 58°N, 2°W to 12°W. The region of interest covers all coastal waters around the island of Ireland. Satellite data from the Ocean and Land Colour Instrument (OLCI) sensor on Sentinel 3A were obtained from The European Organisation of Meteorological Satellites (EUMETSAT). The multispectral OLCI sensor has 21 spectral bands from 0.4 to 1.0 μm and has a spatial resolution of 300 m. The bands are optimised to measure ocean colour over open ocean and coastal zones. The whole field-of-view is shifted across track by 12.6° away from the sun to minimise the impact of sun glint. Once the OLCI L1B data were downloaded from EUMETSAT, the data were processed to L2 using the NOAA, National Centres for Coastal Ocean Science (NCCOS) satellite automated processing system which utilises NASA’s l2gen software included in the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) Data Analysis System (SeaDAS) package (version 7.5.3). The l2gen processing produced a surface reflectance product (Rrhos) that is corrected for top-of-atmosphere solar irradiance, Rayleigh radiance and molecular absorption (Wynne et al., 2018).

The RBD algorithm used to highlight areas of high fluorescence, indicative of high algal biomass, uses only pixels within the valid Rrhos range (0–1) described by Amin et al., 2009 and modified for OLCI Rrhos bands as follows:

[image: image]

Due to the increase in reflectance caused by Chl-a fluorescence at 681 nm, the RBD is positive in areas of Chl-a fluorescence. The RBD data products were mapped to Universal Transverse Mercator (WGS 84) projection at 300 m horizontal resolution using a nearest neighbour interpolation. A land mask was applied, and the product saved to a GeoTiFF (an image file with georeferencing information embedded in the file as metadata) and stored in a database at NCCOS. Weekly mean composites of the daily images were created using a custom ArcGIS python toolbox, RS_Tools, that was developed specifically for working with products from the NOAA-NCCOS satellite processing system.

Satellite imagery was produced for the weekly HAB bulletin using an algorithm developed by Ifremer, known as the OC5 product. The level 4 Chl-a product is extracted from the IFREMER FTP site1. Matlab (MathWorks) is used to convert the level 4 Netcdf files to ∗.grd files. Matlab is then used to calculate chlorophyll anomalies from the 60-day median value calculated using data between current date minus 74 and current date minus 14. This anomaly data is rendered as .png files (Leadbetter et al., 2018).



Lagrangian Particle Tracking

To examine the effect of local water circulation patterns on the drift trajectory of the Karenia bloom, a particle tracking simulation was conducted using outputs from a 3D hydrodynamic numerical ocean model. The northeast Atlantic Regional Ocean Modelling System (ROMS) model encompasses a large area of the northwestern European continental shelf including Irish territorial waters (NE_Atlantic model; Dabrowski et al., 2016). This model has a horizontal resolution of 1.1 to 1.6 km in Irish coastal waters with 40 terrain-following vertical layers (Dabrowski et al., 2016). The ROMS model output data was coupled with an offline 3D Lagrangian particle tracking mass-preserving scheme called ICHTHYOP; an individual-based model (Ichthyop v3; Lett et al., 2008). This was used to simulate particle transport from the Karenia bloom location (i.e., the potential HAB surface transport pathways). Particle tracking simulations were conducted using hourly ROMS ocean current speed and direction outputs using a Runge–Kutta 4th order numerical scheme and a 5-min time step. The initial horizontal distribution of the particles, representing K. mikimotoi cells, was based on a polygon created from satellite observations of the bloom when it was first identified at the water surface as (Figure 1). In total, 50,000 particles were released with a random vertical distribution between 0 and 20 m depth in the Celtic Sea. The 50,000 particles were selected as this is the limit of detection for K. brevis (cells per litre) in the Gulf of Mexico, by legacy satellites (Tester et al., 1998). Particles were neutrally buoyant, so any movement of particles between depths was due to vertical currents. The model simulation did not include growth or grazing of the phytoplankton. In the simulation the particles were transported for a fixed duration of 27 days from 2 to 29 June 2019. Maps were generated to show the density distribution of particles on different dates to show bloom progression and to compare with satellite imagery.



In situ Data

Availability of biological data in the region where the bloom occurred according to satellite imagery was investigated to establish the predominant phytoplankton in the area at the time. Figure 1 shows the locations where phytoplankton samples were collected at the time of the bloom.

The Irish Marine Institute runs the national biotoxin and phytoplankton monitoring programme and releases a weekly HAB bulletin2. Phytoplankton abundance and composition results (freely available at http://webapps.marine.ie/HABs/Locations/Inshore) from southern stations close to where the bloom occurred were downloaded for this study. When the results of the particle tracking model confirmed the direction the bloom travelled, Cork Harbour, Oysterhaven, and Kinsale inshore stations were selected. Local officers from the Sea-Fisheries Protection Authority and other assigned personnel collect water and shellfish samples, at weekly intervals, from designated shellfish production areas. Samples are sent to the Marine Institute where the analyses are carried out. The programme carries an ISO 17025 quality accreditation. A 25 mL Lugol’s iodine fixed seawater sample is used to determine the abundances of biotoxin producing or problematic phytoplankton using the Utermöhl test method, a recognised standard method, described in detail in UNESCO, 2010, references therein. The limit of detection is 40 cells/L–1.

Coincidentally a phytoplankton field survey aboard the RV Celtic Voyager was being conducted in the Celtic Sea when the bloom was still visible via satellite imagery in July 2019. Water samples were collected at the periphery of the bloom at stations 135–144 and 148 (see Figure 1) on 10 July. A phytoplankton net vertically deployed to a maximum depth of 50 m at each station determined the predominant phytoplankton in the water column. A SeaBird 9/11 plus CTD integrated with a carousel water sampler for real-time auto-fire operations was lowered to approximately 5 m above sea floor level. Niskin water bottles were fired on the up cast at discrete depths where peaks of relative fluorescence and temperature gradients were evident on the depth profile. A fine scale sampler (FSS) was used to study the vertical thin layer distributions of dinoflagellates and to examine the correlation to the thin layer water properties. The FSS was lowered to the depth of the desired thin layer and all 15 bottles were fired simultaneously. Water samples were fixed in Lugol’s iodine and stored in sterile 50 mL Sarstedt© water sampling bottles. Phytoplankton species were identified with an inverted microscope, Olympus CKX4. Aliquots and cells counted following the Utermöhl method (UNESCO, 2010).




RESULTS

Red Band Difference satellite imagery show a phytoplankton bloom (Figure 2), appearing in surface waters in the Celtic Sea, off southern Ireland on 2 June 2019. Weekly composites of satellite images show the bloom steadily increase in size (spatially) and magnitude (elevated surface pigment), the warmer colours on the images represent higher fluorescence which indicate higher bloom concentration in the weeks that followed (Figure 2). The images also show the extent of the bloom geographically. The surface bloom peaked in magnitude on the 27 June 2019 (Figure 2) (Daily file for 27th June 2019 in Supplementary Material). Following this, the bloom began to disperse and dissipate in early July 2019, however, remnants remained visible in the satellite imagery until late July (Figure 2).
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FIGURE 2. Sentinel-3a OLCI images with RBD algorithm displaying the phytoplankton bloom progression between 29th May 2019 and 23rd July 2019 (A–H). Colours indicate relative fluorescence, with warmer colours representing higher fluorescence indicative of higher bloom concentration.


Figure 3 displays satellite imagery from the weekly HAB bulletin, weeks 24–28 (4th June, 2019–8th July 2019) (see text footnote 2). Focussing on the study area in the Celtic Sea it is clear the increase in chlorophyll concentration at the surface was detected using both algorithms. In both Figures 2, 3B there is a noticeable rise in chlorophyll concentration in the location the bloom was detected using the RBD algorithm. There is an increase from 1 mg/m3 to 3 mg/m3 between weeks 24 and 25 in Figure 3. Chlorophyll concentration peaks in concentration between dates 23 June 2019 between and 30 June 2019 (D) and (E) using both algorithms. Comparing both Figures 2, 3 it is evident the increase in chlorophyll concentration was detected in the Celtic Sea using both algorithms, but Figure 2 displays a clearer series of images displaying the bloom’s progression and movement.
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FIGURE 3. OC5 IFREMER Level 4 Chlorophyll a data from the HAB bulletin weeks 24–28 (A–F) 4th June 2019 to 8th July 2019.


The exact reason for the stripe artefacts in the RBD satellite imagery are not resolved at present, typically this is due to detector striping where radiometric miscalibration in the detector array elements can result in along track striping. However, it can also arise from solar glint or the “smile effect.”

Trajectories from the particle tracking simulation produced a similar pattern to that of the surface bloom in the RBD satellite images at the end of June 2019. Virtual particles that represent the bloom increase in spatial extent over the 4-week period, eventually a significant percentage of particles move toward the south coast of Ireland toward the last week of June in agreement with the Sentinel-3a OLCI RBD satellite imagery (Figure 4). Data from an inshore sampling station, in Cork Harbour confirm Karenia spp. as the predominant taxa recorded from late June to late July. The cell counts for Karenia spp. in Cork Harbour were 2,471,168 cells/L on the 30 June, 117,234 cells/L on 14 July and 257,634 cells/L on 28 July. Between June and July, Karenia spp. cell counts at three inshore coastal stations (Cork Harbour, Oysterhaven, Kinsale; see Figure 1 for locations) positioned along the south coast of Ireland, showed a dramatic cell increase after being undetected at Cork Harbour and Kinsale coastal stations prior to the bloom detection in offshore waters. Karenia spp. had been detected in very low numbers in Oysterhaven in April 2019 (8,800 cells/L) and wasn’t recorded again until the 2 June (120 cells/L). Highest cell densities of Karenia spp. occurred on different days at each coastal station (Cork Harbour, Oysterhaven and Kinsale) and in a westward direction. Cork Harbour displayed the highest Karenia spp. cell count on the 30 June (2,471,168 cells/L), Oysterhaven on the 14 July (255,432 cells/L), and Kinsale on 28 July (398,736 cells/L) (Figure 5).
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FIGURE 4. Particle tracking model simulation results display current driven bloom dispersal on the left (A–D). Maps show the density distribution of particles on 08/06/2019, 15/06/2019, 22/06/2019, and 29/06/2019 compared with Sentinel-3a OLCI images with RBD weekly composites on the right (E–H).



[image: image]

FIGURE 5. In situ Karenia spp. cells/L counts for inshore stations in Cork Harbour, Oysterhaven, and Kinsale from the national monitoring programme June–August 2019.


In 2019, the first inshore phytoplankton record of Karenia spp. (13,840 cells/L) in Cork Harbour was detected on 23 June. On 30 June the sharp rise in cell densities (2,471,168 cells/L) was detected, 3 days after the bloom peaked offshore. Around the same time (30 June) to the west in Oysterhaven, 80,000 cells/L were recorded in water samples. These numbers increased to 260,000 cells/L by mid-July. Further west in Kinsale cell numbers rose from approximately 71,000 cells/L on 14 July to 398,736 by the 28 July. Many other phytoplankton taxa were identified during the above dates but Karenia spp. was consistently the highest cells/L recorded in each instance (Full cell counts for the three southern stations can be viewed in Supplementary Material).

In July, phytoplankton cell counts from the research cruise CV19018, that coincided with the time of the offshore bloom confirmed the predominant taxa observed was K. mikimotoi. The satellite imagery showed that stations ST134-144 were on the outer edge of the bloom and that station at ST148 was located in a high-density area of the bloom (Figure 6), the values in this graphic represent values closest to the surface. K. mikimotoi values of 1,710,000 cells/L at station 148 were recorded at deeper depths but may not have been visible to satellite at that time due to the time the samples were taken and the behaviour of the phytoplankton.
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FIGURE 6. Sentinel-3a OLCI image with RBD algorithm from 10 July 2019. The red circles indicate cell concentrations determined using light microscopy for in situ samples collected on CV19018 on the same date. The grey colour in the image represents cloud cover.


Water samples collected with the CTD at stations 135–148 had an array of phytoplankton taxa identified (e.g., Dinophysis acuminata, Prorocentrum, Ceratium lineatum, Ceratium fusus, Ceratium furca, Ceratium tripos, Ceratium macroceros, Protoperidinium, Gyrodinium, Ceratium inflatum, Dinophysis acuta, Noctiluca) with Karenia mikimotoi present and the most abundant taxa recorded at stations sampled. The FSS bottles were deployed at 17–19 m at station 148 at 16:48 after a thin layer was identified on the CTD cast. K. mikimotoi was again the predominant taxa observed throughout the 5 bottles with cell counts of 3,146,000 cells/L, 4,258,000 cells/L, 3,842,000 cells/L, 3,276,000 cells/L and 2,474,000 recorded (Full cell counts for CV19018 can be viewed in Supplementary Material).

In situ K. mikimotoi cell counts from stations 138–148 closest to the surface were used to clarify whether there were any potential associations between the satellite derived RBD value, and in situ cell counts. While sampling was conducted over the course of the day from 09:03 to 16:34, it was difficult to determine the exact surface counts at the time of the satellite data acquisition given the DVM behaviour of Karenia spp. A linear regression was calculated, (Cells/L) = 1.97 × 108 (RBD) – 1.49 × 104, with an R2 value of 0.93 (n = 8) was determined (linear regression and data for this conclusion in Supplementary Material). This suggests to us that an RBD value greater than approximately 0.0005 makes a useful early threshold for bloom formation as it is roughly equivalent to 1 × 106 cells/L. However, given that there are several unknowns with regard to fluorescence characteristics and the DVM nature of K. mikimotoi, the timing of satellite measurement, in situ sample timing, and the low sample size the high correlation value could have been fortuitous as the samples acquired for this study were opportunistic therefore there are spatial and temporal mismatches involved.

Future work to clarify this would require more dedicated in situ sampling at the time of satellite-measurement acquisition and an estimate of the Karenia spp. position within the water column at that time. The findings of such studies will help determine a threshold for a warning system.



DISCUSSION

The RBD algorithm was tested in Irish waters for the first time during the months of May, June, July, and August 2019 to assess its suitability for adding to the established HAB monitoring system. A phytoplankton bloom occurred off the south coast at this time and was visible using the RBD satellite images. The results we have presented here show the RBD algorithm was proficient in assessing the timing of the initiation, movement, geographical extent, locations of the peak abundances and duration of the bloom. Although this study demonstrates the RBD’s use in detecting Karenia spp. blooms, the algorithm would be useful for monitoring HAB events in general as the detection of bloom presence with the RBD algorithm indicates some Chl-a fluorescence, as the radiance returned at 681 nm is greater than that returned from 665 nm, even though 681 nm also includes strong Chl-a absorption (Wolny et al., 2020) and already used for Chesapeake Bay for monitoring a range of dinoflagellates.

Unfortunately, there was not enough offshore data to do a rigorous validation, but, we were able to confirm the predominant phytoplankton in an area when the bloom appeared on satellite imagery using data from an offshore survey that coincided with the bloom in July. Having confirmed the drift trajectory of the bloom based on local water circulation patterns using the particle tracking model we were confident in using the inshore data from the southern stations Cork Harbour, Oysterhaven, and Kinsale and confirmed that Karenia spp. was the predominate taxa identified.

Although the authors are not trying to replace the current standard chlorophyll algorithm, it is hoped the preliminary use of RBD algorithm will become an extra monitoring tool within the HAB alert system. This paper presents the results from a pilot study and future studies will help improve methodologies with the implementation of more validation methods such as the use of hyperspectral radiometry from the national research vessel.

The acquisition of new technical skills will further help support a sustainable aquaculture industry in Ireland. The use of satellite technology for observing the movement of phytoplankton blooms are well documented throughout the world (Stumpf et al., 2003, 2009; Stumpf and Tomlinson, 2005; Miller et al., 2006; Davidson et al., 2016; Groom et al., 2019). Of course, there are going to be limitations to using earth observation data, some of which include: clouds, difficulty differentiating between phytoplankton species and, depth limitations (Ruddick et al., 1999). As discussed, blue-green ratio chlorophyll algorithms can overestimate chlorophyll in waters close to the coast due to contamination of CDOM and sediment in the measurements. Satellite measurements of chlorophyll fluorescence are considered proficient to detect blooms in areas like this (Gower and King, 2012; Gower et al., 2013). Introducing new methods of monitoring is useful to improve current mitigation efforts, given the diversity and complexity of HAB events and the different behaviours of phytoplankton functional types (Moisan et al., 2017). Understanding the history and behaviours of the most problematic species that are responsible for HAB events can help detect what type of bloom is forming offshore before it is possible to collect samples. This can be done by using algorithms with trained datasets (Martinez-Vicente et al., 2020) and also it is vital to understand the typical behaviour of the species. It is established that blooms of Karenia spp. originate in regions of the continental shelf that have weak tidal currents and are stratified in the summer (Brand et al., 2012). For example, in the Celtic Sea close to the Nymphe bank, where tidal streams are weak, the spring bloom develops earliest (Pingree et al., 1976; Raine, 2014). In this area, high densities of K. mikimotoi have been observed as early as May (Pemberton et al., 2004). The Nymphe Bank is located at 51°30′0″ N 7°30′0″W, an area where the centre of the bloom first appeared on satellite imagery, see Figure 1; 51°23′24″ N 7°23′18″W. Large blooms of Karenia spp. have been recorded around Ireland in regions with similar slack circulation, areas such as the southern Malin shelf and the Irish shelf to the west of the Aran Islands (Gowen et al., 1998; Silke et al., 2005). Subsequent growth and transport in coastal currents can spread their impact over large areas of the coastal zone (Davidson et al., 2009). Due to the proximity to land, the development of these blooms are difficult to detect without satellite technology.

Many harmful algae display diurnal vertical migration behaviour (Park et al., 2001; Kononen et al., 2003). The algae are known to swim toward the surface at dawn and to deeper depths at dusk (Olsson and Graneli, 1991; Koizumi et al., 1996; Park et al., 2001). Karenia mikimotoi are known to vertically migrate within an estimated daily depth range of 15–20 m (Koizumi et al., 1996; Li et al., 2019) they migrate before sunrise and reach the surface before midday (Li et al., 2019). When the cells assemble at the surface during upward migration, this has been shown to promote the formation of the red tide (Honjo, 2004). Previous observations have suggested that K. mikimotoi are frequently found in thin layers near the pycnocline (Brand et al., 2012) developing at or directly below the thermocline (Holligan et al., 1984) particularly at frontal regions between well-mixed and stratified waters (Pingree et al., 1977). Results from the FSS at station 148 on CV19018 show Karenia spp. between 17 and 19 m in a thin layer in extremely high densities. These samples were taken at 16:34, due to the DVM behaviour of the species, they were travelling to deeper depths before dusk and higher concentrations could have been identified at the surface if the samples were taken around midday. Knowing Karenia spp. exhibit these behaviours of surfacing around midday, it is a good reason to choose a fluorescence algorithm to monitor coastal waters. Fluorescence penetration depth is shallow because oceanic waters attenuate fluorescence and the signal only returns information of Chl-a in the subsurface waters of approximately 2 m (Xing et al., 2007).

Additionally, in order to predict movement of the bloom, it is important we understand the water circulation patterns. The RBD images show the bloom was detected by satellite on the 2 June, 14 days before Karenia spp. was identified in the inshore samples. Historically, K. mikimotoi blooms are known to occur in shelf and coastal waters off the south, southwest, west and northwest of Ireland. Water circulation around these coastal areas is heavily influenced by the Irish Coastal Current that flows in a clockwise direction around the Irish Atlantic coastline (Raine, 2014). This coastal current is an important transport pathway in the northern Celtic Sea. In summer, the westward transport of planktonic organisms is heavily influenced by the Irish Coastal Current with faster flows, in a density driven current, found at depths of ∼25 m (Farrell et al., 2012). In this study, relatively calm weather was reported in June with weak wind speeds and low significant wave heights (average 1.2 m) recorded at the M5 data buoy in the Celtic Sea, conditions suitable for the development of the K. mikimotoi bloom observed in offshore surface waters. The numerical hydrodynamic model used in this study was tightly coupled to meteorological data and the particle tracking model shows the advection of the K. mikimotoi bloom into inshore regions when the bloom was fully developed. Wind driven advection is important in this region. For example, in 1998, weak wind driven upwelling in the region uplifted a subsurface K. mikimotoi bloom into surface waters off the SW coast, wind also played an important part in the transport of the bloom eastwards across the Celtic Sea where it was advected into coastal areas; this bloom was recorded using satellite ocean colour and thermal infra-red sea surface temperature images alongside in situ measurements (Raine et al., 2001). The results from the particle tracking model confirm the bloom followed the pattern of the clockwise coastal current when Karenia spp. counts peaked in the three southern inshore stations at different times. Cork Harbour first, Oysterhaven and then Kinsale.

The method explained in this study shows high-biomass blooms, like Karenia spp. can be detected and monitored with the RBD algorithm like in the Gulf of Mexico and Alaska (Amin et al., 2009; Vandersea et al., 2020) and now this study confirms it is a useful product to use in Irish waters. Wolny et al. (2020) describes how the RBD method is used to monitor the most common marine and estuarine HABs in Chesapeake Bay indicating the potential for other HAB blooms of interest in Ireland. Further discrimination of genus or species level is difficult with just satellite technology, but combined with particle tracking and routine monitoring programmes, can further develop a more robust warning system. Aquaculture business owners can limit damage to their stock by avoiding moving, harvesting and/or planting new seed while warning systems are in place.

Quantitative application of the RBD approach examined here, requires more data to better constrain the relationship between RBD values and cell numbers of Karenia mikimotoi as the observed reflectance/fluorescence is influenced by a suite of external variables which may change with time (e.g., irradiance, photosynthetic efficiency, cell size, etc.). One such key parameter is the chlorophyll per cell of Karenia mikimotoi, with laboratory studies indicating it decreases with increasing irradiance and covers a wide range of values in the literature; 2–27 pg Chl cell–1 (Stæhr and Cullen, 2003; Chang and Gall, 2013; Wang et al., 2019; Zhao et al., 2019). Values of 2–6 pg Chl cell–1 (Stæhr and Cullen, 2003; Zhao et al., 2019) have been found under high light conditions similar to what was observed in the Celtic Sea at the time of our study, using the Cell numbers of ∼3,000,000 cells/L from the centre of the bloom at that time would indicate a value of 6–18 μg Chl/L potentially associated with Karenia mikimotoi.

There was limited availability of offshore data to do a full validation for this study. If this algorithm was to be used as an operational satellite product, future work will investigate combinations of inshore and offshore sampling and combining hyperspectral radiometry data.



CONCLUSION


•We analysed remotely sensed data for the period of May–August 2019 testing the RBD algorithm in Irish waters for the first time.

•The phytoplankton bloom we identified using the satellite technology was localised and was reflected in the inshore phytoplankton samples from around Ireland.

•Both the satellite imagery and the particle tracking simulation results confirm the movement and the direction the bloom travelled.

•Karenia spp. was present in high numbers only at southern stations at the time of the bloom and was not identified anywhere else along the Irish coastline.

•A sudden increase of Karenia spp. in Cork Harbour, Oysterhaven and Kinsale occurred shortly after the bloom developed in offshore waters.

•The appearance of Karenia spp. at the southern coastal stations followed an east to west pattern in line with what the expected transport of the Irish coastal current.

•We established that the predominant phytoplankton observed in offshore samples was K. mikimotoi.

•We describe the potential for Ireland to use the Red Band Difference algorithm as an extra monitoring tool within the established HAB alert system to provide an early warning method of HABs and in particular, Karenia spp. blooms.
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INTRODUCTION

Coronaviruses (CoVs) are a large family of viruses known to induce respiratory and gastrointestinal (GI) infection in animals and humans. These viruses are persistent in the environment (Guillier et al., 2020; Ren et al., 2020), and known to resist the (mild) food production processes routinely used to inactivate or control bacterial pathogens (Goli, 2020). Until recently, CoVs were not assumed to be highly pathogenic in humans (Zaki et al., 2012), but this perception changed after the recent Severe Acute Respiratory Syndrome CoV (SARS-CoV), Middle East Respiratory Syndrome CoV (MERS-CoV), and the current severe acute respiratory syndrome (SARS-CoV-2) outbreaks.

The most recently identified coronavirus, SARS-CoV-2, first isolated in late December 2019 among patients with severe pneumonia at Wuhan City, China (Zhu et al., 2020), revealed a significant gap in knowledge about CoVs. Since then, scientists have been trying to understand its transmission pathways and infection dynamics, and how the virus shapes the resulting pathology, the coronavirus disease (COVID-19). A significant number of scientific breakthroughs related to SARS-CoV-2 have been published over the past year, but there are still many unknows and unanswered questions, and countless others will surely arise as new data is collected, and new strains revealed.

So far, the contribution of foodborne transmission for the maintenance and recurrence of SARS-CoV-2 infection is still disputed (Amirian, 2020; Donà et al., 2020; Li et al., 2021). Such possibility, however, should be considered as an emerging risk with potential public health impact, demanding the implementation, or adaptation, of effective strategies to protect at-risk populations in the face of emerging epidemiologic data.

Shellfish are particularly relevant in such assessment. Often consumed uncooked, shellfish are a long-standing source of foodborne illness, frequently associated with foodborne outbreaks with substantial impact on human health (Jones, 2009). For instance, norovirus (NoV) accumulation by shellfish, and the ensuing risks to human health associated with shellfish consumption are well-documented (Bellou et al., 2013). Similarly, the accumulation of other infectious agents of human-associated waste sources, and its repercussion on human health, is well-reported (Fleming et al., 2014).

Facing a hypothetical foodborne transmission of COVID-19 via the consumption of raw shellfish, we briefly address possible reasons to consider the incorporation of SARS-CoV-2 detection strategies on regular shellfish monitoring programs and include this risk on early warning systems to the aquaculture industry and public health. Our opinion is based on current knowledge about the SARS-CoV-2 and long-established facts about the role of wastewater and shellfish on the transmission of viral infections to humans (Figure 1).


[image: Figure 1]
FIGURE 1. Potential foodborne transmission of SARS-CoV-2 via shellfish. Such transmission route is known to occur with norovirus.




SARS-COV-2 AND GASTROINTESTINAL FUNCTION IN HUMANS

Though the respiratory system is most severely impacted by CoVs, these viruses are found in the sweat glands, kidney, and intestinal tract, and therefore may spread via sweat, urine, and fecal excretion (Ding et al., 2004). In addition, their presence in the alimentary tract (Huang et al., 2021), suggests that this is an entry route for viruses present in food or water.

Information about other potential pathways of SARS-CoV-2 transmission is relatively scarce, but there is accumulating evidence in support of fecal-mediated transmission (Amirian, 2020; Cuicchi et al., 2021; Heneghan et al., 2021). SARS-CoV-2 GI tract infection has been repeatedly reported (Guan et al., 2020; Hindson, 2020; Lo et al., 2020; Mao et al., 2020; Pan et al., 2020; Xiao et al., 2020). Accordingly, viable viruses were detected in feces, implicating these as a potential source of SARS-CoV-2 transmission by fecal contamination (Wang et al., 2020). Paradoxically, some studies also infer that most of the viral particles excreted in feces are no longer infectious (Walsh et al., 2020; Senatore et al., 2021).

A recent study in children found that positive detection of SARS-CoV-2 on rectal swabs outlasts even negative nasopharyngeal testing, suggesting that the GI tract might be the primary apparatus to be infected, with higher incidence of fecal-oral transmission (Xu et al., 2020). SARS-CoV-2 was also recovered from nasal washes, saliva, urine, and feces of infected animals (ferrets) up to 8 days post-infection (Kim et al., 2020). Thus, while still poorly understood, the GI symptoms reported from the start of COVID-19 epidemic at least suggest that fecal–oral transmission of SARS-CoV-2 may occur (Yeo et al., 2020).



THE PRESENCE OF VIRUSES IN SEWAGE

NoV enter aquatic environments by contaminated overland run-off after heavy rainfall, hydraulic overload in sewage treatment plants, and combined sewer overflow (Kim et al., 2016). These routes are shared by most other pathological agents. The presence of SARS-CoV-2 in wastewater, reported worldwide, suggests that this may also be the case for this infectious agent (La Rosa et al., 2020; Mallapaty, 2020; Medema et al., 2020; Wu et al., 2020).

Early studies showed that coronaviruses rapidly become inactive in wastewater (Sherchan et al., 2020), but can remain infectious up to 4 days if contained within fecal matter (Gundy et al., 2009). Recent assessments agree with these observations, reporting that the virus can survive hours to days in untreated wastewater (Arslan et al., 2020; Orive et al., 2020; Kumar et al., 2021; Patel et al., 2021), and even much longer periods in cold climates (Bhowmick et al., 2020). Studies have reported that SARS-CoV-2 remains active for 25 days in wastewater at 5°C (Shutler et al., 2021) and can persist in wastewater at room temperature for ~6 days (Bivins et al., 2020).



DISCUSSION

The evidence reviewed here suggests the possibility of fecal–oral transmission of SARS-CoV-2. If confirmed, the novel CoV can share foodborne infection pathways with other CoVs, and even NoV (Lopman et al., 2012; Li et al., 2021). Shellfish such as oysters can selectively accumulate NoV strains as they have human-like viral carbohydrate ligands (Le Guyader et al., 2012). If indeed this, or a similar, process is shared by SARS-CoV-2, then shellfish can potentially act as a vector for fecal-oral transmission to humans, similarly, and even concurrently, to norovirus, with the predictable devastating consequences (Figure 1).

Due to significant knowledge gaps, the potential role of wastewater in SARS-CoV-2 transmission has been underappreciated (Kitajima et al., 2020; Lodder and de Roda Husman, 2020), and little is known about the infective power of SARS-CoV-2 particles found in sewage waters. Respiratory droplets are the main human-to-human mechanism of transmission, but fecal shedding with environmental contamination is increasingly seen as having an important role in viral spread (Bhowmick et al., 2020; Donà et al., 2020).

Until now, the viability of SARS-CoV-2 in wastewater has not been proven (Senatore et al., 2021), and further studies are needed to investigate its fate in wastewater (Collivignarelli et al., 2020) and in natural water bodies receiving treated or untreated wastewater (Kumar et al., 2021). The WHO, for instance, assumes that it is unlikely that wastewater will become an important transmission pathway for coronaviruses like SARS-CoV-2 (WHO/UNICEF, 2020). However, ruling out such possibility at such early stage may prove disastrous, as SARS-CoV-2 remains viable for significantly longer periods in stool samples than in respiratory and serum samples. Such resilience highlights the need to strengthen the public management of sewage waters in the prevention and control of the epidemic (Zheng et al., 2020; Senatore et al., 2021).

A recent monitoring study made in several sites along the coast of France reported the absence of SARS-CoV-2 in oysters (Desdouits et al., 2021). The authors, nonetheless, do not exclude shellfish as potential agents of transmission, but highlight the need for more monitoring studies before reaching such conclusion. Food industry and regulatory agencies should take such knowledge into account, despite its preliminary stage, to regulate and implement food safety principles and practices that prevent the spread of SARS-CoV-2 via shellfish consumption, all the while protecting the economy and livelihood of human populations therein dependent.

Given the high infection and rapid transmission of SARS-CoV-2 (Kim et al., 2020), shellfish commerce and consumption can rapidly and effectively propagate infection over long distances, and sustain its endemic persistence. To prevent such occurrence, the following questions must necessarily be addressed and unequivocally answered as part of an integrative approach to mitigate COVID-19:

1. Is SARS-CoV-2 found in coastal waters, under the influence of urban pollution, still infectious?

2. Are shellfish production/growth conditions and practices (e.g., in oyster beds) enough to allow environmental factors such as osmotic stress in salt water, and UV radiation, to inactivate the virus?

3. Do shellfish accumulate SARS-CoV-2 as they do NoV?

4. If SARS-CoV-2 is found in shellfish:

a. Is it still viable to infect humans (making shellfish a vector of contamination)?

b. Is the source environmental or from being handled by infected people (good hygiene practices must be in place)?

c. Can it be eradicated by depuration?

5. Should government or the regulatory authorities consider a temporary suspension of production and/or commercialization of shellfish before the answers to the above questions are reached?

Seafood-born infection and toxicity is presently met by effective good-practices in most developed countries. The current COVID-19 epidemic threatens to be a “game-changer” to the effect that failing to address the topics discussed here might perpetuate the threat of infection, albeit in a much smaller scale than by direct contact with infected humans, but still, one capable of triggering an outbreak of serious consequences. SARS-CoV-2 transmission via shellfish unfolds over multiple spatial scales, as freshly harvested products can be consumed locally, but also commercialized world-wide. Oysters pose a particular threat, as they are one of the most commercialized group of shellfish over the past few years (FAO, 2020), and they are often consumed raw.

For the time being, the possibility of transmission through the food sector is considered negligible, and its assessment is not seen as a priority by public authorities (Bilal et al., 2020; Rizou et al., 2020). However, until such hypothesis is discarded, there are reasons to consider the inclusion of SARS-CoV-2 in monitoring programs and early warning systems currently implemented in the shellfish industry. We note, nonetheless, that economic consequences may be expected if bans to shellfish harvesting and consumptions arise from such policies, impacting different sectors of activity, from artisanal shellfish harvesters, to aquaculture producers, and ultimately across all levels of shellfish industry.

Finally, the above considerations are pertinent, not just to shellfish, but also to other food sources at risk of contamination with liquid or solid human waste potentially carrying SARS-CoV-2.
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Across the European Atlantic Arc (Scotland, Ireland, England, France, Spain, and Portugal) the shellfish aquaculture industry is dominated by the production of mussels, followed by oysters and clams. A range of spatially and temporally variable harmful algal bloom species (HABs) impact the industry through their production of biotoxins that accumulate and concentrate in shellfish flesh, which negatively impact the health of consumers through consumption. Regulatory monitoring of harmful cells in the water column and toxin concentrations within shellfish flesh are currently the main means of warning of elevated toxin events in bivalves, with harvesting being suspended when toxicity is elevated above EU regulatory limits. However, while such an approach is generally successful in safeguarding human health, it does not provide the early warning that is needed to support business planning and harvesting by the aquaculture industry. To address this issue, a proliferation of web portals have been developed to make monitoring data widely accessible. These systems are now transitioning from “nowcasts” to operational Early Warning Systems (EWS) to better mitigate against HAB-generated harmful effects. To achieve this, EWS are incorporating a range of environmental data parameters and developing varied forecasting approaches. For example, EWS are increasingly utilizing satellite data and the results of oceanographic modeling to identify and predict the behavior of HABs. Modeling demonstrates that some HABs can be advected significant distances before impacting aquaculture sites. Traffic light indices are being developed to provide users with an easily interpreted assessment of HAB and biotoxin risk, and expert interpretation of these multiple data streams is being used to assess risk into the future. Proof-of-concept EWS are being developed to combine model information with in situ data, in some cases using machine learning-based approaches. This article: (1) reviews HAB and biotoxin issues relevant to shellfish aquaculture in the European Atlantic Arc (Scotland, Ireland, England, France, Spain, and Portugal; (2) evaluates the current status of HAB events and EWS in the region; and (3) evaluates the potential of further improving these EWS though multi-disciplinary approaches combining heterogeneous sources of information.
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INTRODUCTION

Phytoplankton provide key ecosystem services to humans by providing food for marine life, oxygen and sequestering CO2 (Billett et al., 1983; Smetacek, 1999; Irigoien et al., 2004). However, some naturally occurring phytoplankton species can produce a range of marine biotoxins that accumulate in shellfish tissues through filter feeding (Vale et al., 2008; Wang, 2008). Thus, blooms of these harmful algal species (HABs) can negatively impact fisheries and aquaculture (Smayda, 1990; Berdalet et al., 2016; Sanseverino et al., 2016; FAO, 2018). The risk of intoxication causes significant economic losses for the aquaculture industry due to the temporary suspension of harvesting when toxin concentrations exceed the permissible regulatory limits as laid down in regulation EU853/2004 (Rodríguez-Rodríguez et al., 2011; Mardones et al., 2020; Martino et al., 2020). These temporary suspensions in harvesting cannot be prevented, but Early Warning Systems (EWS), such as bulletins issued to local harvesters to warn them of upcoming HAB events, aim to forecast their occurrence and reduce their socio-economic impact. Existing EWS have focused on some of the mechanisms/conditions that trigger the onset of blooms (e.g., nutrient availability) (Sverdrup, 1953), their transport (Farrell et al., 2012; Fehling et al., 2012; Whyte et al., 2014), and the conditions that favor the different functional groups of phytoplankton (Glibert et al., 2014; Wyatt, 2014). However, an EWS framework requires refinement to forecast the occurrence of harmful/toxic species affecting these regions. Predicting which species from a functional group will dominate, and where and when they will bloom presents major challenges (Huisman and Weissing, 1999).

The North-eastern Atlantic (NEA) region is heterogeneous in terms of which blooms are problematic and their associated triggering conditions. For example, upwelling conditions along the Spanish and Portuguese coasts can cause the rapid onset of HAB events that impact local shellfish harvesting sites (Díaz et al., 2016). Stratified (Raine, 2014), mixed (Gowen et al., 2012), and frontal water masses (Simpson et al., 1979) all exist within the Atlantic areas providing contrasting conditions for HAB development (Rathaille and Raine, 2011; Berdalet et al., 2017; Paterson et al., 2017). Early instances of EWS have focused mainly on detecting blooms, sometimes without considering whether the algae are actually producing toxins or how the bio-accumulation of toxins within shellfish tissues may result in harmful impacts at low cell densities (Hallegraeff, 2003; Davidson et al., 2011).

An improved ability to forecast HAB events would result in a significant benefit for the aquaculture industry. The potential to develop early warning systems has for a long time been a goal of HAB science, with early attempts to achieve this in European waters being discussed by Maguire et al. (2016). The EU shellfish hygiene directives require Atlantic Area countries to operate monitoring programs for the presence of harmful algae and shellfish biotoxins to ensure shellfish safety. In practice, monitoring methodology varies by country (Anderson, 1998) and is designed to protect human health rather than the economic viability of the aquaculture industry. However, in all cases these programs provide a “now-cast” upon which more sophisticated remote sensing, modeling or expert interpretation-based risk assessment or forecast systems can be built (Davidson et al., 2016).

Shellfish production is an important industry across the European Atlantic Arc, providing both healthy food and important economic support for remote family and small businesses in rural coastal areas (Munro and Wallace, 2018; Mardones et al., 2020). The distribution and effects of HABs in combination with other environmental and economic threats has reduced European shellfish production over the last two decades (Avdelas et al., 2021). HABs are sometimes associated with large-scale marine fish mortality events but are more frequently associated with various types of shellfish poisoning in humans (Sanseverino et al., 2016; Bresnan et al., 2021). The significant economic impact of shellfish biotoxins are reviewed by Mardones et al. (2020), with Martino et al. (2020) demonstrating that the harmful dinoflagellate Dinophysis and its toxins alone reduce shellfish production in Scotland by 15% per annum. Shellfish producers are not allowed to harvest and sell their product until it is deemed fit for human consumption. This can result in significant economic losses for the farmers (Rodríguez-Rodríguez et al., 2011; LeBihan et al., 2019; Theodorou et al., 2020; Karlson et al., 2021).

In order to address the challenges and potential benefits of HAB and biotoxin EWS we must first understand the shellfish aquaculture industry in this region. Scotland, England, Ireland, France, Portugal, and Spain are the main shellfish aquaculture producers (FAO, 2019) in the NEA regions (Figure 1). Pacific oysters (Crassostrea gigas) and blue mussels (Atlantic Mytilus edulis and Mediterranean Mytilus galloprovincialis) are the dominant shellfish aquaculture species in terms of production volume, although other species have high economic value such as native oysters (Ostrea edulis), and scallops (Aequipecten opercularis and Pecten maximus). As the latitude decreases other bivalve species start to gain greater importance such as Spisula spp. and Ensis spp. in Ireland or Ruditapes philippinarum in France. Clams and cockles dominate in southern countries of the NEA arc (Portugal and South Spain) with a high diversity of species (Ruditapes spp., Chamelea gallina, Donax trunculus, Callista chione, and Acanthocardia tuberculata).
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FIGURE 1. Spread of shellfish aquaculture production in Atlantic areas of Scotland, Ireland (North Ireland not included), England, France, Spain, and Portugal. The data providers are: Marine Institute in Ireland, Ifremer (from Euroshell project, 2013) in France and England the Scottish Government, Marine Environment and Technology Centre in Portugal, Junta de Andalucía in Andalusia, and AZTI in the Basque Country. Countries names are highlighted in capital letters, whereas regions are not.


Scottish production primarily occurs in the fjordic sea lochs that are typical of its west coast and islands and is dominated by mussels followed by Pacific oysters (Munro and Wallace, 2018). The value of the industry in 2017 was estimated at £12.4 million, with Atlantic mussels contributing £10.1m (8,232 tons) and Pacific oysters £2.0m. Production is regionally variable, and the northerly Shetland Islands accounted for ∼80% of the total. In England and Wales cultured shellfish species are primarily mussels and Pacific and native oysters (Hambrey and Evans, 2016; Defra, 2019). Besides these, wild species Queen scallop (Aequipecten opercularis) and Scallop (Pecten maximus) are harvested by dredging. Mussels and Pacific oysters dominate English production, and mussels in Wales (Ellis et al., 2015). In 2020 the Irish shellfish aquaculture industry was worth an estimated total of €51 million with an output of 24,000 tons. There is diverse variety of marine bivalve molluscan species produced from 97 production areas around the coast. mainly mussels, worth €11 million through both rope longline (10,300 tons) and bottom cultivation (4,400 tons) as well as Pacific and native oysters worth €37 million, with a smaller production of clam species (Spisula solida/Venerupis spp.). Some areas along the east and west coasts concentrate on dredging for razor clams (Ensis siliqua/magnus). Dredging of scallops occurs mainly on the southwest and west coasts, however, a large number dredged from the United Kingdom and French coastlines are landed in Ireland. In France, shellfish farming is mainly represented by Pacific oysters and mussels, although scallop and Manila clam Tapes philippinarum from the Atlantic coastline also contribute significantly to the overall production. On the Basque Coast (Spain), at the south-eastern part of the Bay of Biscay mussel farming is in its infancy. In contrast, Galicia is an area of intensive mussel (Mytilus galloprovincialis) aquaculture, approx. 250,000T per year. More than 90% of all mussels in Spain are produced in Galicia on 3,350 rafts operated by 2,300 families (estimates from 2012). Galician farmers harvest from natural beds and cultured bivalves (clams, cockles, scallops). The socio-economic importance of these activities in Galicia is very high. In Andalusia, shellfish are mainly harvested from the wild, principally clams, and cockles (Chamelea gallina, Donax trunculus, Callista chione, and Acanthocardia tuberculata). Aquaculture production focuses on mussels (Mytilus galloprovincialis), oysters (Crassostrea gigas and Crassostrea angulata), and some clam species (Ruditapes decussatus and Ruditapes philippinarum) and is undertaken in the marshes of large rivers and estuaries. Since 2000, mussel aquaculture has been undertaken in the open sea.

In this article, we first discuss the regional occurrence of toxin-producing HABs and their environmental drivers. We then consider early warning approaches to best mitigate HAB impacts for both producers and consumers of shellfish in the NEA countries, noting that the EWS must adapt to regional heterogeneity in the ecology of HABs and the structure of the aquaculture industry.



MONITORING OF MARINE BIOTOXIN OCCURRENCE AND CAUSATIVE ORGANISMS


Regulations to Avoid Human Poisoning

There are several EU food safety legislative requirements laid down for the production, harvesting and analysis for contaminants of live bivalve molluscs from classified production areas for human consumption. Specifically, EU regulations (853/2004, 854/2004, and 627/2019) specify the maximum permissible regulatory limits for the presence of marine biotoxins (Table 1). In compliance with the regulations, EU member states monitor for the presence and quantify the concentration of marine biotoxins in shellfish from classified production areas. These areas have specific sampling sites known as “representative monitoring points” (RMPs) which are routinely sampled all year round (weekly to monthly). The monitoring frequency may be increased: following the onset of, and throughout a toxic event; during identified high-risk periods; during the presence of causative toxigenic phytoplankton species in the water column; or during the occurrence of biotoxins in adjacent shellfish areas. When the regulatory marine biotoxin concentrations are exceeded in a particular shellfish species, this results in a mandatory closure for the harvesting of the affected shellfish species in the area.


TABLE 1. Summary of toxins typically analyzed in Europe with the analytical methods and the regulatory limits (maximum quantities allowed in bivalve molluscs placed on the market).

[image: Table 1]According to Regulation (EC) No 854/2004 (Annex II, Chapter II, B, 7) and Articles 59 and 61 in EC 627/2019, plankton samples for regulatory monitoring purposes are to be representative of the water column and to provide information on the presence of toxic species as well as population trends. For shallow stations (depth <5 m), a water sample taken using a bucket, oceanographic bottle or a pole sampler is considered suitable for quantification purposes. Sampling should avoid the disturbance of the bottom sediment. In locations where depths are >5 m depth sampling should be integrated by means of a hose (Lindahl, 1986), which is considered more suitable for species that present heterogeneous vertical distribution (e.g., Raine, 2014). Net sampling (10–20 μm) can be used to take an integrated sample of the water column, pulling it from the bottom up to the surface. The methodology for hose and bottle sampling, and net hauls is described in the European Standard EN 15972:2011. For identification and quantification of toxin-producing phytoplankton, there is no specific method required by EU legislation, although an EU NRL best practice guide is due to be published soon1. Post collection phytoplankton are enumerated by microscopy, with inverted microscopy after sedimentation of fixed samples (Utermöhl, 1958) being the widely used standard. The Utermöhl procedure is described in the European Standard En 15204, 2006. Monitoring toxigenic phytoplankton potentially provides an indication and early insight of the potential subsequent onset of toxification of shellfish above regulatory levels (Davidson et al., 2016; Maguire et al., 2016; Botelho et al., 2019). The abundance of harmful phytoplankton generally follows a seasonal cycle with the greatest abundance in spring and summer, and to a lesser extent in autumn months (Coates et al., 2018).



Main Groups of Poisoning Syndromes and Associated Toxins

Recently, Bresnan et al., 2021 used the IOC-ICES-PICES Harmful Algal Event Database (HAEDAT) to describe the diversity of harmful algal events along the Atlantic margin of Europe from 1987 to 2018 (Figure 2). Closures of shellfish production areas are mainly due to the regular annual occurrence of Diarrhetic Shellfish Toxins (DSTs) with protracted closure periods typical over the summer months. Paralytic Shellfish Toxins (PSTs) and Amnesic Shellfish Toxins (ASTs) occur less frequently and usually result in shorter closure periods. The occurrence of Azaspiracid toxins (AZA’s), in the arc area, although observed from the Southwest along the West and through to the Northwest coast of Ireland, is not a regular occurrence in the region. The length of closure periods associated with AZAs is also extremely variable. Most events recorded were due to DSTs produced by species of the Dinophysis acuminata complex and Dinophysis acuta. Their seasonal patterns have been thoroughly described in European Atlantic waters (e.g., Reguera et al., 2012; Batifoulier et al., 2013; Fernández et al., 2019; Salas and Clarke, 2019). However, there is strong interannual variability in the timing and duration of shellfishery closures, which can respond to physical factors such as temperature, stratification and water circulation. Therefore, four main poisoning syndromes (DSP, AZ, ASP, and PSP) and group of associated toxins (DST, AZA, AST, and PST) have been identified as most problematic to the shellfish industry in the European Atlantic Arc countries (Figure 2). These are introduced in the following paragraphs in order from the greatest to least concern. Table 2 shows a more comprehensive summary of syndromes and associated causative species; for an exhaustive review see Bresnan et al. (2021).
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FIGURE 2. Number of years where events associated with harmful algae have been recorded in IOC-ICES-PICES HAEDAT database. The majority of events are management actions closing shellfish harvesting areas to protect human health.



TABLE 2. Main toxification syndromes and main associated species worldwide.

[image: Table 2]DSP – Diarrhetic Shellfish Poisoning; DST – Diarrhetic Shellfish Toxins: Dinophysis spp. are common in European waters where cell densities are highest in summer and generally absent or below the detection threshold in the winter months (November to February). Blooms are thought to mainly develop in open waters, possibly at frontal regions and then be advected to coastal aquaculture sites (Delmas et al., 1993; Batifoulier et al., 2013; Whyte et al., 2014; Raine et al., 2016). In Scotland, early season blooms are typically related to D. acuminata, whereas occasional late summer blooms are related to D. acuta (Swan et al., 2018). Recently Paterson et al. (2017) demonstrated the potential for a frontal region to limit the transport of a D. acuta bloom, preventing it from significantly impacting aquaculture sites in Loch Fyne. In Ireland, D. acuminata starts to appear from late May, and usually peaks in late June–July. Similar to Scotland D. acuta starts to appear in Irish waters from June/July onward and tends to peak later in the summer during August (Salas and Clarke, 2019) and can result in prolonged closure periods for mussel harvesting. Additional events can occur in September/October with occasional winter closures as observed in 2012–2013 (Clarke, 2020). In France, Dinophysis spp. are also responsible for the highest number of closure periods, the main causative species being D. acuminata, Dinophysis sacculus, D. acuta, and Dinophysis caudata. Dinophysis blooms occur from April to October, but start later in the English Channel when compared- to the south in the Bay of Biscay. In Spanish Galician waters, D. acuminata occur every year, although there is strong interannual variability in the duration of the closures related to this species (Reguera et al., 2012; Moita et al., 2016). In the autumn transition, from upwelling to downwelling conditions at the end of summer, blooms of D. acuta appear in some years (Díaz et al., 2016, 2019; Ruiz-Villarreal et al., 2016). A recent review of 30 years data show that there has been no increase in frequency or intensity of D. acuta in Galician Rias (Díaz et al., 2016). Dinophysis ovum, D. sacculus, and Dinophysis fortii (with a preference for mild and warm temperatures) are also common in the south of Spain and Portugal. In Spanish Andalusian waters, the Dinophysis acuminata complex is present most of the year, but concentrations are seasonal with two or three peaks occurring in spring and autumn (Fernández et al., 2019). Dinophysis acuta reaches peak concentrations in summer and the beginning of autumn (Fernández et al., 2019). In Portugal, Dinophysis blooms are observed from April to October (spring to autumn) during the upwelling season and particularly during the autumn transition, associated with periods of thermohaline stratification between moderate pulses of upwelling or during downwelling events (Moita et al., 2006; Trainer et al., 2010; Reguera et al., 2012, 2014).

PSP – Paralytic Shellfish Poisoning; PST – Paralytic Shellfish Toxins: Several members of this genus Alexandrium contain the gene-specific to produce STX and its mere presence implies a risk (Swan and Davidson, 2012). The highly toxic PST producing species Alexandrium catenella (formerly identified as Gonyaulax excavata, Alexandrium fundyense, and/or Group I ribotype/N. American Alexandrium tamarense) occurs in Scottish waters and can result in shellfish flesh samples above regulatory threshold limits at low cell densities. However, indistinguishable (at least by light microscopy) non-toxic Alexandrium tamarense can co-occur (Touzet et al., 2010). Alexandrium minutum is the primary causative organism responsible for PSP in Irish shellfish and in the south west of England, although non-toxin-producing strains have been recorded in Ireland (Touzet et al., 2007; Clarke, 2020) and Scotland (Brown et al., 2010; Lewis et al., 2018). In 2020 in southwest Ireland, the highest ever PSP concentrations were observed in mussels and oysters, where unusually the PSP event lasted for several weeks. Along the French Atlantic coast, the main toxic species is also A. minutum with regular blooms in bays and semi-enclosed areas around French Brittany (e.g., Penze estuary, Bay of Brest, and Rance) resulting in closures (Santos et al., 2014; Chapelle, 2016). The Alexandrium occurrence, bloom and regulation in each bay is, however, driven by different biological processes such as water temperature, dilution rates, river inputs, and/or pathogens (Chambouvet et al., 2008; Chapelle et al., 2015; Sourisseau et al., 2017). The population of A. minutum is also heterogeneous along the coast with sub-populations having different physiologies and levels of toxicity (Le Gac et al., 2016). The species Alexandrium ostenfeldii has been identified in various locations in the region including Spain, France, United Kingdom, and Ireland (Bresnan et al., 2021). In addition to saxitoxins this species can produce spirolides (Davidson et al., 2015) and other toxins including gonyautoxins (Martens et al., 2017), but with spirolides being the dominant toxins in European and North Atlantic A. ostenfeldii populations (Sopanen et al., 2011).

Paralytic Shellfish Toxins are also associated with Gymnodinium catenatum (Visciano et al., 2016). This species is prevalent in Iberian waters (Galician and Andalusian waters in Spain, and Portugal) and poses a concern. However, it has not been identified in the Basque Country area (Muñiz et al., 2017). The timing of G. catenatum blooms is associated with relaxation of upwelling events from late summer and subsequent advection into coastal areas, (Bravo et al., 2010) which are more common on the Mediterranean side than on the Atlantic side of Andalusia. In the Gulf of Cadiz and the Iberian Peninsula, the dominant organisms are Gymnodinium catenatum and Alexandrium minutum (Vale et al., 2008), the former being almost exclusive in the Atlantic coasts of Spain and Portugal, from mid-summer to autumn.

ASP – Amnesic Shellfish Poisoning; AST – Amnesic Shellfish Toxins: The genus Pseudo-nitzschia contains species or strains capable of producing domoic acid (DA) (Landsberg, 2002; Moestrup et al., 2009). In Scotland, similar to Dinophysis, this genus is thought to be transported advectively by oceanographic currents (Fehling et al., 2012; Siemering et al., 2016). Pseudo-nitzschia is categorized within the low toxin producing Pseudo-nitzschia delicatissima group and the (usually) toxic Pseudo-nitzschia seriata group. Typically blooms of the P. delicatissima group start earlier in the year (March–April), with blooms of the P. seriata group occurring in July–August when most toxicity is expected (Fehling et al., 2006; Rowland-Pilgrim et al., 2019). Analysis of Pseudo-nitzschia blooms in Loch Creran (Argyll and Bute, Scotland) has suggested that these are related to periods of poor weather (low air pressure and rainfall preceding the blooms). In Ireland, Pseudo-nitzschia australis blooms, observed from March to May, from the southwest up along the west coast, are the common cause of harvesting closures (usually short 1–2 weeks) (Clarke, 2020). DA producing species P. seriata and Pseudo-nitzschia multiseries have also been detected in Irish waters. In France, blooms of Pseudo-nitzschia species, including P. australis, are regularly observed from the Bay of Biscay to the English Channel (Nezan et al., 2010; Thorel et al., 2017), from March to November. These blooms appear linked to the seasonal and interannual frequency (Husson et al., 2016) of physical and hydrological processes (i.e., river discharge, upwelling, vertical mixing). In Galicia, blooms of Pseudo-nitzschia have been reported for decades (Míguez, 1996; Velo-Suarez et al., 2008), but with only one report of human intoxification, involving two people, in 2004 (HAEDAT database). In the Basque Country, the detection of toxins in April 2017 coincided with a bloom of Pseudo-nitzschia spp., but the causative species could not be elucidated. During the upwelling season in Portugal, from spring to late summer, blooms of Pseudo-nitzschia spp. are recurrent (Palma et al., 2010) although harvesting closures are very few per year and of short term duration (1 month maximum). P. australis (Costa and Garrido, 2004) and P. multiseries (Godinho et al., 2018) have been reported associated with these events.

AZP – Azaspiracids Shellfish Poisoning; AZA – Azaspiracid Toxins: In Ireland, Azadinium spinosum is the causative species of Azaspiracids, which can occur all around the Irish coastline, but predominantly cause closures around the northwest, west and southwest coasts. Similar to DSP, significant and prolonged closure periods are caused by AZA events, and on occasion can carry over from 1 year to the next, as observed in 2005–2006, and in 2013–2014 (Clarke, 2020). Azadinium has also been observed in Scottish and southwest of England waters (Paterson, 2017; Dhanji-Rapkova et al., 2019). The genus has also been detected in France (Brittany) and Spain (Galicia) since early 2000s (Magdalena et al., 2003) with a recent event in south Spain (Tillmann et al., 2017). However, reports of human illness have been sporadic in the NEA region (Bresnan et al., 2021). Also occurring in Irish waters, producing different AZA compounds (not currently legislated for), is the closely related Amphidoma languida. In Portugal, the genus is routinely monitored but no blooms or associated impacts have occurred to date.

We now describe typical patterns of HAB shellfish closures using as examples a northern (Ireland) and southern region (Portugal) since other countries around them follow similar patterns:

In Ireland, it is not unusual to have site closures due to toxins above regulatory levels from all four main toxin groups ASTs, AZAs, DSTs and PSTs (Table 2). Most years shellfish production area closures are due to DST and AZA. However, the extent, the maximum concentrations observed, and the length of the closure varies considerably from year to year, and occasionally intoxication of shellfish occurs late in the year (Clarke, 2020). The number of closures due to AST and PST is variable, with some years having no closures at all due to concentrations below regulatory levels. When there is an AST or PST event, it is usually short-lived with closures in place for 1–2 weeks (Table 3).


TABLE 3. Closure table of Irish production areas in 2018 due to toxins concentrations above regulatory levels.

[image: Table 3]In Portugal, events occur mainly from spring to autumn and are associated with upwelling (AST) or the subsequent stratification after wind relaxation (DST and PST) (Table 4). Closures can last 9 months from the beginning of the year. AST events are less frequent where the Pseudo-nitzschia genus is always present in Iberian waters. PST events usually occur between September and December/February associated with Gymnodinium catenatum blooms, at the end of the upwelling season (Moita et al., 2003; Pitcher et al., 2010) until January in northern Portuguese waters (Pazos et al., 2006). Pseudo-nitzschia species were regularly observed in water samples and during spring-summer upwelling episodes (Palma et al., 2010).


TABLE 4. An overview of the spatial and temporal distribution of ban-on-harvesting periods in Portugal during 2018.
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The Historical Evolution of EWS

This section has shown that there is a heterogeneity of toxic events that can be harmful for human health and lead to shellfish area closures that have a direct, negative impact on the industry. Risk and uncertainty (Mousavi and Gigerenzer, 2014) represents a management challenge that impacts the industry throughout the year, not just when outbreaks occur. Therefore, the need for reducing this uncertainty is great, but shellfish farms are generally small businesses without the capacity to develop their own EWS. Therefore, most EWS developments have been initiated by the scientific community after noting the needs of the industry and regulatory authorities, and the scientific potential. For example, in Ireland, farming closures since the late 1980s especially in the southwest, have been a major concern for the continual development of the sector and drove the development of forecasting approaches in that location. Initially, as part of the ASIMUTH project, several institutes in Scotland, Ireland, France, Spain, and Portugal developed risk assessments, models and algorithms to assess the probability of occurrence of a HAB event and disseminated this information to stakeholders in “bulletins” (Davidson et al., 2016; Maguire et al., 2016). This was the precursor of the PRIMROSE project, which has improved these bulletins and added additional operational models (https://www.shellfish-safety.eu/).

Operational or pre-operational systems have previously been trialed in Scotland, France, Ireland, the Basque country, and the wider United Kingdom as described below:

In Scotland, the introduction of weekly HAB bulletins and assessments came after the trade association Seafood Shetland approached SAMS following a large, advected bloom of Dinophysis in 2013, that impacted all the active shellfish harvesting sites on the West coast of Shetland. The bloom, exacerbated by strong westerly winds, caused Dinophysis numbers in the affected sites to accumulate rapidly, raising toxin concentrations in the shellfish above actionable levels within 2–3 days of the bloom’s arrival (Whyte et al., 2014). This time span was shorter than the weekly frequency of the regulatory monitoring program and hence intoxicated shellfish reached market. As a result, seventy people reported illnesses associated with symptoms of diarrhetic shellfish poisoning. The approach to reporting HABs in Shetland has developed iteratively through dialogue between local stakeholders and scientists at SAMS. The Scottish bulletin has been well received by industry who continue to be regularly updated on its development through local stakeholder workshops.

By contrast, in France EWS development has mainly been driven by scientific interest, but, unfortunately, has failed to attract enough interest from the industry. As an example, a French oceanographic forecasting system (PREVIMER; Charria et al., 2014) was built 10 years ago, and although some scientific developments related to HABs were progressed within this system through several joint projects (EASYCO, ASIMUTH) there was little industry interest was noted in its use.

As in Scotland, the Irish bulletin seems to have attracted the interest of the industry. The bulletin is usually prepared on Monday–Tuesday each week and then uploaded to the public access website from where it is publicly accessible and available for download. The bulletin is weighted to those areas where impacts from HABs are greatest, primarily the aquaculture sites of the southwest and west. However, bulletins and the forecasts they contain are assembled and issued for the whole country. There is an increase in the use of the bulletin during the bloom season where detectable amounts of biotoxins are more likely to occur. Besides the weekly bulletin, the Marine Institute provides up-to-date information on its website, https://webapps.marine.ie/habs related to the concentration of phytoplankton and biotoxins for the inshore and offshore production areas.

The ShellEye project was funded for 4 years by the United Kingdom Biotechnology and Biological Sciences Research Council (BBSRC) and Natural Environment Research Council (NERC) to develop a water quality bulletin service specifically for the shellfish industry, using the latest satellite and modeling technologies. ShellEye was driven by industry demand with the bulletin service being trialed by a number of shellfish farmers and related stakeholders, focused on four pilot sites in England, Wales, and Scotland: St Austell Bay, Menai Straits, Morecambe Bay, and Loch Ryan. Feedback obtained from shellfish farmers demonstrated the potential for the service, confirming they were able to use the information in the day-to-day management of their farm, and were interested to continue receiving bulletins, e.g., “We enjoyed the bulletins hugely and find it amazing to be able to see so clearly. We actually harvested our first batch of oysters this week, so the emails were very useful.”

The Basque country is a special case since aquaculture activity is very recent and has been driven by a coordinated group of local industries, local institutions, and local scientists. Therefore, the need for an EWS has been, from the beginning, driven by industry, institutions and scientists together. As farming is offshore, the EWS is required to include, not only harmful events, but also information on extreme events (e.g., winds and waves).



SHORT-TERM FORECAST OF HAB OCCURRENCE AND TOXIN PRESENCE IN SHELLFISH

A development within modern alert systems is the use of a range of approaches to provide a forecast rather than a “now cast” of HAB and biotoxin conditions. These can be summarized into several major types (Davidson et al., 2016; Maguire et al., 2016; Mateus et al., 2019).

1. Type 1: Industry alert “bulletin” reports, which are compiled from datasets including data generated from biotoxin and/or phytoplankton monitoring programs, and include, where available, additional environmental variables. These parameters are often synthesized into graphical and map images for easy interpretation by stakeholders. The simplest bulletins are only warning systems reporting current findings, and do not necessarily function as early warning systems. However, through an “expert interpretation” to assess current and short-term future evolution of HAB and biotoxin risk, these bulletins can function as forecast systems for aquaculture businesses.

2. Type 2: Particle tracking based systems. These systems rely on Lagrangian dispersion modeling approaches. They aim to identify key production points of toxic phytoplankton and track their dispersal using oceanographic modeling. Lagrangian particle tracking models are a useful tool to predict the transport of HAB events once they have been observed. Particle tracking models, coupled to circulation models, are used in all NEA arc countries.

3. Type 3: Statistical models based on remote sensing. These models aim to improve the inference of presence from environmental conditions (e.g., sea surface temperature and surface chlorophyll) from satellite images and the statistical relationship with the presence of toxic phytoplankton. The approach aims to forecast the presence of toxic events under particular environmental conditions, even if the cause-effect relationships are not fully understood.

4. Type 4: Statistical (e.g., Generalized Additive Models, GAMs) and machine learning models (e.g., Bayesian networks) based on the fusion of multiple sources of data. These types of model analyze environmental conditions during historic toxic events to establish relationships between environmental factors and the development of toxic events.

5. Type 5: Mechanistic full-low trophic ecosystem models. These systems rely on the use of the mechanistic understanding of the relationships between environmental conditions and the presence of toxin-producing phytoplankton. As such, the relationships of environmental conditions with the proliferation of toxic phytoplankton, its dispersion and assimilation by bivalves is explicitly addressed. However, most of these models work at aggregated trophic levels and hence struggle to differentiate between harmful and benign phytoplankton. The degree of complexity of these systems varies, dependent on the complexity of the models they rely on.

Forecasting systems are rarely comprised of just one approach, but instead are a combination of shared information from different multiple approaches. For example, the boundary between type 4 and type 5 models may not be clear, since statistical modeling always uses some of the mechanistic knowledge available (e.g., variables to include), whereas mechanistic models use statistical inference of equations and parameters. The above approaches are currently incorporated in “bulletin” reports from each region utilizing the various datasets and data products available (Supplementary Table 1). Most of this information in Atlantic arc countries, especially HAB in situ data, had not been previously available publicly. However, this information is now becoming available through public bulletins, datasets, websites and media platforms providing access to monitoring data and data products in combination with forecasting models (Table 5). The current status of forecasting systems in Atlantic Arc countries is summarized below.


TABLE 5. EWS for HABs and Biotoxins in the Atlantic arc regions: features and components.

[image: Table 5]In Scotland, the alert system includes a “traffic light” based risk index and a number of other data products that summarize current and historical HAB and shellfish biotoxin risk for the country as a whole. In addition, a more detailed “expert interpretation” based risk assessment is provided for the Shetland Islands. Bulletins have been produced weekly since 2014 (type 1 system) and are available via www.HABreports.org in pdf format providing a summary of HAB and biotoxin concentrations in the current and previous 3 weeks. Additional information is provided on relevant environmental conditions allowing for expert interpretation-based risk assessment for the week ahead to be generated. This additional information includes mean wind direction in the current and three preceding weeks from local meteorological stations, forecasted sea surface currents from the Mercator Ocean model, sea surface temperature from JPL and Chlorophyll from Copernicus. HAB predictions based on the WeStCOMS mathematical model (type 2) are also integrated within the HABreports web site with the aim of predicting the likely impact on coastal aquaculture of any blooms that have been detected offshore by remote sensing (type 2 system). The effectiveness of the early warning of the Scottish system has been evaluated by Davidson et al. (2021) who found predictions to be 74% accurate.

The Scottish HABreports alert system also includes model based HAB predictions from the WeStCOMS mathematical model (type 2 system) with the aim of predicting the likely impact on coastal aquaculture of any blooms that have been detected offshore by remote sensing (type 2 system). The WeStCOMS mathematical model is a coupled meteorological/oceanographic model that includes meteorological forcing using the open-source Weather Research and Forecasting (WRF) model v. 3.5.1 (Skamarock and Klemp, 2008). This is a non-hydrostatic atmospheric model, nested within the NOAA National Centers for Environmental Prediction (NCEP) operational forecast model with 1° spatial resolution (Juang, 2000). The WRF model domain covers Scotland and its neighboring seas with a grid of 140 × 240 points. The finest resolution is around 2 km in the central part. The oceanographic model is a Finite-Volume Coastal Ocean Model (FVCOM) based hydrodynamic model. Model bathymetry was based on gridded data from SeaZone (2007) and refined in certain key areas using Admiralty charts and some multi-beam surveys. Vertical eddy viscosity and diffusivity were computed using the Mellor-Yamada 2.5 scheme (Mellor and Yamada, 1982). Horizontal diffusion was represented using a Smagorinsky (1963) eddy parameterization with a fixed coefficient (C = 0.2). The bottom boundary layer was parameterized with a logarithmic wall-layer law using a drag coefficient. The hydrodynamic model was integrated numerically using a time-split method with an external time step of 0.6 s. Boundary conditions: Water movement within hydrodynamic models is predominantly driven by tidal forcing applied at the “open” (water) boundaries. The tidal forcing was derived from the 1/30° degree implementation of the Oregon State University Tidal Prediction Software (OTIS) for the European shelf (Egbert and Erofeeva, 2002). At each of the domain’s open boundary nodes, the 11 primary tidal constituents were used to derive sea surface elevation time series. Open boundaries also included a 6-km-wide “sponge layer” to filter high-frequency numerical wave reflection noise using a Blumberg-Kantha implicit gravity wave radiation condition (Wu et al., 2011). The use of this model to operationally simulate HABs is explained more fully by Aleynik et al. (2016) and Davidson et al. (2021).

In England, since the completion of the ShellEye project outlined above, there is currently no operational forecasting of HABs undertaken for this region. However, the project demonstrated the potential for a water quality monitoring service for the aquaculture industry, using satellite ocean color products to provide early warning of the growth or decline of certain high-biomass HAB species in a weekly bulletin (Miller et al., in press). Of the marine biotoxin producing genera, only Pseudo-nitzschia spp. can form a dense enough bloom to affect ocean color; but not all blooms of this species release toxins meaning that careful interpretation of results is required.

The unstructured grid hydrodynamic model FVCOM is also run operationally for a domain covering the Southwest United Kingdom, producing 3-day predictive forecasts. The model is forced by an operational WRF for surface forcing and the lateral boundary data are obtained from the CMEMS AMM15 model. The river input is modeled from the WRF temperature and precipitation. The Lagrangian particle tracking model PyLAG (Uncles et al., 2020) is run offline on saved hourly outputs from FVCOM. This Lagrangian model uses a Milstein numerical scheme for advection and diffusion, with the diffusivities provided directly from the hydrodynamic model. There are no biological behaviors, and the virtual particles are modeled as buoyant, however, it is possible to set up with 3D advection and some simple behaviors (e.g., temperature dependence). Particles are seeded based on the HAB-risk product (Kurekin et al., 2014) in a 200-m radius around identified high risk areas. These are advected until the end of the forecast period and the results of the model are served as both a gridded particle density and probability field: this takes into consideration both the uncertainty from the identification algorithm and the drifting particles.

ShellEye also investigated single site statistical models of the environmental conditions that promote the release of algal toxins (Type 3 models). It was found that sea surface temperature (SST), solar radiation, wind speed, time-lagged rainfall and wind direction, were useful in predicting the onset of DSP toxins (Schmidt et al., 2018).

In Ireland, since 2013, the Marine Institute has produced a weekly HAB bulletin which is published and publicly available in PDF format through the in-house developed HABs database and website platform. The objective of the bulletin is to provide a short-term (3–5 days) predictive forecast on the likelihood of the occurrence of a HAB event around the Irish coastline and inshore areas. This prediction is based on current and historical data of HABs species and marine biotoxin occurrence from the national monitoring programs, incorporating observed trends and patterns with data input from satellite data and hydrodynamic models.

The bulletin provides information on the potential development and occurrence of toxins in shellfish and/or harmful phytoplankton species (type 1 system) in aquaculture areas, based on in situ monitoring and data generated over the preceding 3 weeks. In detail, the bulletin contains geographical maps of the cell densities of the major HAB phytoplankton species (Pseudo-nitzschia spp., Azadinium-type spp., Dinophysis spp., and Alexandrium spp.) and their associated causative biotoxin concentration in shellfish [Domoic Acid (AST), Azaspiracids (AZA), Okadaic Acid and Dinophysistoxins 1, -2 (DST), and Saxitoxin and related compounds (PST)]. The number and region of any closures of shellfish aquaculture production areas due to these toxin concentrations exceeding regulatory levels in shellfish are presented as doughnut charts with accompanying text comments as regards the observations based on the preceding 3 weeks of data. Other HAB species are also detailed, particularly the bloom-forming species types, commonly observed in Irish waters, including Karenia mikimotoi, Phaeocystis spp., and Noctiluca scintillans. Data and results are mapped and tabulated from historical trends of observed biotoxin concentrations per geographical region from the beginning of the current year to date and also for the current week and additionally the historical occurrence of toxicity per region over the last 10 years per toxin group. Furthermore, a list of the top five phytoplankton species per geographical region from the preceding to the current week is also displayed.

Satellite imagery detailing chlorophyll-a concentration and its anomaly (in comparison to the average of the past 60 days) and sea surface temperature (SST) are also displayed. The method used to calculate the chlorophyll-a anomaly uses the 60-day median chlorophyll-a concentration, not including the last 2 weeks to prevent a potential recent bloom skewing the median field (Stumpf et al., 2003 and Tomlinson et al., 2004). For SST, the information provided by the Irish Weather Buoy Network (IMOS) on the 10-year weekly average temperature is used and compared with the same week of the past 10 years, so the anomaly is based on the long-term weekly average and each measured sea surface temperature value has the appropriate weekly average value.

Over many years, hydrodynamic models for three Irish sites (Bantry Bay in the Southwest of Ireland, Killary Harbour and Cleggan at the West coast of Ireland) have been developed within the Marine Institute. These provide information on water flow, particle tracking and physical oceanographic features (type 2 system). For this, hydrodynamic forecasts from a Regional Ocean Modeling System (ROMS) for 3 days in Irish coastal waters is created. ROMS is an evolution of the S-Coordinate Rutgers University Model (SCRUM), as described by Song and Haidvogel (1994). The numerical aspects of ROMS have been described in detail by Shchepetkin and McWilliams (2005), where the ROMS AGRIF version developed in France (Debreu et al., 2012) is used. The downscale models of areas of particular interest (Bantry Bay, Killary Harbour, and Cleggan Bay) incorporate online particle tracking with virtual particles released at pre-defined transects at the start of each model run (Leadbetter et al., 2018). The operational model also produces an estimate of the ocean state as a 3–7 days forecast of the dominant regional physical processes that result in water exchange events between the bay and its adjacent shelf for these three areas. Upwelling and down-welling signals indicate potential for future toxic contamination of shellfish in certain bays in the south-west of Ireland. The skill of the model in simulating toxic HAB episodes up to 10 days in advance is demonstrated by Cusack et al. (2016). Similar to the preparation of the weekly Scottish bulletin the data summary graphics are produced using automated routines, which are then assessed by an expert evaluator. This evaluator provides expert opinion and analysis based on the datasets and all the parameters described above, and provides text to the weekly bulletin to provide a national forecast for the current week (3–5 days forecast), describing the cautionary predictive risk of a potential new HAB event occurring, or an existing event continuing/dissipating per toxin group or for bloom forming species (Dabrowski et al., 2016; Maguire et al., 2016; Leadbetter et al., 2018).

In France, Ifremer produces publicly available (type 1) weekly HAB bulletins based only on toxins and/or phytoplankton monitoring for all areas of the coast. Despite previous short-term forecast attempts (type 2 and 5), there is currently no operational forecasting included in bulletins, however, a new alert system remains in development as outlined below.

For the PST producing Alexandrium minutum, the retention time in the bays, water temperature, riverine nutrient input and resources competition were identified as the main abiotic drivers of blooms (Guallar et al., 2017). Subsequently, mechanistic approaches (type 5) based on these observations were evaluated (Sourisseau et al., 2017) but forecasting capacity has decreased over the years since the first intoxification event (2012), suggesting some evolution of the plankton communities.

Modeling studies (type 5) of the fish-killing dinoflagellate Karenia mikimotoi suggested that stratification (Gentien et al., 2007; Vanhoutte-Brunier et al., 2008) may not be the only driver of these blooms and that transport in the coastal current, as well as seeding from offshore blooms influence the incidence, consistent with modeling of this species in Scottish waters (Gillibrand et al., 2016; Sourisseau et al., 2016). A HAB forecasting exercise (simulating K. mikimotoi and also Pseudo-nitzschia spp., and Phaeocystis spp.) based on such mechanistic models (type 5) over a short time scale (∼ 4 days) was conducted during the PREVIMER project (Ménesguen et al., 2014) with mixed success prior to this operational model being terminated in 2017.

Currently, there is no specific hydrodynamic model in operation to forecast HABs advection in France. However, hydrodynamic condition forecasts at different frequencies (hourly to daily) are provided at several resolutions (from 4 km to 500 m) up to 4 days in advance. These 3D field solutions are used to forecast advections of exceptional events by using tools such as the Lagrangian particle tracking model Ichthyop (Lett et al., 2008).

Using type 4 approaches, a range of statistical relationships between HABs and environmental variables were obtained using different methodologies (Díaz et al., 2013; Hernandez Farinas et al., 2015; Husson et al., 2016; Guallar et al., 2017; Barraquand et al., 2018; Karasiewicz et al., 2018). These studies suggest that the whole planktonic community (species interactions and ecological niches) should be taken into account to fully understand HABs dynamic (Karasiewicz et al., 2018). In particular it is important to represent large functional groups (diatoms vs. dinoflagellates) which appeared to be linked with decadal variability of river inputs.

Work in different Spanish regions occurs autonomously and hence each is considered separately. For the Basque Country (North of Spain, Southeast Bay of Biscay waters), several systems are being developed: (i) a bulletin or report based on sampling (type 1 system); (ii) an operational hydrodynamic model based on the Regional Ocean Modeling System (type 2), with a mean horizontal resolution of 670 m and 32 vertical levels (Ferrer et al., 2007, 2009, 2013); and, (iii) a machine learning system (type 4) based on supervised classification and Bayesian networks (Fernandes et al., 2010, 2013, 2015).

The ROMS hydrodynamic model is used to obtain a 4-day forecast of current, temperature, and salinity fields in the south-eastern Bay of Biscay. ROMS has been used in several studies to model the water circulation in the study area (e.g., Ferrer et al., 2007, 2009, 2015; Ferrer and Caballero, 2011; Caballero et al., 2014; Laiz et al., 2014; Legorburu et al., 2015). The ROMS domain used in the EuskOOS modeling system covers the southeast Bay of Biscay, extending from 43.24 to 44°N and from 3.4 to 1.3°W, with a mean horizontal resolution of 670 m. Vertically, the water column is divided into 32 sigma-coordinate levels. These levels are more concentrated within the surface waters, where most of the variability occurs. The bathymetry was obtained from the European Marine Observation and Data network (Vasquez et al., 2015), smoothed to ensure stable and accurate simulations (Haidvogel et al., 2000). The atmospheric forcing used in ROMS is obtained from the Weather Research and Forecasting model (WRF) run by Euskalmet (Basque Meteorological Agency). The boundary conditions are obtained from the 3-D hourly data provided by the NEMO model for the Iberian-Biscay-Ireland region. The online 3-D Lagrangian particle tracking module existing in ROMS is activated and is generating forecasts of the 4-day evolution of several virtual particles released at fixed points and at 00:00 UTC in the ROMS domain at high temporal resolution (1 min). These virtual particles are initially located at the sea surface to forecast the drift of HABs from and to the pilot aquaculture farm (located in the Mendexa region). For the analysis of specific events in the past, the Sediment, Oil spill, and Fish Tracking model (SOFT) is used with the ROMS outputs and satellite-derived information.

A machine learning approach was used to find non-linear correlations (Symmetrical Uncertainty Score; SUS; Hall, 1999) and key non-correlated predictors (Correlated-based feature subset selection; CFS; Hall and Smith, 1997; Hall, 2000) between environmental conditions across the region and the presence of DSTs in shellfish in aquaculture sites. The presence of these toxins is often correlated with higher concentrations of phytoplankton cell density (blooms), but it is also observed that toxins in shellfish can occur at low cell densities (Table 6). The model has been validated using 10-fold cross-validation with an accuracy of 67% and only 3% of false positives. If we use the presence of D. acuminata as a predictor, the accuracy increments to 83%, without increasing the false positives. The relationships found by the model have been observed in other areas of the world (Zhu et al., 2017). Relationships between toxins, nutrients, and productivity are common (Bates et al., 1989; Hutchins and Bruland, 1998; Pan et al., 1998; Sunda et al., 2005; Anderson et al., 2008; Sun et al., 2011; Lelong et al., 2012; Tatters et al., 2012; Schnetzer et al., 2013; Sison-Mangus et al., 2014; McCabe et al., 2016; Drakulović et al., 2017; Grzebyk et al., 2017; Zhu et al., 2017). Surprisingly, temperature is not a selected predictor of toxin presence (Zhu et al., 2017; Smith et al., 2018), but it might be because there have not been significant changes in the temperature range in the region (Revilla et al., 2010). Negative correlations with silicates might be due to previous blooms of diatoms. The presence of toxins is correlated with nutrient concentrations outside of the aquaculture site. In the region, there is an important bathymetric gradient with a transition from a coastal current from West to East to a weaker oceanic current in the opposite direction. In the west, limited eddies that transport nutrient-rich waters to the open sea are common (Ferrer and Caballero, 2011). Therefore, these eddies facilitate water mixing and nutrient upwelling, supporting the proliferation of toxic phytoplankton species as well as their transport to other coastal areas (Figure 3). This transport can take between 1 and 4 weeks depending on oceanographic and meteorological conditions (Ferrer and Caballero, 2011). This type of phytoplankton species transport mechanism has been previously documented in northern areas of the Bay of Biscay (Batifoulier et al., 2013). Similarly, some Scottish harmful algal bloom genera/species are thought to develop offshore and be advected by winds and currents to the coast. An example of this was the exceptional Dinophysis bloom in the Shetland Islands in 2013 that resulted in an outbreak of shellfish poisoning (Whyte et al., 2014).


TABLE 6. Selection of potential predictors using cross-validation showing the percentage of times that each predictor has been selected (Freq. Selec.).
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FIGURE 3. Map of main physical characteristics in the Bay of Biscay [adapted from Ferrer and Caballero (2011)].


Along the Spanish coast, the general tendency at the sea surface is a flow from west/northwest to east/southeast, this occurs at least 90% of the time (based on small buoys trajectories analysis). CTD data indicates that this flow is evident at 10–15 m where peaks of chlorophyll appear. Thus, most HABs are expected to come from the western Spanish coast (or offshore areas with eddies such as the Cape Ortegal longitude, 8°W, as predicted in the Bayesian network model) than from the French coast.

In Galicia, an oceanographic system (type 2) has been developed to forecast Dinophysis spp. presence (Ruiz-Villarreal et al., 2016). A HAB bulletin was designed to provide information on the current and potential future state of HABs and biotoxins in Galicia within a 3-day forecast. This early warning system supports decisions of the Galician regulatory monitoring system operated by INTECMAR as well as providing forecasts to the Galician aquaculture industry. The system integrates HAB information from monitoring programs with hydrodynamical models and both physical and biochemical data from in situ networks along with satellite imagery. It has been shown to be capable of making predictions of bloom transport, but not the initiation of a toxic event, especially for low biomass HAB species. Additionally, it has been shown that early warning of the risk of autumn toxic dinoflagellate blooms in the Galician Rías is feasible by combining Lagrangian particle tracking simulations with HAB data from Portuguese monitoring (Ruiz-Villarreal et al., 2016). The Lagrangian particle tracking model Ichthyop (Lett et al., 2008) is used for Galicia. Ichthyop runs offline forced by the hourly results of the Meteogalicia ROMS nowcast and forecast simulations2. In common with approaches elsewhere in the Atlantic Arc, the HAB cells are considered as passive particles that move with the flow and do not have “behavior” (Velo-Suárez et al., 2010; Dippner et al., 2011; Aoki et al., 2012; Ruiz-Villarreal et al., 2016). Approximately 1000 virtual particles are randomly released each day in the first 20 m of the water column at six locations/configurations: Inside the Galician Rías (Vigo, Pontevedra, Arousa, and Muros). Along the Portuguese shelf, 10,000 particles are released inside two polygons: (1) between 40.8024° N and 41.27° N and inshore the 200-m isobath; and (2) between 41.27° N and 41.87° N and inshore of the 200-m isobath. This allows forecasting of the transport from the northern Portuguese shelf to the Galician rías, where the harvesting areas are located.

In Andalusia, type 1 bulletins based on in situ monitoring are used. Upwelling is thought to be important to HAB development in this region (García et al., 2002; Navarro and Ruiz, 2006; Prieto et al., 2006, 2009; Navarro et al., 2012). In 2006, a neural network model was developed to forecast Dinophysis acuminata (Velo-Suárez and Gutiérrez-Estrada, 2007), but is not regularly used in bulletins. Recently a proof-of-concept based on satellite information has been developed (Caballero et al., 2020).

In Portugal, a prototype oceanographic system (type 2) is being updated to forecast HAB and shellfish closures areas. The system has been developed by IPMA and IST within the ASIMUTH project (Pinto et al., 2016; Silva et al., 2016). Originally, it operated for a test period of 1 year, producing weekly bulletins with an illustration of open and closed production areas, along with a forecast for potentially impacted areas, based on the ocean circulation and toxin concentrations. The updated version of the bulletin follows the same approach, with the forecast relying on a combination of field data and model results. The system relies on the hydrodynamic forecast, simulating tri-dimensional velocity fields and thermal distribution, coupled to a model of Lagrangian elements to simulate the passive transport of particles, without incorporating any biological processes. Results from the national weekly shellfish and toxin sampling program are the starting point of the forecast. The Lagrangian model is then triggered to simulate the transport of particles from those areas impacted by HABs to determine the pathways of dispersion/retention along the coast and assess the impact on neighboring areas. Model predictions with a 4-day forecast capacity rely on the PCOMS model (Mateus et al., 2012). The model setup consists of 50 vertical layers, with 43 cartesian-coordinate layers at the bottom, and seven sigma coordinate layers in the top 10 m. The model simulates the 3D thermohaline structure and velocity fields for the West Iberian coast and is systematically validated with tidal gauge data and sea surface temperature from remote sensing. The particle tracking model runs offline, relying on the previously computed hydrodynamic solutions. Particles move in two dimensions (x and y), according to local current fields pre-calculated by the hydrodynamic model. Production areas are defined as polygons along the Portuguese coast, corresponding to major bivalve production areas by the regulatory authority in Portugal (IPMA), also responsible for the national monitoring program. All polygons are populated with particles and their movement along the coast to adjacent polygons is monitored. The risks to each production area are then assessed based on the possibility of receiving particles from known contaminated areas. Two new pilot areas are being tested for local prediction, namely the Ria Formosa (in the south) and Ria de Aveiro (on the northwest coast). The Portuguese bulletin is planned to be made available in a web page format, updated twice a week (Wednesday and Friday). In addition to the modeled surface currents, wind and particle transport, it will also include monitoring results for HABs (and microbiology), oceanographic information, remote sensing data for SST and Chlorophyll-a. A warning trigger for neighboring monitoring laboratories (Galicia and Andalusia) is also planned to be included in the system.



DISCUSSION


Effectiveness of Current Early Warning Systems

This study describes the range of toxin-producing phytoplankton, their associated toxins, the impact they can have on shellfish aquaculture in the Atlantic arc countries and the various EWS that are being developed to safeguard the industry and human health. It demonstrates that in most countries in the region, EWS are still in the early stages of development and testing. Some systems only have the capacity to provide end users with a warning based on current official control monitoring programs, while others, such as Ireland and the Shetland Islands in Scotland, are providing both risk assessments and forecasts. However, several proof-of-concept systems are under development and show promise as illustrated by the examples in section “Short-Term Forecast of HAB Occurrence and Toxin Presence in Shellfish” and those in the literature (Vilas et al., 2014; Torres Palenzuela et al., 2019; Caballero et al., 2020). Much of the current development of EWS is centered around in situ regulatory monitoring data of harmful species and their toxins at aquaculture sites. These data are designed to be used for operational decisions on whether a harvesting area should be closed to protect human health and are therefore not designed to provide the early warning needed to manage aquaculture business risk. Environmental data comes from different sources, ranging from programs that monitor the state of the ocean to numerical models of ocean physics and biology. Combining approaches, often involving huge volumes of data with very different spatial and temporal resolution into information systems to support end-users therefore poses significant technological challenges.

When it comes to ascertaining the best fit model approach the choice of model is driven by the species of concern and the topography of each region. For example, in Scotland, the type 2 particle tracking model using is based on an unstructured grid FVCOM system. This was chosen because of the complex fjordic nature of the Scottish coastline and hence the need to be able to track the advective movement of HAB events at high spatial resolution.

Particle tracking models (ROMS, FVCOM, and MOHID) are among the simplest models, since they consider only physical components and hence are suitable for many toxic HABs that are known to be driven by advection processes. However, these models cannot be applied to all toxigenic species and information is required to know where and when the HAB event starts to initiate the model. At present, this is achieved by a combination of remote sensing and coastal monitoring, but neither are ideal for optimal early warning. Coastal monitoring can provide limited early warning, where satellite methods appear to be able to distinguish and differentiate between only a few (high biomass) species, and cloud cover can limit their operability. Combining with the additional approach of machine learning, this can integrate all this model information together with other sources of data (e.g., in situ observations or other models from Copernicus services) and result in a probabilistic forecast with the information and data available. The example of the Basque probabilistic model presented above, highlights that with enough data integration over 80% accuracy can be reached with almost no false positives. However, extension of this proof-of-concept will require a level of data gathering in near real time, which is not yet realistic, given the difficulties to identify the target species (D. acuminata) species in situ.

Lagrangian models play a central role in many current HAB early warning systems, as they provide information on the oceanographic transport of potentially toxic blooms, once identified by in situ observation. While the most probable origin of the blooms can potentially be determined by inverse drift computation (Abascal et al., 2012), in a similar fashion to that used in other oceanographic disciplines (Breivik et al., 2012; Drévillon et al., 2013; Suneel et al., 2016; Chen, 2019) this is not currently operational. Hence, initiation of Lagrangian model predictions of advective bloom transport requires information on the location and size of a potentially harmful bloom before it has reached the shellfishery.

One cost-effective method of obtaining this information is through satellite ocean color imagery, which can provide coverage of large marine areas at a resolution of a few hundred meters. Unfortunately, cloud cover obscures data collection and hence is their primary limitation. Satellite monitoring offers the potential to identify an advective bloom before it reaches the coast. This approach focuses mainly on the detection of chlorophyll and hence is suitable for detecting large blooms of phytoplankton at the water surface (Spyrakos et al., 2011). Satellite-based approaches increasingly use machine learning methods for discriminating certain dense HABs from harmless blooms (Velo-Suárez and Gutiérrez-Estrada, 2007; Gokaraju et al., 2011; Xu et al., 2014; Guallar et al., 2016). However, large blooms of phytoplankton do not necessarily lead to toxic events, and others, such as the dinoflagellate Dinophysis spp., responsible for DSP, can cause harm at concentrations of only a few hundred or thousand cells per liter, far too low to be observable from space (Broullón et al., 2020). This is common to many shellfish toxin producing species of Alexandrium, Dinophysis and Azadinium genus which do not produce the main biomass component of a bloom that a satellite image can detect. Satellites can also provide useful information on sea surface temperature (SST) highlighting the onset and extension of an upwelling event, a process often linked to the triggering of a toxic bloom.

Model initiation would therefore benefit from remote sensing approaches capable of better discriminating harmful from benign species, and a more holistic approach to combine data from multiple sources, for example using machine learning. This study shows the potential of combining satellite, modeled, laboratory, and in situ data (e.g., Basque Country example). It also shows that an effective early warning system needs to consider a complex array of parameters including the presence or absence of toxins, the presence or absence of specific phytoplankton species, oceanographic dispersal models, satellite data models and biogeochemical and meteorological data or model forecasts. The use of such models could be extended to estimate the origin of blooms, not just to establish potential pathways of dispersion or retention.

New data gathering methodologies that are currently under development to enhance our ability to identify blooms offshore, including enhanced remote sensing approaches, autonomous observation platforms and data assimilation techniques will be key to enhancing the model skill.

Of course, the further ahead we look the less reliable these forecasts become. Currently the Irish and Scottish forecasts predict the occurrence of HABs up to a week ahead. Given that official control monitoring takes place weekly, this is usually sufficient to prevent intoxicated shellfish being harvested. Trend analysis of previous years can also provide some information on the seasonal occurrence of toxin-producing phytoplankton, but this is generally limited by significant inter-annual variation. As a comparison, advances in meteorological forecasting have been slow, increasing in duration by a day each decade (Alley et al., 2019), and now give a reasonably accurate forecast up to 2 weeks in advance. The marine ecosystem that controls the growth of toxic phytoplankton is every bit as complex. This creates a quandary: the aquaculture industry wants long term forecasts, though this will lead to more false positives, and forecasting a toxic event that does not happen will reduce industry confidence in the process. At the moment, model systems are still a long way from being able to produce long-term predictions for the industry and rely instead on expert opinion to draw together the various data streams needed to produce a meaningful forecast.



How Can the Aquaculture Industry Use HAB Early Warning Systems?

Early warning systems offers several potential benefits to the industry. In the case of a possible closure, they allow shellfish farmers to source product from alternative, healthy sites, an important factor in maintaining important market supply chains. It also gives industry the opportunity to implement mitigation strategies such as erecting physical barriers and increasing the frequency of end product testing (EPT), to verify the presence of toxins in their shellfish. Giving farmers the ability to make better management decisions over harvesting and planned husbandry work minimizes costly product recall and reduces human health incidents, both of which have long-lasting detrimental effects on consumer confidence.



Future Considerations for Early Warning Systems

Looking ahead, the integration of multiple observational platforms at the right scale combined with real-time processing capacity is required to unlock the potential of forecasting systems. The term big data was coined to capture this emerging trend (Hu et al., 2014). In addition to its sheer volume, big data exhibits other unique characteristics when compared with traditional data. The need for real-time storage, processing and visualization is crucial for an effective system beyond previous proofs-of-concept. This development calls for new system architectures for data acquisition, transmission, storage, and large-scale data processing mechanisms from computer science (LeCun et al., 2015). Big data techniques enhanced by machine learning methods can increase the value of such data and its applicability to societal, industrial and management challenges. Such methods have proven their potential in fisheries forecasting (Fernandes et al., 2010) and automatic classification of zooplankton samples (Fernandes et al., 2009). The Probabilistic Graphical Models (PGMs) paradigm (Pearl, 1988; Castillo et al., 1997), based on probability theory and graph theory (Buntine, 1991), is such a tool. Machine learning and statistical methods have a wide literature of model validation and performance estimation that is needed for end-user trust and interpretation of model forecasts (Fernandes et al., 2010; Witten et al., 2017). To take these forecasts further a multi-disciplinary approach joining domain experts and artificial intelligence experts is key (Grosjean et al., 2004; Fernandes et al., 2012, 2013; Trifonova et al., 2015; Uusitalo et al., 2016; Hernández-González et al., 2019; Taconet et al., 2019; Cruz et al., 2021).

Data consolidation is a major challenge in developing a machine learning based system. As noted above, data sources may include in situ regulatory monitoring, sensors, meteorology, models and satellite: often provided in different formats, undocumented or with missing information. EWS developments will accelerate and reach their full potential only with FAIR data: findability, accessibility, interoperability, and reusability (Wilkinson et al., 2016; Bax et al., 2019; Stall et al., 2019). These curated datasets incorporate training information and so provide an opportunity to improve the efficiency and strength of statistical models. This method is already employed for essential biodiversity variables (EBVs), to study global biodiversity (Kissling et al., 2018), and to collect essential ocean variables (EOVs, Miloslavich et al., 2018) needed to monitor the ocean. Each owner and provider of data related to HABs should also consider contributing their data to these frameworks, as international networks such as HAEDAT currently focus on harmful events (Figure 2), rather than the distribution of toxin-producing algal species.

Climate change will also bring increased toxin threats from species such as Gymnodinium catenatum and Azadinium spp. (Higman et al., 2013; Turner et al., 2015), and from other toxin-producing organisms currently present elsewhere in Europe and in similar environments worldwide (Davidson et al., 2015). Evidence on climate change impacts on HABs have been described by Edwards et al. (2006) who noted shifts in the distribution of HABs in the North-East Atlantic since the 1960s. Links between increasing sea surface temperatures and wind intensity have led to an increase in the potentially toxic diatom Pseudo-nitzschia in the NEA since the mid-1990s (Hinder et al., 2012). Climate change effect on the timing and severity of toxic events is still uncertain (Wells et al., 2019) with model predictions and in situ data not always coinciding (Dees et al., 2017; Gobler et al., 2017).

As we have seen, the shellfish aquaculture industry differs between and even within countries in the NEA: hydrography may be very different; toxic species may change as may the toxicity of a particular species; and there is a great deal of inter-annual and seasonal variation. This creates a challenge when developing models which must be adapted and fitted to these divergent conditions. Over the past decade EWS have been implemented with varying degrees of success in different countries. Some, such as those in Ireland and Scotland are fully functional while others are still in the developmental proof of concept and trial stage. This heterogeneity means the overall value of these EWS systems to industry, while, regionally important, is currently low but rapidly increasing as cross region cooperation and method sharing increases.
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Algal blooms occur in freshwater bodies throughout the world, often leading to fish kills. Cases of these kills along the Ural River were reported in 2018–2019, involving significant amount of sturgeon in fish farming areas. In this study, the analysis of algal samples from the delta of the Ural River up to 100 km inland was carried out from August to December 2019 using imaging flow cytometry (IFC), molecular biological, and microscopic techniques. We identified the filamentous cyanobacteria Cuspidothrix issatschenkoi, Dolichospermum cf. flos-aquae, Dolichospermum cf. macrosporum, Pseudanabaena limnetica, and Planktothrix spp. as the dominant potentially toxic phytoplankton species, and we also found minor quantities of Cylindrospermopsis raciborskii. For the first time, molecular phylogenetic investigations of field clones of cyanobacteria from Ural River were carried out to establish the taxa of the dominant species and to identify the presence of genes encoding toxins. The complementary analysis with nanopore-based next-generation sequencing overlapped with the results of IFC and was instrumental in revealing minor cyanobacteria taxa. Real-time PCR analysis and sequencing indicated the presence of Microcystis and ADA-clade spp. as well as genes associated with the production of microcystin (mcyE) and the algal neurotoxin saxitoxin (sxtA) originating from cyanobacteria. These findings suggest that toxin-producing cyanobacteria could become a threat in the Ural River near Atyrau, which can significantly affect aquaculture in the region.

Keywords: toxic algae, cyanobacteria, imaging flow cytometry, next-generation sequencing, MinION, real-time PCR, satellite data analysis, Cylindrospermopsis raciborskii


INTRODUCTION

The incidence and intensity of harmful algal blooms (HABs) as well as the associated economic impact have increased worldwide with warming water temperatures in recent years (Paerl and Paul, 2012; Jeppesen et al., 2017; Griffith and Gobler, 2020; Wells et al., 2020; Fernandes-Salvador et al., 2021). HABs are complex events typically caused by multiple factors occurring simultaneously, may threaten ecosystems, and lead to the degradation of water quality for recreation, drinking, and aquaculture (Heisler et al., 2008; Oliver et al., 2012; Jeppesen et al., 2017) with further changes in temperature, nutrient load, and oxygenation of aquatic environments. The toxin production by certain cyanobacteria (e.g., Dolichospermum circinalis, Cylindrospermopsis raciborskii, and Microcystis aeruginosa) during algal blooms causes the accumulation of toxins in the tissues of fresh- and saltwater mussels, fish, and mammals (Rapala et al., 1997; Codd et al., 2005; Wilson et al., 2005; Carmichael, 2008; Mihali et al., 2009; Oliver et al., 2012; De Pace et al., 2014; Gibble et al., 2016; Li et al., 2016; Luerling et al., 2017; Meriluoto et al., 2017; Chernova et al., 2019). The harmful effects can be caused by either direct effects from toxins or changes in the water chemistry, such as oxygen depletion or hydrogen sulfide production (Eriksson et al., 1986; Tornazo et al., 1990). Together with nutrients, the temperature is considered an essential factor in the growth, metabolism of cyanobacteria (Reynolds, 2008), and the adaptation of invasive potentially toxic cyanobacterial species, particularly Cylindrospermopsis (=Raphidiopsis) raciborskii (Padisák, 1997; Thomas and Litchman, 2016). In the last decade, the increasing contamination of freshwater bodies by anthropogenic pollution, as well as the upward temperature gradient have had major effects on further expansion of cyanobacteria in freshwater bodies (Sukenik et al., 2015). Although most studies are focused on the seasonal algal blooms in summer and spring seasons, cold weather and winter cyanobacterial blooms have been documented throughout the literature (Naselli-Flores et al., 2007; Babanazarova et al., 2013; Wejnerowski et al., 2018). Water temperature directly affects rates of respiration, photosynthesis, and algal growth in aquatic ecosystems (Regier et al., 1990). The link between temperature and toxin production by cyanobacteria remains elusive and is governed by the complex interaction among all environmental factors.

Importantly, improving the ability to monitor and detect HABs and cyanobacterial toxins are required for better documentation and understanding of algal blooms and the prevention of their effects on fisheries and farmed aquaculture (Shumway, 1990; Pearl and Tucker, 1995; GEOHAB, 2001; Ramsdell et al., 2005; Anderson et al., 2012). Strong species-specific interactions between the environment and phytoplankton communities make HAB predictions difficult (Griffith and Gobler, 2020). Monitoring programs for HABs were developed initially for marine HABs and generally relied on the microscopic identification and manual time-consuming counting of phytoplankton (Anderson et al., 2012). The inability of conventional flow cytometry to determine species composition is one of the major reasons why flow cytometry could not be adopted as a standard tool for monitoring harmful algae (Rutten et al., 2005). In the HAB monitoring and research, there are several different approaches to identify causative species and relevant toxins, including the development of nucleic-based biosensors in microarray and real-time polymerase-chain reaction (PCR) formats (Dierks-Horn et al., 2011; rev. McPartlin et al., 2017), imaging flow cytometry (IFC) (Buskey and Hyatt, 2006; Campbell et al., 2010, 2013), and satellite analysis-based algorithms. The FlowCAM (Yokogawa Fluid Imaging Technologies, United States) is an imaging flow cytometer designed to characterize microplankton size range particles (Sieracki et al., 1998) and used by different research groups for semi-automated monitoring of algal blooms (Buskey and Hyatt, 2006; Lehman et al., 2013; Dashkova et al., 2017). FlowCAM software have been allowed to discriminate and quantitate different potentially toxic algae within complex natural assemblages, including Microcystis colonies (Buskey and Hyatt, 2006; Lehman et al., 2013, 2017; Sukenik et al., 2015; Graham et al., 2018; Kurobe et al., 2018; Mirasbekov et al., 2021).

In common HAB monitoring strategies, the number of field samples required to be analyzed by light microscopy for taxonomical species identification dramatically reduces the possibilities of early detection of HAB initiation and dispersion phases (Antonella and Luca, 2013). In addition, the optical-based methods of identifying toxic cyanobacteria (light microscopy or IFC) do not differentiate toxin-producing from non-toxin-producing species. By taking in the account these limitations of traditional imaging approaches (microscopy and cytometry) in monitoring programs, molecular methods have been implemented for detection of pre-bloom algal abundances. That includes many real-time PCR protocols to monitor toxic cyanobacteria (rev. Martins and Vasconcelos, 2011). Identifying and quantifying of the potentially toxic species present may not suffice to estimate the potential toxic risk, because not all of the strains may produce toxins. Screening based on molecular targeting is more precise and sensitive with advantage of distinguishing non-toxic and toxic strains (Pearson and Neilan, 2008). Within most important cyanotoxins, PCR-based methods were used to identify toxic genotypes of cyanobacteria-producing microcystins, cylindrospermopsin, paralytic shellfish toxins (PSTs), anatoxins, and other toxins (Pomati et al., 2000; Foulds et al., 2002; Vaitomaa et al., 2003; Kurmayer and Christiansen, 2010; Pearson et al., 2010; Martins and Vasconcelos, 2011; Antonella and Luca, 2013). Microcystin production has been the most studied between cyanobacteria and is well known among several genera of cyanobacteria, including Microcystis, Anabaena, Pseudoanabaena, Planktothrix, and others (Kurmayer and Christiansen, 2010; Pearson et al., 2010). Cylindrospermopsin (CYN) is the second most widely occurring hepatotoxin produced by cyanobacteria species, including C. raciborskii and Aphanizomenon/Cuspidothrix spp. (Pearson et al., 2010). Several species of freshwater filamentous cyanobacteria have been reported to produce PSTs (saxitoxins) (Humpage et al., 1984; Mahmood and Carmichael, 1986). Although initially thought to be rare, cyanobacterial anatoxin-a (ANTX) has been detected in many freshwater habitats (Bruno et al., 2016; Ballot et al., 2018). Real-time PCR protocols can be helpful in defining the presence of toxic cyanobacteria genotypes during bloom- and non-bloom seasons (Martins and Vasconcelos, 2011; Antonella and Luca, 2013). However, molecular probes and PCR primers are designed for specific targets and may overlook unknown members of an algal community. In freshwater cyanobacteria research, next-generation sequencing (NGS) has been recently used to assess the general diversity mostly based on 16S rRNA gene amplicons analysis (Liao et al., 2016; Woodhouse et al., 2016; Lezcano et al., 2017; Scherer et al., 2017). Lately, the portable MinION device offered a unique solution for dinoflagellates HAB microbiome research (Hatfield et al., 2020). Recently released, the Oxford Nanopore MinION device (United Kingdom) is a third-generation portable sequencing platform valuable for applications with a large number of samples or where portability is more important than increased error rate (5–15%, Pfeiffer et al., 2018) (Castro-Wallace et al., 2017; Johnson et al., 2017; Gowers et al., 2019; Burton et al., 2020). However, only a few studies focused on harmful algae in water bodies combining NGS assessment with toxic genotype analysis by real-time PCR (Fortin et al., 2015; Lee et al., 2015).

Although most studies are focused on the seasonal algal blooms in summer and spring seasons, cold-weather and winter cyanobacterial blooms have been documented throughout the literature (Naselli-Flores et al., 2007; Babanazarova et al., 2013; Wejnerowski et al., 2018). Water temperature directly affects rates of respiration, photosynthesis, and algal growth in aquatic ecosystems (Regier et al., 1990; Joehnk et al., 2008). The link between temperature and toxin production by cyanobacteria remains elusive and is governed by the complex interaction among all environmental factors. It was found that the highest toxin contents, such as microcystin (MC), cylindrospermopsin, and other toxic compounds, are not associated with temperature conditions most favorable for cyanobacteria growth (Saker and Griffiths, 2000 for cylindrospermopsin; Savadova et al., 2018 for MC).

In this work, a combination of high-resolution IFC, NGS, and PCR-based methods were used to evaluate the presence of potentially toxic cyanobacteria along the Ural River, including the places of recent fish kills. Initial detection and identification of potentially toxic algae was done with IFC, and then confirmed with molecular methods. This combination of methodological approaches will be a valuable way to determine the presence and frequency of potentially toxic detectable cyanobacteria. Additionally, metagenomic analysis with the Nanopore sequencing platform provided an alternative, complementary way to identify and characterize potential harmful algae strains.



MATERIALS AND METHODS


Water Sampling

Ural River is the third river in terms of its length among European rivers, and it flows from the Ural mountains to the delta of the Caspian Sea. The temperature in this area can be as low as −38°C and as high as 46°C (Kazhydromet Climate Monitoring Bulletin, 2016). This project had covered the region of the river within the borders of Atyrau city, upstream from the city border (100 km away), and downstream to the delta of the Caspian Sea. The sampling sites are illustrated in Figure 1, and they were assigned as follows: S1 Delta > S2 Channel > S3 Ship > S4 low Peretaska > S5 Balykshy > S6 Peretaska > S7 Oil refinery water intake-ANPZ > S8 Atyrau Su Arnasy > S9 Geolog > S10 Almaly > S11 Saraishyk > S12 low Makhambet > S13 upper Makhambet > S14 Ural River 100 km (distances are as follows: S1–S2 14.8 km; S2–S3 21.2 km; S3–S4 9.2 km; S4–S5 8.6 km; S5–S6 2.1 km; S6–S7 1.6 km; S7–S8 6.7 km; S8–S9 5.1 km; S9–S10 16 km; S10–S11 45 km; S11–S12 23.2 km; S12–S13 17.5 km; S13–S14 24.6 km) The samples were collected across the length of the river in August–December 2019, noting that sampling in October and December was limited by two sampling points at Peretaska duct, near a local cogeneration plant and oil refinery.
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FIGURE 1. Representation of sampling points on the Ural River. Sampling points from S1 to S3 were taken near the Ural delta, sampling points S4–S9 were taken within the city boundaries, where most of the fish die-off happened at the end of 2018–beginning 2019, sampling points S10–S14 were taken above the city boundaries upstream of the Ural River. Sampling points P1–P4 are taken during October 2019 expedition.


Shortly, the surface water sampling was carried out, and samples for IFC analysis of the phytoplankton communities and hydrochemistry were collected at each location in plastic 5-L bottles from surface water horizon (0.5 m depth) in plastic 5-L bottles. Water turbidity was checked by the Secchi disk. Phytoplankton samples were fixed in triplicates with different fixators: paraformaldehyde (0.5%), glutaraldehyde (0.5%), and Lugol’s solution. Fresh, live samples were preserved in the cold box until delivered to the laboratory and then kept in the refrigerator at 4°C. Water parameters such as dissolved oxygen, salinity, conductivity, temperature, and total dissolved solids at the sampling site were measured on-site. The phosphate concentration was calculated by the standard molybdate method (Motomizu et al., 1983).



Satellite Data Analysis

Land surface temperature is one of the physical observation remote sensing parameters which are of great importance for different disciplines, such as environmental studies, hydrology, etc., which contributes to a better understanding of energy and water exchange. NASA’s Landsat mission has collected a huge amount of relatively high spatial resolution thermal data as it has a thermal infrared (TIR) sensor onboard since 1984 (Barsi et al., 2003). In this study, Landsat 8 data were used on Atyrau city to retrieve land surface temperature for recent dates as it is the source of new images. Landsat 8 has two thermal bands with a spatial resolution of 100 m and a 16-day revisit time (Rozenstein et al., 2014). The data included bands 4, 5, and 10 of scenes LC08_L1TP_166027_20181201_20181211_01_T1 (December 01, 2018), LC08_L1TP_167027_20181208_20181211_01_T1 (December 08, 2018), LC08_L1TP_167027_20190314_2019032 5_01_T1 (March 14, 2019), and LC08_L1TP_167027_2 0191211_20191217_01_T1 (December 01, 2019).



The Land Surface Temperature Calculation

The main workflow is based on the algorithms proposed by Chander and Markham (2003), Chander et al. (2009), and Walawender et al. (2012). Band ten from Landsat 8 images was used to calculate the top of the atmospheric radiance (TOR) first, and then it was converted into the at-sensor temperature. In parallel, the red and the near-infrared bands were used to calculate NDVI. The NDVI was used to calculate the ground emissivity. Both derivatives were integrated into the final land surface temperature products for each date. The time series covering the period between December 2018 and December 2019 were processed using Python 3 codes.



Ion Chromatography

To determine the ionic composition of water, ion chromatography technique (IC) was used. Before the IC analysis, samples were filtered with 0.22 μm cellulose acetate filters using a vacuum pump. The analysis of fluoride, chloride, nitrite, bromide, nitrate, phosphate, and sulfate ions in water samples was performed using a Dionex ICS-6000 HPIC system (Thermo Fisher Scientific, Waltham, MA, United States) equipped with a conductivity detector, two chromatographic columns: for the separation of cations and anions, and Chameleon 6.0 software. Anion separation was carried out using a Dionex IonPac AS11-HC-4 μm capillary, analytical, and guard column (2 × 250 mm) and 30 mmol potassium hydroxide solution as eluent. To determine the cations, we used a Dionex IonPac CS12A-5 mSm IC column (3 × 150 mm). A calibration chart was built from 1 to 30 ppb; the correlation coefficient was 0.998. Quality control was acquired at 15 ppb with 40 times diluted samples.



Ultra High-Performance Liquid Chromatography Coupled With Diode Array Detection

An UHPLC-diode array detection (DAD) method was chosen because it can quickly confirm the presence of microcystin (MC-LR) and nodularin in aqueous samples (Rapala et al., 2002; Thuret-Benoist et al., 2019). The UHPLC system used was an Ultimate 3000 instrument (Thermo Fisher Scientific, United States) equipped with DAD detector. UV-spectra were drawn from 200 to 300 nm. Separation of the toxins was achieved on reversed-phase C18 analytical column thermostated at 35°C. Both the aqueous, water (A), and organic, acetonitrile (B), mobile phases contained 0.025% trifluoroacetic acid (TFA). The following linear gradient program was used: 0 min 70% A, 1.2 min 70% A, 6.2 min 30% A, 7 min 0% A, 7.4 min 70% A; stop time 10 min. The sample injection volume was 5 μl. The flow rate was 0.350 ml/min. For identification of cyanotoxins in water samples, we used standards of MC-LR and nodularin (Thermo Fisher Scientific, United States) with a concentration of 500 μg/L. Stock solution of the toxins was prepared in methanol and stored at −20°C. For solid-phase extraction (SPE), C18 cartridges HyperSep Phenyl, 500 mg (Thermo Fisher Scientific, United States) were used. All solvents (distilled water, methanol, and acetonitrile) were UHPLC gradient grade. TFA was at least of analytical reagent grade. The filtered samples were passed through a SPE cartridge. Analytes were eluted from the solid phase with a small amount of 90:10 methanol:reagent water (v/v). The extract were concentrated to dryness by evaporation with SP Genevac Rocket Synergy 2 evaporator (SP Inc., Anchorage, AK, United States), and then adjusted to a 1-ml volume with 90:10 methanol:reagent water (v/v). The HPLC method was optimized by using ultrapure grade water with diluted MC-LR and nodularin standards (Thermo Fisher Scientific, United States).



Light Microscopy

For the morphological identification of organisms, samples were analyzed with a Leica DM2500 microscope (Leica, Wetzlar, Germany) with ×100, ×200, and ×400 magnifications. The plankton organisms were classified at the genus level and species level, where possible. Dolichospermum and Aphanizomenon/Cuspidothrix could not always be determined to species level because of the lack of akinetes that are a key feature in the morphological identification of nostocalean cyanobacteria. In such cases, the Dolichospermum spp. were classified according to the filament type as “curved” or “straight.”



Imaging Flow Cytometry

Cell abundance was counted using FlowCAM VS-4 (Yokogawa Fluid Imaging Technologies, United States). A mixture of 5, 10, and 25 μm size beads (Yokogawa Fluid Imaging Technologies, United States) was used for the calibration of the instrument. The FlowCAM was run in autoimage and/or laser-triggered mode using a ×10 objective and a 100-μl flow cell. The results from the FlowCAM were analyzed using VisualSpreadsheet software version 4.0 (Yokogawa Fluid Imaging Technologies, United States). Classification of the dominant genera of phytoplankton was conducted using a semi-manual mode of the software and manual selection of the representative training set of images. To create the subsets within the classification process, statistical filtering, which takes the highest score value as a threshold, was used. Each run of statistical filtering chooses particles with the value of likeness higher than the threshold value. The results of the automated classification were manually rechecked in case of erroneous or missed particles. Classification included subsets of the following major cyanobacterial genera: Dolichospermum, Microcystis, Pseudanabaena, Aphanizomenon/Cuspidothrix, Cylindrospermopsis, and Sphaerospermopsis (representative images in Figure 2).
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FIGURE 2. FlowCAM image galleries of most abundant cyanobacteria in River Ural in August 2019. Samples preserved with 0.5% glutaraldehyde; ×10 objective, 100 μm flow cell. (A,B) Curved Dolichospermum filaments (A Dolichospermum cf. flos-aquae, B Dolichospermum cf. compactum); (C) straight Dolichospermum filaments (Dolichospermum cf. macrosporum); (D) Sphaerospermopsis aphanizomenoides; (E) Cylindrospermopsis raciborskii; (F) Cuspidothrix issatschenkoi; (G) Pseudanabaena limnetica; (H) Microcystis sp. Scale bar, 20 μm.




MinION Sequencing

Based on FlowCAM IFC analysis, water samples from five different Ural River locations were selected for NGS. More specifically, samples were taken from the delta of river Ural, inside Atyrau town line (Peretaska artificial stream), and near Makhambet village in August 2019 field expedition. DNA extraction was performed using PowerWater DNA Isolation Kit (Qiagen, United States). The resulting DNA concentrations were in a range of 2–10 ng/μl as defined by measurement with a Nanodrop spectrophotometer (Thermo Fisher Scientific, United States) set at 260 nm. The methodology was adapted from manufacturer’s instructions in the protocol library of Oxford Nanopore Technologies website. The 16S Barcoding Kit (SQK-RAB204) was used for library preparation, which included PCR reactions and attachment of sequencing adapters. The former procedure was performed by preparation of reaction mixture that included nuclease-free water (14 μl), DNA sample (10 ng, diluted with nuclease-free water to reach 10 μl), DreamTaq Hot Start PCR Master Mix (25 μl), and 16S barcode primer at 10 μM (1 μl). There were 12 different 16S barcodes, and they were assigned for defined samples from Ural River. For instance, Barcode 01 was used for the sample site S1. The thermocycler was set for the following parameters: 1 min at 95°C, followed by 25 cycles with 20 s at 95°C, 30 s at 55°C, 2 min at 65°C for and ended by a final extension of 5 min at 65°C. PCR products were then cleaned up by AMPure XP beads (Beckman Coulter, United States), and the mixture of PCR products (with different barcodes) was prepared. The sequencing adapters were added to this mixture and incubated for 5 min in room temperature. After the library preparation, the DNA library was mixed with loading beads and sequencing buffer (provided by the manufacturer). The MinION device was used for sequencing with flow cell R9.4. DNA library was transferred to the flow cell according to the manufacturer’s recommendations, and sequencing run continued for about 14 h. The basecalling was turned on during the run, and the produced data (Fastq files) were analyzed by EPI2ME cloud-based data analysis platform. The “Fastq 16S r2020.04.06” workflow was used to build 16S classification taxonomy.



PCR Analysis of Toxic Cyanobacteria in Ural River Environmental Samples

Based on FlowCAM IFC analysis, water samples from five different locations in the Ural River were selected for molecular analysis (labeled as samples S1, S4, S6, S12, and S13). Primers were designed for the identification of microcystin synthetase gene E (mcyE), the aspartate aminotransferase domain for saxitoxin synthesis (sxtA), amidinotransferase gene for cylindrospermopsin synthesis (cyrA), and genes for the biosynthetic production of anatoxin-a (anaC), according to Vaitomaa et al. (2003), Al-Tebrineh et al. (2012), and Rantala-Ylinen et al. (2011). Primers are listed in Table 1, and their parameters were verified by OligoAnalyzer Tool (Integrated DNA Technologies, Coralville, IA, United States).


TABLE 1. List of consensus primers used in the study.

[image: Table 1]The end-point PCR was performed by mixing of 3 μl of the extracted DNA sample, 25 μl of DreamTaq Hot Start PCR Master Mix, 0.5 μl of each primer (10 μM), and dH2O up to a final reaction volume of 50 μl. All reaction tubes were transferred to a thermocycler (Bio-Rad, Hercules, CA, United States) for a 3-min initial denaturation step at 95°C. That was followed by 40 reaction cycles, with one cycle consisting of 30 s at 95°C, 30 s at temperature depending on Tm of primers, and 60 s at 72°C. The PCR steps were followed by a final extension step at 72°C for 5 min. Length of PCR products were analyzed by DNA electrophoresis using 1% agarose gel with SYBR Safe DNA Gel Stain (Life Sciences, United States). Samples with PCR products were purified and sequenced. The resulted DNA sequences were used for the identification of Microcystis-specific toxin synthase genes. Sanger sequencing was performed by commercial entity (Evrogen, RF).



Real-Time PCR

The real-time SYBR Green I qPCR was performed using the Bio-Rad CFX96 Touch Real-Time PCR instrument (Bio-Rad, United States). All reagents were provided by Syntol (Moscow, Russian Federation) and used according to the manufacturer’s protocol. The reaction volume of 20 μl included 5 μl of extracted DNA [concentration range of 2–10 ng/μl as defined by measurement with a Nanodrop spectrophotometer (Thermo Fisher Scientific, United States)], 5 μl of nuclease-free water, 2.5 μl of vortexed MgCl2 solution, 2.5 μl of dNTP, 2.5 μl of SYBR Green buffer, 1 μl of each primer (10 μM), and 0.5 μl of SynTaq-polymerase. The reaction protocol included an initial denaturation step at 95°C for 3 min, and 40 cycles of denaturation (30 s, 95°C), annealing (30 s, Tm of primers), and extension (60 s, 72°C) were followed by melting curve assessment. Each reaction was performed in triplicates. Microcystis genome DNA extracted from toxic strain served as a positive control, and a no-DNA reaction well served as a negative control.



Statistical Analysis

Multivariate analysis techniques provide appropriate statistical tools for analysis of environmental parameters and their effects on ecological communities (Greenacre and Primicerio, 2013). The principal component analysis (PCA) was performed to identify the significant environmental conditions influencing distribution detected by IFC cyanobacterial genera in Ural River sampling sites. The analysis was performed using STATISTICA vs. 8 (StatSoft, Tulsa, OK, United States). Environmental parameters included temperature, pH, conductivity, solids (referred as TDS), dissolved oxygen (referred as DO), and NO3– and NH4+ concentrations as explanatory data (Supplementary File 1). Correlations between the abundances of different cyanobacteria and environmental factors were analyzed by Spearman correlation analysis (STATISTICA vs. 8, StatSoft, United States).



RESULTS


Sample Sites Description and Environmental Parameters

Sampling sites S1–S3 were located downstream the Ural River, closer to the Caspian Sea basin. Sampling sites S4–S9 were located within the city area, and sampling sites S10–S14 were located upstream 20–100 km away from the city. The main hotbed of the fish kills was in the urban region of the city, starting from sampling point S5 Balykshy until sampling point S9 Geolog. The area corresponds to the residential districts of the city, as well as the industrial districts. For instance, there is an artificially created water channel called Peretaska (S6), the main purpose of which is water intake by the local thermal power station and oil refinery. Water then exits at a higher temperature (from our measurements at 30°C on October 10 and 26°C on December 24, 2019) and is returned to the upper part of the Peretaska, which then heads in the direction of the Caspian Sea. The temperature difference between the upper and lower Peretaska is significant. Water in the upper part of the Peretaska channel differs from that in the Ural River in terms of its greenish color and high turbidity. The river flow is minimal and unobservable. Sampling points S4–S8 are located near the industrial areas, while S9 Geolog is a residential area near the border of the city.

By applying the satellite analysis approach described in the section “Materials and Methods,” we derived the land surface temperature of the study, referring to the four dates indicated above. Results demonstrate a strong thermal anomaly near Atyrau’s power plant and oil refinery on December 1 and 8, 2018 (Figures 3A,B) and December 2019 (Figure 3D), while images acquired in the spring show a significant decrease in the surface temperature for the same area (Figure 3C). Furthermore, the locations of a fish kill in December 2018 and 2019 were mapped and combined with the land surface temperature map, derived from the images acquired by Landsat 8 on December 1, 2018 (closer to the date of initial fish kills).
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FIGURE 3. The land surface temperature of the study area: (A) December 01, 2018; (B) December 08, 2018; (C) March 14, 2019; and (D) December 01, 2019.


The detailed information on ion concentration is provided in Supplementary File 1. The highest concentration of nitrates in water was detected in the artificial water duct S6 Peretaska at 4.69 mg/L of water leading to the cogeneration plant. Accordingly, the oil refining plant’s water intake system from the Ural River directly corresponds to the sampling site S7 Oil Refinery Water Intake, where a nitrate concentration of 3.92 mg/L was detected. Phosphate concentrations were slightly increased in the Peretaska locations than the Ural River (Atyrau Su) location. Oxygen concentrations were significantly low in the Peretaska duct (6.5 mg/L). No differences in chloride concentrations between Peretaska sites and the Ural River were detected in water samples in August–December 2019.



Identification and Abundances of Potential Toxic Algae in the River Ural Region

We have identified the cyanobacteria Cylindrospermopsis (=Raphidiopsis) raciborskii, Sphaerospermopsis aphanizomenoides, Dolichospermum spp., Aphanizomenon/Cuspidothrix spp., and Pseudanabaena limnetica as dominant potentially toxic phytoplankton species in the Ural River using light microscopy and IFC (Figure 2). The genera of these potentially toxic cyanobacteria were earlier described as forming algal blooms with the capability of releasing life-threatening toxic compounds (e.g., Codd et al., 2005; Paerl and Otten, 2013; Rastogi et al., 2015). According to the classification results, the most abundant species of potentially toxic cyanobacteria in the Ural River were Dolichospermum and Aphanizomenon/Cuspidothrix spp. Sampling site S1 is the delta of the Caspian Sea, which correspondingly encountered the lowest abundance of cells and a higher water salinity of 0.42%. The S2 channel sampling site is a shallow artificial channel connecting the Caspian Sea to the Ural River with brackish water (0.15%) and a higher abundance of the target species.

The abundance of cells of potentially toxic algae was high in the mouth of the river duct Peretaska, an area with low circulation rates and increased water temperature. The parameters of water in the S6 Peretaska site included a heightened NO3 concentration (4.69 mg) and a slight increase compared with the sampling point temperature (23°C) at the Ural River. The low Peretaska was low in biodiversity, and Dolichospermum spp. was most abundant among potential harmful algae with a cell count equal to 10 filaments/ml. The temperature of this sampling site was 30°C in August and October and decreased to 26°C by the end of December.

The maximum number of cells of Aphanizomenon/Cuspidothrix spp. reached almost 900 particles/ml at the S11 Saraishyk sampling site (Figure 4; Supplementary File 2). The site was distinguished by the high NH4 content in the water (1.19 mg/L). In addition, both the S11 Saraishyk and S10 Almaly sites showed low numbers of C. raciborskii. The S12 low Mahambet site had a high concentration of NH4 (3.25 mg/L) and is the only sampling point where Microcystis sp. was detected by IFC.
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FIGURE 4. Relative abundances of potentially toxic cyanobacteria (August 2019).


The PCA was conducted with environmental parameters (e.g., pH, temperature, DO, conductivity; NO3–, NH4+) (Figure 5). Two principal components with the highest percentages were shown on the plots, which explained 51.7 and 21.62% of variations. For variance analysis, the appearance of Aphanizomenon/Cuspidotrix sp. was positively correlated with DO (r = 0.612, p < 0.05; Spearman), and Microcystis sp. positively correlated with NH4+ (r = 0.426; Spearman). Moreover, there are significant positive correlation between Dolichospermum, Aphanizomenon/Cuspidotrix, and Pseudoanabaena spp. (r = 0.685; r = 0.765; r = 0.726, p < 0.05, Spearman) which are belonging to ADA-clade (Driscoll et al., 2018; Teikari et al., 2019; Oesterholm et al., 2020), as well as Dolichospermum and Sphaerospermopsis sp. and C. raciborskii (r = 0.726; r = 0.792; p < 0.05, Spearman).


[image: image]

FIGURE 5. Principal component analysis (PCA) of abundances of potentially toxic cyanobacteria and environmental factors. Temp, temperatures; Cond, conductivity; NO3, concentration of nitrates; NH4, ammonium concentration; Micro, Microcystis sp.; A, Aphanizomenon/Cuspidotrix sp.; D, Dolichospermum sp.; Sp, Sphaerospermopsis sp.; Cy, Cylindrospermopsis raciborskii.




MinION-Based Sequencing

After the sequencing run of 14 h, it resulted in 1,088,000 passed reads with a total yield of 1.6 gigabase pairs of sequencing data. The average sequence length was 1,485 base pairs with an average quality score of 9.29. The 16S amplicon analysis in EPI2ME platform resulted in 896,029 classified reads with an average accuracy of 84%, 864,719 of which were used in the further taxonomic analysis in sample sites S1, S4, and S12. The raw sequences from nanopore-based NGS analysis had a significantly higher error rate compared with short-read sequencers, similar to findings by other researchers (Pfeiffer et al., 2018). Large variations in the raw number of reads between different sampling points were observed. The classification was represented by matches in NCBI database (Altschul et al., 1997), and the number of sequencing reads was interpreted to the estimated relative abundance of species in sample sites of the Ural River. Figure 6 illustrates the relative phylogenetic distribution at the phyla level. The data shows that S1 (Delta) was abundant with cyanobacterial organisms, while the sampling site of S4 (low Peretaska) was mainly inhabited by Proteobacteria and Firmicutes, respectively. A more detailed exploration of cyanobacterial phylum also indicated differences in the distribution within these sites (Figure 7). The species-level identification with cyanobacterial origin yielded from one (S4) up to 63 different matches (S1) in NCBI database. According to relative abundance data of these species, Planktothrix spp. were predominant, and low quantities of Microcystis spp. were also identified at the S12 site. Potentially toxic algae Nodularia spumigena was identified by NGS but not by IFC as the most abundant among cyanobacterial species at S1 (delta) site.
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FIGURE 6. Bacterial community composition at the phylum level based on 16S rRNA next-generation sequencing at the Ural River S1, S4, and S12 sites.
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FIGURE 7. Cyanobacterial community composition based on 16S rRNA next-generation sequencing at the Ural River S1, S4, and S12 sites.




Identification of Toxic Genes in Cyanobacteria Using PCR Methods

Polymerase-chain reaction analysis was used to identify Microcystis-specific mcyE gene according to the primer design provided by Vaitomaa et al. (2003). The genome assembly of M. aeruginosa NIES-843 (Kaneko et al., 2007) was used to find an expected sequence of PCR products. Its size was 247 base pairs, and only S12 sample had a corresponding significant band. The semi-quantitative analysis by SYBR Green I real-time PCR revealed the presence of this gene in sample sites S1 and S12, assessed by the similar melt peak as in positive control. The relative gene abundance data was standardized (ratio-based) by concentration of input DNA extract. Sample S1 contained 2.05-fold more mcyE gene per nanograms of total DNA than the S12 sample.

The PCR amplification of the sxtA gene had an expected size of 148 base pairs (Rantala-Ylinen et al., 2011) and only sample S13 showed the positive band in the following size range. To validate the presence of this toxin production gene, the real-time PCR analysis was performed with positive control of standards from multiplex qPCR kit (Phytoxigene CyanoDTecTM Toxin Genes Test; Diagnostic Technology, United States). The results showed specific amplification of the sxtA gene only in sample S13. The relative sxtA gene abundance in site S13 was considerably small with a 1.23 × 10–4-fold difference, when compared with positive control. However, as the positive control from the kit had a known concentration of 100,000 copies/μl, it allowed us to estimate the concentration in S13 sample to 36.8 copies per μl of the extracted total DNA sample.

The presence of cylindrospermopsin (cyrA) and anatoxin (anaC) genes was not identified by the abovementioned PCR methods. To sum up, the mcyE was detected at the environmental samples from S1 and S12 sample sites, below Makhambet village, and the delta of Ural River location, respectively, and sxtA gene was detected at S13, upper Makhambet site.



Sanger Sequencing of PCR Products

Polymerase-chain reaction products were purified and sequenced using the forward primer of Microcystis-specific mcyE gene (Evrogen, Moscow, Russian Federation). Resulted sequence data for S1 and S12 are presented in Table 2. Sequencing of samples from S4, S6, and S13 sites did not produce any DNA data of cyanobacterial origin.


TABLE 2. List of DNA sequences of PCR products from Ural River sampling sites.

[image: Table 2]Sequence data was analyzed via BLAST algorithm, and the best matches for the two sites are shown in Table 3. The sequence homology analysis in NCBI nucleotide database revealed that PCR products from Ural delta (S1) and low Makhambet (S12) matched with Microcystis-specific mcyE gene with a percentage identity between 88 and 96%, and S13 sample (upper Makhambet) matched with ADA-clade spp. sxtA gene (99%).


TABLE 3. Origin and identification of mcyE and sxtA genes in environmental samples from the Ural River.
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DISCUSSION

CyanoHABs are very complex phenomena and early detection and tracking cyanotoxin producers and predicting of the bloom dynamics remain as unsolved challenges for water managers and aquaculture farmers. From December 2018 through March 2019, the significant mortality of farmed sturgeon and other fish species were reported in the Ural River near the town of Atyrau, Kazakhstan, with initial findings of dead fish in the artificial duct of the Peretaska channel, which supplies water to the local power plant and oil refinery. The Peretaska duct was an initial point of a huge fish die-off on the Ural River and aquaculture fish farms in December 2018 (>100 tons of artificially grown sturgeon), and a small fish die-off was observed in December 2019. The temperature anomaly registered by Landsat 8 in this area (Figures 3A,B,D) is supported by in situ measurements of water temperature in the Peretaska duct below the oil refinery and cogeneration plant. The decrease in temperature in March 2019 coincides with a temporary interruption to the biological treatment plant at the oil refinery due to preventive maintenance (Figure 3C). The thermal discharge from power plants leads to an elevation in temperature of the receiving waters (Li et al., 2011) and promotes phytoplankton growth and algal blooms, particularly in cold seasons (Hickman and Klarer, 1975; Jiang et al., 2012, 2019a, b). Thermal discharge plumes near power plants are thermally dynamic environments with strong influences on aquatic organisms. Many scientists report decreasing diversity of aquatic communities, functional and species richness, and even large mortality events of benthos invertebrates near discharge sites or in discharge channels (Suresh et al., 1993; Chuang et al., 2009; Teixeira et al., 2009; de Szechy et al., 2017; Lee et al., 2018; Khosravi et al., 2019). It seems that a shift in temperature is more important than exact temperature numbers, emphasizing a possible role of toxins in quorum sensing. The number of different toxins may increase with changes in growth conditions and temperature shifts (Kleinteich et al., 2012).

In our field expedition, we found a number of potentially toxic cyanobacteria species originally using FlowCAM-based IFC (supported by light microscopy), including invasive C. raciborskii, along all of the 100-km stretch of the Ural River–from the delta S1 sampling point up to S14. C. raciborskii is a cyanobacterium species with a well-known invasive origin (Padisák, 1997; Moreira et al., 2011), and causes increasing concern because of its potential toxicity (Briand et al., 2004). The presence of C. raciborskii was occasionally reported in the region close to the Northern Caspian Sea (Kazakhstan) starting in the twentieth century (Padisák, 1997). However, in the current study, we did not identify the presence of genes encoding cylindrospermopsin in the field samples.

The cyanobacterial blooms are often composed from non-toxic and toxic strains within morphologically identical species, and the reports of multicyanotoxin co-occurrence are becoming increasingly common (Graham et al., 2010; Pitois et al., 2018). The initial choice of detailed analysis of sampling points for the presence of toxic algae was made with IFC, followed by NGS and PCR-based molecular methods. We choose to use a combination of optical methods (IFC) and NGS because the classical optical-based morphological methods may not provide sufficient identification resolution (Eiler et al., 2013; Xiao et al., 2014; Zimmerman et al., 2015; Dzhembekova et al., 2017; Parulekar et al., 2017). Moreover, the traditional cyanobacterial taxonomy has been based on morphological features, but this classification is revised with an accumulation of molecular sequence data (Komárek et al., 2014; Hugenholtz et al., 2021). The taxonomic classification was done with a 16S NCBI database, however, the choice of database may have an effect on the results of taxonomic identification (Park and Won, 2018; Rizal et al., 2020; Winand et al., 2020). Metabarcoding based on 16S rRNA gene revealed a moderately diverse cyanobacterial community at S12 and S1 sampling points, and only a few cyanobacterial species were found at the S4 point (Figure 6) where the heated water stream of the artificial Peretaska channel (30°C, October 2019) was represented mostly by Proteobacteria and Firmicutes. Proteobacteria are always present in high-temperature ecosystems and often the dominating phylum in hot springs (Chan et al., 2017; Panda et al., 2017; Adjeroud et al., 2020), as the diversity and richness of microbial communities in thermal springs are negatively affected by temperature (Chan et al., 2017). In the winter, due to the thermal discharge, the temperature in the Peretaska channel remains high (26°C; December 2019); however, it becomes more permissible for cyanobacteria and other microalgae, which may lead to algal blooming. Temperature increase caused by thermal discharge from power plants may promote phytoplankton growth and blooms, particularly in cold seasons (Jiang et al., 2019a, b).

The structure of the cyanobacterial distribution in the field samples defined by NGS analysis suggested the predominance of filamentous Planktothrix sp. and N. spumigena in the brackish S1 sampling point. NGS results together with IFC confirmed a predominant presence of Planktothrix sp. as well as the presence of low abundant Microcystis sp. at the S12 sampling point (low Makhambet). Although there are still common concerns about the nanopore-technology accuracy, mobile sequencing with MinION has already been transformative for bacterial and viral pathogen outbreaks (Quick et al., 2015, 2016; Boykin et al., 2019) and in the context of freshwater analysis (Reddington et al., 2020). We used MinION-based sequencing to complement IFC information on the presence of potentially toxic cyanobacteria at sampling points and found that nanopore amplicon sequencing allowed us to get extended information about the presence of even minor quantities of cyanobacterial genera. Thus, at the S1 sampling point, the predominance of Planktothrix sp. and a presence of minor quantities of N. spumigena were confirmed by 16S rRNA gene metagenomics, but not by IFC. However, a number of experimental intricacies should be addressed using this approach related to the DNA extraction yields and sample filtrate volumes and database incompleteness that can be curated by adding local species (Abad et al., 2016).

As 16S rRNA-based NGS only provides identification of potentially toxic algae, PCR was required to confirm the presence of toxigenic cyanobacteria species utilizing toxin synthesis genes. Field samples from S12 and S13 (near Makhambet village) demonstrated the presence of strains expressing mcyE or sxtA genes identified by traditional and real-time PCR. Data from real-time PCR as well as data from Sanger sequencing suggested that low abundant Microcystis sp. was the only microcystin producer at the S12 sampling point (low Makhambet), and toxigenic ADA-clade spp. were detected at S13 (upper Makhambet) sampling point (Figure 4 and Table 3). This is in line with other studies, which found that the ADA-clade is a highly significant component of cyanobacterial HABs (Dreher et al., 2021), and dominant microcystin producer is not necessarily the predominant cyanobacterial species in the water stream (Dadheech et al., 2014; Lee et al., 2015; Scherer et al., 2017). In summary, our study demonstrates that potentially toxic cyanobacteria including toxigenic strains widely distributed in Ural River waters. We hypothesize that the presence of potentially toxigenic cyanobacteria in side channels of the Ural River can lead to yearly seasonal fish kills depending on the floods dynamics and winter temperature shifts.

After our manuscript submission to the journal, another fish kill happened in this region (May 02–09, 2021; Baksay) (in the water bodies temporarily connected to Ural River main stream during spring river flooding). The results of UHPLC/DAD analysis of water samples taken a few days later confirmed the presence of MC-LR and nodularin in the water probes (Supplementary File 2).



CONCLUSION

During our field study of the Ural River in August–December 2019, we documented the occurrence of potentially toxigenic cyanobacteria in Ural River from the brackish-water delta up to 100 km. Aphanizomenon/Cuspidothrix spp., Dolichospermum spp. (most likely D. cf. flos-aquae and D. cf. macrosporum), and, in some locations, Planktothrix sp. and Microcystis sp. were dominant phytoplankton species, and we also found minor quantities of C. raciborskii. The presence in the field samples of toxigenic genotypes (mcyE+, sxtA+) was confirmed by real-time PCR and Sanger sequencing. The complementary analysis with nanopore sequencing showed potential for using portable and fast NGS for real-time monitoring and research of harmful algae, but currently, a taxonomic identification is still limited by the availability of suitable databases and cost. A combination of IFC with molecular methods demonstrates a potential for monitoring algal blooms and can lay a foundation for addressing these risks in aquaculture and river management of the Ural River region. We, therefore, suggest that the monitoring of toxic algae levels in the Ural River should continue based on the potential of combined IFC and NGS approach among others and on the construction of Ural River-specific database of toxigenic cyanobacteria taxa.
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This study examined the effects of extracts of hijiki (Sargassum fusiforme) on the growth and physiology of three species of red tide microalgae (Prorocentrum donghaiensis, Skeletonema costatum, and Heterosigma akashiwo) that commonly grow in the East China Sea. The red tide algae were cultivated with the hijiki extracts at different concentrations to investigate the effects of the extracts on cells growth, chlorophyll a content, maximum quantum yield of PSII (Fv/Fm), the activities of four oxidoreductases including peroxidase (SOD), glutathione S-transferase (GST), glutathione peroxidase (GSH-Px), glutathione reductase (GR), and the level of the membrane lipid peroxidation product, malondialdehyde (MDA). The sensitivity of red tide algae to the extracts varied among the strains, with P. donghaiensis being the most sensitive, followed by S. costatum, and then H. akashiwo. Furthermore, the extracts had a rapid lethal effect on P. donghaiensis at over 1.6 g/L and on S. costatum and P. donghaiensis at over 8 g/L. From that concentration, increasing amounts of the extracts in cultures of S. costatum promoted a reduction in Chla contents and Fv/Fm values. In addition, the oxidoreductase activity of S. costatum was reduced at 4 and 6 g/L, as shown by the reduced activity of SOD, GR, GSH-Px, GST and MDA content in the cells. The results presented herein will be useful to the development and utilization of hijiki on red tide control, and marine environmental protection.

Keywords: Sargassum fusiforme, red tide microalgae, Chla, Fv/Fm, oxidoreductase


INTRODUCTION

Due to the impact of human activities and changes in the natural environment, eutrophication is increasing along the coast of East China Sea, which is harmful for the biodiversity and ecological functions of the marine ecosystem and resulting in frequent occurrence of red tides. Red tide is a disastrous abnormal marine ecological phenomenon, in which some planktonic microalgae, protozoa, or bacteria suddenly proliferate or gather in a short period of time under certain environmental conditions, resulting in a change in water color. Red tide often leads to water hypoxia, resulting in the deaths of a large number of fish, shellfish, and other marine organisms, threatening marine ecology and aquaculture. In addition, microcystins produced by harmful algae accumulate in fish and ultimately endanger human health through the food chain (Yu and Chen, 2019). In the first decade of the twenty-first century, the frequency and scale of red tides in China were three times greater than in the late 1950s. During the period between 2000 and 2017, the cumulative area of red tides in China reached 210,000 square kilometers, with the red tide problems in the East China Sea being by far the most serious as compared to that in South China Sea and Bohai Sea (Yu and Chen, 2019). Red tide has become a constraint on the offshore economy development (León-Muñoz et al., 2018; Mascareño et al., 2018), a threat to human food safety (Van Dolah, 2000; McCabe et al., 2016; Daguer et al., 2018), and an ecological disaster damaging marine ecosystems (Yu and Chen, 2019). Consequently, red tide is now an ecological problem that needs to be addressed urgently (Berdalet et al., 2017). Red tide of the Raphidophyta alga Pseudochattonella cf. verruculosa during the 2016 austral summer (February–March) killed nearly 12% of the Chilean salmon production, causing the worst mass mortality of fish and shellfish ever recorded in the coastal waters of western Patagonia, and the direct economic loss was more than one billion US dollars (León-Muñoz et al., 2018). In October 2017, a red tide of Karenia brevis (formerly known as Gymnodinium breve), which lasted for 15 months, broke out off the coast of Florida in the United States (Soto et al., 2018). To date, more than 200 toxins have been isolated from red tide species including dinoflagellates, diatoms, and cyanobacteria, resulting in toxic effects including diarrheic shellfish poisoning, azaspiracid poisoning, neurotoxic shellfish poisoning, ciguatera fish poisoning, paralytic shellfish poisoning, tetrodotoxin, and amnesic shellfish poisoning. These toxins pose a great threat to human beings and other organisms (Daguer et al., 2018).

Controlling red tides by means of physical and chemical methods may exert adverse effects on the marine ecosystem (Jeong et al., 2000). Some scholars have proposed that the large-scale cultivation of macroalgae might lead to absorption of nitrogen and phosphorus in water (Ahn et al., 1998), regulating the marine ecosystem and inhibiting the occurrence of red tides (Nakai et al., 1999). Macroalgae cultivation may also provide a spawning ground for fish by providing food and attachment bases for fish eggs; therefore, this activity has the potential to play an important role in ecosystem restoration and increasing the diversity of fishery resources (Yang et al., 2015). Studies have confirmed that seaweeds such as Gracilaria confervoides, Gracilariopsis lemaneiformis, Corallina pilulifera, Enteromorpha prolifera, Ulva lactuca, U. fasciata, U. pertusa, and Sargassum thunbergii have allelopathic inhibitory effects on red tide microalgae (Jeong et al., 2000; An et al., 2008; Liu et al., 2011; Lu et al., 2011; Tang and Gobler, 2011). Moreover, the growth (Della et al., 2000), cell function, and cell membrane structure (An et al., 2008; Lu et al., 2011; Tang and Gobler, 2011) of red tide algae such as Skeletonema costatum, Amphidinum sp., and Karenia mikimoto can be inhibited and damaged by the dry power, methanol extracts, filtrate and water-soluble extracts obtained from the water used to cultivate these seaweeds. It has been shown that S. fusiforme reduced the chlorophyll a and maximum chlorophyll fluorescence (Fv/Fm) levels in Karenia mikimotoi (Ma et al., 2017). Although the inhibitory effects of seaweed extracts on the growth of microalgae have been studied, little is known about their mechanisms of inhibition.

Environmental stress may cause an increase in oxygen free radicals such as superoxide anion radicals, hydrogen peroxide, hydroxyl radicals, and singlet oxygens in plant cells. The radicals usually participate in degrading chloroplasts and reducing the content of ascorbic acid and the activity of ascorbate peroxidase, leading to membrane lipid peroxidation. Some of the free radicals are closely related to the bleaching of photosynthetic pigments and membrane lipid peroxidation. Singlet oxygens in cells react with many macromolecular substances, thereby damaging the normal growth and proliferation of cells (Gill and Tuteja, 2010). During evolution, living organisms have developed an antioxidant system to resist external stressors, including a number of enzymes—superoxide dismutase (SOD), catalase (CAT), ascorbate peroxidase (APX), glutathione reductase (GR), glutathione peroxidase (GPX), and glutathione-S-transferase (GST), and non-enzymatic antioxidants—ascorbic acid (ASH), glutathione (GSH), phenolic compounds, alkaloids, non-protein amino acids, a-tocopherols, and malondialdehyde (MDA) (Gill and Tuteja, 2010). The system can reduce the levels of free radicals caused by environmental stress to protect the cells (Gross, 2003; Hejl and Koster, 2004; Gill and Tuteja, 2010). However, excessively high levels of free radicals cannot be eliminated by the antioxidant system, which can reduce the activity of the enzymes in the antioxidant system. Peroxidation damage is one of the main effects of stressors on living organisms.

Sargassum fusiforme is an edible brown algae with high medicinal value that is widely distributed along the coasts of China, South Korea, and Japan (Hu et al., 2016; Sun et al., 2019; Zhang et al., 2020). In recent years, hijiki has been cultivated on a large scale in Dongtou, Wenzhou, Zhejiang Province. We conducted several investigations in April and June of 2018 and 2019 (data not published), and found that there were significant differences in the community structure of phytoplankton between cultivation and non-cultivation areas, and that the abundance and dominance of Skeletonema costatum in the cultivation areas were significantly lower than in non-cultivation areas. In this study, we analyzed the effects of hijiki extracts on the growth, Chla content, maximum quantum yield, and enzyme activity of the red tide algae Heterosigma akashiwo, S. costatum and Prorocentrum donghaiensis, which commonly grow in the East China Sea (Liu et al., 2013; Jiang et al., 2017). We sought to determine the inhibitory effects of S. fusiforme on marine microalgae, identify the red tide microalgae that are inhibited by it, as well as to understand the biological mechanism of the inhibitory effects of hijiki on microalgae.



MATERIALS AND METHODS


Microalgae Strains and Cultivation Conditions

The red tide microalgae Heterosigma akashiwo, Skeletonema costatum, and Prorocentrum donghaiensis were purchased from Shanghai Guangyu Biotechnology Co., Ltd. (Zhejiang, China). These microalgae were cultivated in f/2(+Si) medium and transferred to fresh medium every week for proliferation. Algae cultivation was performed in a smart light growth chamber (Ningbo Southeast Instrument Co., Ltd., Zhejiang, China). The temperature was 23°C ± 0.1 for H. akashiwo and S. costatum, and 20°C ± 0.1 for P. donghaiensis. Light intensity was 4,000 umol.m–2⋅s–1 with a light:dark photoperiod of 12 h:12 h.



Preparation of Seaweed Samples and Extracts

S. fusiforme was collected from Banping Island hijiki culture area, Dongtou, Wenzhou (N 120°59′45″–121°15′58″, E 27°41′19″–28°01′10″). The samples were then washed with pure water and dried at room temperature to a constant weight. The dried hijiki was subsequently pulverized into powder and stored at −20°C until use. Prior to use, the powder was soaked in sterilized seawater for 48 h at a powder-to-seawater ratio of 100 g:1 L. Next, the extracts were filtered through a 400 mesh silk net sieve and centrifuged (15 min at 12,000 rpm). After centrifugation, the supernatant was collected as the stock solution of the hijiki extracts with a concentration of 100 g/L. Both sterilized (121°C, 20 min) and non-sterilized stock solutions were utilized in this study. The concentration of the extracts was expressed as dry weight (g) of S. fusiforme per volume (L) of seawater.



Sterilization on the Inhibitory Potential of the Hijiki Extracts Against Microalgae Growth

Either the sterilized or unsterilized hijiki extracts, microalgae in the exponential phase, and enriched f/2 medium prepared with sterilized seawater were added into a 2,000 mL culture flask to a working volume of 1,000 mL with 6 g/L extracts. No extract was added in the control group. The densities of the P. donghaiensis, S. costatum, and H. akashiwo were 68.3 × 106, 70.8 × 106, and 65.2 × 106 cells/L, respectively. The cultivation of the three strains was performed using both sterilized and unsterilized hijiki extracts; and each treatment was replicated thrice. This gave a total of 6 treatments and 18 experimental runs (Table 1). During cultivation, 1 mL samples were collected at 48, 96, and 144 h to measure the density of microalgae. Lugol’s solution (0.05 mL) was added to stain the cells. Using a 0.1 mL Sedgewick Rafter cell (Figure 1), the density of microalgae was counted under an optical microscope, after which the inhibitory rate (IR) was calculated using the following equation:
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TABLE 1. EC50 (g/L) of hijiki extract on three species of microalgae.
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FIGURE 1. The plane sketch of 0.1 mL Sedgewick Rafter cell.


where N0 and Nt are control density of microalgae and the density at time t of culture, respectively.



Effect of the Concentration of the Hijiki Extracts on Microalgae Growth

Culture systems with 0, 0.4, 0.8, 1.2, 1.6, 2.0, 4.0, 8.0, and 10.0 g/L extracts were prepared, t to study whether the extracts had the same inhibitory effect on three types of red tide microalgae grown at different densities. The culture systems with 0.4, 0.8, 1.2, and 1.6 g/L extracts were designated as the low-concentration group, in which microalgae grew at normal density. The initial densities of P. donghaiensis, S. costatum, and H. akashiwo in the low-concentration extract groups were 420, 650, and 610 cells/L, respectively. The culture systems with 2.0, 4.0, 8.0, and 10.0 g/L extracts were designated as the high-concentration group, in which the microalgae grew at red tide density. The initial densities of P. donghaiensis, S. costatum, and H. akashiwo in this group were 75.2 × 106, 78.5 × 106, and 72.2 × 106 cells/L, respectively. The treatment with 0 g/L of hijiki extract was considered as the control group. At 24, 48, 72, 96, 120, 144, and 168 h, 1 mL of culture solution was collected into a centrifuge tube and stained to measure the density of microalgae and calculate the IR and the relative growth rate (μ). Another 1 mL of the culture solution was collected to observe the morphology of living cells.

The sample needed to be diluted in order to count it accurately when the cell density was high. The approximate cell density was estimated before dilution. Then, 0.1 ml solution was dropped into the counting plate, and the three squares shown in the green triangle in Figure 1 were selected to count the number of cells to estimate the approximate cell density because the cell density in the Sedgewick Rafter cell often decreases from the middle to the edge. The dilution factor (d) was selected according to the principle that there should be about 10 cells each square after dilution. The number of cells (n) in 0.1 mL solution after dilution was calculated, and was multiplied by d to obtain the cell density of the solution before dilution.

With <1 cell per 0.1 mL solution, the sample needed to be concentrated to count it accurately. In a test tube, Lugol’s reagent was used to stain the cells in 10 mL of solution, and the cells were allowed to settle for 24 h. The stained cells settled to the bottom of the test tube due to the gravity effect. A pipet was used to carefully discard the supernatant until the volume was 1, 0.5, or 0.1 mL for counting. The concentration factor was c. The number of cells (n) in 0.1 mL solution after concentration was calculated, and was divided by c to obtain the cell density of the solution before concentration.

The half inhibitory concentrations (IC50) of the extracts on microalgae at day 5 were calculated using the linear interpolation method.

In this study, the IC50 was calculated by the linear interpolation method (Han et al., 2013) between two given points as follows:

The cell densities of the two given points were (a, Na) and (b, Nb).
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Solving this equation gives
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If y = 0.5 NC,
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In the equation, a and b are the two given concentrations and Na and Nb are the cell densities at the given concentrations, respectively; x is the unknown concentration; y is the cell density at the unknown concentration; Nc is the cell density of the control at Nh. In this study, the cell density of the control at 144 h was used.

The relative growth rate (μ) was calculated using the following equation:

[image: image]

where μ is the relative growth rate, h–1; Xn is the density of microalgae at time tn; and X(n−1) is the density of microalgae at time t(n−1).



Determination of Chla and Fv/Fm

The culture systems were prepared in the same way as described in the section “Sterilization on the Inhibitory Potential of the Hijiki Extracts against Microalgae Growth,” and the final concentrations of the extracts were set to 0, 2.0, 4.0, 8.0, and 10.0 g/L. Each culture system was prepared in triplicate. At 0, 4, 8, 12, 24, 48, 72, 96, 120, 144, and 168 h, 50 mL of the culture solutions were collected into centrifuge tubes and placed in the dark for adaption for 15 min, after which the maximum quantum yield (Fv/Fm) (Davide et al., 2016; Guan and Li, 2017) was measured using a handheld chlorophyll fluorometer (AquaPen-C AP-C 100) and the Chla content was determined using a spectrophotometer. Next, the culture solution was sampled and filtered through a 0.45 μm nitrocellulose filter membrane, after which the filter membrane was placed in a centrifuge tube and 10 mL of 90% acetone was added. After being held for 24 h at 4°C, the tube was centrifuged at 3,000 rpm for 10 minutes and the absorbance of the supernatants was then measured at 750, 664, 647, and 630 nm using 90% acetone as a reference. The content of Chla was calculated using the equation modified by Jeffrey and Humphrey (1975):
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where Chla is the concentration (μg/L) of chlorophyll a; v is the volume (mL) of the sampled culture solution; V is the actual volume (L) of seawater used; L is the pathlength (cm) of the cuvette; and E664, E647 and E630 are the absorbance values of the solution at 664, 647, and 630 nm, respectively.



Determination of Enzyme Activity

The culture system was prepared in the same way as described in the section “Sterilization on the Inhibitory Potential of the Hijiki Extracts against Microalgae Growth,” except that the working volume was 1,250 mL. At 0, 4, 8, 12, 24, 48, 72, 96, 120, 144, and 168 h, 100 mL aliquots of the culture solutions were collected. Before sampling, the culture flask was shaken to evenly distribute the algal cells in the culture solution. After sampling, the culture solution was centrifuged at 1,000 rpm/min for 10 min and pellet cells were collected. Commercial kits A001-1-2, A003-1-3, A004-1-1, A005-1-2, and A062-1-1 were used to determine the activity or content of SOD, MDA, GST, GSH-Px, and GR, respectively.



SPSS Statistical Analysis of Data

Excel 2016 was used to plot the data. SPSS 20.0.0 was used to conduct one-way ANOVA analysis and a p < 0.05 was considered to be significant.



RESULTS


The pH Values of the Cultures

The pH values of both sterilized and non-sterilized extracts were 4.967 ± 0.003. The pH values of the high- concentration groups (0, 2, 4, 6, 8, and 10 g/L) were 8.309 ± 0.008, 8.179 ± 0.017, 8.044 ± 0.009, 7.815 ± 0.064, 7.708 ± 0.057, and 7.634 ± 0.065, respectively. The pH values of the low- concentration groups (0, 0.4, 0.8, 1.2, and 1.6 g/L) were 8.293 ± 0.004, 8.281 ± 0.006, 8.267 ± 0.014, 8.246 ± 0.016, and 8.235 ± 0.011, respectively. Therefore, the addition of hijiki extracts reduced the pH value of algae cultures (Figure 2).
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FIGURE 2. pH value of concentration S. fusiforme extracts, high concentration (A) and low concentration (B).




Inhibitory Effect of Sterilized and Unsterilized Hijiki Extracts on Microalgae Growth

The effects of the sterilized and unsterilized 6 g/L hijiki extracts on the daily growth rates of P. donghaiensis, S. costatum, and H. akashiwo were analyzed. The daily growth rate was determined at 48, 96, and 144 h of culture. The average daily growth rates of three microalgae at different times were slightly higher in the cultures with sterilized extracts than in those with unsterilized extracts, but these differences were not significant (p > 0.05) (Figure 3), indicating that high temperature and high pressure sterilization did not change the inhibitory effects of the extracts on the red tide microalgae. To prevent contamination by bacteria and protists, the extracts used for all experiments in this study were sterilized.
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FIGURE 3. The inhibitory rate (%) of three species of microalgae cultured with unsterilized and sterilized 6 g/L hijiki extract for 48, 96, and 144 h. (A) Prorocentrum donghaiensis; (B) Skeletonema costatum; (C) Heterosigma akashiwo.




IC50 of Hijiki Extracts on Different Concentration of Microalgae

Based on the linear interpolation method, the IC50 of the extracts for inhibiting the growth of three microalgae of high density and low density within 144 h was analyzed. The IC50 on high density of P. donghaiensis, S. costatum, and H. akashiwo were 2.0 ± 0.5 g/L, 2.3 ± 0.4 g/L and 2.9 ± 0.7 g/L, respectively, while those on low density P. donghaiensis, S. costatum, and H. akashiwo were 0.19 ± 0.06 g/L, 0.25 ± 0.05 g/L, and 0.35 ± 0.08 g/L (Table 1). Therefore, the sequence of the inhibitory effect of the hijiki extracts on three microalgae at both density levels was P. donghaiensis > S. costatum > H. akashiwo.



Effect of Hijiki Extract Concentration on the Growth and Morphology of Microalgae


Effect on the Growth of Microalgae at Low Cell Densities

As the concentration of Hijiki extracts increased, the inhibitory effects on the growth of P. donghaiensis, S. costatum, H. akashiwo gradually increased. Extract concentrations over 1.6 g/L showed lethal effects on P. donghaiensis in 48 h. After 24 h of cultivation, the cell densities of P. donghaiensis, S. costatum, and H. akashiwo cultured with 0.4, 0.8, 1.2, and 1.6 g/L extracts were significantly lower than that of the control groups (p < 0.05) (Figures 4A–C). The relative growth rates of P. donghaiensis (0.0 g/L: 0.014 ± 0.005, 0.4 g/L: 0.010 ± 0.006, 0.8 g/L: 0.004 ± 0.001, 1.2 g/L: −0.023 ± 0.009, and 1.6 g/L: −0.075 ± 0.012), S. costatum (0.0 g/L: 0.013 ± 0.005, 0.4 g/L: −0.047 ± 0.010, 0.8 g/L: −0.058 ± 0.011, 1.2 g/L: −0.074 ± 0.015, and 1.6 g/L: −0.078 ± 0.021), and H. akashiwo (0.0 g/L: 0.017 ± 0.009, 0.4 g/L: 0.012 ± 0.004, 0.8 g/L: −0.005 ± 0.001, 1.2 g/L: −0.008 ± 0.002, and 1.6 g/L: −0.018 ± 0.008) cultured with 0.4, 0.8, 1.2, and 1.6 g/L extracts at 0–24 h were significantly lower than the control (p < 0.05), decreased with the increase in the concentration of the extracts, and recovered after 24 h (Table 2). The P. donghaiensis cultured with 0.4 and 0.8 g/L maintained a rapid growth during culture, while that cultured with 1.2 g/L extracts grew slowly (Table 2). No living cells of P. donghaiensis were found at 48 h cultured with 1.6 g/L extracts (Figure 4A). The S. costatum and H. akashiwo cultured with 0.4, 0.8, and 1.2 extracts underwent a rapid growth during culture (μ > 0), while those cultured with 1.6 g/L extracts grew slowly (Table 2).
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FIGURE 4. Effect of hijiki extracts on, Prorocentrum donghaiensis, Skeletonema costatum, and Heterosigma akashiw Low density (A–C) and high density (D–F).



TABLE 2. The relative growth rate of low density microalgae under the influence of different concentrations of extracts (μ) (h–1).
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Effect on the Growth of Microalgae at High Cell Densities

As the concentration increased, the inhibitory effects of hijiki extracts on the growth of P. donghaiensis, S. costatum, and H. akashiwo increased. After 24 h of cultivation, the cell densities of P. donghaiensis, S. costatum, and H. akashiwo cultured with 2, 4, 6, 8, and 10 g/L extracts were significantly lower than that of the control groups (p < 0.05) (Figures 4D–F). The inhibitory effect of extracts on P. donghaiensis was stronger than on S. costatum and H. akashiwo. When cultured with 2, 4, 6, 8, and 10 g/L extracts for 24 h, the relative growth rates of P. donghaiensis (0 g/L: 0.002 ± 0.001, 2 g/L: −0.014 ± 0.006, 4 g/L: −0.043 ± 0.020, 6 g/L: −0.067 ± 0.033, 8 g/L: −0.078 ± 0.035, and 10 g/L: −0.128 ± 0.086), S. costatum (0 g/L: 0.023 ± 0.008, 2 g/L: 0.015 ± 0.009, 4 g/L: −0.061 ± 0.023, 6 g/L: −0.081 ± 0.025, 8 g/L: −0.090 ± 0.039, and 10 g/L: 0.153 ± 0.061), and H. akashiwo (0 g/L: 0.013 ± 0.005, 2 g/L: 0.009 ± 0.004, 4 g/L: −0.027 ± 0.011, 6 g/L: −0.031 ± 0.012, 8 g/L: −0.050 ± 0.019, and 10 g/L: −0.060 ± 0.020) were significantly lower than that of the control (p < 0.05), and decreased with the increase in the concentration of the extracts, indicating that those extract concentrations had very strong inhibitory effects on the growth of the three microalgae (Table 3). The relative growth rate of P. donghaiensis cultured with 2 and 4 g/L extracts recovered after 24 h, and the growth of P. donghaiensis cultured with 6 g/L extracts decreased during culture. The growth of S. costatum cultured with 4 and 6 g/L extracts recovered after 24 h, and that of H. akashiwo cultured with 4, 6, 8, and 10 g/L recovered after 24 h (Table 3). S. costatum and H. akashiwo cultured with 2 g/L grew rapidly during culture. When cultured with 8 and 10 g/L of the extracts, a small number of living cells of P. donghaiensis was observed at 24 h, but no living cells were found at 48 h. Similarly, a small number of living cells of S. costatum was observed at 24 h, but no living cells were found at 96 h (Figure 4).


TABLE 3. The relative growth rate of high density microalgae under the influence of different high concentrations of extracts (μ) (h–1).
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Effect on the Morphology of Microalgae

The hijiki extracts affected the morphology of P. donghaiensis and the growth of S. costatum. Normally, P. donghaiensis has fusiform cells. However, in this study, cells of P. donghaiensis cultured with seaweed extracts showed varying degrees of enlargement. The number of enlarged cells increased with increasing concentrations of hijiki extracts and duration of culture. By day 9 of culture with 6 g/L extracts, almost all algal cells had round or square shapes with enlarged nuclei, some cells grew exospores, and no dividing cells were observed. No living cells were found on day 10 of culture (Figure 5). Most of the S. costatum cells in the control grew into filaments and were distributed evenly in culture solution, while in the culture with hijiki extracts the cells gathered and grew in clusters that were difficult to disperse. Moreover, higher concentrations of hijiki extracts resulted in more clustering and lower cells survival. For example, at 96 h, living algal cells were still common in the culture with 4 g/L extracts, while they were sporadic in the treatment with 8 g/L extracts and not present in the 10 g/L extract treatment (Figure 6).
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FIGURE 5. Morphological changes of Prorocentrum donghaiensis caused by hijiki extract (40× objective lens). (A) Normal cells; (B) round cells; (C) small exospores; (D) medium exospores; (E) large exospores; (F) dead cells.
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FIGURE 6. Growth of Skeletonema costatum cultured at different concentrations of hijiki extracts for 96 h (20× objective lens). (A) Control; (B) extract concentration of 4 g/L; (C) extract concentration of 8 g/L; (D) extract concentration of 10 g/L.




Effect on Chla Content and Maximum Quantum Yield (Fv/Fm)

As the concentration of extracts increased, the Chla content of S. costatum gradually decreased. At 12 h of starting the cultivation, there was no significant difference in algal Chla content between the treatments with 2, 4, and 6 g/L extracts and the control (p > 0.05), while after 12 h, the algal Chla contents were all significantly lower than that of the control (p < 0.05). In the culture with 8 and 10 g/L extracts, Chla content dropped to 0 at 24 h (Figure 7A). Additionally, the Fv/Fm was significantly higher than that of the control (p < 0.05) at 4, 8, and 12 h, after which it gradually decreased relative to the control. At 24 h, the Fv/Fm decreased to 0 in the culture with 8 g/L extracts. At 48 h, the Fv/Fm in the culture with 10 g/L extracts decreased to 0. In the culture with 2, 4, and 6 g/L extracts, the Fv/Fm decreased first, and then gradually increased (Figure 7B), but was significantly lower than that of the control at all levels (p < 0.05). After 12 h, the Fv/Fm value was basically consistent with that of the Chla content.
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FIGURE 7. Effect of hijiki extract on chlorophyll a content (A) and maximum quantum yield (B) of Skeletonema costatum.




Effect of Hijiki Extracts on Enzyme Activity

Evaluation of the effects of 4 and 6 g/L extracts on the activity of oxidoreductase of S. costatum revealed significant effects on SOD, MDA, GSH-Px, GST, and GR relative to the control. Specifically, the activities of SOD, GR, and GSH-Px all increased, then decreased in response to extract treatment. Moreover, the S. costatum culture with 4 g/L extracts showed an increase in SOD activity within 12 h, but this difference was not significant. The activity of SOD was significantly reduced at 24 h (p < 0.05), then dropped to the lowest value at 48 h, which was only 33.3% of the control. At 168 h, the activity of SOD increased to about 50% of the control (Figure 8A). The hijiki extracts caused an initial increase in the activity of GR of S. costatum. At 4 h, the activity of GR in cultures treated with 4 and 6 g/L extracts was significantly higher than that of the control (p < 0.05), after which it decreased. At 12 h, the activity of GR in samples treated with 6 g/L extracts was significantly lower than that of the control (p < 0.05). At 24 h, the activity of GR in cultures treated with 4 g/L extracts was significantly lower than that of the control (p < 0.05) (Figure 8B). Cultures treated with 4 and 6 g/L extracts showed significant increases in the activity of GSH-Px at 4 and 8 h compared with that of the control (p < 0.05), while they decreased to the same level of the control (p < 0.05) at 12 h, and were significantly lower than that of the control at 24 h (p < 0.05) (Figure 8C). The contents of MDA and GST were lower than that of the control in cultures treated with hijiki extracts. At 4 h, the contents of MDA in the cultures treated with 4 and 6 g/L extracts were significantly lower than that of the control (p < 0.05) (Figure 8D). The activity of GST in the culture treated with 4 and 6 g/L extracts was also significantly lower than that of the control (p < 0.05) (Figure 8E).
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FIGURE 8. Effect of hijiki extract on the activity of enzymes. (A) SOD, (B) GR, (C) GSH, (D) GST, and non-enzymatic antioxidants (E) MDA.




DISCUSSION


Effect of Hijiki Extracts on the Growth of Red Tide Miroalgae

The hijiki extracts used in the experiment were autoclaved to eliminate the influence of microbes on the growth of microalgae. The IC50 of the extracts on growth of the red tide microalgae with both normal and red tide density showed an order of P. donghaiensis > S. costatum > H. akashiwo, indicating that the inhibitory effects of the extracts on the red tide microalgae varied with species and growing densities of the microalgae. Hijiki extracts not only inhibited the growth and proliferation of the microalgae, but also their morphology and dispersion.



Effect of Hijiki Extracts on Chla Content and Fv/Fm of S. costatum

In this study, hijiki extracts had a significant effect on the Chla content and Fv/Fm of S. costatum. Although the addition of hijiki extracts reduced the pH value of algae cultures, they were all within the pH range suitable for microalgae growth (Hansen, 2002). Therefore, the inhibitory substances in the extracts are presumably secondary metabolites that have allelopathic effects. The allelochemicals reduced Chla content and damaged the photosynthetic system II (PSII), which prevented the plant from obtaining energy through photosynthesis, ultimately leading to reduced cell proliferation rate and inhibited growth (Gross, 2003). Moreover, the effects of allelochemicals on the photosynthesis of terrestrial plants, freshwater algae, and seaweeds were reflected by reduced Chla contents and Fv/Fm values (Körner and Nicklisch, 2002; Sukenik et al., 2002; Şliwińska-Wilczewska et al., 2017; Xu et al., 2019; Zhao et al., 2019). Eucalyptus leaf extracts significantly reduced the Fv/Fm of Microcystis aeruginosa on the third day of treatment (Zhao et al., 2019). Also, allelochemicals of picocyanobacterium Synechococcus sp. significantly reduced the Chla and Fv/Fm of Phormidium sp. in 3 days (Şliwińska-Wilczewska et al., 2017). Additionally, exudates of Myriophyllum spicatum were able to inhibit the PSII of cyanobacteria, green algae, and diatoms (Körner and Nicklisch, 2002). Moreover, myristic acid (C14H28O2), acrylic acid (C3H4O2), and linolenic acid (C18H302) isolated from Enteromorpha prolifera caused a reduction of Chla content in S. costatum and H. akashiwo (An et al., 2008). In a recent study, Cylcellrotheca closterium extracts reduced the Chla content and Fv/Fm of P. donghaiensis (Xu et al., 2019).

Chlorophyll a is essential for photosynthesis of algal cells. Results from the present study showed that hijiki extracts seriously damaged the photosynthetic system, caused a reduction of Chla content, and inhibited the growth of S. costatum, indicating that the allelochemicals of hijiki could directly affect the photosynthetic system.

As a natural probe for photosynthetic energy conversion, Fv/Fm contains rich information about photosynthesis and is widely used to analyze the effects of stress on plant photosynthesis (Baker, 2004). Fv/Fm denotes the maximum quantum yield of PSII and can be used to indicate the integrity of PSII. When the value of Fv/Fm is greater than 0.44, PSII activity decreases with decreasing values of Fv/Fm. If the Fv/Fm value is less than 0.44, the reaction center is inactivated or destroyed (Schansker and Jack, 1999). In our study, cultures grown with 8 g/L extracts for 24 h or 10 g/L extracts for 48 h caused the Fv/Fm of S. costatum to decrease to 0 (Figure 4). This implied that PSII was damaged, which prevented photosynthesis from proceeding, thereby inhibiting the growth and proliferation of cells or causing the cells to die. The Fv/Fm of the alga cultured with 4, 8, and 10 g/L extracts showed a trend that was initially decreasing and then increasing, which implied that PSII might have a negative feedback regulation that repaired and restored the photosynthetic system. Therefore, it would be useful to determine the effectiveness and effective duration of red tide controlling measures by using a chlorophyll fluorometer to quickly measure the Chla content and Fv/Fm value of algae.



Effect of Hijiki Extracts on Oxidoreductase Activity

During culture with hijiki extracts, the contents of SOD, GR, and GSH-Px in microalgae all showed a trend of initial increasing and then decreasing, which indicated that the stress exerted by low concentrations of extracts increased ROS level in the algal cells, while the antioxidant enzymes were unable to eliminate the excessive oxidation products that in turn damaged the enzyme system. The content of GST and MDA decreased throughout the culture, indicating that the algal cells were damaged to a great degree. Therefore, the hijiki extracts had the dual characteristics of enhancing and inhibiting the activity of enzymes. Hijiki extracts damaged the activity of oxidoreductase in the cells of S. costatum to varying degrees, which led to a failed removal of ROS over time. The accumulated ROS led to lipid peroxidation, which might have destroyed the cell structure and caused damage or death of algal cells. The performance of oxidoreductase in our study was basically consistent with that reported in terrestrial plants under stress conditions (Gill and Tuteja, 2010). Under abiotic stresses such as salt, drought, water, light, and heavy metal stresses, SOD, GSH-PX, GST, and GR activity of many terrestrial plants increases significantly, and MDA content significantly decreases, to effectively reduce oxidative stress and lipid peroxidation damage (Gill and Tuteja, 2010; Xu et al., 2013; Yousefzadeh-Najafabadi and Ehsanzadeh, 2017; Cengiz et al., 2019).



CONCLUSION

Large-scale cultivation of seaweed can provide potential solutions to global marine environmental problems such as ocean acidification, hypoxia, eutrophication, and harmful algal blooms (Yang et al., 2021). This study was conducted under controlled conditions in the laboratory, and the effects of environmental factors such as temperature and light on the experimental results were excluded. The effects of hijiki extracts on the growth, Chla content, maximum quantum yield, activity of antioxidant enzymes (SOD, GSH-Px, GST, and GR), and content of MDA of red tide microalgae were analyzed. The results showed that the extracts of hijiki dry powder contains substances that have inhibitory effects on the three species of microalgae, and the inhibitory effect increases with the concentration of the extracts. The inhibitory substances could directly affect the photosynthetic system and oxidoreductase system of S. costatum, inhibiting the growth of the red tide microalgae. Overall, this research shows a new prospect for the utilization of hijiki on the red tide control, and marine environmental protection.
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Combining Lagrangian trajectories and satellite observations provides a novel basis for monitoring changes in water properties with high temporal and spatial resolution. In this study, a prediction scheme was developed for synthesizing satellite observations and Lagrangian model data for better interpretation of harmful algal bloom (HAB) risk. The algorithm can not only predict variations in chlorophyll-a concentration but also changes in spectral properties of the water, which are important for discrimination of different algal species from satellite ocean color. The prediction scheme was applied to regions along the coast of England to verify its applicability. It was shown that the Lagrangian methodology can significantly improve the coverage of satellite products, and the unique animations are effective for interpretation of the development of HABs. A comparison between chlorophyll-a predictions and satellite observations further demonstrated the effectiveness of this approach: r2 = 0.81 and a low mean absolute percentage error of 36.9%. Although uncertainties from modeling and the methodology affect the accuracy of predictions, this approach offers a powerful tool for monitoring the marine ecosystem and for supporting the aquaculture industry with improved early warning of potential HABs.
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INTRODUCTION

Harmful algal blooms (HABs) occur in many coastal regions around the world and appear to be increasing in severity and extent (Hallegraeff, 1993, 2003; Grattan et al., 2016; Gobler, 2020). HABs have caused severe economic losses to aquaculture, fisheries, and tourism while creating major environmental and human health impacts (Anderson et al., 2000; Landsberg, 2002; Heisler et al., 2008). Toxic bloom-forming algae can cause wildlife mortality or human seafood poisoning, and even HAB species that do not produce toxins are able to cause harm through development of high biomass, leading to foams or scums, depletion of oxygen as blooms decay, or destruction of habitat for fish or shellfish by shading of submerged vegetation (Sellner et al., 2003). Such impacts from HABs pose a serious threat to aquatic ecosystems and can disrupt their associated food web (Fogg, 1969; Paerl, 1988). Therefore, considerable attention has been focused on methods to reduce the risks of HAB impacts (Sengco and Anderson, 2004; Anderson, 2009; Anderson et al., 2012).

Satellite ocean color sensors offer a means of detecting and monitoring HABs in the ocean and coastal zone. The potential value of remote sensing for HABs was first described by Mueller (1981), after an experimental ocean color sensor attached to an aircraft detected a bloom of Karenia brevis. As the instrument was developed to simulate the Coastal Zone Color Scanner (CZCS), launched in late 1978, this indicated the capability for satellite detection of blooms. Various approaches were further developed for detection and monitoring of HABs from satellite remote sensing (reviewed by Klemas, 2012; Blondeau-Patissier et al., 2014).

There are many advantages of satellite ocean color products compared to in situ monitoring: wide temporal and spatial coverage, and inexpensive; however, there are significant limitations. First, the coarse spectral resolution of current ocean color satellites is only sufficient to distinguish certain clear anomalies in bloom coloring, as the visible spectrum is mostly determined by optical properties of varying concentration of chlorophyll pigments. Second, data from satellite ocean color only reflect the state of the waters at the moment the measurements are taken, whereas the blooms are subject to physical forcing from tidal and wind-driven currents which will advect them away from this state. It is thus very challenging from satellite data alone to provide information regarding the future development and movement of HABs. Another limitation of ocean color remote sensing is that satellite observations are often hampered by weather conditions, such as clouds and sea fog, which can substantially reduce the number of valid ocean color pixels. As a result, satellite imagery may only partially capture features of HABs.

In recent years, the use of Lagrangian particle tracing (or other numerical models) for HAB monitoring has gained more interest (Olascoaga et al., 2008; Wynne et al., 2011; Son et al., 2015; Kwon et al., 2019; Li et al., 2020; Fernandes-Salvador et al., 2021). Lagrangian particle tracing models are useful for determining sources, trajectories, and destinations of drifting water parcels, with high temporal and spatial resolution. Thus, this approach could compensate for some of the limitations of satellite ocean color. However, this approach has so far been used to track particle locations along limited trajectories, preventing a synoptic view of the variability of water properties associated with HABs, e.g., algal concentration. Recently, a new methodology was proposed for synthesizing ocean color data (or in situ observations) with ocean circulation velocity fields from an operational model (Jönsson et al., 2009; Jönsson and Salisbury, 2016). This method could significantly improve our capability for monitoring of HABs.

Therefore, this paper aims to expand the Jönsson et al. (2009) scheme for synthesizing satellite observations and Lagrangian data to include extrapolation for better interpretation of the development of HABs. This improved scheme can not only fill gaps in HAB patches in the satellite images captured on cloudy days but also provides an early warning of harmful algal risk. An application example is presented showing the development of a Karenia mikimotoi bloom along the southern coast of England.



METHODS AND DATA


Satellite Data

In this study, the prediction scheme is based on the algorithm of Jönsson and Salisbury (2016), which combines simulated velocity fields with ocean color observations to create prediction of biological production in spatial and temporal scales. We applied this prediction scheme to reprocessed Sentinel-3A OLCI Level-3 products, which were downloaded from Plymouth Marine Laboratory (PML) ocean color archive. These products include chlorophyll-a (Chl) and remote sensing reflectance (Rrs, sr–1) at 400, 443, 490, 560, 620, 665, 681, 709, 885, and 1020 nm with a spatial resolution of 300 m (Tilstone et al., 2020). The region of interest covers coastal and offshore areas in the southeastern England including the Celtic Sea and English Channel. The satellite passes the study region at around 12:00 a.m. (local time). Two case studies will be presented, covering September 10–15, 2019 and June 29 to July 5, 2019.



Lagrangian Particle Model

The particle tracking model PyLAG (Uncles et al., 2019) is used to produce the Lagrangian trajectories. PyLAG uses a fourth order Runge–Kutta scheme to advect particles, numerically integrated over a 100 s timestep. PyLAG is forced using hourly output from a hydrodynamic model with the horizontal turbulence statistics from the same model used to parameterise the diffusion term as random displacements.

The hydrodynamic forcing is from an operational setup of the Finite Volume Community Ocean Model (FVCOM) (Chen et al., 2003). This solves the prognostic equations on an unstructured grid, allowing higher resolution around complex coastlines and bathymetry, and lower resolution in the open ocean. Horizontal mixing is parameterised through the Smagorinsky scheme (Smagorinsky, 1963) and vertical turbulent mixing is modeled with the General Ocean Turbulence Model (GOTM) using a κ−ω formulation (Umlauf and Burchard, 2005). Lateral boundary conditions for the model are taken from the CMEMS North West Shelf data product (AMM7) and surface forcing from a Weather Forecast and Research (WRF) model which downscales output from the NOAA GFS global forecast model to provide 6-hourly forcing at 1 km resolution over the hydrodynamic model domain. Output of temperature and precipitation from the WRF model is also used to drive a neural network model to provide forecast river flows.



Merging Satellite and Particle Tracking

The algorithm that merges satellite products and velocity fields using Lagrangian particle tracking is described in previous studies (Jönsson et al., 2009, 2011; Jönsson and Salisbury, 2016). Here we summarise the main steps as follows (flowchart shown in Figure 1). Satellite products are firstly remapped to a uniform grid with a spatial resolution of 300 m. Virtual particles are then seeded randomly in each grid and advected for 7–10 days at hourly intervals using PyLAG. Next, satellite data are attached to the particle trajectories for the first 5–7 days, where the time difference between ocean color measurements and particle trajectories is limited to 30 min. The attached values are set to missing if satellite data are unavailable. Any particles leaving the model domain are removed to avoid errors. Further, an extrapolation procedure is conducted to predict the values of the satellite data (e.g., Chl) associated with each particle for the remainder of the particle drift, 2–3 days. The extrapolation is similar to the interpolation procedure in Jönsson and Salisbury (2016), but expanded to employ a linear extrapolation to calculate a prediction based on any two valid satellite matchups. Note that the extrapolation will be stopped if only one valid matchup is obtained. In most cases there can be more than two matchups, thus an average value of all these extrapolations ([image: image]) is calculated using a weighting function of 1 divided by the days offset according to the following equation:
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FIGURE 1. Flowchart of ocean color prediction algorithm for water properties and early warning maps of HAB using Lagrangian particle trajectories and ocean color observations.


where vi is the extrapolation value of the ith pair, n is the number of extrapolations, and d is the days offset.



Prediction of Remote Sensing Reflectance

The optical spectra of water bodies provide useful information on its constituents. Hence, the above approach is revised for the capability to predict Rrs. It is worth noting that Rrs is an apparent optical property (AOP), which highly depends on the light distribution. It would be questionable if Rrs is estimated by linear weighting from extrapolations of all trajectories, as the light distribution for the particles along the trajectories could vary significantly. In this study, we propose a revised approach for prediction of Rrs based on inherent optical properties (IOPs), which solely depend on optically properties of constituents in the water but are not affected by the changes of light field. The details are described by following steps. In the first step, the quasi-analytical algorithm (QAA) is employed to retrieve IOPs: absorption (a) and backscattering (bb) coefficients of water (Lee et al., 2002). Then a new set of IOPs is predicted from the retrieved a and bb. Next, the predicted a and bb are used to reconstruct Rrs with the following equation (Gordon et al., 1988).

[image: image]

where g0 = 0.0949 sr–1, g1 = 0.0794 sr–1, and Rrs can be converted from rrs with:

[image: image]

Following these steps, we are thus provided with time-series images of Chl and Rrs at 30-min intervals for the domain. These predictions are important as they will be used by algorithms to determine a quantitative estimate of HAB risk: this will be the focus of a future study. However, here we use Rrs to predict the ocean color to enable visual forecasts of bloom development.



Animation of Map Sequences

To demonstrate water property changes over time frames, we combine individual images of Chl by interpolating intermediate timesteps for a smoother appearance using the Matplotlib Animation Python package.1 To further diagnose more details on various water types, images were composited with red–green–blue (RGB) bands from Rrs(560), Rrs(490), and Rrs(443), respectively, and animated in an analogous way. These wavelengths cover the blue–green section of the optical spectrum, within which most ocean color variability is exhibited; hence this provides an enhanced view of the ocean rather than the true color.




RESULTS

The applicability of this prediction scheme is demonstrated by analyzing the predictions of water properties in two applications in the coastal and offshore regions of southeastern England.


The Celtic Sea and English Channel

Six days of ocean color data were used for this case study (September 9–15, 2019). A total of ∼1 million particles were seeded randomly and advected at hourly intervals for 8 days from September 9 to 17, 2019, including 48 h of predictions following the satellite period, at the same spatial resolution as the ocean color data (300 m × 300 m). Figure 2 shows a map of all modeled particle trajectories over the 8 days: the path of each particle is represented by a random colored line, which overlap each other due to the high density of particles. Figure 3 shows maps of Sentinel-3 OLCI Level-3 Chl, from which we can identify the variable availability of ocean color during the 6 days due to cloud cover and orbit trajectories. There are some missing pixels in the study region but for most regions there was coverage for at least 50% of the time, e.g., for the region of English Channel, there were 3 days of ocean color observations available (September 9, 10, and 15) out of the 6 days. It is worth mentioning that from these maps we can observe that some algal blooms occurred along the coastal regions of England with high Chl (>∼4 mg/m3).


[image: image]

FIGURE 2. Particle trajectories during September 10–17, 2019, which were used for an application of the prediction scheme.



[image: image]

FIGURE 3. Maps of chlorophyll-a concentration (Sentinel-3 OLCI Level-3 products) during the days with ocean color observations used for prediction of HABs (or other bio-optical parameters).


Figure 4 presents the time series predictions of Chl that shows the advection of surface waters during the first of the 2-day forecast. The most dynamic feature in this sequence is the movement of an algal bloom along the south coast of England, highlighted within the fixed ellipse in Figure 4. The value of this approach can be fully appreciated by viewing the animation of the sequence of predicted Chl maps that accompanies the figure. Advection effects are stronger in regions of the eastern English Channel with significant Chl variabilities over time, consistent with stronger tides in this region. The coastal waters generally demonstrate sharper Chl gradients than open ocean water, which is expected when considering tide, river runoff, and other forces dominating the shelf. The time series and animation of the predicted enhanced ocean-color results is shown in Figure 5: the colors in the maps indicate different water types, e.g., yellow colors in river estuaries may indicate high concentration of sediments, and dark brown colors in the eastern English Channel could be due to a suspected K. mikimotoi bloom.


[image: image]

FIGURE 4. Frames of predicted Chl distribution at 4-h intervals during the first forecast day (September 16, 2019). The dashed ellipse is in the same location in each frame, highlighting the movement of a bloom along the south coast of England. The animation of the complete 2-day forecast can be found via https://rsg.pml.ac.uk/shared_files/junl/paper_animation/example1/chl.gif.



[image: image]

FIGURE 5. Frames of predicted enhanced ocean-color RGB images indicating variabilities of water types (animation: https://rsg.pml.ac.uk/shared_files/junl/paper_animation/example1/rgb.gif).


To further demonstrate the efficiency of the prediction approach, the conditions of water quality were also studied by plotting changes over time. Three transects were selected along latitudes 50° N, 51.3° N, and 52.5° N (Figure 6), covering possible bloom regions (e.g., estuaries, south-east England coasts). Figure 7 shows the time series and animation of predicted Chl along the three transects. It was found that Chl varied over a wide range each day, usually with a periodic pattern mainly due to different stages of the tidal cycle that influence the advection of water parcels. In Figure 7B, the upward slope indicates a net westward advection of water along the transect.
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FIGURE 6. Map showing the distribution of predicted Chl at 15th September 8 p.m. (first predicted image) overlaid with lines of latitudes at 50° N, 51.3° N, and 52.5° N.
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FIGURE 7. Hovmöller plot showing time series of predicted Chl (mg/m3) along zonal lines: (A) 50° N, (B) 51.3° N, and (C) 52.5° N.


An error estimation for the prediction algorithm was performed by comparing the predicted Chl on the second forecast day (September 17, 2019 12:00 p.m.) against the satellite-observed Chl scene that day (12:29 p.m.). The scatter plot of cloud-free pixels in the two datasets are shown in Figure 8. The predicted Chl agrees well with satellite Chl with an r2 of 0.81 and a mean absolute percentage error (MAPE) of 36.9%. The MAPE is defined by
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FIGURE 8. Comparison of Sentinel OLCI Chl with predicted Chl on September 17, 2019 (MAPE = 36.9%); the linear regression between the two datasets is y = 0.79 x + 0.28 (r2 = 0.81).


with xp and xs representing predicted and satellite values, respectively, n is the number of values. The results further demonstrate the robust performance of the prediction scheme for changes of water properties.



High Spatial Resolution in English Channel

Monitoring of water bodies at high spatial resolution is of paramount importance, especially in dynamic coastal waters, where the water constituents can vary dramatically over a small distance. To evaluate the ability of the prediction algorithm for high spatial resolution, a further period was studied in the English Channel, June 29 to July 5, 2019 when a large coccolithophore bloom was observed. In this case, many more particles were seeded (∼10 million particles). To demonstrate the techniques using computer time feasible for an operational monitoring system, the region of interest was limited to the English Channel and only 16 h of predictions were generated. The spatial resolution of the resulting prediction images is 100 m with a temporal resolution of 1 h. Figure 9 shows and animates the changes of Chl distributions over time. Small scale structures are interpreted here (e.g., some fine structures of algae patches were revealed). To gain a precise understanding of water types, the enhanced ocean-color images with high spatial resolution are shown and animated in Figure 10. The (harmless) coccolithophorid bloom occurred in the northern English Channel, covering thousands of square kilometers with milky blue. The prediction method here successfully discriminated the locations of the bloom and its advection over time, further demonstrating the value of using this prediction method for monitoring algal blooms.


[image: image]

FIGURE 9. Prediction algorithm applied to the English Channel, June 29 to July 5, 2019: maps showing distribution of predicted Chl at 4-h intervals with high spatial resolution (100 m) (animation: https://rsg.pml.ac.uk/shared_files/junl/paper_animation/example2/chl.gif).



[image: image]

FIGURE 10. Frames of predicted enhanced ocean-color RGB in the English Channel with high spatial resolution (100 m) showing more details of water properties including the movement of a bright coccolithophore bloom near 53° N (animation: https://rsg.pml.ac.uk/shared_files/junl/paper_animation/example2/rgb.gif).





DISCUSSION

It is quite clear, as seen both in our findings and in earlier studies (e.g., Jönsson et al., 2009; Jönsson and Salisbury, 2016), that biological processes in coastal are strongly affected by physical advection of water parcels, and that combining satellite derived products and simulated velocity fields using particle tracking provides a powerful approach for such analyses. While earlier works by Jönsson et al. (2011) and Jönsson and Salisbury (2016) are primarily focused on estimating the rate of change in satellite properties, we present results showing that the method can be expanded to predict locations and concentrations of the properties. This novel application can be used to better predict HAB events and to identify the extent and location of blooms more precisely, especially in regions with strong tidal cycles where surface currents are predictable.

We find our results to be generally physically coherent and that any patches of high phytoplankton biomass are predicted and advected in a reasonable way. The nature of the method is such that we expect significant methodological errors to be seen as noise or spurious changes in our predicted fields (see Jönsson et al., 2009 for further discussion). We see for example, as expected, generally sharper Chl gradients in coastal waters compared to the open ocean in the Celtic Sea and English Channel. The method is also able to successfully predict the location of a coccolithophore bloom. The skill of the method discussed here is in line with what earlier studies have reported from the California Current (Jönsson and Salisbury, 2016) and Gulf of Maine (Jönsson et al., 2009) when estimating rates of change, which suggests that the extrapolation approach has a similar ability to provide useful information.

While the prediction tool presented in this study has the potential to improve regional HAB monitoring by more precisely assessing how the current state will develop in the near future, we readily agree that there are limitations. It is inevitable that there will be inaccuracies due to imperfections in the modeling and methodology. Errors in the prediction method could arise from many aspects, e.g., imperfect velocity of fields, extrapolation of model velocities in time and space, numerical integration of the trajectory path, and the omission of vertical velocity.

In this study, Lagrangian particle trajectories were computed according to the effect of both advection and diffusion. However, because each trajectory only contains a limited number of particles, the final locations of simulated particles could not be representative of all possible particle locations due to diffusion. The problem could be especially acute for some areas with large horizontal current shear. Thus, it would be important to keep in mind that uncertainty from diffusion always exists in these areas. The problems could be solved by seeding many more particles at each initial location, though the additional burden of computing their trajectories is currently unfeasible for this real-time application. A practical solution could be to introduce a probability density function indicating possible locations for each traced particle. However, it is beyond the scope of this study and substantial studies of this question are anticipated in the future. Regarding errors from advection, this was assessed in the previous study of Jönsson et al. (2009) by comparing the changes in Chl and sea surface temperature (SST) between the start and end positions of particle trajectories advected between two satellite images. The results showed that the advective errors are small relative to total changes due to other factors.

The extrapolation procedure will also introduce errors to the predictions. The predicted values were estimated via linear extrapolation with a weighting function. To reduce error from the extrapolation, when the extrapolated value for a trajectory exceeded 50% of the mean value of all extrapolations, this trajectory was disregarded and was not included for the calculation of final prediction. Considering uncertainty from the IOPs retrieval algorithm, errors in predicted IOPs are inevitable, but errors in Rrs could possibly be compensated by reconstruction from these IOPs. Furthermore, it is also worth noting that although individual trajectories have errors, the statistics obtained from thousands of particles are still very informative.

Still, while not perfect, the resulting predictions provide an enhanced set of information for managers and stakeholders to include when assessing the risk of HABs that has not been available until now. The prediction tool is also agnostic to any of its component modules. We are able to easily leverage new improved ocean circulation models and satellite products into the framework to provide as accurate predictions as possible.



CONCLUSION

This study set out to develop a prediction scheme for monitoring HABs by merging satellite observations and Lagrangian particle tracking. Two case studies in regions along the coast of England have shown that the Lagrangian methodology is effective for the interpretation of satellite data for early warning of HAB risk. The accuracy of the predictions relies on many factors. Particularly, the uncertainties from modeling and methodology, e.g., velocity of fields, extrapolation of model velocities in time and space, numerical integration of the trajectory path, and the omission of vertical velocity, may have big impacts on determining the accuracy of final predictions. Notwithstanding these imperfections, this work offers a powerful tool for monitoring and observing the state of the marine ecosystem. The synoptic, time-resolved quantification is invaluable to our understanding of HABs developments. Animated sequences generated by this method promote greater understanding and usage of satellite ocean color data for communicating with aquaculture farmers. Future research will extend the approach to predict quantitative risk maps for key high-biomass HAB species. Hence our future priority is to seek further applications of this new technique to support the aquaculture industry with improved early warning of potential HABs.
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Consistent patterns of Harmful Algal Bloom (HAB) events are not evident across the scientific literature, suggesting that local or regional variability is likely to be important in modulating any overall trend. This study summarizes Scotland-wide temporal and spatial patterns in a robust 15-year high temporal frequency time series (2006–2020) of the incidence of HABs and shellfish biotoxins in blue Mussels (Mytilus edulis), collected as part of the Food Standards Scotland (FSS) regulatory monitoring program. The relationship between the countrywide annual incidence of HAB events and biotoxins with environmental variables was also explored. Temporal patterns exhibited interannual variability, with no year-on-year increase, nor any correlation between annual occurrences. Within years, there was a summer increase in bloom frequency, peaking in July for Dinophysis spp. and Pseudo-nitzschia spp., and a plateau from May to July for Alexandrium spp. Temporal-spatial patterns were analyzed with multivariate statistics on data from monitoring sites aggregated monthly into 50-km grid cells, using Principal Component Analysis (PCA) and cluster K-means analysis. PCA analyses showed correlation between areas with similar temporal dynamics, identifying seasonality as one of the main elements of HAB variability with temporal-spatial patterns being explained by the first and second principal components. Similar patterns among regions in timing and magnitude of blooms were evaluated using K-means clusters. The analysis confirmed that the highest risk from HABs generally occurred during summer, but demonstrated that areas that respond in a similar manner (high or low risk) are not always geographically close. For example, the occurrence of the most prevalent HAB genus, Dinophysis spp., is similar countrywide, but there is a regional trend in risk level with “very-high” and “high” clusters located primarily on the southwest coast, the islands of the central and northern west coast and the Shetland Islands. “Early” and “late” blooms were also associated with certain areas and level of risk. Overall, high risk areas mainly face in a southwest direction, whilst low risk locations face a south or southeast direction. We found relatively few countrywide relationships between environmental variables and HABs, confirming the need for regional analysis to support HAB early warning.

Keywords: HAB, shellfish aquaculture, management, Mytilus edulis, spatial-temporal trends


INTRODUCTION

Harmful algal blooms (HABs), associated with human and shellfish toxicity, are temporally and spatially variable. The occurrence, intensity and distribution of HABs is a problem worldwide (Hallegraeff, 1993, 2010; Van Dolah, 2000; Smayda, 2002; Glibert et al., 2005; Anderson et al., 2017; Gobler et al., 2017; Wells et al., 2019). However, trends of increasing HAB frequency and/or abundance are not evident in all studies (Moore et al., 2009; Díaz et al., 2016; Dees et al., 2017) suggesting that local or regional variability is likely in any overall trend. This is consistent with recent results from Hallegraeff et al. (2021) who used a meta-analysis of Harmful Algae Event Database and Ocean Biodiversity Information system data to demonstrate that there is no empirical support for a global increase in HAB events. Understanding the temporal-spatial variability of HABs and environmental drivers at a regional level is therefore of considerable importance to producers and consumers of shellfish.

The presence of toxic phytoplankton and synthesized biotoxins is a threat for shellfish aquaculture, since the consumption of shellfish that have concentrated these toxins through ingestion of harmful phytoplankton impacts negatively on human health (Smayda, 1990; Berdalet et al., 2016). The economic consequences of HABs for shellfish aquaculture have recently been shown to be significant (Mardones et al., 2020), with Martino et al. (2020) estimating that the incidence of biotoxins associated with Diarrheic Shellfish Poisoning (DSP) causes an annual average loss of 15% in mussel production in Scottish waters, equivalent to £1.37 m.

Scottish waters are impacted by a number of HAB genera, but concern over shellfish toxicity is primarily related to the genera Dinophysis, Alexandrium and Pseudo-nitzschia (Davidson and Bresnan, 2009). Dinophysis spp., responsible for the production of Diarrheic Shellfish Toxins (DSTs) by the synthesis of okadaic acid, dinophysistoxins and equivalents (Reguera et al., 2014) have caused prolonged shellfish harvesting closures in Scotland (Whyte et al., 2014; Swan et al., 2018; Bresnan et al., 2021). The toxic Dinophysis species most commonly associated with harmful events in Scotland are D. acuminata and D. acuta (Swan et al., 2018). Some Alexandrium spp. cause Paralytic Shellfish Poisoning (PSP) through the synthesis of saxitoxins (Brown et al., 2010; Touzet et al., 2010). The most common toxin producer in Scottish waters is thought to be Alexandrium catenella (Bresnan et al., 2021) with A. minutum and A. ostenfeldii also having been reported (Brown et al., 2010; Lewis et al., 2018). Non-toxic A. tamarense (Touzet et al., 2010) and A. tamutum (Brown et al., 2010) are also present. Pseudo-nitzschia spp. are linked to Amnesic Shellfish Poisoning (ASP) through the production of domoic acid (DA) (Fehling et al., 2006, 2004; Bresnan et al., 2017; Rowland-Pilgrim et al., 2019). In Scottish waters, toxic and non-toxic members are found in the Pseudo-nitzschia delicatissima group, with toxic species include P. calliantha, P. pseudodelicatissima and P. cf. pseudodelicatissima (Fehling et al., 2006; Smayda, 2006). The P. seriata group includes species that synthesize high levels of DA, P. australis, P. seriata, P. fraudulenta, P. multiseries (found occasionally), P. pungens and P.cf. subpacifica (Fehling et al., 2006; Smayda, 2006). Azaspiracids are infrequently recorded, and as their causative phytoplankton taxa (Azadinium/Amphidoma) are not enumerated within the regulatory monitoring program they have not been included in our analyses. The national monitoring program enumerates and reports the main harmful taxa to genus level only. While it is recognized that both toxic and non-toxic species may therefore be enumerated, this approach is used to (a) ensure rapid sample turn around and (b) on a precautionary basis to best protect human health. Hence, the bulk of the analysis and discussion is based on taxonomic resolution to genus level. However, where appropriate, based on other published studies, we comment on how these trends may relate to particular harmful species and their toxins.

Trends observed in Scotland and other site specific studies suggest HABs are spatially and temporally variable, with blooms likely linked to large scale oceanic variations (Belgrano et al., 1999), meteorological or oceanographic anomalies (Moita et al., 2016), and specific environmental conditions, rather than a steady increase every year. Studies involving atmospheric dynamics in the Atlantic Ocean use the North Atlantic Oscillation (NAO) index as the difference between the low pressure system around Iceland and the high pressure of the Azores Islands in the mid North Atlantic Ocean. A positive index indicates a stronger wind intensity predominantly from the southwestern direction, whilst a negative NAO index is related to a smaller difference between the systems leading to lower wind speeds (Phillips et al., 2013). These atmospheric patterns influence the climate and consequently environmental conditions in the water column. Several studies have suggested the NAO index is a useful predictor for the development of HAB events, specifically Dinophysis (Belgrano et al., 1999; Báez et al., 2014; Ruiz-Villarreal et al., 2016). Changes in the prevalent wind direction have, through their impact on surface oceanographic currents, led to the development of HAB events in the Shetland Islands (Whyte et al., 2014). In other locations, changes in wind patterns are associated with upwelling/downwelling conditions that cause HAB events, as seen in the northwest coast of Spain (Fraga et al., 1988) and Bay of Bantry, Ireland (Cusack et al., 2016). An increase in sea surface temperature (SST) has also been associated with increased growth rate of phytoplankton, including the toxin-producing taxa Dinophysis and Alexandrium, found in Scotland (Peperzak, 2003; Gobler et al., 2017; Wells et al., 2019). In some locations, the increase of temperature above a certain limit is the main requirement for blooms of toxic species, such as Alexandrium minutum in the Bay of Brest (Chapelle et al., 2015).

Coastal Dinophysis and Pseudo-nitzschia events have been associated with advective oceanographic transport of blooms that initially develop offshore (Fehling et al., 2012; Whyte et al., 2014; Paterson et al., 2017). Cyst forming Alexandrium are more likely to be controlled by local hydrodynamics (Bresnan et al., 2021), with Alexandrium blooms potentially related to the germination of cysts introduced into the sediment in previous years (Anderson et al., 2005; Brown et al., 2010). Characterizing the spatial and temporal trends of different HAB genera over multiple years is therefore not straightforward. Many authors have attempted to understand HAB dynamics, using linear modeling in relation to single or multiple environmental drivers (Hinder et al., 2012; Ruiz-Villarreal et al., 2016; Dees et al., 2017), but such approaches are best suited to the evaluation of decadal trends. Aquaculture practitioners and coastal zone managers have a more pressing need to better understand the likely timing and location of HAB taxa and biotoxins to allow more informed farm management and regulatory decision-making.

High temporal resolution (typically weekly) regulatory monitoring of HABs and their associated shellfish biotoxins in Scottish waters has been undertaken by Food Standards Scotland (FSS) at 143 sites since 2006, generating a unique spatial and temporal dataset of 256 920 observations. Using these data as a regional case study, here we demonstrate the use of statistical techniques to describe, analyze and identify the main HAB and biotoxin patterns in Scottish waters. The relationship between the frequency of HAB events and environmental variables was also assessed. Understanding the dynamics of HABs is useful to support predictive models and other risk assessment approaches to provide early warning of shellfish toxicity (Davidson et al., 2016, 2021). This has the potential to improve measures for safeguarding shellfish consumption and minimize negative impacts in the aquaculture sector.

The statistical approaches used to analyze temporal patterns include the autocorrelation of the frequency of events in the time series. Autocorrelation (or serial correlation) is defined as the correlation of a variable with itself at different times (lag) to examine how current observations relate to those in the past (Cowpertwait and Metcalfe, 2008). Partial autocorrelation is the association with a particular lag, excluding the indirect effect explained by earlier lags. Autocorrelation has previously been used to assess the influence of environmental variables in a HAB time series, with Fischer et al. (2018) finding that cooling temperatures of previous years influenced Alexandrium cyst hatching in the Gulf of Maine. In contrast, the abundance of Pseudo-nitzschia and the autocorrelation within years presented a non-significant trend from 2008 to 2018 in Scotland (Rowland-Pilgrim et al., 2019), and a study evaluating the toxicity of PSP in Puget Sound did not find a significant correlation between toxicity and year from 1993 to 2007 (Moore et al., 2009).

The clustering analyses uses a descriptive approach to assess similarities between samples and identify patterns. K-means analysis is a method that groups a data set into a specified number of clusters (k) (Macqueen, 1967). Samples associated with a particular mean group together, hence the intra-cluster variation is reduced, differentiating these measurements from those in clusters. This approach has been used in the analysis of phytoplankton patterns and to identify the environmental conditions related to their assemblages and composition (Herrera and Escribano, 2006; Marchese et al., 2019; Barth et al., 2020). It has also been used for assessing clusters of toxin profiles from shellfish samples across geographical areas in Great Britain (Turner et al., 2014). Principal Component Analysis (PCA) is a tool for reducing high-dimensional data to fewer dimensions that explain variance and identify the key variables and their role in this variance (Lever et al., 2017). This method has been used to identify phytoplankton temporal patterns, assess the similarity between annual abundances in the time series, links with environmental variables, and similarity of conditions between sampled stations (Solic et al., 1997; Philippart et al., 2000; Kane, 2011; Fehling et al., 2012; Siemering et al., 2016).

This study therefore sought to examine and describe the temporal patterns of shellfish biotoxin-producing HABs and their biotoxins in Scotland. The spatial patterns and the role of seasonality were analyzed for the phytoplankton taxa only, as the suspension of biotoxin sampling and analysis during periods of shellfish farm closure resulted in missing data and inconsistent spatial patterns. The relationship between the annual HABs frequency, biotoxins and environmental variables was evaluated to identify whether there are countrywide relationships and if these can be used as predictors of a toxin event.



MATERIALS AND METHODS


Data Access and Preparation

Phytoplankton and shellfish biotoxin data were obtained from the Food Standards Scotland (FSS) monitoring program1. The FSS scheme is operated by the Centre for Environment, Fisheries and Aquaculture Science (CEFAS) for biotoxins, and the Scottish Association for Marine Science (SAMS) for harmful phytoplankton identification. Samples are collected from representative monitoring points (RMPs), primarily located on the west coast and islands (Figure 1) where aquaculture is active. Collection of seawater for phytoplankton analysis is carried out on a weekly basis from March to September and fortnightly in October at all sites, with monthly samples collected from November to February from a reduced number of sites. Harmful phytoplankton genera are identified and enumerated by light microscopy at SAMS. Further details of the program are found in the most recent annual program report (Coates et al., 2020). The following analysis comprises a 15-year time series database, from January 2006 to December 2020.


[image: image]

FIGURE 1. Names and location of the 25 aggregation boxes used (Geographical order North to South).


Phytoplankton samples were collected by officers operating on behalf of several contractors appointed by FSS. This follows the UK National Reference Laboratory (UKNRL) Standard Operating Procedure for the collection of water samples for toxic phytoplankton analysis. These are taken as close to the shellfish bed as possible and at the same location from where shellfish samples for tissue analysis are collected. The sampling method used depends on the depth of water at the site, water samples are usually collected with a 10 m “Lund tube” but occasionally a bucket is used in shallow waters. A well-mixed 500 mL sub-sample of this water is preserved using Lugol’s iodine prior to analysis by light microscopy (Uttermöhl method) at SAMS.

Shellfish were collected using UKNRL guidance and shipped to the CEFAS Weymouth laboratory for biotoxin analysis (Coates et al., 2020). These data were available from March 2007 to December 2020. Monitored shellfish species include common mussels (Mytilus edulis), common cockles (Cerastoderma edule), native oysters (Ostrea edulis), Pacific oysters (Magallana gigas) and razor clams (Ensis spp.). Common mussels constitute ∼62.2% of the total samples and ∼87.7% of samples with total toxin concentrations above maximum permitted level (MPL). As the diverse mechanisms of assimilation and depuration of biotoxins vary according to the shellfish species, our analysis exclusively selected common mussels as the study species due to the high proportion of samples that exhibited toxicity.

Biotoxins levels were quantified by the use of liquid chromatography with tandem mass spectrometry (LC-MS/MS) for lipophilic toxins (LT), including DSTs (Dhanji-Rapkova et al., 2018), and High Performance Liquid Chromatography (HPLC) with either ultra-violet (domoic acid-DA) (Rowland-Pilgrim et al., 2019) or fluorescence detection (Paralytic Shellfish Toxins—PST) (Turner et al., 2014) following official methods specified in EU regulations (Coates et al., 2020). Biological assays were previously used for the purpose of determining shellfish toxicity for PST and DST, with the year the methods changed to chemical instrumentation methods being specific to each biotoxin class. In the case of PST, HPLC was used from 2007 onward, depending on the shellfish species analyzed, with all PST quantitation performed by HPLC by 2011 (Turner et al., 2014). Quantitative determination of DSTs by LC-MS/MS started from July 2011 (Dhanji-Rapkova et al., 2018) replacing the original qualitative biological assay. The biotoxins laboratory quantifies the total toxin concentrations and uses measurement uncertainties of the methods to report “low,” “actual” and “high” values for LT and PST results. FSS uses the latter for risk assessment and as a precautionary measure; this value has been used in the analyses below.

Phytoplankton abundance and biotoxin levels are classified according to the safety threshold value set by the UKNRL following regulation (EC) 2019/627 (Table 1). These thresholds were used to categorize whether a HAB or biotoxin event occurred. The proportional frequency of occurrence of an event above the safety threshold was therefore calculated by dividing the frequency of these events by the total number of samples in a time period or at a specific location. Proportional frequencies of occurrence were averaged to evaluate yearly, monthly and the spatial distribution of HABs and toxic events in Scotland. The proportional frequency of these above regulatory threshold events is used in our analyses below.


TABLE 1. Safety threshold limits delimited for phytoplankton species abundance in water samples and maximum permitted level (MPL) for biotoxin in shellfish tissues in Scotland, set by the UKNRL and EC No 853/2004, respectively.

[image: Table 1]


Spatial Range Studied

The data included information from 130 RMPs. Areas located less than 5 km apart were grouped and averaged due to their close proximity and those with fewer than 10 samples over the time series were excluded. Samples were collected at shellfish farms, some of which moved between 2006 and 2019, in which case the median value of their location was calculated.



Temporal and Spatial Statistical Analysis

The statistical analysis was performed using the R program (R Core Team, 2021). Temporal analysis examined the yearly and monthly autocorrelation in the time series using the ACF function in R. This correlated the proportional frequency of events with previous frequencies, at different time lags (x-axis) in yearly and monthly time series. The partial autocorrelation function (PACF) was applied when the autocorrelation function showed significant lag values.

Sampling effort within and between RMPs varied throughout the time series. Hence, spatial analysis and statistics were applied using “aggregation boxes” (n = 25) of 50 km × 50 km to group values after calculating the median (Figure 1). Each box contained between one and 15 RMPs. Boxes recording eight or more missing monthly values in the time series were removed from the analysis. The coordinates, corresponding to the samples and estimated values, were rounded into the whole number to group them in the aggregation boxes.

PCA was applied to identify dominant temporal and spatial patterns of the incidence of HAB events throughout the time series, using monthly values of HABs and toxic events. This analysis also sought to evaluate the role of seasonality (temporal) and spatial patterns in the frequency of HAB events, shown by the first and second principal components (PC). These capture the highest proportion of variance and are the main axes of variation in the data set. The loadings (or eigenvectors) indicate the importance of each variable (month, year, and area) according to the PC. The sample scores refer to the correlation between these variables and the loadings for each PC. PCA cannot be performed on datasets with missing values, so these were estimated from generalized least squares models that included year, month and area averages of the time series.

The spatial risk of the blooms was assessed by clustering the aggregation boxes with similar bloom occurrence, timing and intensity. The K-means analysis identified clusters of high and low risk areas according to the bloom occurrence using the kmeans() function (R Core Team, 2021), with the “elbow” method first being used to determine the most appropriate number of clusters for a particular genus/biotoxin. This was assessed by plotting within clusters sum of squares (WSS) against the number of clusters (k) and evaluating the point at which there was a reduction in the slope (the elbow) using the fviz_nbclust function from the “factoextra” library in R (Kassambara and Mundt, 2020). The proportion of variation and K-means for each k number were calculated and compared for seasonal (monthly) and annual averages series for each species. The analysis sought to explain a high proportion of variance, maximizing similarity within the clusters and minimizing similarity between clusters, with care being taken not to overfit the values. The annual value was calculated using averaged monthly events. The clusters were categorized as “very-high,” “high,” “moderate,” and “low” risk.

The spatial risk of the taxa was evaluated using the monthly cluster risk classification, ranging from 1 to 4 (1 being “low” risk and 4 “very-high”) for quantifying the risk across the taxa and aggregation box. The average risk per aggregation box was calculated and compared to identify the highest and lowest combined risk. The association between HABs risk for all taxa and their location was evaluated using Spearman correlation rcorr() function, which does not assume the data follow a normal distribution.



Relationship With Environmental Variables

Our study explored the relationship between HABs occurrence and environmental variables, including SST, the North Atlantic Oscillation (NAO) index (Supplementary Figure 1) and wind direction and intensity. To assess the strength and the relationships between annual HABs frequency and the variables we used the correlation [rcorr()] function in R. The time series period comprised from 2006 to 2018 for all variables. The SST data was accessed from the Physical Oceanography Distributed Active Archive Center (PODAAC) website2 carried out by NOAA National Centers for Environmental Information (PO.DAAC, 2020). Daily NAO index database was downloaded from the NOAA data and averaged (NOAA/National Weather Service, 2021). Wind data were taken from the MIDAS database “Open UK hourly weather observation data” (Met Office, 2019). A total of 39 stations located a maximum distance of 5 km from the coast were used. The average wind speed (knots) was calculated, whilst average wind direction (radians) used the directional component of the wind [sine() and cos()]. Linear regression was used to evaluate the relationship between wind direction and intensity, blooms and toxic events.




RESULTS


Temporal Variability of Harmful Algal Blooms and Toxic Events


Temporal Trends

While all the HAB genera of interest exhibit a typical annual pattern of increased abundance in the spring, summer and autumn months, the frequency of events above the safety threshold on a countrywide scale is highly variable between years with no increasing pattern throughout the time series (Figure 2) for any of the taxa considered. Dinophysis spp. recorded the highest annual frequency of events above the safety threshold (≥100 cells/L) in 2013, reaching 27.53% of events above the safety threshold of the total samples. On a monthly basis, the maximum frequency of events above the safety threshold was recorded in July 2013 for Dinophysis spp. and Alexandrium spp., recording ∼69 and 62% of bloom events, respectively; whilst Pseudo-nitzschia spp. reached a maximum of ∼38% of monthly bloom events in August 2011 (Figure 2). The annual occurrence of blooms of Dinophysis spp. and Alexandrium spp. followed a similar pattern with a strong positive and statistically significant correlation (r = 0.61, p = 0.02). Correlation values between annual bloom events of these genera with Pseudo-nitzschia spp. were not significant.
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FIGURE 2. Time series of the proportional frequency of monthly HAB events for genera: Dinophysis spp. DSTs -related (red line), Alexandrium spp. PSTs-related (blue line), Pseudo-nitzschia spp. DA -related (black line) from 2006 to 2020 in Scotland. Total number of samples 16,987.


Yearly frequencies of HABs and biotoxin events for each taxon and toxin group were not correlated with frequencies in preceding years. The only exception is observed for a lag of 1 year for Pseudo-nitzschia spp.

The biotoxins also showed a high variability of monthly occurrence of events above the MPL throughout the time series in a country scale (Figure 3), but in contrast to the phytoplankton, not all the biotoxin groups followed a clear seasonal trend, likely caused by the slow depuration of some toxins. The biotoxins sampling was variable across the country and throughout the time series. 8 545 samples analyzed by mouse bioassay (MBA) for DSTs and 760 for PSTs were included in our analysis. Chemical methods superseded the MBA for the analysis of DST s and PSTs during 2011. For these LC-MS/MS analyses we used 16 679 for DSTs, 19 130 for PSTs and 13 694 for DA. There is a clear difference in the frequency of biotoxin events when determined by MBA (2007–2011) and LC-MS/MS (2011–2018), with the chemical analyses displaying a higher frequency of events. DSTs had the highest frequency of events above the safety threshold, with the highest values during summer months, reaching a maximum monthly average in August 2013 (∼54%). PSTs and DA exhibited sporadic events above the MPL throughout the time series. PSTs exceeded regulatory threshold in ∼10.95% of samples in May 2018. DA only exceeded the maximum permitted limit in seven events, in 4 months, reaching a maximum occurrence (∼1.6%) in August 2007.
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FIGURE 3. Time series of the proportional frequency of biotoxin monthly events above safety limits from 2007 to 2020 in Scotland, for DSTs-MBA (dashed red line), PSTs-MBA (dashed blue line) (biological assay); DSTs (red line), PSTs (blue line), and DA (black line) (using instrumental method). Vertical dotted line in July 2011 marks the start of the use of the LC-MS/MS method for DSTs quantification in mussels. In previous years, MBA were mainly used. See Table 1 for definition of abbreviations. Total number of tests performed 58,808.


A comparison between the time series of above regulatory threshold events for monitored HAB taxa and the biotoxins they synthesize does not show a monthly pattern. There is a significant and strong correlation between Dinophysis spp. and DSTs (r = 0.75, p < 0.05), Alexandrium spp. and PSTs (r = 0.60, p < 0.05), whilst Pseudo-nitzschia spp. and DA were not significantly correlated (r = 0.04, p > 0.05).



Seasonal Trends

Countrywide, HAB events above the safety threshold were observed mainly from March to October. HAB occurrence reached maximum monthly median values in July for Dinophysis and Pseudo-nitzschia; Alexandrium reached similar median values in May and June (Figure 4). However, the frequency of events and their timing varied, with both early and late year blooms of all organisms. Early season (March) blooms of both Alexandrium and Pseudo-nitzschia are evident, but in contrast, the average frequency of these early events is nearly zero for Dinophysis although a few exceptional years are observed. For Dinophysis, the median number of events per month increased as the year progressed and reached its highest value, and the highest amongst all taxa, in July before declining toward the end of the year. Alexandrium bloom frequency increased until June, with the frequency remaining high in July before a subsequent decline. Pseudo-nitzschia spp. blooms increased in April, before decreasing in May. Following the July peak, a further increase is evident in September and subsequently the frequency of events above the safety threshold decreases.
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FIGURE 4. Boxplots of the monthly incidence of HAB taxa: Dinophysis spp., Alexandrium spp., Pseudo-nitzschia spp., and HAB toxins: DSTs, PSTs, DA. Boxplots display the median (bold horizontal line), upper and lower quartile (hinge), maximum and minimum range (whiskers) and outliers (dots above whiskers) of the yearly average of events by month.


Elevated shellfish toxins are observed mainly in 8 months of the year (Figure 4), with DSTs present at a noticeably higher occurrence in comparison with the other groups. The earliest occurrence of toxicity for DSTs is mainly in June, although there were exceptional toxic events in previous months (March to May). Toxin events above the permitted level reached a peak in August (median above ∼ 13.25%), following a decreasing trend with a low median in October (∼0.88%). PSTs showed a peak of median values in June (∼3.52%); the maximum occurrence decreased in July and presented exceptional cases in August. The occurrence of DA above the safety threshold were mainly zero, with the exception of events in May, July, August, and September.



Relationship Between Monthly Blooms

The apparent seasonal pattern of blooms evident from Figure 4 was further investigated using autocorrelation analysis in the time series. All of the phytoplankton taxa presented a significant seasonal and cyclical monthly correlation at all monthly lags (Supplementary Figure 2). The positive autocorrelation at shorter lags (1–3) suggests the frequency of HABs is linked to their occurrence in the previous month. The negative correlation at lags from 4 to 8 months indicate the different seasonal response. This confirms that seasonality is an important driver for the occurrence of HAB events. While this general trend was confirmed, PACF analysis indicated the seasonal pattern was specific for each HAB taxa. Dinoflagellates Dinophysis spp. and Alexandrium spp. showed five lags partial negatively autocorrelated (up to 6 months); whilst two and one positive lag, respectively. Pseudo-nitzschia spp. showed a low number of autocorrelated lags (three negative and three positive lags), suggesting seasonality has less of an impact in influencing the occurrence of events than for the other two genera.

The biotoxins autocorrelation pattern was group specific (Supplementary Figure 3). DSTs and PSTs showed a cyclical pattern by ACF, the former displaying both positive and negative correlations at all lags values while the latter presented only positive autocorrelated lags at 11, 12, and 13 months. DA only showed two positive lags at 1 and 13 months. DSTs showed a higher number of lags autocorrelation by PACF, at low lags and high lags months. PSTs showed one negative partial autocorrelated lag and two positive (10, 11 months). DA only presented one lag autocorrelated (13 months) by PACF.




Temporal-Spatial Analysis


Temporal and Spatial Dynamics

The PCA analysis identified common patterns that emerged from the similarities (correlation) of temporal dynamics and their association with particular aggregation boxes across the coastline. These are portrayed in a low number of dimensions, principal components (PC), that identify the main variables that play a role in regulating HAB variance. The first principal component (PC1) described ∼56% of Dinophysis spp. monthly variance, the highest value amongst the phytoplankton groups. PC1 also described ∼42% of the variance for Alexandrium spp. and the lowest ∼27% for Pseudo-nitzschia spp. Dinophysis, Alexandrium, and Pseudo-nitzschia showed high and positive PC1 sample scores in years and months of high occurrence of HAB events (Figures 5A–F). Thus, PC1 could be related to the common coastal temporal patterns and seasonality marking HABs occurrence. Spatial patterns were assessed using monthly factor loadings (correlations between frequencies and PC1 scores) for the time series in each aggregation box. Dinophysis spp. had positive PC1 loadings for all aggregation boxes and a noticeable difference between areas in the southwest coast, the northwest coast, east coast, Isle of Lewis (boxes 13,14), and the Northern Isles (Orkney and Shetland Islands) (Figure 5G). This suggests blooms follow a regional pattern, with an important difference in seasonality between southwest and northwest areas. For Alexandrium, locations with similar loadings were dispersed throughout the coastline (Figure 5H). The highest Alexandrium PC1 loadings (0.21–0.3) were in two southwest areas, the central west coast, the northwest coast and the Northern Isles. Lower Alexandrium PC1 loadings were found for boxes in sheltered inner lochs of the west coast, Isle of Lewis, east coast and southern areas of the Shetland Islands. Areas showing similar correlations with PC1 for Pseudo-nitzschia spp. were widely dispersed with high positive values across the southwest, central coast, northwest, Isle of Lewis and the Shetland Islands (Figure 5I). In summary, PC1 for each species captured the temporal pattern of blooms and hence the role of seasonality. The lower proportion of variation explained by PC1 for Pseudo-nitzschia spp. suggests local conditions or other variables might have a greater influence on the incidence of HABs for this genus than for Dinophysis spp. and Alexandrium spp.
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FIGURE 5. First principal component (PC1) of Dinophysis spp., Alexandrium spp. and Pseudo-nitzschia spp. (A–C) Monthly sample scores, (D–F) annual sample scores, (G–I) monthly factor loadings per aggregation box.


The second principal component (PC2) explained a lower proportion of the variance of HAB incidence than PC1: ∼6% for Dinophysis, ∼7% for Alexandrium and ∼8% for Pseudo-nitzschia but was instructive in demonstrating the timing and location of blooms around the country. The PC2 sample scores portray positive or negative scores according to the timing in the year (Figures 6A–C). Annual sample scores display an up-down trend of between 1 and 3 years, with no particular association with high incidence years, which could indicate an interannual shifting of bloom location (Figures 6D–F). Dinophysis showed high and positive monthly PC2 loadings (0.2–0.4) in the southwest and one area in the northeast coast (Figure 6G). Negative Dinophysis PC2 loadings were rare, the lowest (−0.4–−0.2) observed in the Isle of Harris and Northern Isles (Shetland and Orkney Islands). The pattern suggests there is a temporal shift of bloom location with the high incidence of blooms that peak in July in the Isle of Lewis and the Northern Isles, with “early” (May) and “late” (September) blooms occurring on the southwest coast (Firth of Clyde). Alexandrium PC2 loadings were primarily positive in west coast areas, whilst negative values were focused on the Isle of Lewis (aggregation box 13, 14), the Northern Isles (aggregation box 1–5), and two areas in the central west coast (aggregation box 18–20) (Figure 6H). This suggests “early” blooms are focused on the south, central and north coast and “summer” blooms are associated with the Isle of Lewis and the Northern Isles (Figure 6H). For Pseudo-nitzschia, “early” and “late” season blooms (March, April, and September, October, respectively) were associated with negative PC2 sample scores; whilst “summer” blooms during May to August mainly showed positive scores (Figure 6I). Pseudo-nitzschia PC2 loadings were spatially variable with little regional pattern. For example, negative PC2 were evident in the west coast and near the island of Mull, but the adjacent Loch Fyne (aggregation boxes 21, 22) exhibited high values. “Early” (March-April) and “late” (September-October) blooms were associated with the central west coast (aggregation box 19, 20), east coast (aggregation boxes 6–7) and the south of the Shetlands (aggregation box 4), while “summer” blooms were related to the Isle of Lewis, Orkney Island, Shetland Islands (except the previous mentioned aggregation box) and the southwest coast.


[image: image]

FIGURE 6. Second principal component (PC2) of Dinophysis spp., Alexandrium spp., and Pseudo-nitzschia spp. (A–C) Monthly sample scores. (D–F) Annual sample scores. (G–I) Monthly factor loadings per aggregation box.




Harmful Algal Bloom Occurrence Risk

The PCA allowed the identification of areas that shared temporal dynamics, and the role of seasonality in regulating the different HAB genera. However, PCA results are independent of the magnitude of blooms, and hence to evaluate spatial trends in abundance we used the K-means test to cluster aggregation boxes that showed similar bloom size and timing, hence identifying similar levels of risk on a monthly and annual scale. In all cases, the elbow plot suggested using four clusters for analyses of monthly data. The K-means clustering explained almost ∼70% of variance in monthly Dinophysis and Alexandrium HAB frequencies (between_SS/total_SS = 71.9%, between_SS/total_SS = 68.2%, respectively) and Pseudo-nitzschia ∼50% (between_SS/total_SS = 52.1%). The monthly clusters of Dinophysis followed a similar trend, peaking in July (Figure 7A). However, bloom occurrence across the year varies between clusters with the “very-high” cluster exhibiting elevated risk both “early” (in April) and “late” (in October) in the year. In contrast to Dinophysis where clusters rarely overlapped, Alexandrium (Figure 7B) and Pseudo-nitzschia (Figure 7C) exhibited similar frequency of “early” and “late” blooms for all clusters. The “high” cluster exhibited “early” blooms by the increase of K-means from March to a peak in May for Alexandrium and April for Pseudo-nitzschia. The “very-high” cluster rapidly increased later in the year than the “high cluster” but then markedly exceeded it and all other clusters from June to September. Alexandrium “moderate” and “low” clusters showed similar seasonal patterns, but at different magnitudes. An increase in Pseudo-nitzschia risk was noted for the “very-high” and “high” clusters in spring (March-April), with the “moderate” cluster also being somewhat elevated in April. All clusters decreased in May, before a further summer increase during which bloom patterns differed amongst all clusters from June to October. For all genera, there was a distinct “low” cluster that exhibited consistently lower K-means peaking in July for Dinophysis, May and June for Alexandrium and June for Pseudo-nitzschia, remaining somewhat elevated until September for the latter genus. Thus Dinophysis blooms followed a similar temporal occurrence across clusters while Alexandrium and Pseudo-nitzschia showed a shift between “early” and “summer” blooms from low to high risk clusters.
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FIGURE 7. Dinophysis spp., Alexandrium spp., and Pseudo-nitzschia spp. (A–C) Monthly K-means for each cluster. (D–F) Monthly K-means according to the HAB risk per aggregation box distributed in Scotland.


Members of “very-high” and “high” Dinophysis HAB-risk clusters were in the southwest, central west, northwest coast and south Shetland Islands (aggregation boxes: 3, 4, 9, 10, 12, 13, 15–17, 19–23, 25) (Figure 7D). The “low” risk cluster is scattered around the country, primarily on the Isle of Harris, Orkney Island, one area in the Shetland Islands, but also including the only east coast area and one mainland west coast location (aggregation boxes 2, 5, 6, 14, 18). For Alexandrium, the “very-high” HAB-risk cluster was only in one area in the west of Lewis and another in the south of the Shetland Islands; whilst the “high” cluster areas were more widespread, located in the southwest coast, central west coast, northwest coast, northeast and north of the Shetlands (Figure 7E). Areas assigned to the “low” Alexandrium HAB-risk cluster were in the southwest, southeast, Orkney and one in the Shetlands. The “very-high” risk cluster for Pseudo-nitzschia is located uniquely in two areas in the south of the Shetland Islands (Figure 7F). A high proportion of the areas correspond to the “low” cluster, the majority being in the southwest coast.

Clustering the annual data into four clusters explained a similar proportion of the variation to the clustering of monthly data: ∼60% of the variance in Dinophysis spp. (between_SS/total_SS = 63.5%), ∼50% for Alexandrium (between_SS/total_SS = 50.8%) and ∼60% for Pseudo-nitzschia (between_SS/total_SS = 61.1%). Risk varied from year to year, Dinophysis clusters displayed similar annual K-means patterns across the years (Figure 8A), but the relative level or risk remains consistent (i.e., “Very-high” risk areas had consistently higher risk than “high” risk areas). A noticeable difference was observed for the annual trends of Alexandrium (Figure 8B) and Pseudo-nitzschia (Figure 8C), with K-means showing considerable interannual variability for all clusters. Despite the “very-high” cluster scoring the highest risk in the majority of years, the “high” cluster exhibited similar risk levels from 2011 onward for Alexandrium, and exceeded “very high” cluster risk levels in 2015 for Pseudo-nitzschia. The distribution of clusters, in general, follows the monthly Dinophysis (Figure 8D) and Pseudo-nitzschia (Figure 8F) K-means analysis. For Dinophysis, the “very-high” and “high” clusters were mostly on the southwest coast, the islands of the central and northern west coast and the Shetland Islands, with “low” risk clusters on the east coast and Orkney Islands. For Pseudo-nitzschia, the “very-high” cluster is only in the south of Shetland Islands, with the “low risk cluster mainly on the southwest coast. The location of the Alexandrium clusters differed between monthly and annual values, “very-high and “high” risk is scattered in the west coast, west and Northern Isles (Figure 8E).
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FIGURE 8. Dinophysis spp., Alexandrium spp., and Pseudo-nitzschia spp. (A–C) Annual K-means for each cluster. (D–F) Annual K-means according to the HAB risk per aggregation box distributed in Scotland.


The spatial risk of the aggregation boxes used the monthly K-means classification, this was averaged and classified in a cluster rank (Supplementary Table 1). The total average risk was 2.36, with a maximum value of 3.67 in the south of the Shetland Islands and a minimum of 1.00 in the Orkney Islands and the southeast coast. The highest combined risk locations (average above 3) were scored by the south Shetlands Island (box 4) and the South Isle of Skye (box 16). High scores (average of 3) included seven locations: the southwest of the Shetland Islands (box 3), the northwest coast (box 9), the north of the Isle of Lewis (box 13), southeast of Skye (box 15), Loch Ailort (box 17), the Isle of Mull (box 19) and the Isle of Arran (box 25). Five locations were identified as the lowest combined risk (average below 1.50), located in the south of the Kintyre Peninsula (box 24), central west inner loch-Loch Linnhe (box 18), the south east coast (box 6), the Orkney Islands (box 5) and the northwest Shetland Islands (box 2). High and low risk locations were significantly associated for Dinophysis spp. and Alexandrium spp. (correlation among risk scores, r = 0.44, p < 0.05), and Alexandrium spp. with Pseudo-nitzschia spp. (0.48, p < 0.05), but risk scores for Dinophysis spp. showed only a weak non-significant correlation with those for Pseudo-nitzschia spp. (0.29, p > 0.05).



Harmful Algal Bloom Relationships With Environmental Variables

Correlation was applied to evaluate any possible association between HABs annual frequency and annual mean of environmental variables (Table 2). This was conducted at a countrywide level as environmental information is not collected with sufficient spatial resolution for a regional analysis. The only positive significant correlation was found between the NAO index and the genus Alexandrium and corresponding PSTs toxins. Dinophysis spp. and SST were correlated negatively significant on an annual basis. There were no significant relationships between other taxa or biotoxins with SST or wind (intensity and direction).


TABLE 2. Analyses of relationships of annual incidence of HABs and toxic events above the safety threshold with annual averages of environmental variables from 2006 to 2018.
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DISCUSSION


Interannual Variability of Harmful Algal Blooms

The analysis of temporal-spatial patterns is crucial for determining the risk of phytoplankton species of major concern to shellfish aquaculture in Scotland. Over the 15 years of the time series, we observed high interannual variability between years with no statistically significant trend in harmful bloom or shellfish biotoxin frequency for all taxa and toxins. This is consistent with other site specific case-studies (Moore et al., 2009; Díaz et al., 2016) and agrees with the recent analysis of global data series (Hallegraeff et al., 2021), which attributed the perceived increase in HAB events to intensified monitoring.

Furthermore, the frequencies of annual blooms and toxic events were found not to be correlated across years, suggesting annual HAB occurrences are independent and are not influenced by the previous year. The only exception was observed at a lag of 1 year for Pseudo-nitzschia spp. Given that this taxon is not thought to form resting stages (Azanza et al., 2018) this observation could potentially be related to a common biological response in consecutive years to similar environmental conditions. An earlier study (Rowland-Pilgrim et al., 2019) did not find a correlation between Pseudo-nitzschia spp. cell density and DA concentration in the same time series from 2008 to 2018.

The annual frequency of blooms of the dinoflagellates Dinophysis spp. and Alexandrium spp. were similar and significantly correlated. Hence, although the temporal and spatial dynamics of blooms of the two taxa within and between years differ, the data suggest that on a countrywide basis “good” and “bad” years exist for harmful dinoflagellate blooms. However, no correlation with readily available environmental drivers (SST, wind) were found. Dinophysis is a holoplanktonic genus with blooms having been described to develop offshore with advective transport to the coast (Whyte et al., 2014). In contrast, Alexandrium spp. forms cysts that are deposited in the benthos and hatch under the right conditions. Hence, the observed dynamics could be related to the group trait or succession pattern described by Smayda and Reynolds (2001), overcoming life cycle differences. A deeper understanding of the role of environmental variables is needed to determine the triggers for blooms of these harmful taxa.



Temporal and Spatial Bloom Dynamics

HAB occurrence in general followed the well-known seasonal pattern, with most blooms occurring from March to October. Dinophysis spp. and Pseudo-nitzschia spp. blooms reached a peak in July, and Alexandrium spp. exhibited a plateau from May to July. Pseudo-nitzschia, similarly to Alexandrium, exhibited two peaks throughout the year in spring and summer associated with specific locations. This confirms, countrywide, the characteristic temporal profile for this taxon demonstrated from local monitoring by Fehling et al. (2006). The crucial role of seasonality in regulating bloom dynamics was confirmed by the temporal patterns and significant autocorrelation between monthly occurrences for all genera. Seasonality is considered as a key driver of the phytoplankton composition, including dinoflagellate and diatom species in the west and east coast of Scotland (Bresnan et al., 2015). The environmental conditions during winter hinder the development of blooms, since Scottish waters are exposed to frequent storms leading to intense mixing of the water column; with light intensity and water temperature being below the optimal conditions of growth. During spring, increasing irradiance intensity and duration, and an increase of water temperature and general decrease of storms result in ideal conditions for phytoplankton cell growth and higher incidence of blooms. Initially these are primarily diatom dominated, and then as nutrient concentrations decrease and stratification intensifies dinoflagellates become more prevalent (Davidson et al., 2011). These patterns are associated with Scottish transitional waters being regulated by the seasonal heating and cooling cycle (Edwards et al., 2013). However, despite the critical role of seasonality, its influence varied for the different HAB taxa. Greatest control was observed for Dinophysis spp. with seasonality, reflected in PC1, explaining over 50% of variance, perhaps because of its heterotrophic nature and the requirement for ciliate prey that are most prevalent in summer months (Reguera et al., 2012). In contrast, the lower proportion of variance explained and number of monthly lags autocorrelated for Pseudo-nitzschia spp. suggest seasonality is not as crucial factor for the development of blooms of this genus, with other factors such as local environmental conditions making dissolved silica available or stochastic effects being more important. As noted above, the differences in the seasonal peaks of the seriata and delicatissima groups of Pseudo-nitzschia are also responsible for the relative lack of seasonality of the genus as a whole.

Dinophysis presented the greatest bloom frequency. The countrywide interannual patterns observed are consistent with abundance observations at two targeted locations on the west coast of Scotland (Swan et al., 2018) and offshore patterns found in the Northeast Atlantic from Continuous Plankton Recorder data (Dees et al., 2017), and do not confirm the model based predictions of Gobler et al. (2017) of a climate driven increase in the abundance of Dinophysis acuminata in the region. The monthly and annual Dinophysis analysis using K-means categories, determined that the blooms respond similarly between clusters at a regional scale, but with varying levels of risk. The “very-high” cluster was predominantly located in the southwest coast, particularly in the Firth of Clyde, and was associated with “early” and “late” season blooms, as well as the highest mid-summer bloom frequency. The spatial distribution of the two highest K-means clusters was located predominantly on the west coast and the south of the Shetland Islands for both monthly and annual data series. Whereas the central west, northwest, Isle of Lewis and Shetland Islands are likely to respond to seasonal conditions in a shorter season, according to the principal components. These areas could be susceptible to the advective transportation of cells, since this has been attributed as the main reason of Dinophysis blooms rather than the in situ growth of cells (Smayda and Reynolds, 2001). Conditions such as local seasonal stratification or the development of frontal regions have previously been shown to regulate Dinophysis blooms at the species level with late summer Dinophysis acuta blooms occurring only in some years in two hydrologically different locations (Firth of Clyde and Loch Ewe) (Swan et al., 2018).

For Alexandrium, the spatial statistical tests indicated a shift of bloom location between “early” and “late” (summer) occurrence. “Early” blooms corresponding to the “high” risk cluster are geographically dispersed, predominantly on the west coast (south, central, north), while summer blooms portrayed by the “very-high” risk cluster are predominantly in the northeast of the Isle of Lewis and south of the Shetland Islands. The use of different cluster numbers (k = 5, 4, 3) consistently identified these areas as high-risk areas. These results confirm earlier observational studies that identified Orkney and Shetland Islands as Alexandrium “hotspots” in June and July (Bresnan et al., 2006). A decade-long time series (1996–2005) showed high densities in the Western Isles, Orkney and Shetland Islands; the location reaching the highest average annual cell densities and PSP levels amongst all areas (Brown et al., 2010). The “low” risk clusters located in two southwest locations, the east coast and the Orkney Islands differed from another study that found low maximum cell densities in lochs in the central west coast (Brown et al., 2010). Furthermore, the lowest combined risk for all taxa, including Alexandrium, is located in the south of the Kintyre Peninsula; however, the nearby area of Campbeltown recorded the highest PSTs value within the 2007–2020 data series (27,822 μg/kg) in April 2015.

Pseudo-nitzschia bloom occurrence showed, as did Alexandrium, a temporal-spatial shift between “early” and “summer” blooms. The monthly occurrence of all clusters increased during spring, commonly associated with the increase of nutrient availability, light intensity and duration. “Very-high” and “high” risk clusters exhibited similar K-means levels early in the year. A decrease of bloom events was observed after the spring bloom (March-April), showing low levels in May. This decreasing trend has been previously associated with the depletion of nutrients in the water column (Fehling et al., 2006). The spatial statistics identified the shift of bloom dynamics, with a higher occurrence during summer, especially for the “very-high” cluster, focusing on the south of the Shetlands (aggregation box 4). The increase in bloom occurrence during summer in our results is consistent with another study using the FSS data series, that identified an increasing trend of the taxon’s cell abundance during summer and rare events of domoic acid above the permitted levels in shellfish tissue (Rowland-Pilgrim et al., 2019).

Spatially, high and low-risk areas are mainly differentiated by their orientation rather than geographical proximity, but also varying according to the taxa. The “high-risk” locations mainly face in a southwest direction. On the Scottish west shelf, water flows in a predominantly northwards direction governed by the Scottish Coastal Current (Hill and Simpson, 1988). The advection of cells from offshore waters, driven by this current has previously been identified as a means of transportation of Alexandrium tamarense (Hill et al., 2008) and Karenia mikimotoi (Hill et al., 2008; Gillibrand et al., 2016). The advection from offshore waters has also been associated with the transport of Pseudo-nitzschia spp. (Fehling et al., 2012) and Dinophysis spp. cells (Paterson et al., 2017). This potentially explains the “very-high” risk of Dinophysis in southwest facing sea lochs in the South of the country.



Phytoplankton and Biotoxin Relationship

Contamination of shellfish with DST is related to the presence of Dinophysis cells in the water column, with the shellfish toxin concentration gradually increasing until it potentially surpasses the MPL. The high incidence and seasonal trend observed for Dinophysis and DSTs occurrence above the safety threshold and the significant correlation of such annual frequencies demonstrated the close link between this phytoplankter and shellfish toxicity. Dinophysis cells exhibit diverse levels of toxicity through the presence of different species with different toxin profiles (Swan et al., 2018). Dinophysis acuminata (linked with the production of okadaic acid and dinophysistoxin-1) has been found to be the predominant species in late spring and summer (June-August) in Scottish waters (Stern et al., 2014; Swan et al., 2018), whilst D. acuta (producer of dinophysistoxin-2) is found occasionally from July onward, but can be associated with extended toxic events (Swan et al., 2018). Our study found a prolonged toxicity of DSTs in shellfish events in late autumn (September-October) when the occurrence of Dinophysis above the safety threshold is low, likely demonstrating the slow depuration of these toxins from shellfish flesh (Svensson, 2003). Similar temporal dynamics of D. acuminata and D. acuta have also been found in Iberia (Moita et al., 2016).

Previous studies have demonstrated that a number of toxic and non-toxic species of Alexandrium exist in Scottish waters. PST shellfish toxicity in Scotland is thought to be primarily related to toxic Alexandrium catenella (formerly identified as Gonyaulax excavata, Alexandrium fundyense, and/or Group I ribotype/North American Alexandrium tamarense). However, monitoring identifies cells to genus only and the morphologically indistinguishable non-toxic A. tamarense can co-occur (Touzet et al., 2010) and hence be enumerated in the monitoring program. The presence of non-toxic strains of A. minutum in Scottish waters has been also detected (Lewis et al., 2018). In an ideal scenario, regulatory monitoring would enumerate only toxic Alexandrium. However, difficulty in discriminating between species on a rapid routine basis within a monitoring program has led the regulator to take a precautionary approach for the monitoring of Alexandrium (and our other genera of interest). Observations of high concentration of cells but low or absent toxicity exist (Higman et al., 2001). Moreover, temperature (and other environmental drivers) may impact excystment (Collins et al., 2009), competition (Davidson et al., 1999; Eckford-Soper et al., 2016) and toxicity (Flynn et al., 1994). However, our study found a correlation between the annual frequency of Alexandrium cells above the safety threshold and toxicity levels above the MPL. This concurs with other studies of cell abundance and PST concentrations (Bresnan et al., 2006; Stobo et al., 2008; Brown et al., 2010) and hence confirms the suitability of identifying Alexandrium to genus level as a means of ensuring shellfish safety.

When viewed as a time series, the annual frequency of Pseudo-nitzschia events above the safety threshold and domoic acid did not correlate, consistent with studies using cell densities and biotoxin levels (Hinder et al., 2011; Bresnan et al., 2017; Rowland-Pilgrim et al., 2019). Conversely, another study limited to two locations in Scotland for a period of 2 years (2001–2003) found a significant correlation using a 1.5 week temporal lag, associated with the fast uptake and depuration of the biotoxin by M. edulis (Bresnan et al., 2017). The non-correlation between Pseudo-nitzschia cells densities and domoic acid has been attributed to the variation in toxin content according to the group, species within the group, and size of the cells (Smayda, 2006). The rare occurrence of domoic acid events above the MPL during spring Pseudo-nitzschia spp. blooms could be explained by the presence of P. delicatissima group species containing low levels of DA per cell, or non-toxic members of the P. delicatissima group, predominant during spring (Fehling et al., 2006). Toxic events in late summer could be explain by the presence of the P. seriata group which contains species known to synthesize high levels of domoic acid (Smayda, 2006) and which are mostly found during the summer months (Fehling et al., 2006) and are infrequently observed during spring in Scottish waters (Paterson et al., 2017). A further confounding factor is that the decrease of the frequency of biotoxins above the maximum permitted level, specifically for PSTs, might be due to the high number of site closures for DSTs predominantly in July and August. Sampling is suspended, even if Alexandrium was still present in the water samples, hence the presence of a single biotoxin above the regulatory limit will cause under-sampling for the others.



Harmful Algal Blooms and Environmental Relationship

A range of conceptual models have been published to explain the relationship between different HAB genera and environmental conditions (see reviews of Reguera et al., 2012; Anderson, 2015; Bates et al., 2018). However, such models typically relate blooms to local environmental conditions that are not surveyed with the same fine temporal and spatial resolution as phytoplankton and biotoxins. Hence, to further evaluate the relationship between HAB events and those “large scale” environmental variables that are available in accessible databases, we used the correlation function to identify the direction and strength between these at a countrywide scale. At a climatological level, we found a significant positive correlation between the NAO index and the frequency of PSTs and producing genus Alexandrium. Positive NAO index leads to windier and turbulent conditions in the column water. Reports have suggested dinoflagellate blooms are enhanced under calm conditions (Smayda and Reynolds, 2001; Hinder et al., 2012). In contrast, the positive correlation between Alexandrium and PSTs could suggest turbulent conditions are strongly related to coastal bloom development. This again suggests HAB occurrences are not limited to regular seasonal environmental conditions; but that local conditions and atmospheric anomalies are likely to play a more important role in regulating these. The differences in correlation between the NAO index and the other environmental variables suggest the effect of the climatological system is not straightforward in that the NAO index is related to more climatological effects than just wind variation, and other variables are likely to be important in HAB development. The significant negative correlation between SST and Dinophysis blooms is consistent with another study that assessed the relationship between several dinoflagellate genera and this environmental variable (Hinder et al., 2012). The weak relationship between SST, wind and HAB events for most taxa and biotoxins might also be explained by the large geographical scale used and high variability of the values in the time series. While genus based monitoring is thought to be suitable to safeguard human health within regulatory shellfish safety monitoring, the results strongly suggest cell enumeration to the group or species level in combination with higher resolution environmental monitoring would enhance the potential for phytoplankton counts to provide the early warning of shellfish toxicity that the shellfish industry require to minimize the economic losses associated with HABs.




CONCLUSION

The frequency of phytoplankton and biotoxin events above the safety threshold sampled by the Scottish shellfish safety monitoring programme did not show a significant increasing or decreasing trend in the last 15 years. HABs exhibited considerable variability, with non-correlation between annual frequencies of event indicating that blooms are not interannually related. A traditional seasonal pattern is observed for all taxa, reaching a monthly peak in July for Dinophysis spp. and Pseudo-nitzschia spp., with a plateau of blooms from May to July for Alexandrium spp. DSTs surpassed the MPL every year in the time series, PSTs in fewer years. The annual frequency of bloom and toxic events were significantly correlated with Dinophysis and Alexandrium and their respecting toxins. DA in contrast showed rare toxic events throughout the time series and correlation with Pseudo-nitzschia annual frequencies were non-significant. This has been attributed to the presence of non-toxic organisms, different factors regulating cell growth and biotoxin production and mussels’ biotoxin assimilation rates. Dinophysis spp. and DSTs showed the highest frequency of events surpassing safety thresholds, representing the highest risk to the shellfish aquaculture in Scotland. The temporal analysis and spatial statistics (PCA and K-means) evidenced the crucial role seasonality plays on regulating timing, duration, intensity and location of HABs. But even with this consistent trend, known to be regulated by the cyclical Scottish waters, HAB dynamics vary according to the taxa and across the country. Relatively few countrywide relationships between HABs and environmental factors were found. Only the NAO index was significantly related to the HAB events of Pseudo-nitzschia spp. and PSTs. Despite this variable’s influence on environmental conditions in the water column, the non-correlation between blooms and SST and wind (direction, intensity) demonstrates the relationship between the NAO index and blooms is not straightforward and HAB events are regionally controlled.
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Harmful algal blooms (HABs) cause harm to human health or hinder sustainable use of the marine environment in Blue Economy sectors. HABs are temporally and spatially variable and hence their mitigation is closely linked to effective early warning. The European Union (EU) Interreg Atlantic Area project “PRIMROSE”, Predicting Risk and Impact of Harmful Events on the Aquaculture Sector, was focused on the joint development of HAB early warning systems in different regions along the European Atlantic Area. Advancement of the existing HAB forecasting systems requires development of forecasting tools, improvements in data flow and processing, but also additional data inputs to assess the distribution of HAB species, especially in areas away from national monitoring stations, usually located near aquaculture sites. In this contribution, we review different novel technologies for acquiring HAB data and report on the experience gained in several novel local data collection exercises performed during the project. Demonstrations include the deployment of autonomous imaging flow cytometry (IFC) sensors near two aquaculture areas: a mooring in the Daoulas estuary in the Bay of Brest and pumping from a bay in the Shetland Islands to an inland IFC; and several drone deployments, both of Unmanned Aerial Vehicles (UAV) and of Autonomous Surface vehicles (ASVs). Additionally, we have reviewed sampling approaches potentially relevant for HAB early warning including protocols for opportunistic water sampling by coastguard agencies. Experiences in the determination of marine biotoxins in non-traditional vectors and how they could complement standard routine HAB monitoring are also considered.




Keywords: harmful algal blooms (HABs), HAB early warning, HAB observing system, autonomous imaging flow cytometry (IFC), drones, remotely piloted aircraft systems (RPAS), unmanned aerial vehicles (UAV), autonomous surface vehicles (ASVs)



1 Introduction

Harmful algal blooms (HABs) are increases in the density of certain phytoplankton species that cause harm to human health or hinder sustainable use of the marine environment in blue economy sectors (Wenhai et al., 2019). Some HAB species generate “shellfish poisoning syndromes’’ in humans, usually following the consumption of shellfish that have ingested the harmful cells and concentrated the toxin within their flesh (Berdalet et al., 2016). Other HABs can impact the health of farmed fish with significant economic consequences (Davidson et al., 2020). A variety of protists and prokaryotic photosynthetic organisms may be responsible for HAB episodes (Hallegraeff, 2004), including toxic and non-toxic species mainly from dinoflagellates, haptophytes, raphidophyceae, diatoms, pelagophyceans and cyanobacteria, among others, as detailed in the IOC-UNESCO taxonomic reference list of harmful microalgae (Lundholm et al., 2009). Their populations thrive under diverse environmental conditions and display different characteristics (e.g. morphological, chemotaxonomical and genetic), which enables their detection by multiple means depending on the applied technique (Stauffer et al., 2019).

HABs are temporally and spatially variable and hence their mitigation is closely linked to effective early warning. This is primarily achieved by a network of sampling sites located in the vicinity of aquaculture operations. According to the European Union (EU) Regulation No 853/2004 (European Parliament and Council, 2004) and its amendments, typically samples (water and shellfish) are collected on a weekly basis. Water samples are analysed by light microscopy to identify harmful organisms. Shellfish samples are investigated for marine biotoxins by using different instrumental techniques depending on the target analytes. In terms of shellfish safety, should concentration of HABs or their biotoxins in shellfish flesh exceed regulatory thresholds then harvesting restrictions are applied until the biotoxins depurate and the shellfish are safe for human consumption. The spatial and temporal changes of HAB species in the region are reviewed and discussed extensively elsewhere in the literature, for example Trainer et al. (2010), Belin et al. (2021), Bresnan et al. (2021), Fernandes-Salvador et al. (2021), this issue, or Gianella et al. (2021), this issue. In the case of shellfish biotoxin producing species, some monitoring networks consider alert threshold densities to trigger toxin monitoring based on historical data, like e.g. 100 cells l⁻¹ for Dinophysis in Scotland (Swan et al., 2018) or if present whatever the Dinophysis species in France (Belin et al., 2021), while higher threshold densities (1,000-300,000 cells l⁻¹) are defined also in the case of the REPHY network for Alexandrium, Protoceratium, Pseudo-nitzschia and others. Measures to take management actions to minimize damage on farmed fish are possible if ichthyotoxic HAB densities rise significantly, though no threshold densities are established for fish killing HABs (Davidson et al., 2021). In both cases early warning of developing HABs is key to effective mitigation (e.g. Maguire et al., 2016).

High biomass blooms can be carried by advection from offshore areas to the coast. For these near surface bloom events, satellite detection is possible with algorithms developed to discriminate some HAB species from benign phytoplankton (Stumpf et al., 2009; Kurekin et al., 2014; Jordan et al., 2021). Such HAB detection approaches are particularly powerful if coupled to a numerical model that can predict the likely trajectory of the bloom over the following days and hence provide an early warning for at risk aquaculture sites (Davidson et al., 2016; Maguire et al., 2016). Low biomass blooms like those of the shellfish toxin producing dinoflagellates, in the genera Dinophysis, are difficult to monitor since they often present as subsurface blooms that are undetectable in satellite imagery. In addition, they are harmful at low cell densities (<103 cells l⁻¹), which comprise a small proportion of the full microphytoplankton community, and are therefore difficult to detect with conventional monitoring sampling methods (Escalera et al., 2012). Moreover, the frequency of conventional weekly monitoring, usually sampling inshore sites, is insufficient to raise an alert should wind reversals rapidly advect dense shelf populations into aquaculture sites within a matter of days (Escalera et al., 2010; Raine et al., 2010; Whyte et al., 2014). Anyway, hydrodynamical model runs combined with Lagrangian particle tracking simulations can give information on HAB transport along-shore or cross-shore in and out of harvesting areas (Maguire et al., 2016).

Today, the main limitation to the enhancement of HAB warning systems is the availability of high frequency, real or near-real-time, HAB data and relevant parameters in their ecosystem. These data are essential to constrain initiation, movement and growth of the blooms in numerical forecast models, to validate/confirm satellite detections and add value to the human interpretation of how the ecosystem is evolving. Future more sophisticated modelling systems will benefit from “nudging” as new observational in-situ data streams are available to enhance model estimations, a technique known as data assimilation forecasting. The European Union Interreg Atlantic Area project PRIMROSE, Predicting Risk and Impact of Harmful Events on the Aquaculture Sector1, involved partners from the EU Atlantic Area (Spain, Portugal, France, Ireland and the UK) in an effort to improve early warning systems in the partners’ regions building on improved data management and flow from existing HAB and biotoxin monitoring programmes and on coordination and development of HAB sampling and modelling systems (Mateus et al., 2019; Fernandes-Salvador et al., 2021). During PRIMROSE, which ran from 2018 to 2021, we reviewed and demonstrated novel methodologies for HAB sampling through the following activities: 1) deployment of autonomous imaging flow cytometry sensors on moorings near two aquaculture areas: the Daoulas Estuary in French Brittany and the Scottish Shetland Islands to demonstrate a dataflow pipeline, data processing and data sharing, 2) deployment of a suite of cheap, near-shore, autonomous surface vehicles capable of collecting water samples for shore-based assays, 3) evaluating protocols for opportunistic water sampling by coastguard agencies and 4) reviewing the performance of other opportunistic sampling approaches and how they augment standard routine HAB monitoring.



2 Autonomous Flow Cytometer Sensors

Autonomous flow cytometers are a useful tool with fast sample throughput by comparison to traditional optical microscopy. The latter is the reference methodology for most national HAB monitoring programmes (Karlson et al., 2010) but requires time for transport of water samples, for sample preparation (up to 24 hours) and for taxonomic specialists to analyze and report the results (First and Drake, 2012) as well as correct sample preservation methods to prevent changes of morphology for some species during transport. This limits the sample processing throughput rate (Dunker, 2019) and the coupling of these data with information coming from other sensors in a HAB warning system. To address this problem a range of research tools have been developed, with some now being sufficiently mature and available on the market for application within automated mooring systems.

A major development was the emergence of Imaging Flow Cytometry (IFC) (Dashkova et al., 2017), an enhancement of a previous in-flow cytometric system that uses fluorescence and optical cell scatter measurements to discriminate planktonic cells, typically at the “functional group” level (Thyssen et al., 2008). The incorporation of imaging technology along with machine learning identification and classification of the resulting image data library has markedly advanced phytoplankton discrimination and enumeration capabilities in the field. Results from this application are promising (Campbell et al., 2010; Campbell et al., 2013; Dunker et al., 2018). While an IFC is still relatively expensive, cost reductions through product development are making this technology more widely accessible to users, with a recent increase in the number of deployments in a wide range of sensitive marine areas including the east and west coasts of the US (Fischer et al., 2020), a number of locations in Scandinavia (Kraft et al., 2021) and Hong Kong (Guo et al., 2021). Like all instruments, autonomous IFCs have significant cost and time constraints related to training, servicing, data management and subsequent data processing. At present, real-time analysis requires a physical link to land (cables) or a wide bandwidth network connection and access to significant data processing capability. Continuous sampling may require two or three autonomous flow cytometer units, with one deployed while the other units remain in the laboratory undergoing maintenance, calibration, service and training.

During PRIMROSE, the use of autonomous IFCs for HAB assessments have been tested and demonstrated in two sites: one IFC installed on a mooring at the Daoulas Estuary in the Bay of Brest, France and one IFC land based with water being continuously pumped from an adjacent bay in the Scottish Shetland islands.


2.1 Autonomous Flow Cytometer Sensor Installed in a Mooring

A platform with a frame to support a Cytosense flow cytometer (Cytobuoy product) was moored during PRIMROSE (Figure 1) in the Daoulas estuary in the Bay of Brest, an area that experiences regular Alexandrium minutum bloom events since 2012 (Chapelle et al., 2015). Water depth at the mooring site was more than three metres at spring-tide low water to avoid sea-bed contact (station C, Figure 2). The two time periods in 2019 investigated during PRIMROSE were 28th June to 10th July and 14th to 26th August 2019. The site position was 200 m from another established monitoring site (project Alex Breizh) with a mooring measuring temperature, fluorescence, salinity and turbidity (station D) where once per week samples for plankton community characterization are obtained 2 hours around high water (HW) using a kayak or a zodiac. A third station from the national monitoring program REPHY where weekly microscope based phytoplankton enumeration are obtained is located in the Bay of Brest (station B) at a distance of 2 km from the IFC mooring. REPHY samples are also taken during high water and data are available from 2016 (REPHY, 2021). To be in agreement with the microscopic dataset obtained in the existing monitoring in the Bay of Brest and due to the macrotidal characteristic of the Daoulas estuary, the IFC water sampling was also set to occur once during the day (during high water). Our data can also be compared to more oceanic waters analyzed at the entrance of the Bay of Brest (Station A), where a long term environmental monitoring station within the SOMLIT (Service d’Observation en Milieu Littoral) is established2. The environmental variables acquired since 1998 and the availability of phytoplankton samples taken weekly at high tide from 2009 allow the comparison between incoming waters and the Daoulas estuarine waters.




Figure 1 | Picture of the deployment of the PRIMROSE mooring platform at Anse du Roz in the Daoulas estuary (A) and scheme (B) showing details of the floating structure frame designed for carrying the autonomous flow cytometer, IFC (C), its associated tools (batteries, etc) and other additional sensors.






Figure 2 | Positions of the monitoring stations in the Bay of Brest: (Station A): Ste Anne du Portzic station from SOMLIT program (Observatory in the coastal environment, http://www.somlit.fr); (Station B): Lanveoc from REPHY national program; (Station C): PRIMROSE IFC mooring at Anse du Roz in the Daoulas estuary; (Station D): Alex Breizh mooring and sampling site at Pointe du Château in the Daoulas estuary.



The ability to classify cells through the identification of collected images and/or the clustering or gating of fluorescence or cell scatter signals is the essential step in the analysis of IFC data. To permit comparisons with other data sets, the clusters were made in agreement with the protocol from other monitoring stations along the French coast (SOMLIT). Based on the size proxy (FSS, Forward Size Scatter) and the red/orange fluorescence ratio, five large clusters were made: Synechococcus-like, Picoeukaryotes, Nanophytoplankton, Cryptophyceae-like and Microphytoplankton. Cluster names, vocabulary and file format agree with the best practice followed in well-established European projects like SeadataCloud and Jerico Next (Artigas et al., 2019) to permit comparison and a larger diffusion of the data set. In this way, the IFC setup and data quality were evaluated in 2018 by comparing estimated abundances from fixed water samples with densities provided by two different flow cytometry platforms (Roscoff laboratory and Brest University). It should be noted that typical flow cytometry platforms do not provide estimates of the microphytoplankton cluster due to the size of their tubes and the volumes analyzed. The comparison was thus limited to the four smallest clusters. The first-round showed that the IFC set-up produced highly correlated abundances for the same clusters. A further quality control was undertaken in 2019 by comparing in-situ time series of autonomous sampling (counting of living cells without calibration beads) with cell densities estimated from chemically fixed samples (with calibration beads) that were manually collected at the same station and time period. Calibration beads were also used to check fluorescence stability and IFC alignment was checked before and after each deployment. The data of both sampling strategies were highly correlated (>0.99) and the data set from our in-situ IFC sampling was deemed sufficiently consistent to be used as a reliable monitoring tool.

The first output from our IFC data analysis was to highlight the strong spatial and temporal variability of the phytoplankton community in the Daoulas Estuary (Figures 3A, B). For such an area, the daily resolution that IFC provides is required to describe the trends of the evolution of cell density whereas the weekly frequency of existing monitoring is clearly inappropriate to make short term forecasts like those required in HAB warning systems. For example, local microphytoplankton blooms occurred at the Daoulas Estuary for 4 to 5 days after some high river runoff events (e.g. in the period 27th June to 1st July, Figure 3A). In the same way, an upstream movement of the maximum phytoplankton concentration occurred during nutrient-limited periods in the middle of the summer; note that in general, due to the estuarine dynamics of the macrotidal Daoulas estuary, HW sampling was associated with low Chl-a concentrations (Figure 3B). This displacement is illustrated by low cell densities at HW from 17th to 27th August 2019 (Figure 3B). The sets of daily microphytoplankton images produced during the IFC measurements are highly relevant to characterize the variability of the phytoplankton community and eventually to provide alerts of the presence of HAB species. An illustration is provided in Figure 4 where IFC images from two days (29th June and 9th July) in the fortnight shown in Figure 3A are plotted. Figure 4A reveals that the microplankton peak coinciding with the chlorophyll maximum on 29th June is composed of chain diatoms (Chaetoceros spp.). After this peak, microplankton concentration is observed to decrease quickly in parallel to salinity increase. Picoplankton, which was high at the beginning of the period, decreases during the microplankton peak and attains a relative maximum on 7th July, when salinities are again higher. The 9th July image (Figure 4B) shows that plankton community is then composed of solitary dinoflagellate species, including Alexandrium spp. and Ceratium spp., which were also detected in the weekly sampling of the Alex Breizh project at Point du Château (station D).




Figure 3 | Time series of variables obtained from the IFC and other sensors on the autonomous mooring in the Daoulas estuary (station C) from 28th June to 10th July 2019 (A) and from 13th August to 25th August 2019 (B). Abundances of five regular clusters (Synechococcus, Picoeukaryotes, Nanophytoplankton, Microphytoplankton and Cryptophyceae) obtained from the IFC are plotted. IFC sampling was done at high water during the day (dotted vertical lines).






Figure 4 | Microphytoplankton images recorded during daylight high water at the IFC moored in the Daoulas estuary on 29th June (A) and on 9th July 2019 (B).



The methodology for cluster processing of IFC data allowed the comparison of the plankton community at the Daoulas Estuary site (station C) with that at the entrance of the Bay of Brest measured in the weekly SOMLIT sampling (station A). The average seasonal evolution (Figure 5) shows that nanophytoplankton and Cryptophyceae densities are significantly higher in the Daoulas Estuary but that is not the case for picoeukaryotes and Synechococcus. Note that, as pointed out above, the microphytoplankton cluster was not computed at SOMLIT stations. Despite the high tidal mixing and the small residence time of water masses, separate monitoring stations are required to describe local growth and/or accumulation. Therefore, with the IFC mooring data set, we were able to demonstrate the significant difference in the phytoplankton community composition. This observation is based on a global approach to functional groups that remains limited to the macro scale description of the phytoplankton community and cannot yet be directly related to variability of HABs. The nanoflagellate cluster however includes the main part of the Alexandrium spp. populations due to the size limit between nano- and micro-phytoplankton clusters. The threshold was set to 20 µm whereas Alexandrium cell size can vary from 5 to 20 µm. Not all toxic species are included in one cluster (i.e. microphytoplankton).




Figure 5 | Seasonal patterns of monthly average and standard deviation) observed by the IFC in the Daoulas Estuary (station D, Figure 2, blue line) during 2016-2019 for the Picoeukaryotes, Synechococcus, Cryptophyceae and Nanophytoplankton clusters (A–D). The seasonal pattern at the entrance of the Bay was estimated from the SOMLIT-Brest station (station A) for the same and a longer period (green and red line respectively).



With the settings used during these deployments (the speed of the water, analysis duration, minimal Equivalent Spherical diameter, etc.) and the in-situ cell densities, the number of recorded images were limited to between 100 to 300 per sample in 2019. This prevented a quantitative estimate of several image clusters, but the information gathered was still useful to support identification of the predominant species, as illustrated in Figure 4. Some modifications of the IFC hardware and setting were made to increase the number of images, and it is expected that a quantitative estimate can be achieved. New classifiers for automatic clustering of HAB species were constructed based on specific learning sets of > 1000 images obtained from cultivated strains of two toxic lineages (Alexandrium minutum and Pseudo-nitzschia spp.). Data has been sent in real time by 4G to an internal server since 2020, but the full automatic processing for dissemination is not yet operational.



2.2 Autonomous Flow Cytometer Sensor Installed on Land

Another deployment of an IFC was made in the Scottish Shetland islands in the form of a FlowCytoBot (IFCB). IFCBs have been used previously for HAB monitoring, for example in Texas, where harmful blooms of the shellfish biotoxin producing dinoflagellate Dinophysis were revealed (Campbell et al., 2010). The Shetland Islands are an important centre for Scottish aquaculture, with HAB monitoring by microscopy occuring at a number of aquaculture sites. The relative expense of these instruments prevents their wide deployment, hence, our IFCB has been located at a sentinel location (Scalloway) to provide high temporal frequency regional risk assessment. While not a shellfish harvesting site, the location coincides with the Marine Scotland Science Scottish Coastal Observatory monitoring site that provides parallel environmental information to aid in the understanding of HAB dynamics. In contrast to the French deployment the Scottish instrument is land based, with water being continuously pumped from the adjacent bay (Figure 6). This provides additional monitoring flexibility with the potential for hand collected samples from other aquaculture sites to be manually analyzed. HAB data from Scotland are made publicly available on the web in real time [via www.HABreports.org, (Davidson et al., 2021), this issue]. IFCB images can be displayed in near-real time or in delayed mode in the HABreports web page (Figure 7A). The 31th August 2021 IFC image shows the presence of Pseudo-nitzschia spp. The HABreports website displayed alert levels for week 35 (Aug 30 - Sep 05) and previous weeks at the North Flotta (Weisdale Voe) monitoring site (Figure 7B), indicating an “amber” alert caused by the presence of Pseudo-nitzschia, although Amnesic Shellfish Poisoning (ASP) toxin concentration was below toxic levels. The presence of Alexandrium (rather abundant) and Dinophysis (scarce) was also detected in other IFC images for the same day (not shown). The HABreport bulletin therefore generated an alert that week due to the presence of these harmful taxa. In combination with Okadaic acid (OA)/Dinophysis Toxins (DTXs)/Pectenotoxins (PTXs) that were over regulatory limits an overall “red” alert was generated. There were also a few cells of Karenia mikimotoi in the IFC images although they were not detected in microscope monitoring.




Figure 6 | FlowCytoBot (IFCB) deployed in Scalloway in the Shetland Islands during PRIMROSE. The IFCB is land based with seawater being continuously pumped from an adjacent bay.






Figure 7 | HABreport portal (https://www.habreports.org/) snapshots: (A) interface for viewing and interrogating IFC data from Scalloway, showing the 31st August 2021 IFC image of largest phytoplankton (mainly Pseudo-nitzschia spp.) and (B) HABreports display (see Davidson et al., 2021) showing alert levels based on HAB species concentrations and toxin analysis for the current (week 35, Aug 30 - Sep 05) and previous weeks at the North Flotta HAB monitoring site (blue circle). Green/amber/red are Food Standards Scotland (FSS) “Toxin Traffic Light Guidance” levels that indicate the harvesting action and testing considerations that should follow (N/A, no action).



Similar to the French IFC, operation of the Scottish instrument for plankton community characterisation, and therefore for use in HAB early warning, requires reliable image classification. Typically an IFCB image classifier is built using identifiable characteristics of training images. These characteristics, usually based on shape or texture descriptors, are then input to classifiers like Random Forest Algorithms (RFAs), or Supported Vector Machines (SVMs). Initial operation with a RFA classifier has proved promising in Shetland. However, Deep learning and Convolutional Neural Networks (CNNs) in particular have shown superior performance for image classification tasks (Sharma et al., 2018) and classifiers are currently being developed using these approaches.




3 Robotic Platforms

Fully autonomous vehicles as either instrument platforms or as sample collection platforms for pure science research are becoming commonplace but are still far from a mature technology. Science is willing to take the risk of equipment failing to meet expectations given the returns-benefit of novel and unprecedented data. Forecasting for commerce requires a higher level of Technology Readiness Level (TRL) to give continual and dependable data for the end user to make reliable planning decisions; at present, mobile and static marine robotics are making little impact on aquaculture commerce in general, and HAB detection and analysis in particular. That said, the wish to automate, reduce cost and reduce risk is driving rapid progress in this arena.

We present here an overview of existing technologies that are commercially set to make a significant impact on HAB forecasting, which fall into two broad categories: airborne and surface autonomous vehicles. We review:

	Water landable quadcopter Remotely Piloted Aircraft System (RPAS) for very local sampling

	100 km range Beyond Visual Line Of Sight (BVLOS) copter-wing RPAS

	2 m scale Autonomous Surface Vehicle (ASV) for in-shore sampling and ocean color detection

	300 nautical miles autonomy USV-Mar II ASV for automatic oceanographic sampling in the Galician rias




3.1 Remotely Piloted Aircraft Systems (RPAS) or ‘Drones’

Commercial airborne robotic platforms are becoming commonplace for terrestrial work, predominantly for photography or video capture supporting different applications in an increasing variety of fields. Their use is curtailed to an extent due to the high consequence hazards involved with any aircraft in civil airspace. The term for robotic aircraft preferred by all national aviation authorities is “Remotely Piloted Aircraft System” to reflect that the legal responsibility of the ‘operator’ is identical to that of a pilot in a normal aircraft. The platform, even if fully robotic, must be capable of returning control to the operator at all times, and they must be capable of piloting the aircraft. Most commercial ventures have focused on operating within “Visual Line Of Sight” (VLOS) which legally3 limits the craft to a radius of 500 m from the operator. VLOS limitation has a technical consequence, in that most VLOS operations use multi-copter style RPAS, that is the archetypal four-propeller ‘drone’. The extreme flight inefficiency of this design coupled to the poor energy density of ca. 2020 batteries means flights are of the order of 10 - 20 minutes. The simplicity of operation and lack of need for a runway, coupled to the legal limit to range, however, make this the design of choice for the mass market.

A compromise design to get similar take off/landing simplicity, termed Vertical Take Off and Landing (VTOL) whilst still using efficient wings for lift, is now available. Both are considered below.


3.1.1 Water Landable Quadcopter RPAS

TetraDrone’s TD7 hexacopter platform (Figure 8) was trialled during PRIMROSE for local sampling in Scotland. This aircraft is designed to land upon and to sample the sea surface, and is capable of making airborne measurements of variables such as temperature, humidity and CO2.




Figure 8 | TD7 water-landable UAV under trial on a near calm and sheltered embayment at Dunstaffnage Peninsula, Argyll, Scotland.



The TD7 floats act to an extent as a safety net: when operating over water the craft will not sink irretrievably if forced to land. The aircraft is flown within VLOS either from shore or small boats but water-landing capability is limited to fair weather surface conditions. Initial plans to modify the wet payload bay (visible under the aircraft fuselage) for HAB sampling was postponed following results of studies to assess the capability of RPAS-based measurement of ocean color, itself used within the PRIMROSE project to identify HAB signature. An intention was to combine airborne visible spectral data with land-and-sample; however, the airborne ability to detect HAB is limited due to the effects of sunlight ‘glint’ (Weeks, 2019). Further, the limited range and dependency on placid sea-state have put further focus on ASV (see below) as a solution to near-shore detection and sampling of HABs.



3.1.2 Vertical Take-Off and Landing (VTOL) RPAS Operating Beyond Visual Line Of Sight (BLVOS)

The standard commercial quadcopter style of ‘drone’ used in VLOS, with a legal operating radius of 500 m results in a flight time in the tens of minutes, reported in the previous section is quite unsuited to the scales of most marine applications. Fully robotic airborne platforms used as physical transport and delivery infrastructure were demonstrated in Argyll in 2020 and 2021, showing that integration of BVLOS RPAS in civilian airspace is legally possible and VTOL by fixed wing aircraft is technically possible. This UK first of a ‘proof of feasibility’ was conducted in Scotland by the London-based company, Skyports Ltd. Daily for two weeks in Argyll during the Covid-19 crisis medical supplies and test samples were transported, with circa six flights per day between the hospitals in Oban and on the island of Mull.

Full BVLOS, with permission from the UK Civil Aviation Authority (CAA), involves months of preparation and discussion, both with the relevant UK and local authorities, land-owners and other local interested parties such as other, piloted aircraft operators. This is the case even when operating in Argyll with a lower inherent risk compared to air-space above London, it is merely simpler and less complex in Argyll, and this was the main basis for Skyports initial interest in the area.

A more technical issue, but still essential, is the ability for VTOL. The familiar quad (or hexo or octo) -copter can, of course, take off and land vertically and do not need a runway. Such helicopter-style aircraft are far less efficient than those termed ‘fixed-winged’ and with electrical batteries much less energy-dense than fossil fuels, airtime for ‘copters are 15 -30 minutes, even without payload. For BVLOS to be viable, therefore, the aircraft must fly, in the main, like a fixed-wing. An important feature of the Skyports aircraft Wingcopter (Figure 9) is the four swivel-mounted propellers; these rotate with a vertical axis at take-off and landing but rotate to a more familiar horizontal axis for winged flight (the aft propellers cease turning and fold back). This greatly increased payload/flight time, whilst still operating from a small field or (in this case) a helipad.




Figure 9 | The Skyports aircraft (Wingcopter VTOL winged aircraft) showing the swivel-mounted forward motors in take-off/landing mode. The under-slung payload ‘pod’ is visible. Reproduced with permission of Wingcopter.






3.2 Autonomous Surface Vehicles (ASV)


3.2.1 ImpYak: A Fully Autonomous Small Surface Vehicle

ImpYak is a prototype impeller driven kayak initially conceived as a student practical demonstrator for the SAMS Marine Robotics course (Figure 10). ImpYak uses the “ArduPilot’’ family of autopilot software, an open-source initiative initiated in 2016 with “ArduRover”, running on specialized Arduino-like microcontroller + sensor hardware. More specifically, ImpYak uses the ArduBoat branch of ArduPilot running on the PixHawk 4 platform. Using ArduPilot and relevant hardware such as PixHawk offers a rapid and economic route to developing autonomous platforms, and there are versions for rovers (land vehicles), fixed-wing aircraft, quad and multi copters and even submersibles such as AUVs and ROVs.




Figure 10 | ImpYak ASV in loiter mode on Loch Linnhe in north east Scotland on 9th July 2021 (A), whilst working in conjunction with the FAAM aircraft (Facility for Airborne Atmospheric Measurements, https://www.faam.ac.uk) (B).



ImpYak comprises of:

	A standard river-surfing kayak, which is laterally stable, has no keel.

	Avionics (‘autopilot’) based on the Pixhawk 4 and sensor suite (GPS, compass and accelerometers)

	Off-the-shelf air-cooled motor controllers (Electronic Speed Controllers: ESC)

	A pair of 600W (=1.6 HP) underwater remotely operated vehicle (ROV) impellers

	Battery set (18V): LiPo or lead-acid



Two significant inherent benefits to this system design are, firstly, that all versions have similar ‘front ends’ with mission planning (again via free source software, such as Mission Planner and Q Ground Control), so operating the ImpYak is a simple transition if already familiar with ArduPilot aircraft. Secondly, the communication protocol between mission planning software and platform avionics is via MAVlink, a full-duplex communication protocol specifically designed for UAVs. MAVlink commands and system data are exchanged continually between platform and ground station, but can also be exchanged between vehicles. This already embedded protocol opens the capability of not just swarm behavior (such as multi-kayak fleets), but heterogeneous swarm control, such as an aircraft and boat acting in coordination, and sampling a vertical profile of the ocean atmospheric boundary layer.

Initial trials of these platforms show that they are capable of making pre-planned waypoint surveys or acting as stationary temporary surface mooring, which is a command mode called ‘loiter’. Instrument packages can be included either externally or through-the-hull. The ImpYak has been equipped with a meteorological station and also with a through-the-hull solar spectrometer for zero-glint HAB spectroscopy. A sea-surface sampling system based around an Arduino microcontroller and a suite of peristaltic pumps have been proven using an 80cm boat, and will be installed on an ImpYak system.



3.2.2 The Galician CIVIL UAV Initiative for Automatic Oceanographic Sampling

In 2017 the Galician government launched a public procurement initiative for unmanned vehicles to address a set of technological challenges4. One of the projects was ‘Automatic oceanographic sampling service using unmanned vehicles’ (MAR-2). The contract was financed in 80% with FEDER funds corresponding to the smart growth operational program (POCInt) 2014-2020 and a collaboration agreement signed between the Ministry of Economy and Competitiveness, the Axencia Galega de Innovación (GAIN) and the Axencia para a Modernización Tecnolóxica de Galicia (AMTEGA) for the development of the Civil UAVs Initiative. The main purpose of the MAR-2 project was to find a technological solution using UAVs resulting in oceanographic sampling to significantly reduce costs of water quality control assessments and other monitoring programs, to enable high frequency data collection and to operate in adverse weather conditions. One of the agencies involved in the design of the technical requirements was INTECMAR, the regional government organization in charge of the Galician HAB monitoring service.

In summer 2020, the consortium of companies that won the public procurement tender presented the USV-Mar II prototype5 (Figure 11). The USV-Mar II prototype is an Environmental Surveillance vessel, 10.5 m in length, made of naval steel with a reinforced fibreglass superstructure. It has a double pilot system, with operations possible from the boat or remotely following a predefined route autonomously. On board, it carries a robotic system with instruments to collect samples from water columns at different depths in predefined geographical points and has a system for data transmission to an operation room in land. The autonomy is more than 300 nautical miles. The operation of the prototype was tested in unmanned and manned mode in autumn 2020-winter 2021 and included taking water samples for nutrient analysis and phytoplankton identification and deploying the multiparametric sonde for oceanographic variables used in the weekly Galician HAB monitoring (Conductivity-Temperature-Depth (CTD) profiler equipped with a WETStar fluorescence sensor) in the Galician rias de Pontevedra and Vigo. The sampling system was found to be able to collect, classify, label, store and automatically conserve all samples.




Figure 11 | The USV Mar II prototype, developed in the Galician CIVIL UAV Initiative for Automatic oceanographic sampling, operating in the Galician Rias in manned and unmanned mode. Pictures provided by GAIN, Xunta de Galicia, Spain.







4 Opportunistic Sampling

In this section, we review examples of opportunistic approaches to sample collection outside of the usual coastal monitoring at aquaculture sites.


4.1 HAB Data Sampling by Coastguards

During PRIMROSE, we evaluated how the detection of a harmful bloom could be enhanced by opportunistic sampling, in this section through coordination with the Irish Coast Guard and the Irish Naval Service to collect water samples. A protocol was prepared and distributed (see Supplementary Material: Phytoplankton bloom sampling: Quick guide for Coastguard). Some examples of HAB in- situ sampling by coastguards, from selected years (2013 and 2017) when large biomass blooms occurred, are presented below.

On 27th May 2013, a phytoplankton bloom was detected in surface waters of the Irish Sea by the Marine Institute with the help of a Chl-a satellite data product developed by Ifremer/DYNECO and CERSAT in Brest (France) and NASA in the USA. The causative organism was the prymnesiophyte Phaeocystis. The satellite data allowed visualization of the spatial extent of the bloom with continued daily monitoring. The bloom was evident all along the east to southeast coasts of Ireland from Dublin to Wexford and was associated with cooler waters (Figure 12). After detection by satellite, field samples were taken by the Irish Environmental Protection Agency (EPA) who observed globular Phaeocystis colonies in the water, very evident against the Secchi disk at the surface (Figure 12C). Photographic images of the bloom were taken by a commercial airline pilot on 5th June 2013 ~ 18.5 Km off the Irish coast. Beaches on the east coast of Ireland were affected by this algal bloom, and the presence of Phaeocystis pouchetii was confirmed with water samples taken by the Irish Phytoplankton Monitoring Program the Marine Institute operates. Phaeocystis pouchetii is a common species and is known to have caused blooms along the east coast several times in previous years. The species causes water discoloration and foaming on beaches in windy conditions.




Figure 12 | (A) Satellite Chlorophyll image showing the extend of an exceptional Phaeocystis bloom in the Irish Sea, June 2013, (B) Satellite derived sea surface temperature data (CMEMS ODYSSEA SST data product) shows colder water evident at the bloom position (C) photographic images of dense Phaeocystis colonies in surface waters off the north Dublin Irish coastline on 18th June, 2013. The large globular Phaeocystis colonies are visible to the human eye in the water against the Secchi disk at the surface; aerial photograph of the bloom on 5th June taken by a pilot ~ 18.5 Km off the Irish east coast. (D) Bloom of cyanobacteria in Galway Bay, west coast of Ireland, in 2017 taken from a Coastguard Search and Rescue Helicopter revealing the extent of the bloom within the bay.



In September 2017, a blue green algal bloom was reported in bathing areas of Galway Bay, west Ireland. Samples taken were analyzed and cells of the cyanobacteria, genus Anabaena, were predominant and observed in clusters and chains. On 8th September, an opportunity to observe the extent of the bloom was facilitated by the Irish Coastguard Rescue 115 Sikorsky S-92 Helicopter with a number of aerial passes over the affected area in Galway Bay. Photos (Figure 12D) revealed the bloom extended throughout the inner part of the bay and along the north shore; information previously unavailable from shoreline observations.

In 2013, an offshore phytoplankton bloom was detected off the Irish northwest coast in satellite imagery. After detecting the bloom, a report was sent to the Irish Coast Guard on 20th July with information on the geographic extent of the bloom zone. Samples collected by MV Heather Jane II on 26th July were delivered to the Mulroy Coast Guard Unit on return to port. Samples mailed to the Marine Institute were manually analyzed and confirmed a non-harmful coccolithophore bloom that did not require management action. Figure 13 presents the station position and temporal changes of the spatial extent of the bloom over a few days. Coccolithophorids were present at low cell densities (surface = ~6,000 cells l⁻¹; 3.7 m = 3,400 cells l⁻¹) and no toxic or harmful species were present. It is likely that the bloom was at the end stage. Between the 20th and 26th July, the bloom position shifted in an eastward direction away from the targeted sampling region. This may explain the low cell counts in the fixed water samples analyzed.




Figure 13 | (A) 20th July 2013 phytoplankton bloom off northwest Ireland NASA (MODIS: Aqua); (B) 26th July 2013 NASA (MODIS Aqua); (C) 20th July 2013 modelled Chlorophyll data and (D) 26th July 2013. Where (C, D) is derived from a data product from Ifremer DYNECO and CERSAT in Brest, France and NASA in the USA. The position of the station where samples were taken by the Irish Coast Guard (IRCG) is indicated in (C, D).





4.2 Coastal Opportunistic Sampling

In summer 2018, an exceptional Paralytic Shellfish Poisoning (PSP) outbreak occurred in the Rías Baixas (Ría de Vigo and Ría de Pontevedra, both southern Galician Rías), northwest Spain (Figure 14). This event was caused by an intense and prolonged (around one month) Alexandrium minutum bloom. The bloom caused prolonged shellfish harvesting closures at mussel rafts and infaunal seabeds due to PSP levels exceeding regulatory limits mainly in Ría de Vigo but also in Pontevedra. Alexandrium minutum has previously been found in Galicia in spring and summer during the upwelling season associated with water stability and stratification, but only in embayments like the Baiona Bay in the Ria de Vigo and the inner part of the Ria de Ares (Bravo et al., 2010). This was the first time that Alexandrium affected a larger area like the Rias de Vigo and Pontevedra. The high concentrations caused water discoloration: at the end of June, red waters appeared in the Ria de Vigo, which were still visible a month later. The Galician monitoring system (INTECMAR) detected the presence of Alexandrium minutum and PSP toxins above regulatory levels and harvesting areas in Vigo and Pontevedra were closed.




Figure 14 | Area of study for the Alexandrium minutum bloom in summer 2018 (Galicia, NW Spain). (A) Rías Baixas. (B) Sampling stations for cyst mapping (circles) and bloom seawater sampling locations (numbered triangles) in Vigo marina and Samil Beach. Fish and invertebrate samples for PSTs analyses were obtained from individuals collected next to 3 and 6. (C) Sampling stations of the Galician monitoring programme (INTECMAR) in the Rías de Vigo and Pontevedra.



The spatial variability of water discoloration outside the monitoring stations and the presence of toxins in marine fauna not sampled in the biotoxin regulatory monitoring in shellfish could be studied with opportunistic sampling during this event (Rodríguez et al., 2018). The location of the sampling stations of INTECMAR and of the places where opportunistic monitoring was performed are provided in Figure 14. On 28th June, a call from the rescue services to the Oceanographic Centre of Vigo (IEO) raised the alarm that Samil Beach waters were discolored, probably due to a red tide. The authorities sought to identify the causative agent and were evaluating whether to restrain bathing until the nature of the phenomenon was clarified. Samil, the most popular urban beach in Vigo, is a few kilometres away from IEO and shore samples were collected rapidly (Figure 15). Reddish-brown patches, likely advected by water currents with the onset of very mild northwesterly winds, formed a bloom strip parallel to the shore visible from the mid-beach to the southern limit of the shore at the mouth of the Lagares River. At the IEO samples were analyzed and Alexandrium cell counts ranged between 30 to 48 x10⁶ cells l⁻¹. Alexandrium became so dominant that the water samples resembled a monospecific culture (Figure 15, see right panel), with only minor presence of other dinoflagellates. The bloom cell densities were somewhat lower (10 x10⁶ cells l⁻¹) in a sample taken 200 m offshore by a rescue boat. Observations of calcofluor-stained samples under the epifluorescence microscope soon identified the species as A. minutum. A detailed description of this summer 2018 A. minutum bloom and an analysis of the environmental factors that triggered this episode is in preparation by Nogueira et al.




Figure 15 | PhD student María García-Portela (IEO Vigo) sampling the Alexandrium minutum red tide in Samil Beach, June 28th, 2018. (left). A. minutum: light microscopy micrograph (400X) of the bloom sample from Samil Beach, June 28th (right). Figure reproduced from Rodríguez et al., 2018, Harmful Algae News.



Further opportunistic sampling during the A. minutum bloom event in summer 2018 is reported by Ben-Gigirey et al. (2020). Paralytic Shellfish Toxins (PSTs) were analyzed in marine fauna non-traditional vectors (invertebrates, fish and dolphins), collected at several locations in the Ria de Vigo. Invertebrate and fish samples were collected by scuba divers and local fishermen. In July and August 2018, samples from stranded dolphin (Delphinus delphis) individuals were taken by local research groups (CEMMA, “Coordinadora para o Estudo dos Mamíferos Mariños”, http://www.cemma.org and the Marine Mammals Department at IEO Vigo). Highest PST levels were quantified in bivalve molluscs, however, PSTs were also found in mullet, mackerel, starfish, squids and ascidians. These results highlight the potential for the accumulation of PSTs in marine invertebrates other than shellfish that can potentially act as food web vectors and/or pose a serious risk for human health upon consumption.




5 Discussion


5.1 Use of Drones (RPAS and UAVs) for HAB Monitoring

In the last decade, commercial airborne robotic platforms have become commonplace in the form of UAVs or ‘drones’. Several recent reviews confirm the growing number of applications and developments in aquatic environments (Lally et al., 2019), including experiences in algal bloom monitoring (Kislik et al., 2018; Wu et al., 2019). The flexibility in flight scheduling, the high spatial and temporal resolution of the sampling and the cost effectiveness are the main reported advantages of UAVs, and thus it is expected that UAVs can provide a means of assisting HAB managers and monitoring agencies.

UAVs can collect both images and water samples. The collection of images is promoted by the development of lightweight sensors and allows the acquisition of images in high spatial and temporal resolution (several times per day) with relatively low cost. UAVs in harmful algal research can be more flexible than satellite or airborne sampling and permit adapting to the high spatial and temporal variability of phytoplankton (Kislik et al., 2018). The applications of algal bloom detection with image sensors in UAVs also note that correction and calibration of images can overcome some of the problems of weather, sun glint or aerosols that cause inconsistent optical environments (Kislik et al., 2018; Wu et al., 2019; Cheng et al., 2020), although further testing in real operations is required the generalization of the use of UAVs in algal bloom studies.

Additionally, water samples can be collected by UAVs and drones. Several studies review that water sampling with drones having VTOL capability is feasible (Lally et al., 2019). As described above, during PRIMROSE we were able to prove BVLOS operations of RPAS, opening an opportunity for a step-change in rapid survey and sampling. The technical capability to operate BVLOS has been used in the polar regions for over a decade, but this has relied on the inherent zero risks to air-traffic (as there was no air traffic). The issue with BVLOS when integrating into civilian airspace is to demonstrate that at all times, and during every flight, the aircraft is under complete control, even with intermittent communication or partial system failure; the issue is trust in the aircraft and the operational procedures. These are not yet sufficiently mature for BVLOS to be currently commercially viable.

For the HAB monitoring applications, this dual capability (BVLOS and VTOL) means that aquaculture sites in the Scottish islands and inshore area around the Hebrides are now accessible to the SAMS laboratory at Oban with flight times of under one hour, and a payload capability of 2 -5 kg (depending on flight time required). Delivery of samples from aquaculture sites is essentially identical to a hospital delivery service proven in 2020; water (or other) samples can be transported rapidly from aquaculture sites to the mainland for assay. On the other hand, drones can collect validation data for forecast modelling since they can either fly instrumentation in the pod, rather than deliver physical samples, but also could hover-and-collect sea-surface samples on demand in places outside aquaculture sites, which was the intention of the water-landable quadcopter TD7.



5.2 ASVs in HAB Monitoring

Although not constrained by an equivalent to a Civil Aviation Authority and VLOS rules, the range for ASV operation is limited by the physics of scale. Smaller boats are slower than larger ones, with the hull speed increasing with the square root of the length of the waterline. The volume available for fuel (whether battery or combustion) will also tend to increase with the cube of the waterline length. It is over-simplifying, but a boat four times the length will travel twice as fast for 64x the time (the power requirements will also increase). Boat scale to wave scale also limits the operational limit of upper wind strength. All indicate that for an ASV, bigger is better, and thereby any advantages over existing traditional boats with people on board are diminished.

The Galician development shows how a regional government in the Atlantic Area used public procurement as a tool to advance the TRL of unmanned vehicles towards the demonstration in real conditions of the potential use of this technology in supporting public services. This process requires a high level of preparation effort of the initial procurement documents and concept of the desired development, as well as a high level of financing. A call for tenders was launched in 2017 after a preparation project and a robust prototype is in the demonstration phase. The prototype has been able to collect water samples and operate a CTD in unmanned and manned mode, and further testing is ongoing to ensure that samples can be properly used for phytoplankton identification.

The ImpYak system demonstrated in PRIMROSE benefits from Arduino microcontroller and other technologies affordable to research groups or monitoring programs having limited budget and clearly illustrate the cost-effectiveness of autonomous vehicles. ImpYak can be practically used at the 10 km scale of local aquaculture monitoring, and has been invited to Norway for trials in Svalbard fjords. Although not capable of deep-ocean surveys, these units are proving viable in the intermediate zone between shore-side access with, say, wellington boots or waders, and a large ocean-going vessel: this is the realm of the sea-loch or inner archipelago, which are notoriously difficult to view with satellite or forecast with existing resolution models. Therefore, cost-effective ASVs based on open source solutions like ImpYak are complementary in near coast measurements of HABs, which we have illustrated in this review that are still a necessary complement to HAB monitoring to be able to sample and analyze the presence of harmful algae or toxins.



5.3 Opportunistic and Non-Conventional Sampling

Marine biotoxins are natural compounds mainly produced by marine microalgae, dinoflagellates, and diatoms (Martínez et al., 2015). In terms of their evaluation, it is essential to analyze the toxins in relation to maximum permitted levels defined in the EU Regulation No 853/2004 (European Parliament and Council, 2004) and its amendments: Paralytic Shellfish Toxins, Amnesic Shellfish Toxins, Okadaic acid and Dinophysistoxins, Azaspiracids and Yessotoxins. It is also desirable to evaluate emerging toxins such as Spirolides, Pinnatoxins, Tetrodotoxin, Gymnodimines, etc. In the case of non-traditional vectors, evaluation of these compounds would provide an indication of the presence of marine biotoxins, and their potential accumulation and transfer in the food web, allowing appropriate further monitoring or action to be taken.

The detection of marine biotoxins in non-traditional vectors (rarely covered by the monitoring programs) has been already reported in European countries such as Portugal, UK, Croatia and Spain (Ben-Gigirey et al., 2012; Silva et al., 2013; Silva et al., 2018; Dean et al., 2020). Some of those vectors are consumed by humans and could cause intoxications (Roje-Busatto and Ujevic, 2014). The results from our activity in PRIMROSE demonstrate the need to contemplate non-conventional monitoring to complement traditional monitoring in order to prevent seafood intoxications. For example, the possible presence of PSTs in non-bivalve mollusc species, such as cephalopods, echinoderms and tunicates and the increased interest in the exploitation of marine live resources other than bivalves have promoted a revision of monitoring strategies introducing non-traditional vectors. EU Regulation (EC) No 853/2004 (European Parliament and Council, 2004) sets the maximum PSTs concentrations not only in bivalve molluscs, but also in echinoderms, tunicates and marine gastropods. However, published data relating to these organisms so far are scarce and more studies are needed to evaluate the potential risks they could pose for human health as well as their impacts in the trophic chain. On top of that, more data on the presence of emerging marine toxins in the EU marine invertebrates are also necessary in order to perform risk assessment evaluations studies on these non-traditional vectors.



5.4 IFCs in a HAB Monitoring Context

Traditional light microscopy based HAB monitoring is typically undertaken for shellfish safety on a weekly basis. Given the potential for rapid harmful bloom development under some environmental conditions, this presents a risk to human health. IFCs offer a solution due to their hugely more rapid sample throughput, allowing multiple samples to be analyzed in a day. Finfish farms are not typically supported by such regulatory monitoring and hence often undertake on site microscopy based cell counts on a daily basis. This is labor and time intensive, and while the cost of an IFC is substantial, over the period of a number of years it is likely to be cost effective.

We have shown in our IFC demonstrations that the development of classifiers capable of automatically and reliably identifying and enumerating target phytoplankton cells is critical for use of such instruments in any assessment of phytoplankton communities including HAB species. In the PRIMROSE experience in the Daoulas estuary, the construction of large clusters from daily IFC data in agreement with the protocol for plankton identification from other monitoring stations along the French coast allowed the comparisons with the other data sets, demonstrating that the capacity of IFC for sustained daily monitoring of plankton and an improvement in the assessment of plankton variability. This tool will enlarge the available data set for statistical models [(Fernandes-Salvador et al., 2021), this issue] with new data of primary importance to describe phytoplankton community dynamics. The development of specific classifiers using images is also required but several problems are encountered: while many HAB genera are of concern in multiple countries, the morphological variability of cells requires the development of regional rather than global classifiers. Such developments hinge on the manual identification and annotation of phytoplankton images by trained taxonomists. Ideally many thousand images are required to account for variability in cell size, shape and orientation.

Ongoing improvement of image characterization is the next essential step towards a HAB warning system based on existing classifiers with well-known methods like RFAs, SVMs or CNNs. Typically an IFC image classifier utilizes feature or image characteristic vectors calculated from the labelled images. These characteristics, based on shape or texture descriptors, provide a reduced representation of an image. These vectors are then input to classifiers like RFAs or SVMs that have experienced considerable success in cell classification [e.g. (Sosik and Olson, 2007; Campbell et al., 2010) for SVM (Harred and Campbell, 2014) for RFA]. CNNs are suitable for processing grid-like data such as images and hence may be particularly suitable for IFC data. In fact, deep learning and Convolutional Neural Networks (CNNs) in particular have shown superior performance for image classification tasks (Sharma et al., 2018) and are now being applied to IFC data (Orenstein and Beijbom, 2017; González et al., 2019; Guo et al., 2021). CNNs do not need to specify feature vectors as input because the network itself learns them from the images during the training process called deep features, and may eventually become the method of choice for IFC image classification. For HAB applications, new classifiers for automatic clustering of HAB species need to be specifically constructed based on new data sets like those presented here in the IFC mooring demonstration in the Daoulas estuary for Alexandrium minutum and Pseudo-nitzschia spp. In addition to image recognition for species identification, machine-learning models allow estimation of biovolume from images using distance maps (Moberg and Sosik, 2012). Therefore, IFC have not only a potential to identify HAB species but also to characterize phytoplankton biomass and community composition.

Finally, methods to rapidly disseminate IFC data to stakeholders are required. The IFCB includes a dashboard that is capable of providing data to the user in real time. The interface for discovering and viewing IFC data in the HABreports website (Davidson et al., 2021) is a demonstration of an online user interface system being developed to best characterize and synthesize IFC data for non-expert users to allow them to evaluate HAB risk in their location. The standard clustering and the export flow tested during the deployment of the French IFC mooring follows international standards so that generated data files can be exported in European infrastructures like SeaDataNet, allowing them to be merged with other IFC repositories. Rapid data processing and access, especially of images for clustering, which is the key to an early warning system, remains under construction. The pipelines for data processing and their storage follow the FAIR principles (Findability, Accessibility, Interoperability, and Reusability; Wilkinson et al., 2016).




6 Conclusions and Outlook

The activities undertaken during PRIMROSE clearly show the potential of novel monitoring techniques, especially with autonomous devices, to characterize the high temporal and spatial variability of HABs and open new ways to develop early warning systems that use a larger set of biological data. In the same way, UAVs operating in Beyond Visual Line Of Sight (BVLOS) with Vertical Take-off and Landing (VTOL) and ASVs showed great potential to deliver assay samples and acquire data for model validation.

The examples from France and Scotland demonstrate the potential for IFC based monitoring in locations threatened by HABs, providing markedly enhanced temporal resolution compared to the, typically weekly, regulatory monitoring that currently occurs to ensure shellfish safety. However, the cost of such instruments remains preventative to their wide deployment, at least within the relatively low financial margin shellfish industry. It is therefore important that comparative spatial studies be undertaken to best understand the sphere of influence of regional sentinel sites at which IFCs are deployed. A second IFCB will soon be deployed in Shetland to facilitate such studies in Scottish waters. In the Atlantic Area, a further IFC (Cytobuoy) is also expected to be installed in Galicia by IEO. In France, PRIMROSE partners are now a part of a French national consortium developing an international platform including phytoplankton images. This consortium is supported by the ODATIS Ocean Cluster (Ocean DAta Information and Services, https://www.odatis-ocean.fr/en/). In this way, we envisage participating in developments of pipelines devoted to toxic algae indexes.

Combined monitoring of HABs with the determination of marine biotoxins in non-traditional vectors would enhance the detection of toxic episodes and help to prevent food safety issues. The opportunistic sampling of non-traditional vectors has the advantage of getting very valuable information about the levels of regulated toxins present in those matrices in the production areas. These production areas may be different from those that are currently regularly monitored. Knowing the toxin levels in those vectors, offers the potential to apply measures to prevent human and animal (Dean et al., 2021) intoxications. The information gathered could also guide the design of future monitoring plans. The main drawback is the need for more resources: staff, laboratories equipment, sampling tools, vehicles (i.e. oceanographic vessels), sampling plans in rocky shore areas, etc. Therefore these would add extra-costs to the regular monitoring. The evaluation of emergent toxins in these vectors would additionally provide data for the risk assessment evaluation of those compounds. Therefore they should be reinforced in the near future. Additional studies, supported by PRIMROSE, that aim to evaluate the potential presence of emergent toxins, Cyclic Imines such as Spirolides, Gymnodimine and Pinnatoxins (Villar-González et al., 2006; Davidson et al., 2015; Otero et al., 2019; Lamas et al., 2021) and Tetrodotoxins (Blanco L. et al., 2019) by High Performance Liquid Chromatography coupled to High Resolution Mass Spectrometry in non-traditional vectors from the Galician Rias Baixas remain on-going.

In offshore or non-easily accessible areas, where some HABs initiate, identification relies mainly on satellite observations, limited by cloud cover. However, the potential exists to obtain oceanographic information and plankton samples on the surface from FerryBox devices in commercial vessels (Hartman et al., 2014) or in the water column from autonomous moorings or glider cruises (Stumpf et al., 2010; Seegers et al., 2015). Improving the coordination of oceanographic vessel operators can facilitate the acquisition of samples if the HAB alert happens to coincide with an oceanographic cruise. An illustration of this coordination is reported in Jordan et al., (2021), this issue. Karenia spp. risk was detected by satellite off the south coast of Ireland in July 2019 while an oceanographic cruise was in the area and samples could therefore be taken, confirming the presence of K. mikimotoi. However, most of the time HAB data sampling by coastguards is one of the few methods to acquire HAB in situ data in offshore areas on request. Our experience has shown that elaboration of protocols can improve the capacity of water sampling by coastguards in areas far from monitoring sites, and consequently can complement the HAB detection by satellite, in particular to assess the extent of high biomass blooms in areas of recreation or aquaculture importance. A potential step forward to coordination and protocol sharing initiatives are quick HAB screening approaches like HABscope (Hardison et al., 2019) since it is easy to train non scientists (e.g. fishers, coastguard personnel, aquaculture operators) on its use. This relatively inexpensive, ~$500, robust microscope is attached to an iPod touch and uses Artificial Intelligence (AI) image detection software to isolate the swimming pattern of specific HAB taxa. This facilitates the automatic identification and cell enumeration of the target species with a direct upload and transfer of images via Wi-Fi for verification and integration into HAB early warning systems. Ireland is in the process of testing the NOAA developed HABscope in coastal and shelf waters (Jordan and Cusack, Marine Institute, ongoing work6) to see if Karenia spp. can be detected using the same AI that NOAA uses for K. brevis (Hardison et al., 2019).

Novel monitoring for HABs has the potential to improve the cost-effectiveness of early warning systems. Strategies and obligations vary among countries but HAB monitoring is focused on safeguarding human health rather than on managing aquaculture business risk (Fernandes-Salvador et al., 2021). Since the financial cost of HAB and biotoxin monitoring at all aquaculture sites is prohibitive, the currently regulatory HAB network in a particular country is typically based at a subset of shellfish harvesting sites, with the specific locations and frequency of sampling dictated by local and national risk assessments. Higher frequency autonomous monitoring potentially offers the opportunity to decrease the size of the traditional monitoring network, but will require the identification of sentinel sites that allow the identification of a developing bloom, potentially followed by triggering local sampling at risk aquaculture areas. However, since the current regulatory monitoring of HABs and toxins in regions like the EU is very effective in safeguarding human health (Blanco J. et al., 2019; Belin et al., 2021; Davidson et al., 2021), changes in the monitoring network also require a careful evaluation of the eventual health risk increase associated with the relocation or reduction of sampling sites.

The cost of maintaining HAB monitoring and early warning systems is clearly lower than the cost of HAB induced effects in human health and of socio economic impacts in the aquaculture sector. However, an accurate assessment of the actual effect of short term forecasts mitigation and consequently of their economical impact is very difficult to achieve because the estimation of the real cost of HAB is complex. For fish aquaculture, the economic loss is clear in extreme events causing fish mortality (Karlson et al., 2021) but the losses due to minor fish kills and sub-lethal events require careful evaluation of the mitigation strategies and a cost assessment would involve reviewing aquaculture business planning as well as sharing of monitoring and potentially sensitive commercial information between industry and scientists (Davidson et al., 2020). For shellfish aquaculture, economical evaluation of costs is more difficult since biogeography, seasonal variability, regularity of the bloom, type of shellfish and commercialisation issues can strongly modulate the cost of HAB (Rodriguez et al., 2011; Martino et al., 2020; Guillotreau et al., 2021; Karlson et al., 2021).

Anyway, advancement of existing forecasting approaches requires additional inputs to provide a better understanding and monitoring of the distribution of HAB species and microbiological contamination. We have seen that novel methodologies exist and have potential to complement existing monitoring by improving spatial and temporal coverage of observations. The methodologies we have presented can enhance the capacity of sampling in areas outside the monitoring sites, provide earlier detection of the presence of HAB species and allow higher temporal monitoring and cost-efficient sampling in the period between consecutive samplings in the regulatory monitoring. Thus, the higher temporal frequency provided by these approaches can improve the forecasts as data becomes hourly/daily rather than weekly. Therefore, we believe that novel techniques will lead to improved prediction and early warning of future events resulting in an enhanced mitigation capacity, which will benefit aquaculture producers. The PRIMROSE experience shows that advances can be achieved through cooperation and sharing of knowledge, experiences and demonstrations.

Finally, for all novel monitoring, despite some unavoidable time-consuming constraints associated with sensor servicing or administrative processes like permissions or limitations for flight, the emerging bottleneck appearing now is the data flow. There remains a lot of technical development and further testing is required to obtain these new data sets in real or near real time. Early warning systems for HABs and microbiological risk in aquaculture are expected to be able to make a strong step forward when these pipelines are fully implemented.
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Footnotes

1https://www.shellfish-safety.eu/

2https://www.somlit.fr/brest/

3VLOS is set out in the UK under CAP722 and similar international regulation exists in all International Civil Aviation Organization (ICAO) countries

4https://www.civiluavsinitiative.com/en/programmes/solutions-program/

5https://seadrone.es/mar-2/

6https://www.marine.ie/Home/site-area/news-events/press-releases/irish-scientists-collaborate-noaa-test-new-habscope.
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The main objective was to study relationships between the regional biogeography of Dinophysis species and water masses circulation along the European Atlantic coast. Hydrodynamic connectivities were estimated with a Lagrangian approach. Available and validated physical hindcasts from regional hydrodynamical models, with different resolutions were used. The target area is the Bay of Biscay (NE Atlantic) and connectivity was evaluated between a set of spatially distributed stations and during temporally specified periods. Different indexes related to connectivity properties such as mean, median, most frequent transit times were calculated. To illustrate the dispersion pattern, a molecular approach was jointly set-up to describe the species composition of this genus. At the seasonal scale, a high connectivity within the Bay of Biscay was observed with a slight northward connectivity from Galicia coastal waters to the Shelf of the Bay of Biscay. By comparison to the connectivity between shelf waters of French Brittany and English Channel waters, a higher connectivity between shelf waters of French Brittany and the Celtic Sea shelf was observed. The species mixing in the Bay of Biscay from Galicia waters to the Celtic Sea was confirmed by the genetic analyses despite the absence of Dinophysis sacculus in natural samples. The molecular methodology developed for this work, permitting at least the description of the species composition, also highlights, at the European scale, an unexpected low genetic variability which echoes the complex taxonomic classification inside the genus and the difficulties encountered by national monitoring programs to reach a taxonomic resolution at species level. It is now necessary to start some monitoring at the species level before realizing mid- or long-term forecasts.
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1 Introduction

Marine protists form a large part of microbial communities situated at the base of marine food webs but, within the several thousands known species, a small number produce biotoxins that can affect human health and/or induce severe economical losses. Dinophysis genus [including more than 120 phototrophic and heterotrophic species, Jensen and Daugbjerg (2009)] has several toxic species [≈ 11, Zingone and Larsen (2022)] and due to its high economical impact on the worldwide coastal fishing and aquaculture activities, understanding its biogeography and the connectivities between coastal areas appears of primary importance. This genus is widely distributed, and seems to exhibit highly variable preferendums among species, Dinophysis acuminata surviving across a wide temperature range (Kamiyama et al., 2010) while other species have restricted environmental tolerances, as for example D. norvegica limited to boreal regions or D. tripos typically found in tropical-temperate waters (Reguera et al., 2012). To our knowledge, despite these differences, it is also possible to underline similarities in their life cycles: they are planktonic without known cyst stage, mixotrophic and kleptoplastidic. Their toxicity is due to the production of several lipophilic toxins such as the okadaïc acid and dinophysistoxins that cause diarrheic syndromes in humans (DSP, Diarrheic Shellfish Poisoning). Dinophysis spp. usually do not bloom at very high densities (rarely over 100 000 cells/L), but even when they constitute a small proportion of the microplankton community, they can contaminate seafood. Another relevant point is the apparent difficulty of taxonomic identification using optical microscopy. At least, nine species were observed along the European Atlantic coast (Bresnan et al., 2021), but various reports and publications detailed morphological variation among species that can be greater than initially described, specifically for the Dinophysis acuminata complex (Lassus and Bardouil, 1991; Bravo et al., 1995; Raho et al., 2013; Wolny et al., 2020; Séchet et al., 2021). Monitoring programs thus provide some historical and well distributed dataset to identify areas with recurrent blooms of this genus but the interpretation of the time series remains difficult at the species level and probably introduced bias in our perception of their ecology. For example, Bresnan et al. (2021) consider members of the Dinophysis acuminata complex are coastal species but according to their long growing season (occurring from spring to early autumn) and life duration, a coastal limitation of these species seems unlikely.

Like other marine species, their biogeography remains primarily constrained by environmental selection and connectivity between each environment through the advection of water parcels. Two different hypotheses are put forward to assess population connectivity and community composition. One idea is that ‘everything is everywhere but the environment selects’ (Bass Becking, 1934; Fenchel and Finlay, 2004; de Wit and Bouvier, 2006), whereas the other concept assumes that ‘the regions of the oceans are not so well connected’ (Martiny, 2006; Casteleyn, 2010) leading to local populations with their own ecological niches and physiological capacities. However, due to the fluid properties in marine environment, each parcel of water can reach any other part of the ocean, it’s just a matter of time. There is thus no opposition between the two hypotheses, as suggested by Jonsson and Watson (2016). Neither concept is entirely accurate excluding the other, as species biogeography depends on the organisms observed, the efficiency of the selection process, the rate of the evolution processes as well as their transport velocities by ocean currents. As an example, it has been observed that some microbial communities have strong genetic differentiation at small spatial scales (Godhe et al., 2013). In the same way, investigating the physical transport pathways that can potentially facilitate the migration of harmful algal blooms (HABs) species between different coastal regions along the Atlantic coast, will enhance our ability to respond adequately to such events occurring in a changing marine environment, e.g., to get monitoring programs climate-ready in advance of major changes and eventually to highlight potential new hazards.

The main objective of this work was to investigate the composition and distribution of the Dinophysis community along the European Atlantic Area. A methodology based on two complementary approaches was used: a single nucleotide polymorphism (SNP) approach to attempt a description of the Dinophysis community at least at the species level, in synergy with a Lagrangian approach to investigate the seasonal and inter-annual variability of hydrodynamical connectivity patterns of shelf waters. Additionally, the variability of connectivity matrices obtained by different hydrodynamic models is examined.



2 Material and Methods


2.1. Selection of Target Areas and In-Situ Samples

To study seasonal connectivities between water masses with some potential presence and due to the large distribution of the species, 8 large targets (Figure 1) were well distributed along the north Atlantic margin. The target areas also correspond to water masses where this genus has been regularly observed (Delmas et al., 1992; Xie et al., 2007; Farrell et al., 2012; Batifoulier et al., 2013; Diaz et al., 2013). Reversely, to describe community composition, in-situ samples were not so well distributed. Due to the methodological development, an opportunistic in-situ sampling strategy based on scientific cruises or bloom events in waters close to Marine stations were used during the study. Some surface water (0-5m) was randomly sampled (Figure 1). When some Dinophysis cells were significantly observed in microplankton samples (> 500 cells/liters), a large volume of seawater (between 2 and 16 liters) was collected. The sea water was next gravity filtered through nylon filters between 20 and 200 µm and the intermediate fraction was conserved. Cells were next resuspended in seawater and the volume was set to 200 ml. The 200 ml sample was next divided in two parts. A 20 ml fraction was fixed with Lugol for microscopic observations and the 180 ml remaining was re-filtered on a polycarbonate filter (5, 10 or 20 µm mesh size). After filtration, filters were rolled in cryotubes with an addition of RNAlater, flash-frozen in liquid nitrogen and conserved in -80°C. At the end of the project, 23 samples were collected from Spain to North of the Bay of Biscay (Figure 1) but unfortunately no sample was obtained for the English channel, Celtic Sea and North Sea.




Figure 1 | Positions of the target areas defined for the connectivities (boxes from 1 to 7) and in-situ samples. In-situ samples of the surface water (0-5m) were made in Ria de Vigo (July 2018), coastal Basque waters (2019 and 2020), Bay of Brest (May to July 2013, 2014 and 2015) and over the continental shelf (May 2018 and 2019).





2.2. Water Masses Connectivity

Lagrangian methods in ocean models are commonly used for connectivity purposes and this approach makes it possible to study, in time and space, all ocean connections [e.g., Blanke and Raynaud (1997); Alberto et al. (2011); Watson (2011); Mora (2012); Van Sebille (2018)]. It should be indicated that within this general framework, biological connectivity is usually described as the “realised” exchange of individuals (or genes) between marine populations (taking into account the initial populations size) whereas the hydrological connectivity describes the potential exchange of individuals between water masses (i.e. potential individual exchanges between populations without taking into account any of the selection processes occurring during advection neither any difference between populations size).


2.2.1. Particle Properties

Connectivities being highly sensitive to particle properties (life duration, vertical position, …) estimates from fish larvae provided by previous work in this area (Huret et al., 2010) can’t be used. Setting biological parameters characterizing the focused organisms, is a key step when studying the hydrological connectivity and this work constitutes a first attempt for Dinophysis populations. These species are slow-growing dinoflagellates (Stolte and Garcés, 2006; Velo-Suarez et al., 2010b), nutritionally versatile to inherit the ability to photosynthesis (such species are klepto-chloroplastida, i. e. they use the chloroplasts of their preys to perform photosynthesis), many are obligate mixotrophs, and some are solely heterotrophic in nature (Hansen, 1991; Jacobson and Andersen, 1994; Kim et al., 2008). Due to these traits, cells are able to survive several months and their densities remain low compared to other plankton species in their size fraction. Thus, the duration of the particle advection was fixed to 3 months, without any mortality even if the particles spend a long period in aphotic deep waters. The main part of living protists biomass being located in near surface waters, because autotrophic cells (including Dinophysis prey) need sufficient light to perform photosynthesis, releasing cells in the mixed surface water layer was considered as a pragmatic methodology. It was also considered, as a first approximation and even if Dinophysis cells have some motility capacities (vertical migrations, gyrotaxis, …), that they are transported within water masses without any specific buoyancy, i.e. the particles buoyancy was assigned to neutral. Finally, assuming that Dinophysis populations spend their whole life cycle in the pelagic environment without an overwintering strategy, the simulation duration spanned two seasons: spring-summer (from April to August) and autumn-winter (October to February) to study the potential transport during contrasted hydrodynamical conditions.



2.2.2. Lagrangian Model

The position of the numerical particles during each time step was calculated using the off-line tool Ichthyop (Lett et al. (2008), https://www.ichthyop.org/) which is regularly used to describe fish larvae dispersion. Velocity, temperature, and salinity fields were obtained from hydrodynamic models as input time series. The process of particle dispersion by turbulent phenomena is perfectly explained and predicted by the Lagrangian modelling approach introduced by Taylor (1921). This approach was widely used for turbulent flows (e.g., (Pope, 1985; Pope, 1994; Pope, 2000; Mitarai et al., 2003). A total of 100 000 virtual particles were deployed (1 100 particles per day at a random initial time of the day) in the surface layer of each square station. Overall in this study, more than 8.106particles were used. The position of each particle was obtained by interpolating U (velocity fields) between grid points and integrating the following equation:

 

Here, Un(τ, a) is the velocity of the nth Lagrangian particle and Xn(τ, a) is the position of nth fluid particle. The particle velocity is related to the Eulerian flow at the particle location:

 

u(x,t) is the Eulerian velocity at a given location x and time t respectively, and tn is the release time of the nth Lagrangian particle. Noting that the transport of particles is based on 3D simulations, it is important to keep in mind that the calculated velocity fields are both in the horizontal and vertical directions (some trajectories of numerical particles are presented in Figure S1).



2.2.3. Velocity Fields

Ocean circulation from the Iberian Peninsula to Celtic sea (Figure 2) was generated with the state-of-the-art ocean general circulation model MARS3D. The MARS3D model uses a free surface primitive equation designed to describe hydrodynamics from regional to local scales. The sigma coordinates are used on the vertical dimension to resolve simultaneously shallow and deep waters. In our study, two different configurations of the MARS3D model in the Bay of Biscay (M4000 and M1000 with different resolutions and external forcing) were used to cover several decades.




Figure 2 | (A) Bathymetry of the modelled region, (B) Sample daily averaged surface current in the Bay of Biscay in the particle tracking modelling exercise.



The first configuration (M4000 i.e. MARS3D-MANGAE4000, 1958-2014) describes circulation in the Bay of Biscay and its extension to the western English Channel. It was already validated using hydrology analyses of the French continental shelf (Lazure et al., 2009). The horizontal resolution was of 4 km with 30 vertical levels in sigma coordinates and the domain covered from 4.68°E to 14.25°W, and 40.96°N to 52.48°N. The bathymetry was provided by the SHOM (Hydrological and Oceanographic Service of the French Navy). A resolution of 0.15m at the surface and 3.5 m in the middle of a 100m water column corresponded to the grid spacing in sigma coordinate. It should be noted that the period of simulation ranges from 1958 to 2014 and daily averaged outputs were used. The DFS4.3 [Drakkar Forcing Set; Brodeau et al. (2010)] model was used for atmospheric fields. This model was based on ERA40 ECMWF reanalysis (Uppala et al., 2005) from 1958 to 1989 and ERA-Interim ECMWF reanalysis (Dee et al., 2011) from 1989 to 2014. The turbulence closure scheme was based on the equation of the evolution of the turbulent kinetic energy (Gaspar et al., 1990). The global ORCA025 simulation, which was an application of the NEMO model (Madec et al., 1998), was used to provide data on temperature, salinity, SSH and currents at the open boundaries of the model as initial condition. Tides are important because they play a major role in the mixing of temperature and salinity at the shelf break, in the bottom friction over the shelf, and in the currents close to the coast. For our simulation, the FES2004 solution (Lyard et al., 2006) providing 14 tidal constituents (M2, S2, K2, N2, 2N2, O1, P1, K1,Q1, Mf, Mtm, Mm, Msqm and M4) were used. The second configuration (M1000 i.e. BACH1000_100lev Configuration, 2001-2010) also extended from the Bay of Biscay to the English Channel from 41.00 to 52.50°N, and from 14.30°W to 4.50°E but with a 1 km spatial horizontal resolution and a time step of 60 seconds (Theetten et al., 2017). This configuration had 1449 × 1282 grid points and used 100 vertical sigma levels. The outputs were also daily averaged. The bathymetry was a composite of several IFREMER digital terrain models (DTMs) and the interpolated topographies were smoothed using a local filter of below 0. which echoes the low value of 25 (Haidvogel and Beckmann, 1999). River runoffs were provided from 95 chronological records located on the Spanish, French, Dutch, British and Irish coasts. One of the major differences between the previous configuration was related to initial conditions for temperature, salinity, sea surface height and, baroclinic and barotropic velocities. In this configuration the initial conditions were derived from a DRAKKAR global configuration named ORCA12_L46-MJM88 (Molines et al., 2014). Another difference was the use of a sponge layer (Marchesiello et al., 2001) on the North, South and West boundaries. The same tide, with 14 components was imposed at the model boundaries, and the same atmospheric forcing as the M4000 were used. To estimate interannual variability of velocity fields, Lagrangian particle transport exercises were performed for 5 years (from 2010 to 2014).



2.2.4. Lagrangian Indices

Based on Lagrangian integration, different approaches have been used to quantitatively describe the connectivity between marine areas. These include Lagrangian probability density functions (PDFs) (Mitarai et al., 2009), graph theory (Rossi et al., 2014) and characteristic time scales associated with surface ocean connectivity (Jonsson and Watson, 2016). Most of these methods are based on the general definition of a “connectivity time ,” which depends on oceanographic distances and is defined as the mean time required for particles to move from one location to another (Cowen et al., 2007; Mitarai et al., 2009). Jonsson and Watson (2016) proposed to use the “minimum connectivity time” (Tmin), defined as the fastest travel time from source to destination for numerical particles, inferred from a Dijkstra algorithm (Dijkstra, 1959). This minimum connection time also shows usually a better agreement and correspondence with genetic dispersal in marine connectivity Alberto et al. (2011). Following this idea, Costa et al. (2017) used graph theory and transfer probabilities to calculate “betweeness”, i.e., the shortest paths between different sites within variable ocean dynamics. The benefit of using the minimum connection time rather than the average transit time has been addressed in some empirical work (e.g., Doos (1995); Cowen et al. (2007); Mora (2012). Consequently, in our study, we chose to estimate the minimum, mean, median and most frequent value of the “minimum connectivity time” ( ,  , , and   respectively) for all particles traveling from one station to another.




2.3. SNP Based Dinophysis Diversity

Due to the impossibility to consistently discriminate between several species by morphological criteria and usual molecular approach (Park et al., 2019; Séchet et al., 2021), a SNP approach was used due to its strong resolutive capacity down to the populations scale. Biological samples were sonicated on ice for 30 s in LBP buffer (Macherey-Nagel) and RNA extraction was performed using NucleoSpin ®RNA Plus kit (Macherey-Nagel) following the manufacturer’s protocol. Extracted RNA was quantified using a Biotek Epoch spectrophotometer and the quality estimated on RNA 6000 nanochips using a Bioanalyzer (Agilent). Library preparation was performed using the Illumina mRNA TruSeq stranded kit starting from 0.5 µg of total RNA. Library quality was assessed on a Bioanalyzer using high-sensitivity DNA analysis chips and quantified using Kappa Library Quantification Kit. Paired-end sequencing was performed using 2 x 150 bp cycles on Illumina Hiseq3000 at the GeT-PlaGe France Genomics sequencing platform (Toulouse, France). Read quality was assessed using FastQC (http://ww.w.bioinformatics.bbsrc.ac.uk/projects/fastqc/), and Trimmomatic Bolger et al. (2014); Metegnier et al. (2020) (V. 0.33) was used to trim ambiguous, low quality reads and sequencing adapters with parameters ILLUMINACLIP: Adapt.fasta: 2:30:10 LEADING: 3 TRAILING: 3 MAXINFO: 135: 0,8 MINLEN: 80. Two strategies were investigated to obtain Dinophysis reference transcriptomes from the 14 Dinophysis strains available in Table 1. (excluding the US strain). First one per species was obtained using Trinity Haas et al. (2013) by pooling the reads of the different strains belonging to the same species. Second, a single genus wide de novo assembly was obtained by pooling the reads from the 14 strains. Only transcripts longer than 200 bp were retained. When several isoforms were identified, only the longest one was retained. The reads from each strain were individually mapped to the seven reference transcriptomes using the BWA-MEM aligner Li (2013) and the percentage of remapping on each reference calculated. As the percentage of remapping on the genus wide reference was higher than 99% for all strains for a total size of 802 660 transcripts (to be compared to the sum of the six species specific reference transcriptomes: 1 921 084 transcripts), the genus wide reference transcriptome was selected for the analyses presented below. As described previously Metegnier et al. (2020), all the MMETSP reference transcriptomes Keeling et al. (2014) were downloaded from Cyverse (http://www.cyverse.org). All references corresponding to unknown species were discarded. The reference corresponding to Dinophysis acuminata reference was replaced by the one obtained from the present study. Within each transcriptome, for each transcript, only the longest isoform was considered. When several transcriptomes per species were available (several strains or culture conditions), they were merged into a single reference, and CD-HIT-EST Li and Godzik (2006) was used to remove homologous sequences within each reference. A total of 313 species specific reference transcriptomes, representing 213 unique genus, were considered and concatenated to build the meta-reference. Reads from the 14 Dinophysis strains described above as well as from another D. acuminata strain obtained from the MMETSP database were aligned to the genus wide Dinophysis reference transcriptome. Reads from the 120 meta-transcriptomic datasets were aligned to the meta-reference. Alignments were performed using the BWA-MEM aligner Li (2013). Samtools Li and Godzik (2006) was used to discard reads displaying low quality alignments (MapQ<10) as well as the ones mapping to several transcripts (FLAGS < 1,000). For each meta-transcriptomic dataset, the relative abundance of the transcripts for each gene in each sample was calculated Metegnier et al. (2020). SNPs from the strains were identified using Freebayes (Garrison and Marth, 2012) as described in Le Gac et al. (2016). VCFTOOLS (Danecek et al., 2011) was used to keep SNPs with two alleles, a quality criterion higher than 40, and covered more than 10 times in each strain. It corresponded to a total of 296,887 SNPs. Nucleotide divergence was calculated for each pair of strains as the number of variant sites divided by the total number of sites covered more than ten times in each strain. Strains were clustered based on nucleotide divergence using hclust in R. The allelic frequencies of the natural populations based on the meta-transcriptomic samples were obtained using FreeBayes (Garrison and Marth, 2012) enforcing diploidy, and extracting coverage for each of the two alleles at the various SNP positions identified in the strain datasets. PLINK (Purcell et al., 2007) was used to prune SNPs displaying strong linkage disequilibrium (10 kb windows, 10 bp window step size, 0.1 r² threshold), leaving 73,318 SNPs after pruning. These SNPs were used to perform a PCA analysis as a first exploratory investigation of the Dinophysis community composition in the meta-transcriptomic samples. Median proportion at diagnostic SNPs, i.e. SNPs displaying a given allele in all strains from a given species and the alternative allele in all the other strains, were used to estimate the relative proportion of the Dinophysis species in the in-situ samples.


Table 1 | List of the Dinophysis strains.






3 Results


3.1. Hydrodynamic Connectivity

In order to avoid redundant information, some correlations between the Lagrangian indices (  ,  , , and   ) were performed. As expected, the indices were highly correlated and only the index showing the highest correlations was thus presented hereafter ( , see Table 2). In the same way, in order to describe the maximum inter-annual variability of connectivity patterns, correlations for   between years were performed and the years showing the most different patterns were retained (years 2011 and 2013, Table 3). This simple analysis also showed the high stability of the connectivity patterns in spring an autumn (Figure 3) but also that inter-annual variability appeared as global trend affecting all stations in a similar way (by increasing or reducing the connectivity times due to a more energetic circulation). For the sake of simplification, the global seasonal patterns are thus described hereafter based on the network based on   for 2011.


Table 2 | Correlation between the transit time indices from all years (the mean, median, most frequent value and minimum, of the “minimum connectivity time”:  , , and   and  respectively).




Table 3 | Correlation of   (mean “minimum connectivity time”) between different years.






Figure 3 | (A) Dinophysis connectivity network showing the mean “min transit time” (days) between the departure stations and the arrival stations in spring 2011, (B) Difference between the “mean transit time” values during spring 2011, 2013 (2011-2013), (C) Dinophysis connectivity network showing the “mean transit time” (days) between the departure stations and the arrival stations in winter 2011, (D) Difference between the “mean transit time” values during winter 2011, 2013 (2011-2013). A graphical representation of connectivity times keeping geographical distances between node is illustrated in Figure S4.



During the spring-summer (April to August) period, the water masses from English Channel and North Sea appeared not connected to other areas with our setting, and the Celtic Sea weakly connected to the Bay of Biscay and Iberian coast. A   of approximately 88 days was calculated for particles traveling in a northward direction from Galicia (Station 1) to the English Channel entrance (Station 5). A duration longer than 3 months is thus required for cells to go further north and to reach Celtic Sea. A global northward advection along the coast was shown, with short calculated   between coastal waters of the north Iberian shelf (station 2) and stations 3, 4 and 5. The fastest transit pathway for particles in spring-summer, was found between station 2 and 3 with   estimated to be 12 and 11 days in 2011 and 2013 respectively (Figures 3A, B). It is even quicker during the winter period with   between these two stations being 11 and 10 days in 2011 and 2013 respectively (Figures 3C, D). Several transit are also unidirectional. Particles released in Galician waters and North-West Spain (stations 1 and 2) travelled towards stations in the Bay of Biscay while a significant reverse connectivity flow was not observed (Figure 3). In the same idea, the   from station 4 to station 5 is estimated to be around 32 days in summer 2011 (respectively 23 days in winter), while the inverse particle movement can take almost twice (respectively four times longer in winter). As a general pattern, simulations show the particles were transported on further distances during the autumn-winter period compared to spring-summer ((Figures 3A, C). It is illustrated by the increase of the number of edge per node in the winter. Stations 6 and 7 are also connected to the other stations. The fastest connectivity pathways calculated were however roughly the same than during the summer in the Bay of Biscay. All the described patterns shown a low inter-annual variability with some differences shorter than a week in many cases. The water masses from the Bay of Biscay appear thus strongly connected with a general circulation oriented slightly Northward.

To analyze the results consistency, a comparison was made between two models (Figure 4) with different model resolution and configuration. The 4 km resolution flow fields are more energetic than in the 1 km resolution model, whatever the considered year. Implicitly, some lower transit time were expected but this dynamic also leads to the generation of a large number of (sub) mesoscale eddies (cyclonic and anticyclonic) in the centre of Bay of Biscay (out of the shelf) which can greatly influence the particles retention. The presence of eddies, resulting from the continental margin current instabilities interacting with the bottom topography, is also more frequent with the 4 km resolution model. These dynamic conditions indeed reduce the calculated transit times for any Dinophysis cells present in these currents (Figure 5). These differences are however moderate because it affects mainly the movement of numerical particles in the central (oceanic) part of the Bay of Biscay. Over the shelf, the main ocean circulation drivers remains wind and density gradients caused by rivers plumes.




Figure 4 | Sample surface flow fields of the hydrodynamical models in November 2010. (A) The 4 km horizontal resolution model and (B) The 1 km horizontal resolution model.






Figure 5 | Dinophysis connectivity matrix showing the “mean transit time” (days) in spring 2010, (A) Model resolution = 4km, (B) Model resolution = 1km, and in winter 2010, (C) Model resolution = 4km, (D) Model resolution = 1km.





3.2. Dinophysis Community

SNP analyses of the fifteen Dinophysis strains belonging to six different species enabled a clear distinction among the six species (Figure 6). Three strongly divergent species pairs were identified. The two species D. acuminata and D. sacculus, that are difficult to distinguish morphologically or by using regular genetic markers Séchet et al. (2021), displayed low levels of nucleotide divergence (< 0.0025, corresponding to ≈ 20 000 SNPs displaying genetic differences among strains of the two species). Two other species, D. acuta and D. fortii were even less divergent (< 0.0012, ≈ 11 000 SNPs). The two other sister species D. caudata and D. tripos displayed a higher level of nucleotide divergence level around 0.007 (≈ 60 000 SNPs). Within each of the four species represented by at least two strains, the level of intraspecific variability was extremely low, with a nucleotide divergence of 2.6 10-6 (20 SNPs) and 2.96 10.-6 (30 SNPs) within D. acuta and D. caudata, respectively. Between the three european D. acuminata, nucleotide divergence was around 5 10-6 (< 100 SNPs), but raised to 1.4 10-3 (≈ 13 000 SNPs) between the European and American strains (on the same order scale than the observed inter-specific differences). Finally, we note a genetic divergence of 2 10-4 (≈ 1 500 SNPs) between the two D. sacculus strains from the Mediterranean sea (D15 and D17) and the two D. sacculus strains from the Atlantic ocean (D13 and D14), while nucleotide divergence was 10-4 and 2 10-7 among strains from the Mediterranean sea and the Atlantic ocean, respectively. This very low level of intraspecific variability precluded the analysis of genetic structure within each species but the identification of species specific SNPs enabled us to investigate the relative proportion of the various species in the in-situ samples from Galicia waters to the entrance of the Channel.




Figure 6 | Clustering of Dinophysis spp. strains based on genetic variation (296 887 SNPs).



Following Metegnier et al. (2020), environmental reads obtained from 120 in-situ samples were aligned to a metareference database composed of 313 species specific reference transcriptomes (Figure S2). A large proportion of environmental reads did not align to the metareference (20 to 80%), probably because several species abundant in the natural samples were not represented in the metareference database. Dinophysis genus, which is assumed to be oceanic, only represented a very small proportion of environmental reads (< 5%) despite the differential filtration used and the samples pre-selection based on microscopic observations. This observation was in agreement with the microscopic observations of our samples. Despite the significant presence of Dinophysis cells, they were never the most abundant fraction of the samples. The analysis was thus restricted to 59 environmental samples with more than 20 000 reads aligning to the Dinophysis reference transcriptome. Samples corresponded to samples from the Bay of Brest (prefix label: RB), Bay of Vigo (prefix label: Remedios), Bay of Arcachon (prefix label: Arcachon), Basque waters (prefix label: Azti), Iroise Sea (prefix label: Mascoet) and waters over the continental shelf in the Bay of Biscay (prefix label: Pelgas). The relative abundance of the resolved Dinophysis species across natural populations can be compared with the strain genotypes inferred above (Figure 7). The Bay of Brest and Vigo samples are mainly composed of the D. acuminata/D. sacculus complex (not resolved using this graph). D. acuta, caudata and fortii were never the dominant among Dinophysis community. Few samples from the continental shelf and Basque waters had a significant fraction of D. tripos. To improve the taxonomic resolution of our approach, the analysis was restricted to the SNPs diagnostic of the various species, only considering the 15 in-situ samples with more than 5 diagnostic SNPs for each species each covered by more than 10 reads (Figure 8). It indicated clearly that the two Dinophysis species from our cultivated set often co-occured in the natural communities from Galicia to the Bay of Biscay. D. acuminata is often well represented, except in a few samples where D. tripos tends to dominate. Due to the low number of samples, the analysis of specific environmental factors was not realised. A significant fraction of one or several Dinophysis species, which were not included in our reference transcriptome, is also observed. The species composition tends to vary at the same locality, and there is no clear geographical pattern of co-occurence.




Figure 7 | PCA analysis of species composition in Dinophysis spp. populations. The in-situ samples are represented by colored dots and the strains by black symbols.






Figure 8 | Relative proportion of Dinophysis species based on diagnostic SNPs at the species level (7 taxonomic groups).






4 Discussions

From all hydrodynamics configurations, the connectivity pattern described in autumn-winter is in agreement with the general cyclonic circulation previously reported for the region Charria et al. (2017). It is mostly influenced by the eastward Iberian Poleward Current in deep ocean Le Cann and Serpette (2009) and by the northwestward current over the continental shelf Lazure et al. (2008). At the annual scale, without any specific behaviour and selection, populations should be well mixed at the European scale involving potential migrations between all water masses over the shelf. Reversely during the summer, connectivities indicate that the English Channel and the North Sea seems seasonally isolated from the other areas. During the summer, the advection of some blooms occurring over the Atlantic Shelf to the English channel is thus unlikely. An environmental selection should lead to a species composition different from those observed in the Bay of Biscay. D. norvegica could illustrate such a process with some observations typically distributed in northerly waters of the Atlantic (Bresnan et al., 2021). Unfortunately, this assumption cannot be verified because we were not able to sampled this northern part of the coast and no reference transcriptome of this species was available. We must also indicate that the porosity of this barrier is probably underestimated by the Lagrangian methodology that assumed only three limited areas for particle departure in the Bay of Biscay. By increasing their sizes or slightly change their positions, a small connection could appear over the summer. This boundary is then only a seasonal semi-permeable barrier.

Reversely, all the water masses from the Bay of Biscay are well connected (high number of edges per nodes with some exchanges in both directions) and this result helps in the analysis of the observed species composition. Despite the limitation associated to the low number of reads from in-situ samples, probably due to the large part of the other plankton community also retained on the filters, only two identified species were detected in the Bay of Biscay without any spatial pattern. A dominance of D. acuminata is observed over the Bay of Biscay but D. tripos can also constitute a significant fraction of the community (over the French shelf and along the Basque country). The variability of the relative abundances thus appears more related to some local dynamics or to a patchy distribution of cells. The unknown fraction (Figures 8, S3) is due to one or several Dinophysis species without reference transcriptome. From microscopic observation, some round cells were observed in our samples. Due to the regular observations of Phalacroma rotundatum or D. ovum in the area (Reguera et al., 2014), they represent probably a large fraction of this unknown group. It should be noted that there was no specific strategy (period, geographical position, etc…) for conducting the in-situ sampling, which can be considered as random. The species absence could be bias by the relatively “small” number of retained samples (15) but it should also indicates the global trend. A second analyse was thus made to increase the number of retained samples (47) by using a lower taxonomic resolution (Figure S3). The same trend was highlighted with a dominance D. acuminata and only one detection of D. acuta/fortii in Basque waters. At the species level, the absence of detection for D. sacculus in all our samples is finally surprising because it was relatively easily isolated and cultivated from French coastal waters. This observation raises two questions. The first one is the porosity used for the filtration but, to be meaningful, almost all of the cells of this species must be lower than (20 µm). The second question is a coastal adaptation for this species, because with some high migration and invasion capacities along the coast, all the six species could grow in this area when favorable conditions would be encountered. These high potential migration rates also shown that to describe ecological niches at a species level (i.e. to understand species biogeography and to forecast some scenarii) implementing monitoring programs with an higher taxonomic resolution is highly required.

Connectivity between Galicia (Rias) and the South of the Bay of Biscay is mostly impacted by the general oceanic circulation and the continental slope current. Weak anticyclonic (clockwise) circulation can become cyclonic (anticlockwise) close to the continental margin but the populations flow, at the seasonal scale, appears unidirectional from Galacia waters to the Bay of Biscay. In the same way, we simulated rather short travel times from Asturias waters (station 2) towards the Arcachon area (station 3) than in the opposite direction. This pattern during the spring-summer is slightly different from the described general circulation. Summer circulation of the surface layer is considered as anticyclonic (southward over the abyssal plain and along the Basque coast, Valencia et al. (2004)) or weak and highly variable by being windy driven over the French shelf Charria et al. (2017). Here, particles tend to move northward even if inverse movement remains possible. This observations is likely related to the vertical mixing that brings some cells below surface layers where advection processes can be different. Coastal jets, which refer in the North hemisphere to alongshore flows caused by the horizontal density gradient made by tidal mixing, is a such process occurring at depth of the neighbouring pycnocline where highest cell densities are very often observed and with a northward direction. This process can occurred over the French shelf, as observed in Celtic Sea Raine (2014), and leads to a northward advection, regardless of the weather conditions. Some other and fast windy driven processes also occurs in this area such as western winds leading to a fast (up to 19 cm.s-1) northward advection circulation Batifoulier et al. (2013) but these processes are not resolved with our model configurations and the position of our releasing stations.

The relatively long connectivity time (2-3 months) from Galicia to the Bay of Biscay also indicates that the positive correlation of the inter-annual variability between cell abundances monitored in these two areas Diaz et al. (2013) is more related to favorable environmental conditions to Dinophysis spp. at large scale than to population advection. From Galicia (Remedios samples) to the entrance of the English Channel (Bay of Brest, RB), D. acuminata appears as dominant, followed by the unknown species group and several observation of D. tripos and D. acuta/fortii. There is, once again, no northward trend in the community composition from Galicia to the English Channel. Moreover, due to the low genetic variability observed at the European scale it was not possible to analyze the intra-specific variability. However, some significant differences between D. acuminata strains isolated over different years and from North America and Europe seems to indicate the existence of biogeographic patterns at the global scale. This very low genetic variability is thus significant and highlights some unexpected properties that echo the Lewontin’s paradox (Filatov, 2019).

As indicated previously for the summer barrier, a possible drawback of our methodology is its sensitivity to the setting of the particles parameters. For example, the highest cell concentrations of Dinophysis spp. are regularly observed at marked density gradients, related to a sudden vertical change in temperature and/or salinity in the water column Maestrini S. Y. (1998). Dinophysis blooms (when cell densities become significant in the whole sampled community) are thus frequently observed in species-specific horizontal thin layers related to physical shear and vertical swimming behavior (Moita et al., 2006; Velo-Suarez et al., 2010a). These distributions could have an impact on the populations advection over short time scales. Nonetheless, due to their presence at low density in the other layers and the transport duration longer (three month here) than the life duration of these thin layers, it is unlikely that some significant differences in the described seasonal patterns of connectivity time could be expected. The last uncertainty is related to the settings of the hydrodynamic configurations. Unresolved mixing processes can change significantly the simulated movement of particles (McWilliams, 2016; )?. By increasing the horizontal resolution, connectivity times should decrease and the average number of edge per node in the connectivity network increase. In our case, these effects are however strongly masked by the more energetic circulation simulated with the coarser resolution. As a reminder, apart from the horizontal resolution, boundaries conditions and vertical resolution were the main differences. Of these two differences, the lower vertical resolution of the 4km configuration appears as the main driver of the energy difference by creating an overestimation of the vertical mixing along strong bathymetry gradient (slopes), which is a regular problem for models using a sigma grid. Particles remaining in the surface water layer or in a subsurface layer move then more rapidly in the coarse model configuration due to (sub) mesoscale eddies generated by continental slope currents in the Bay of Biscay. Nevertheless, the same general patterns are conserved in both configurations with: a confirmed simulated northward connectivity from Galicia to the Bay of Biscay, a high connectivity within the Bay of Biscay and a higher connectivity between shelf waters of French Brittany and Celtic Sea shelf sea than from shelf waters of French Brittany and English Channel and North Sea. According to the network stability over a decade from different configurations, we tried to evaluate it over a longer period by reproducing this methodology with some velocity fields from other scenarios [from 1975 to 2100, POLCOMS-ERSEM on the Northeast Atlantic, Kay et al. (2018)]. This investigation was however dismissed due to the differences between the hydrodynamic solutions used in this work and those provided.



5 Conclusions

This study allowed us to characterise the main connectivity patterns along the European northeast Atlantic coast for water masses with some Dinophysis populations, and its stability during the last decade. At the populations scale, some mixing of Dinophysis populations from the Western Iberian shelf, the Bay of Biscay and the Celtic Sea are likely with a northward trend (especially in the Celtic Sea) throughout the year. A significant boundary, that could limit biological flows during the summer, occurs at the entrance of the English Channel. The study also points out the interest of following the specific dynamics because, if nowadays a strong dominance of Dinophysis acuminata is observed, all species can migrate and bloom all along the European coast. Despite the unsolved problem of low proportions for Dinophysis cells in the sample, this work provides a methodology in that way with some references sequences to clearly identify and describe the species dynamics.
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Availability of operational regional hydrodynamic models and near real time Harmful Algal Bloom (HAB) alerts from monitoring stations and remote sensing products have allowed the proliferation of short term advective HAB forecasts. However, their predictive ability in simulating HAB transport needs to be continuously evaluated in events of different HAB species to assess their applicability to different domains and the impacts of the choices made in model setup. Here we review the performance of three different modelling systems which were part of the PRIMROSE project against historical bloom events in different regions in the European Atlantic Area. The objectives are to understand their predictive ability and to demonstrate some aspects of Lagrangian model setup that are relevant to HAB early warning systems; in particular the use of advection-diffusion only models (without a biological component) and the effects of model configuration, especially model resolution. Hindcast and forecast simulations have been run in examples of high biomass blooms detected in satellite imagery; in the western English Channel, several events of potentially toxic species like Karenia mikimotoi and Prorocentrum cordatum (minimum) were simulated and in Western France a bloom of Mesodinium rubrum, prey of the toxic Dinophysis spp. Additionally, some simulations for studying the evolution of low biomass Dinophysis spp. blooms in Galicia-North Portugal were undertaken with models of different setup. Several metrics have been used to quantify the model performance and to compare the results of the different model configurations, showing that differences in hydrodynamical model configuration (initiation, resolution, forcing, and simulation domain) result in differences in the predicted transport of HABs. We find that advection only is a reasonable approximation but that it may do worse in an early (onset) phase than later on, and we find transport is generally increases with increasing resolution. Our results confirm that Lagrangian particle tracking tools can be integrated operationally in HAB early warning systems providing useful information on potential HAB evolution to users.
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1 Introduction

HABs occur seasonally in shelf seas due to favourable conditions promoting local growth or as a result of advection from other areas. When this happens, shell and fin aquaculture might be damaged either indirectly, in case of high biomass HABs which cause oxygen depletion events (O’Boyle et al., 2016) or fish kills (Lee and Qu, 2004), or directly from the toxins, which might result in a food security hazard. The current economic impact of HABs is considerable; one estimate for Scottish aquaculture alone is £1.2 million per year out of a turnover of £12 million (Martino et al., 2020), and the incidence is considered likely to increase with climate change (Paerl and Huisman 2008; Elliott 2012; Wells et al. 2020), making the problem even more important. Beyond aquaculture, HAB forecasts may be of interest for beaches, where they impact human health (Anderson et al., 2016) and provision of ecosystem services.

Monitoring for HABs now encompasses routine in situ measurements, field campaigns, and detection from remote sensing, which uses algorithms based on reflectance and other parameters to determine the likelihood that harmful species are present (Kutser et al., 2006; Kurekin et al., 2014; Sourisseau et al., 2016). However, these provide snapshots in the present or recent past. Forecasts for the likelihood of algal bloom incursions on sites of interest in the future provide the most value to end-users since they can allow mitigation actions to be taken. The critical time frame for these predictions depends on the needs of the end-user, but can be on the order of days (Cusack et al., 2016).

HAB forecasting is complex since, whilst the mechanism of triggering a bloom might be understood, e.g. from upwelling variability (Pitcher et al.,2010; Ruiz-Villarreal et al., 2016), the onset of thermal stratification (Simpson and Sharples, 2012; Hartman et al., 2014), or stratification in river plumes (Glibert et al., 2010; Velo-Suárez et al., 2010), diagnosing when these are likely to occur and particularly whether a particular bloom will comprise harmful species, is very uncertain. Once initiated, advection is a significant driver in bloom evolution (Lee and Qu, 2004; Davidson et al., 2009; Velo-Suárez et al., 2010; Aoki et al., 2012; Gillibrand et al., 2016) but continued development, with either more cells growing or dying off, can be as significant, leaving a process which is neither fully physically or biologically determined.

Here we restrict our focus to short term forecasts from operational physics models using Lagrangian drift approaches only. Different reviews of HAB early warning systems (Davidson et al., 2016; Maguire et al., 2016; Ralston and Moore, 2020; Fernandes-Salvador et al., 2021, this issue) cover the range of other approaches, including statistical and machine learning approaches. The increase in availability of regional scale operational models has made near term operational advection-only forecasts feasible in a wide range of areas. These hydrodynamic forecast models typically have a forecast window of 2-7 days and the outputs are used to drive a Lagrangian drift model representing the HAB (e.g. Aleynik et al., 2016; Pinto et al., 2016; Ruiz-Villarreal et al., 2016; Silva et al., 2016). Despite being broadly similar in the size of the region they cover and the length of forecasts, there is considerable heterogeneity of setups.

During the EU funded project ASIMUTH, it was demonstrated that HAB forecast systems showed skill in predicting HAB transport and in assessing the area affected by the blooms (Maguire et al., 2016). The hydrodynamic model configurations developed and demonstrated during the project provided information on the variability of cross-shore and along-shore flows that move HAB populations towards (or away from) harvesting places. The hydrodynamical model runs combined with Lagrangian particle tracking simulations showed skill in predicting along-shore transport of HABs (Gillibrand et al., 2016; Pinto et al., 2016; Ruiz-Villarreal et al., 2016; Silva et al., 2016) as well as cross-shelf transport in and out of harvesting areas (Aleynik et al., 2016; Cusack et al., 2016; Ruiz-Villarreal et al., 2016).

The physical models used for the HAB forecasts are run at different scales, both spatially and temporally, and on either regular (e.g. Ruiz-Villarreal et al., 2016) or unstructured or telescopic grids (e.g. Aleynik et al., 2016), which are becoming more popular in bathymetrically complex areas. Short term HAB predictions usually use these models to force a Lagrangian drift model that is generally run offline (using current velocities stored from a previously run hydrodynamic model) since this allows faster computation and the possibility of re-using the hydrodynamic fields. However, the frequency at which the forcing is saved is a balance between space needed for the forcing files and temporally resolving the most relevant features of the flow.

In this paper we describe three different operational coastal HAB drift forecast systems in operation under the Interreg Atlantic Area Predicting Risk and Impact of Harmful Events on the Aquaculture Sector (PRIMROSE) project (2018-2021), which brought together partners from across the European Atlantic seaboard to improve capacity and tools for HAB prediction (Mateus et al., 2019). In this contribution, we compare these models to several bloom events, both historical and during the project period, to understand the efficacy of advection-only models for short term forecasts and to show the impact of different model choices on the results. We also discuss how their performance impacts on how they might provide value for forecast users, what considerations are important for implementing such a system, and where there is scope for future improvement.



2 Methods


2.1 Models

The three demonstrated HAB modelling systems are from three different partners in PRIMROSE : Plymouth Marine Laboratory (PML), Institut Français de Recherche pour l’Exploitation de la Mer (IFREMER), and Instituto Español de Oceanografia (IEO), and will be referred to by the respective institute initials throughout. Whilst the domains of these models intersect, they are primarily focused on different areas: the Western Channel and Celtic Sea (PML), the Western Channel and the eastern Bay of Biscay (IFREMER) and NW and N Iberia (IEO) (Figure 1). All the model systems are formed of an operational hydrodynamic model with a separate particle tracking model which is run offline utilising the output from the hydrodynamic model. None of the particle tracking models include explicit biological behaviours (e.g. diurnal migration, life cycle, nutrient limitation) and are purely passively advecting particles.




Figure 1 | The model domains of the models in the study PML (blue), IFREMER (orange), MeteoGalicia (purple), IEO BIO (red) and IEO RAIA (green) which has a parent grid (dashed line) and nested high resolution grid (solid line).




2.1.1 South West UK Model - PML

An unstructured grid hydrodynamic model FVCOM; (Chen et al. 2003) is run operationally for a domain covering the SW of the UK, producing 3-day forecasts. An operational atmospheric downscaling model [Weather Research and Forecasting model (WRF)] is also run to provide high resolution surface forcing, downscaling the NCEP GFS model (Lien et al. 2016). Lateral boundary data for the hydrodynamic model comes from CMEMS AMM15 model [1.5 km horizontal resolution, (Tonani et al. 2019)], and river input is modelled from the WRF temperature and precipitation using regression and deep-learning models, respectively. The Lagrangian model PyLAG; (Uncles et al. 2020) is run offline on saved hourly outputs from the hydrodynamic model. The Lagrangian model uses a Milstein scheme for advection and diffusion, with the diffusivities provided directly from the hydrodynamic model.

In the operational product, particles are seeded based on output from a HAB-risk product which uses ocean colour (Kurekin et al. 2014). This product uses the multiple bands of ocean colour [6 for MODIS (412, 443, 488, 531, 547 and 667 nm)] with a Linear Discriminant Analysis classifier which was trained on an image set identified by in-situ sampling or feature identification. It was assessed to have an 88% accuracy rate for Karenia mikimotoi blooms in the Western English Channel; full details are in (Kurekin et al. 2014). Particles are released in a 200 m radius area around the identified high risk locations with 10,000 particles per location. Particles are advected using only the surface layer currents until the end of the forecast period. The results of the model are served both as a gridded particle density and as a probability field, which takes into consideration uncertainty both from the identification algorithm and from the drifting particles.



2.1.2 Bay of Biscay and Western Channel - IFREMER

The Lagrangian Particle tracking model Ichthyop (Lett et al. 2008) is forced using hourly, or daily (de-tided with a Demerliac filter) velocity fields from the hydrodynamic model MARS3D [finite difference, mode splitting model in a sigma-coordinate framework (Lazure and Dumas 2008). It runs on grids of differing resolution (4 km, 2.5 km and 1 km) in an operational way (MARC project: http://marc.ifremer.fr/en/) and produces 4-day forecasts. Wind forcing is Meteo- France product (ARPEGE or AROME according to the configuration and period considered, resolution of 30 km and 1.3 km, respectively). River discharges of the at least 5 main rivers are provided on a daily frequency by River Basin Agencies through the Operational Data Center (http://en.data.ifremer.fr/). Some flow rates of additional rivers are deduced from the measured flow rate of the nearest main river by linear regression.

The Lagrangian model is run only on an ad-hoc basis in response to individual events of concern. Most of the time, the model is used to define the bloom advection for some biological reanalysis. HAB cells are represented as passive particles and are introduced in the mixed surface layer. For the two selected events in the English Channel (2003 and 2020), 100,000 and 91, 200 particles were respectively released over the first ten and twenty meters. The horizontal resolution of velocity field was 4 km at hourly temporal resolution. For the Mesodinium event in the Bay of Biscay in June 2020, a total of 115,000 particles were released within the first ten meters. Daily velocity fields with a horizontal resolution of 2.5 km were used. Only the vertical dispersion was considered in all simulations and advection equations were solved with a fourth order Runge-Kutta numerical scheme.



2.1.3 Western Iberian Shelf: North Portugal and Galicia - IEO

The Lagrangian particle tracking model Ichthyop (Lett et al. 2008) is forced offline by the saved hourly results of different ROMS hindcast, nowcast and forecast model configurations in the area run by IEO and MeteoGalicia.

MeteoGalicia is a regional meteorological agency that runs meteorological and oceanographic forecasts to support the government and stakeholders in Galicia (NW Spain), a region where the marine sector is of large socioeconomic importance. The MeteoGalicia ROMS model forecast configuration runs on a 2 km resolution grid covering Galicia and is forced at the surface by the operational configuration of the WRF model and at the open boundary by CMEMS (Copernicus Marine Environment Monitoring Service) global model output (horizontal resolution of 1/12°) (Mercator 2016). Tides and the input of several rivers are included. River discharges consist of daily averaged flow and temperature of the main rivers in Galicia obtained from runs of a configuration of the river basin-scale model Soil Water Assessment Tool (SWAT). Further details of the model configuration and validation can be found in (Costa et al. 2012; Venâncio et al. 2019).

Two IEO hydrodynamic model configurations were used in this study: IEO RAIA and IEO BIO. IEO RAIA is based on the ROMS-Agrif realistic model configuration developed during the RAIA Interreg POCTEP Galicia-Portugal project and has a resolution of 4 km in a parent grid (IEO RAIA) and of 1.3 km in a child grid (IEO RAIA nested) centered on Galicia-North Portugal. IEO RAIA is forced by the atmospheric model WRF operationally run by MeteoGalicia (12 km resolution with hourly output). Open boundaries are obtained from the results of a previous climatological run covering the northeast Atlantic. The effect of tides and rivers (11 rivers in the model domain) are included. This configuration has been compared to different in situ and satellite data sets and has shown skill in simulating the relevant oceanographic processes in the area (river plumes, shelf and slope current, surface circulation) and their spatial and temporal variability (Otero and Ruiz-Villarreal, 2008; Otero et al., 2008; Otero et al., 2009; Otero et al., 2013). It has been run coupled to dispersion models to demonstrate marine services such as HAB early warning (Ruiz-Villarreal et al., 2016) or pollution dispersion (Marta-Almeida et al., 2013; Otero et al., 2014).

The IEO BIO configuration, described in (García-García et al. 2016), was set up with the ROMS Rutgers version in a domain enlarged to the east to cover the whole northern Iberian shelf. This configuration is similar to the IEO RAIA, but open boundary conditions are taken from the operational MyOcean forecasting and analysis system for the North Atlantic running at Mercator Ocean at the time of the simulations (Lellouche et al., 2013), and additional rivers are included. The IEO BIO configuration has been used coupled to particle-tracking models for simulations of along-shore transport of D. acuta for several autumns in Galicia (Ruiz-Villarreal et al., 2016) and in a coupled hydrodynamical-biochemical model configuration to force an Individual Based Model of Early Life Stages of sardine in the Atlantic stock (García-García et al., 2016).

In the Lagrangian model HAB cells are treated as passive particles. Horizontal dispersion is considered, with a fixed dissipation rate of 10-9 m2 s-3. A fourth order Runge-Kutta numerical scheme is used to solve the advection equations. For the operational model run of the early warning system demonstrated in PRIMROSE and previously in ASIMUTH (Ruiz-Villarreal et al., 2016), daily forecasts (3-day window) are run and particles are randomly released in the first 20m of the water column at six locations/configurations. These have been selected to assess the eventual alongshore transport from the northern Portuguese shelf to the Galician Rías Baixas (Vigo, Pontevedra, Arousa and Muros), where the harvesting areas are located, and to explore water exchange between the rías and the across-shore transport to the adjacent shelf.




2.2 Events and Observations

We have identified various bloom events of different HAB species to understand factors involved in the design of a HAB forecast system (see Table 1). When different model configurations with different spatial and temporal resolutions were available, i.e. blooms in the Western Channel in 2003 and 2020 and in Dinophysis spp. bloom in Iberia in autumn 2013, different particle tracking simulations were run forced by those models and compared. Two events in the Western Channel in 2010 and 2015 had remote sensing data available over a period of weeks, and this allowed the investigation of the period over which an advection-only forecast might be applicable, and how the location of the triggering area affects the results. Examples from 2013 and 2020 of Iberian Dinophysis spp. blooms demonstrate the integration with in-situ measurements of HAB species, biotoxins and closures at aquaculture monitoring sites. Finally, an event in 2020 in the Channel shows the factors to consider in a nearshore advection event and the importance of wind forcing, which is also discussed in the other events in the Western Channel.


Table 1 | Summary of the simulations.



To understand the spatial development of high biomass blooms in the Channel we have used remote sensing measurements of chlorophyll-a, in particular, daily composites retrieved from the Ocean Colour component of the European Space Agency (ESA) Climate Change Initiative (CCI) project (Sathyendranath et al. 2019). The remote sensing product has a spatial resolution of 4 km and combines observations from multiple sensors (MERIS, MODIS Aqua, SeaWiFS LAC & GAC, VIIRS, OLCI). These have been compared with the particles advected in the Lagrangian models to understand the change in spatial extent and location of the blooms. In-situ plankton observations from various sources have been included to allow species identification for the chosen blooms.



2.3 Metrics

Several metrics have been used to quantify the model performance with respect to the satellite observations (in the case of high biomass blooms), and to compare the results of the different model configurations.

For the high biomass blooms that can be identified from satellite observations, the polygons representing the blooms have been automatically identified as the areas above a threshold of 5 mg/l, corresponding to the threshold used in Mishra and Mishra (2012) to define a ‘severe bloom’ on their index: all points on the grid of remote sensed data were determined whether they were above or below the threshold, and those above were connected to form polygons outlining the areas which were entirely above the threshold. The same has been performed on gridded data of particle counts obtained from the Lagrangian model for purposes of comparison with the satellite data, using a threshold number of particles scaled to the total number of particles run. In all cases, days with high cloud cover (>30%) were omitted, and for the days the calculations were performed, the model data was masked to omit data corresponding to areas covered by clouds in the observations. The centre of mass is defined as the mean longitude and latitude, weighted by chlorophyll concentration (particle count) of the observations (model). These centres of mass were compared to the centroids of the observed and modelled polygons and found to give very similar results, so centroids are not shown. Another metric is the percentage of model particles which lie within the observation polygons for a particular day. The dispersion is calculated for both the observed and modelled polygons by taking the change in total polygon area between two snapshots and dividing by the time (the time spacing between snapshots varies depending on which days have been omitted due to cloud cover). The final metric is the percentage overlap between the two polygons, defined as the percentage of the observed polygon which intersects with the modelled polygon.

The D. acuta and D. acuminata blooms that occurred in Portugal and Galicia in 2013 were not high biomass blooms that could be detected from remote sensing. In this case, we compared the results of the different model configurations by using as metric some of the Dispersal Kernel indices described in (Woillez et al. 2009). In particular, the Centre of Gravity (CG), which represents the mean location of the particles at a certain time; the Positive Area (PA), which is the sum of the area units that contain, at least, one particle; the Equivalent Area (EA), which is the area that the particles would occupy if they were distributed at homogeneous densities; the Coefficient of Variation (CV) defined as CV=PA/EA and the mean distance between the mean start and mean end particle positions. These indices, among others, have been used in previous studies to estimate dispersion patterns associated with Lagrangian models e.g. (Huret et al. 2010; García-García et al. 2016).




3 Results


3.1 Western Channel Hindcasts: PML Model

The PML setup was compared to two historical blooms which occurred in the Western Channel region in 2010 and 2015. The blooms were selected on the following criteria: blooms within the available model period, availability of recorded HAB species from in-situ sampling and with enough cloud free remote sensing data to be able to compare the model predictions to the development apparent in the observations. The model setup was identical to the operational setup, with underlying currents and diffusion coefficients from the FVCOM hydrodynamic model, the only change being the lateral boundary forcing came from the reanalysis version of prior lower resolution CMEMS model (AMM7 - O’Dea et al. 2012), since historical forecasts for AMM15 were not available.

A bloom of K. mikimotoi in the Western Channel, identified from FerryBox data (Smythe-Wright et al. 2014; Barnes et al. 2015) occurred in summer 2010. The bloom was evident on satellite chlorophyll data (Figure 2, column A) for a considerable period (July 5th - August 4th). Regions of high chlorophyll (threshold 5mg/l as above) in the remote sensing were identified to define the start locations for the model runs. Since the bloom was long lived, and to disentangle advection from evolution, two separate start times 2010-07-05 (Figure 2, column B) and 2010-07-15 (Figure 2, column C) were used, which correspond to points of clear remote sensing images. The second release was chosen for the 15th of July because at this date the particles released during the initial seeding (the 5th of July) had significantly diverged from the observed bloom.




Figure 2 | Remote sensing Chl (A, D), and particle densities from the first release (B) and re-release (C) in the July 2010 (A–C) and September 2015 (D–F) events. The selected images, which show the progression of each bloom, are chosen for being the clearest remote sensing data, hence the uneven date distribution. Identified areas of high Chl from the remote sensing are marked inside red polygons with the centre of mass marked by a red spot. Areas of high particle density are shown in orange with the corresponding centre of mass shown by orange spots.



The model shows limited ability in representing the evolution of the bloom at the early stages; particles move southwards in the model and this only matches one part of the observed bloom, since it extends considerably further to the east and north. This is reflected in the rapid drop in particles in polygon and polygon overlap metrics (Figure 3), though the spatial split means the centres of mass diverge in a more linear manner. Initiating a second release 10 days later results in a better performance for the first 5 days (improved across all statistics, Figure 3) after which the model shows faster nearshore advection than the observations close to Brittany (Figure 2). In this latter part of the second release the model is no better than the original release, with observed and model polygons having low overlaps and increasing centre of mass separations. Dispersion for both runs is similar to the observations, but with considerable variability (Supplementary Material: Figure 1). Sensitivity to initial release time on shorter time scales was also studied by running experiments at hourly intervals across a six hour period but found not to significantly affect the results (Supplementary Material: Figure 2).




Figure 3 | Percentage overlap of polygons (A, B), Distance between centres of mass (C, D), and percentage of modelled particles within observation polygon (E, F) for each day after initiation for first (blue) and second release (orange) in 2010 (A, C, E) and 2015 (B, D, F).



The second event considered is a bloom in September 2015 of the small HAB dinoflagellate Prorocentrum cordatum (minimum) that can form extremely dense blooms. P. cordatum is detected quite commonly in some monitoring areas along the southern coast of England, but with variable cell densities from year to year (Turner et al. 2017), data available in (UK Food Standards Agency 2020) and it is also commonly found in the summer in the western English Channel at the L4 time series station (Widdicombe et al. 2010). Observations from the Western Channel Observatory (WCO) in September 2015 report concentrations of >5,000,000 cells per litre (Hiscock et al. 2016). The bloom is clearly visible on the remote sensing data as a high chlorophyll-a patch between the 10th of September and the 3rd of October (Figure 2, column D) and our particle tracking simulations of the evolution of a potential HAB were run. Again, two separate starting points based on a high chlorophyll threshold in the remote sensing were used to initiate the particle tracking model: 2015-09-10 (Figure 2, column E) and 2015-09-26 (Figure 2, column F). The performance of the model in the 2015 event was broadly similar to the 2010 event. The initial seeding failed to recreate the north and eastward evolution of the bloom, leading to swift drops in the overlap metrics and a separation in the centre of mass too (Figure 3). The model was also reseeded later in the bloom (26th September) and showed better agreement with the advection over the first few days (reduced centre of mass separation and less steep decline in particles in polygon percentage). However, by the fifth day the statistics were similar for both runs. The simulations show that particles reach the English southern coast, and this is in accordance with in situ observations: P. cordatum cells were measured in HAB monitoring samples taken along the southern coast of England in late summer 2015 (Turner et al. 2017), and high numbers (>1,000,000 cells per litre) were recorded at the end of September in St. Austell Bay, Cornwall (Hiscock et al. 2016; UK Food Standards Agency 2020).



3.2 Western Channel Hindcast: IFREMER Model

The IFREMER model was used to simulate two events: one historical (2013) described in this section and one during the PRIMROSE project in 2020 (see section 3.6). A well documented bloom of K. mikimotoi occurred in the Channel in 2003, which resulted in mortality of many wild fish species. (Vanhoutte-Brunier et al. 2008) used an Eulerian passive tracer model to simulate this event with an older MARS3D configuration and concluded that apparent transport towards the coast must have been driven by progressive occurrence of favourable conditions for growth, and not by advection (since the tracer took a northward path). In this work, the new operational IFREMER model is used, which is an upgrade of the MARS3D system with several key improvements: increase in spatial resolution, thirty vertical layers (instead of twelve), a wider geographical domain and more rivers. Tracer transport is simulated with a Lagrangian instead of an Eulerian approach. The IFREMER model was initiated from and compared to the tracers released in (Vanhoutte-Brunier et al. 2008) (Figure 4A) In the IFREMER model (Figure 4B), from the initial release on 23 June, particles are transported westwards (see particle positions on the 7th of July) and then eastwards (see position of the particles on the 21st of July). The remote sensing data for the period shows the westward extension of the bloom matched by the particles (Figure 4C), but also bloom activity to the east. Unfortunately, cloud cover after the 13th of July hampered satellite imagery, which therefore could not provide information on the subsequent transport of the bloom. Comparing the overlap with the bloom area and the distance between the centroids of the shapes, the new model demonstrates that the separation between the centroids was much less than the estimate for the (Vanhoutte-Brunier et al. 2008) model (Figure 4 and Supplementary Material: Figure 3), since it captures the western movement, but the overlap of the polygons is not much greater since it does not capture the expansion to the east. The new run is also not able to reproduce the bloom reaching the French coast of Brittany by the beginning of August. The French Phytoplankton and Phycotoxin Monitoring Network (REPHY) counted 405 000 cells l-1 in the Saint-Brieuc Bay on the 15th of August 2003 (REPHY 2021). As suggested by (Vanhoutte-Brunier et al. 2008), our simulation also indicates that the Karenia cells found at Saint-Brieuc result from a coastal event related to local growth and not to the advection of the bloom observed offshore.




Figure 4 | Advection of passive tracer in the 2003 K. mikimotoi bloom (A) represented with isolines of modelled tracer concentration plotted every two weeks (reproduced from (Vanhoutte-Brunier et al. (2008)). The MARS3D model configuration had a 4x4 km resolution and 12 sigma levels from the south of Brittany (47.5N, 5.6W) to north of the Rhine river plume (52.5N, 5.0W). Lagrangian advection from the same period B) observed with a configuration using a larger geographical domain and a higher vertical resolution (30 sigma layers). CCI remote sensing chlorophyll from the same period, showing three days when cloud cover was least (C - 2003/06/23, D - 2003/07/09, E - 2003/07/13). The positive area for the particle run is shown in green, tracer from (Vanhoutte-Brunier et al. (2008) are shown in red for 07/07 (solid) and 21/07 (dashed).





3.3 PRIMROSE Western France Hindcast: IFREMER Model

In the second event explored with the IFREMER model, a bloom of Mesodinium rubrum occurred in the Bay of Biscay during PRIMROSE. Mesodinium spp. is associated with blooms nearshore, in estuaries and embayments (Johnson et al. 2013; Trowbridge et al. 2017) and can persist for considerable periods (Crawford et al. 1997). A bloom was observed in spring 2020 at two local harbours (Oleron and Sables, Figures 5A, B respectively) and created considerable public concern due to water discolouration during the period of confinement due to COVID. The presence of M. rubrum was confirmed by the French HAB monitoring system REPHY, and this bloom was followed by the detection of Dinophysis spp. The ad-hoc operational model was run during this event to investigate the potential connection between the two sites. Particles were released at two locations on two different start dates: at Sables harbour where discolored waters were observed first to assess if there was an advective connection to the later observation at Oleron (05/04/2020 12:00). The second drift was initiated from Oleron, to estimate displacement of the bloom. Locations of particle release at Oleron were estimated from a satellite index of bloom (Normalized Difference Chlorophyll Index, NDCI as defined by (Mishra and Mishra 2012), values over 0.5 are considered as a blooming area) computed from a satellite product (Copernicus Sentinel 1A, 18/04/2020 10:56) (Figure 5D). Hydrodynamics were provided by a MARS3D configuration (horizontal resolution of 2.5 km) forced by ARPEGE-HR solutions (hourly, 0.1°, Meteo France).




Figure 5 | Mesodinium rubrum observed in the harbours at Sables (A) and Oleron (B) on 05/04/2020 and 11/04/2020 respectively. The simulated advection (C) from each of these start locations and dates is shown. The first release was from a point source in front of the Sables d’Olonne harbour (05/04) to see if there was a connective pathway between the events, and the second release (18/04 10:56) was based on a satellite index of bloom (D) Observed winds from the meteorological station Chassiron (WT) [10 min average, (E)] are compared to forcing winds [minute frequency, (F)] for the same location. Forcing winds were interpolated from ARPEGE-HR solutions (hourly frequency).



Particles released at Sables were not advected to Oleron area (Figure 5C), which suggests the bloom was spread over a larger area. In the same figure panel, we can see that particles released from Oleron strongly drifted offshore after 8 days, possibly driven by a short period of strong offshore winds after the 18th of March (Figures 5E, F).



3.4 West Iberia Hindcast: IEO Model

The autumn 2013 Dinophysis acuta event on the northern Portuguese coast and Galician rías was the most intense since 2005 (Díaz et al. 2016), and D. acuta appeared together with D. acuminata. The HAB caused the closures of most of the harvesting polygons in the area for several months including the Christmas period, one of the most profitable of the year. The along-shore transport of D. acuta from the Portuguese shelf to the Galician rías has been described as the cause of sudden autumn blooms (Escalera et al., 2010; Pitcher et al., 2010; Díaz et al., 2016). D. acuta blooms usually occur in the summer in the shelf off Aveiro and get transported northwards. Several events of D. acuta autumn transport to the Galician Rías have been described, particularly those in 2005 and 2013 (Díaz et al., 2016). Table 2 summarizes the timeline of the sequence of closures from Portugal to the Galician bivalve harvesting polygons in 2013.

Lagrangian modelling studies of the 2013 event have been previously carried out (Ruiz-Villarreal et al. 2016; Silva et al. 2016; Moita et al. 2016) to try to elucidate if advection could explain the transport of D. acuta and the timing of closures from Portugal to the Galician rías. All model exercises predicted northwards transport, although no detailed analysis of the impact of the model configuration in the predicted particle transport was performed. In this paper we revisit this HAB event to evaluate the impact of using hydrodynamic models of different resolutions and configurations to force the Lagrangian model. We used four different model configurations: the IEO RAIA in the parent 4 km grid (IEO RAIA) and the child 1 km grid (IEO RAIA nested); the IEO BIO 3.5 km grid and the MeteoGalicia 2 km operational forecast configurations. Model set ups differ in the extent of the model domain (see Figure 1) and also in forcing at the open boundary (RAIA is forced with a climatology and IEO BIO and MeteoGalicia with Mercator), and river input.

Figure 6B shows the release of particles at the Portuguese polygon close to Aveiro the 17 th of September 2013 (blue particles), the date for which the maximum concentration of D. acuta was detected at Aveiro (Table 2). One week later (the 24 th of September 2013), the particles were mostly located to the south and offshore the initial release position (red dots), due to the dominant upwelling winds (Figure 6A). This dispersion to the south is higher in the coarser resolution models (Figure 6B, IEO BIO and IEO RAIA). Note that in the case of the finest model resolution (Figure 6B, IEO RAIA nested) the particles did not displace further south because of the size of the model domain (see Figure 1).




Figure 6 | Upwelling index for the September 2013 hindcast (A). Particle positions at different dates after being released in different areas on the 17th of September (B) and on the 24th of September (C). Black lines mark the trajectories of the Center of Gravity (CG). Column 1: IEO BIO model, 3.5 km resolution; Column 2: IEO RAIA model, 4 km resolution; Column 3: MeteoGalicia model, 2 km resolution and Column 4: IEO RAIA nested model, 1 km resolution.



After the 24th of September 2013, strong downwelling conditions prevailed in the area (Figure 6A), which explains the northward transport of particles that reached the south of Ría de Vigo on the 30th of September 2013 (green particles in Figure 6B) in the case of the IEO RAIA configuration, and further north in the case of the IEO BIO, MeteoGalicia and the high-resolution configuration (IEO RAIA nested). The average transport northward is higher in the case of the mid-resolution model MeteoGalicia (as shown by the trajectory of the CG (black line) in 6B) because the transport to the south under upwelling conditions the previous week was less intense than in the coarse resolution models IEO RAIA and IEO BIO. The same happened in the case of the high-resolution model IEO RAIA nested, but in this case it was affected by the limits of the model domain.

Finally, on the 4th of October, when the polygons started to close in the north of Portugal and the southern Galician Rias, we can see that all the models show particles (yellow in Figure 6) located at the mouth of every ria and even further northwards in the case of the IEO BIO, MeteoGalicia and IEO RAIA nested models. Hence, the results shown here are compatible with the sequence of events compiled in Table 2.

Figure 6C illustrates the position of the particles in the first and second weeks after their release close to Aveiro the 24th of September (blue particles). In this case, downwelling conditions were dominant (Figure 6A), and just one week later (30th of September, red particles), the particles are close to the mouth of the ria de Vigo for the IEO RAIA model (Figure 6C, second column), up to ria de Arousa for the IEO BIO and the MeteoGalicia models (Figure 6C, first and third columns) and up to ria de Muros in the case of the IEO RAIA nested domain (Figure 6C, fourth column). The 4th of October (two weeks later, green particles), the particles are occupying the mouths of all the rías, except Muros, when using the IEO RAIA model as forcing. With the IEO BIO configuration, particles move further north (up to Malpica) and, in the case of the MeteoGalicia and IEO RAIA nested models, the particles reach up to the Artabro Gulf. These results are also compatible with the sequence of events described in Table 2 and do not differ much from those for the 30th of September and 4th of October in Figure 6B, although in the latter case, the density of particles reaching the Galician Rías would be higher, since the transport was always in the same direction and confined onshore. This is clear in the trajectory of the CG (black line), which shows a northward transport for all the configurations, with the MeteoGalicia model showing the longest transport and the IEO RAIA the shortest. Figure 6 illustrates that the mechanism of northward transport from Portugal persisted over several weeks.


Table 2 | Sequence of events: D. acuta event 2013 and D. acuta and D. acuminata event 2020 at Portugal and Galician Rias.



The effect of the different hydrodynamic model configurations on the particle transport is summarized by means of some Dispersal Kernel indices in Table 3 for the 17th and the 24th of September 2013 releases. These indices give an idea of the particle dispersion. For instance, if we consider the simulations starting the 17th of September, we see that the IEO RAIA configuration is the one producing the highest dispersion of particles (highest PA=13,750 km2), followed by the IEO BIO (PA=13,575 km2) and the IEO RAIA nested (PA= 6,850 km2) and MeteoGalicia (PA= 6,800 km2) models. This is clearly reflected in Figure 6B, where we can see that the IEO BIO and IEO RAIA configurations produce a southward transport of particles first, followed by a northward transport, which results in a larger area occupied by the particles. The MeteoGalicia configuration, which is run in a model domain as large as IEO RAIA (Figure 1), does not produce the initial movement of particles southwards, which results in a smaller occupied area and an overall transport further away from the mean initial location in the northward direction (compare the trajectories of the CG, black lines in Figure 6). The particles are also more homogeneously distributed when using the IEO RAIA configuration (highest EA). The CV indicates the existence of more homogeneous densities (lower values) or aggregates (higher values), meaning that the IEO BIO configuration produced more aggregates (CV=6.1), followed by the IEO RAIA (CV=4.51) and the MeteoGalicia (CV=3.94) configurations. In terms of mean distance between the mean particle origin and the mean particle end, it is the MeteoGalicia model the one that shows higher values (159.8 km), followed by the IEO BIO (65 km) and the IEO RAIA (42.5 km). The indices for the IEO RAIA nested model are influenced by the fact that the particles get accumulated in the southern limit of its domain (see Figure 1) during the first days of the simulation, which results in a PA similar to the MeteoGalicia model, but with much higher aggregation (CV=10.34).


Table 3 | Dispersal Kernel indices [Mean Distance, Positive Area (PA), Equivalent Area (EA) and Coefficient of Variation (CV)] for the different model configurations run in the 2013 HAB event in W Iberia.



For the simulations starting the 24th of September 2013, the IEO BIO shows the highest dispersion (PA=12,650 km2) due to a number of particles being transported southwards. In the remaining configurations, this southward transport is minimal (IEO RAIA, IEO RAIA nested) or non-existent (MeteoGalicia) and the dispersion area increases with resolution. The degree of aggregation is similar in all the configurations (CV around 3), although slightly higher for IEO BIO. The longest mean transport (229.4 km) corresponded to the MeteoGalicia configuration (which did not show southward transport at all), followed by the highest resolution model (IEO RAIA nested, 160.33 km), for which the mean distance was similar to the IEO BIO model (157.63 km).



3.5 PRIMROSE Forecasts in Galicia

During PRIMROSE, a transboundary event involving a proliferation of Dinophysis acuta and Dinophysis acuminata that lead to harvesting polygon closures in North Portugal and the Galician Rías in September 2020 was investigated using the IEO early warning system, forced by the ROMS MeteoGalicia forecast model. Table 2 summarizes the time sequence of toxic phytoplankton and biotoxin measurements during this event, together with the dates when closures were enforced by the regulatory authorities. Figures 7A, B show the evolution of the concentration of D. acuminata and D. acuta, respectively, during the month of September 2020, and Figure 7C depicts the concentration of DSP biotoxin. The DSP toxin was already above regulatory threshold permissible level (160 μg/kg) in the first week of September in Portugal (caused by D. acuminata), as well as in some polygons in Ría de Pontevedra, which were already affected for several weeks due to the presence of both species of Dinophysis (Table 2). The second week of September (second column Figure 7), some polygons at the mouth of Ría de Vigo exceeded the DSP threshold, but it is during the third week (third column) when high concentrations were measured inside the ría causing most of the polygon to be closed due to the accumulation of both species. In the following week (fourth column), D. acuminata and D. acuta blooms closed polygons in the Rías de Arousa and Muros.




Figure 7 | Results of the PRIMROSE forecast and data from the weekly Galician and Portuguese monitoring programs in September 2020: (A) Dinophysis acuminata (B) Dinophysis acuta and (C) DSP toxins (no data available in Portugal during the last two weeks). (D) Particles released in Portuguese areas from 4-7 September (E) Particles released in the Ria de Vigo from 16-19 September.



The IEO early warning system was used to investigate whether: a) there was a potential transport from the Portuguese shelf to the Galician Rías and this caused the closures of harvesting areas and b) the sequence of closures from south to north in the Galician Rías was caused by exchange between adjacent rías.

The upwelling index evolution from the 4th of September, when the first polygons were closed in North Portugal, shows that winds were upwelling favourable and relaxed around the 8th of September (Figure 8B) during neap tides (Figure 8A). The Lagrangian model forecasts for the 4th of September do not suggest northward transport on the Portuguese shelf (Figure 7D), and neither do the forecasts for the subsequent days before the closures in Ria de Vigo after the 16th of September (not shown), probably due to the rather calm wind conditions. Polygon closures extended from Vigo to Arousa from the 16th of September onward, just a few days after the occurrence of neap tides and still under rather calm wind conditions (Figures 8A, B). The results of the Lagrangian forecasts for the 16th of September at Ría de Vigo (Figure 7E) show that particles mostly remained confined inside the ría, and that the exchange with Ría de Pontevedra and the rías further northwards was unlikely, based on the model results.

Just a few weeks after the polygon closures, conditions changed and most of the closed polygons in Rías de Vigo, Arousa and Muros reopened between the 9th and the 17th of October. Figures 8A, B show that this was a period of neap tides under strong upwelling conditions. Upwelling conditions are favourable for the offshore transport, and hence the outflow and exportation of toxic cells, which would produce a “cleaning effect”. Figures 8C, D show that D. acuminata and D. acuta concentrations reduced during that period, except for Ría de Pontevedra, where D. acuminata persisted. The reduction in the DSP biotoxin throughout October is clear in Figure 8E for all the rías, except Pontevedra. The IEO early warning system predicted conditions of transport outside the rías (see Figure 8F for Ría de Vigo), and concluded that polygon re-openings were likely. Forecasts of trends to open/close of harvesting areas are another service provided by the forecasting system, already demonstrated in ASIMUTH project (Maguire et al., 2016; Ruiz-Villarreal et al., 2016; Silva et al., 2016).




Figure 8 | Results of the PRIMROSE forecasts and data from the weekly Galician monitoring program in October 2020: (A) Tides at A Coruña in September-October 2020, (B) Upwelling index in September-October 2020 (C) Dinophysis acuminata (D) Dinophysis acuta and (E) DSP toxins (F) Particles released in the Ria de Vigo from 9-12 October.





3.6 PRIMROSE Forecasts in the Channel: PML-IFREMER Model Comparison

A potential large bloom was spotted in the Channel region in June 2020 during PRIMROSE and since it incurred on both PML and IFREMER model domains, model runs using both the PML and IFREMER (2.5 km) model frameworks were undertaken. The full operational setups as described in section 2.1 were used. The identification of the bloom came from the algorithmic Karenia spp. risk identification from satellite images based on algorithm by (Kurekin et al. 2014) introduced in the section 2.1.1. The HAB risk map in the PML HAB Risk portal1 shows the composite image over several days. However, for sensible comparison to the higher time frequency involved with advection, the respective model runs were compared to the algorithm output from individual passes of the satellite products (Figure 9). Unfortunately, whilst the initial satellite images were clear and the algorithm was able to identify a HAB, the following days were affected by cloud coverage. In any case, the eastern part of the bloom remained in the visible part of the images and thus, the satellite could be used to assess the skill of the two models.




Figure 9 | Comparison of HAB risk from remote sensing (A) and particle densities for PML model (B) and IFREMER (C), on selected days with clearer satellite image of Karenia risk (2020/06/01 12:54, 2020/06/05, 2020/06/07). The polygons of high particle density for PML model (red) and IFREMER (orange) are shown in each panel.



Both models were started from points the operational HAB risk algorithm deemed as high risk. The PML model shows a much greater spread of particles from the western starting positions, where they reach the higher velocity currents around the Channel Islands, and also a closer incursion towards the coast from the eastern starting points. The significant difference driving this is that the offline forcing of the IFREMER Lagrangian model in this case is saved at a daily resolution, so tidal frequency is not resolved (though will include underlying tidal features in the hydrodynamical model).




4 Discussion

The Lagrangian drift models presented here attempt to fulfill the need of short term forecasting of HAB blooms primarily aimed at aquaculture users (Cusack et al., 2016; Ruiz-Villarreal et al., 2016; Silva et al., 2016). We have looked at operational HAB models from the PRIMROSE project and compared them to observed blooms, in particular to see how applicable advection alone is to the short term prediction of HAB movement and how model setup might impact on the results of transport models.


4.1 Advection of High Biomass Blooms Simulated With Lagrangian Particle Tracking Models: Strengths  and Uncertainties

Several case studies were focused on high biomass blooms such as those of K. mikimotoi in the Western Channel with the objective of evaluating how a short term advective only forecast performs. K. mikimotoi is frequently present in the summer phytoplankton community in the Channel (Widdicombe et al., 2010) and it is thought to be responsible for occasional mass finfish and benthic mortalities (Barnes et al., 2015). In sections 3.1, 3.2 and 3.6, Lagrangian particle trajectories were compared to satellite imagery following the metrics described in section 2.3.1.1https://www.s3eurohab.eu/portal/?state=cf0d81 - retrieved 2022/03/15

Remote sensing products have several challenges for direct use in model comparison. Firstly, remote sensing is not a perfect measure of a bloom, especially for toxic species. K. mikimotoi for example is known to produce a thin layer which may not show up on satellite imagery (McManus et al. 2008; Brand et al. 2012), and nearshore chlorophyll measurements will be affected by sediments (Le et al. 2013). Also, Karenia species cell colouring imply that they have reduced reflectance, which makes it hard to identify species and will likely under count concentrations, especially once cell concentrations are above 104 cells 1-1 (Hu et al. 2005; Cannizzaro et al. 2008). Whilst studies have used chlorophyll products to study K. brevis blooms e.g. (Redalje et al. 2008), the Normalized Fluorescence Line Height (NFLH) product was shown to give better results (Hu et al. 2005; Cannizzaro et al. 2008; Tomlinson et al. 2009). In a review of various different approaches, (Soto et al. 2015) found further improvements when combined with other products, determining the Rrs - NFLH method using NFLH and the 555nm reflectance to perform best for identifying Karenia blooms. However, for these events coverage with chlorophyll-a products was better than the NFLH and 555nm product, and when comparing to available scenes from NFLH and Rrs - NFLH (Supplementary Material: Figures 4, 5), the chlorophyll product shows a very similar bloom evolution. In this study, since we have identified the species from available in-situ observations and we are concerned with the bloom shape and movement rather than absolute concentrations, the use of a chlorophyll product is less problematic.

Another issue related to remote sensing is that data availability is variable due to cloud cover. This can be mitigated with the use of composites of several days together or interpolation between days of data availability. Here we are concerned with short time scale advection and hence, products composited over a longer period of time will average out this movement. Interpolated products should not have this problem, but must use some extra technique to fill in the gaps, for example using a hydrodynamic model [(Lin et al. 2021), this issue] or machine learning (Vandal and Nemani 2019) to produce intermediate images, which may itself introduce spurious movement. Here we decided to be conservative and only use products which are either daily composites or individual scenes, omitting days with high cloud cover (>30%), to ensure we are comparing to actual bloom development.

Despite these concerns, remote sensing products provide a spatial and temporal coverage of potential HAB events that cannot be achieved by alternative methods. For example, in-situ sampling requires structured field campaigns e.g. (Velo-Suárez et al. 2010) and has to be fortunate enough to coincide with a bloom [e.g. Jordan et al. 2021, this issue]. Opportunistic measurements, such as FerryBoxes provide only limited spatial resolution (Qurban 2009; Hartman et al. 2014), which is not sufficient to understand the advective component of mid-channel blooms. In future it is possible these limitations will be overcome by responsive sampling by unmanned platforms [e.g. as demonstrated by Ruiz-Villarreal et al. 2022, this issue].

If we assume that the remote sensing data provided an accurate representation of bloom development, then in both examples from the PML model (sections 3.1 and 3.6) the latter part of the bloom evolution was better forecast than the initial movement. In both cases the efficacy of the forecast dropped rapidly in the first five days after initialisation, as demonstrated by the various metrics applied for comparing particle model results and satellite data. The difference between the initial and latter movement could represent a period of rapid growth followed by advection, which would fit with rapid onset in the order of a few days followed by a maintenance phase that has been observed in some HAB species (Redalje et al. 2008; Aoki et al. 2012), and with the apparent change in surface area of the bloom during this period, though the latter could also be a consequence of diffusive processes. Onset here refers to onset visible on the remote sensing data; there may be prior activity at the subsurface or with a low chlorophyll content and hence not detected by the satellite, but this would be beyond the scope of a remote sensing triggered forecast system. If this scenario of growth during the early stage of a bloom followed by advection was the case, it would suggest that a forecast system based only on the advection of passive particles such as the one described here would not account for all the processes involved, and that adding some biological behaviour to the particles would improve the representation of the bloom evolution. In this respect, the individual-based modelling of the development and transport of the strong 2006 K. mikimotoi bloom in Scotland reported in (Gillibrand et al. 2016) showed the potential benefit from better parameterisation of temperature dependence of both growth and mortality, albeit over a longer time frame. Their simulations clearly also showed the importance of advection in HAB transport and they conclude that their results would be improved by improvement of spatial and temporal resolution of the underlying hydrodynamical model, which agrees with our conclusions. Additionally, models aimed at predicting the onset of blooms using sea surface temperature and wind indices (Cusack et al. 2015; Karki et al. 2018) could be included to indicate the reliability of a short term advective forecast at a particular time.

Another possibility is that the advection was poorly forecast in the initial stages compared to the latter, due to some change in the physical conditions. Wind conditions can play an important role both for onset - for mid channel blooms low wind speeds are a factor in K. mikimotoi bloom formation (Gentien et al. 2007) - but also for its impact on advection itself. Direct and indirect wind forcing (the latter via wind waves) are key to predict surface advection (Röhrs et al. 2021). The PML model does not account for the Stokes drift, the resultant Lagrangian transport from surface waves, and this can be a significant component of drift. The highest frequency components drive the largest drift effect at the surface of the water, and are often wind waves (Röhrs et al. 2014; Tamtare et al. 2021). The wind speeds during both years were modest, though in the latter portion of both years after the second release, wind speeds were lower than during the initial period (Figure 10), which could suggest that either the advection is less well predicted during higher wind or the bloom dynamics are different.




Figure 10 | Wind velocities during the PML model drifts in 2010 (A) and 2015 (B). In both years the red line indicates the first particle release and the blue the second.





4.2 Impact of Hydrodynamic Model Configuration in Particle Transport

We have presented several examples in which differences in model resolution and in other details of model configuration strongly influence particle dispersion and consequently HAB transport forecasts. The analysis of the autumn 2013 D. acuta event (section 3.4) clearly illustrates that different model configurations result in different trajectories of Lagrangian particles. We were able to compare four different model set-ups that differ in spatial resolution, model domain and model forcing (river input and open boundary forcing). Although there are some published results of particle tracking simulations of that 2013 event (Moita et al. 2016; Ruiz-Villarreal et al. 2016; Silva et al. 2016), the hydrodynamical conditions driving particle transport are only described in detail in (Ruiz-Villarreal et al. 2016), who report a northwards current on the shelf coinciding with the relaxation of upwelling winds around neap tides, which can be responsible of the along-shore transport of D. acuta from Portugal to Galicia. Surface currents and surface salinity at relevant dates during this event in our four different model configurations are plotted in Figure 11, where it is noticeable that shelf circulation off the rias and representation of rivers differs. Shelf currents are directed northwards in all configurations although there are differences in speed and current location on the shelf, note especially the strong northwards velocities in the MeteoGalicia results. These differences in model configurations result in the differences in particle transport evident in Figure 6 and in Dispersal kernel indices, which we have seen in section 3.4. It is interesting to note that, in general, particles get advected more often to the north coast (longer mean transport) in the higher resolution configurations (MeteoGalicia and IEO RAIA nested), and this is especially clear when comparing IEO RAIA (4 km resolution) and IEO RAIA nested (1 km resolution). It is difficult to evaluate against observations the extent of the northwards transport in this event. The only available information is that D. acuta was not observed in the north coast HAB monitoring stations in the Ria de Ares, which could suggest that northwards advection was not so strong. The dependence on the resolution of the forcing hydrodynamic model has already been recognised in the literature, e.g. (Kvile et al. 2018; Nooteboom et al. 2020), who also report higher resolution appears to lead to greater transport, possibly from smaller scale effects being represented rather than diffused out. The impact of changing model resolution is also clear in the IFREMER 2003 model run (section 3.2), although the use of Eulerian and Lagrangian transport models in the two simulations does not allow us to isolate the impact of resolution in those results.




Figure 11 | Surface current velocities and surface salinities at relevant dates during the 2013 HAB event for the model configurations: IEO BIO, IEO RAIA, MeteoGalicia and IEO RAIA nested.



Differences in shelf circulation and dispersion of particles off the rias among the different IEO/MeteoGalicia model configurations could be partly attributable to the differences in river input, which are evident in surface salinity (Figure 11). IEO RAIA and IEO BIO configurations consider river run off from all rivers in Galicia and in the Portuguese shelf. MeteoGalicia configuration is forced by model predictions from SWAT for Galician rivers including Miño, but on the northern Portuguese shelf it only includes a climatological monthly average run-off from Douro river. Moreover, in these hindcast simulations, IEO RAIA and IEO BIO configurations are forced by real daily river run-off data, while MeteoGalicia includes river run-offs from the SWAT forecasts, which tends to underestimate peak flows (Venâncio et al., 2019). In addition, IEO RAIA and IEO BIO configurations are free runs, resulting in the freshwater budget on the shelf being well represented, while in MeteoGalicia configuration, the re-initialization with MyOcean model (Costa et al., 2012) implies that the freshwater budget at scales longer than the forecast cycle comes only from the rivers considered in the MyOcean model (Minho and Douro). The lower influence of river plumes in the dynamics could explain the fact that the higher resolution MeteoGalicia (2km) configuration, run in a model domain similar to IEO RAIA and with open boundaries from an operational model (as IEO BIO), seems to favour the underestimation of southwards transport of particles and the overestimation of northwards currents as seen in Figure 11, with the consequence that particles are mainly transported northwards in that model configuration.

The comparison of the IFREMER to PML model in the summer 2020 event (section 3.6) suggests that temporal resolution of the underlying hydrodynamic model used to force the Lagrangian model also has an effect. Whilst other studies have found temporal resolution to be potentially less important than spatial resolution (Qin et al. 2014; Kvile et al. 2018), here it meant that tidal currents were not included in the IFREMER Lagrangian simulations, and hence the physical forcing of the particle tracking was not represented equally. In spite of this, the limited evidence from the remote sensing suggests that the IFREMER model has done a better job in this case, at least on the eastern portion of the bloom, which was not advected onshore. This could indicate that tides were not the most relevant driver of particle transport in this particular case. There is also a difference in approach to diffusion, with the IFREMER model using an advective only setup in the horizontal and the PML model having spatially varying diffusion based on the underlying hydrodynamic model. However, for the short term forecasts, which are the aim of these operational systems, it is not expected that diffusion will have a great impact.

Our results showing divergence between models highlight the importance of the spatial and temporal variability of the model that forces the particle transport model. All these forcing models have lateral boundary conditions provided by coarser resolution models, the setup of which has an impact on the forecasts. In the September 2013 event in NW Iberia, we used different model set-ups and we could show that differences in model resolution, domain and river input impacted the transport model. Forcing at the open boundary was also different in models (climatology, one-way nesting or a larger operational model) and the comparison of IEO BIO and IEO RAIA results, showing that IEO BIO demonstrating higher variability offshore, indicates that forcing with an operational larger scale model impacts the resultant transport. A detailed sensitivity study of the impact of changes in lateral forcing in forecast models and in the associated particle transport is beyond the scope of this paper, since setting up operational boundary conditions for different upstream models is a complex process. Our results confirm however that it is necessary to evaluate the differences that model-set up (including resolution, freshwater input, and open boundary conditions) may induce in the dynamics predicted by the different hydrodynamic models, since the description of currents, frontal structures and well mixed/stratified areas may differ between circulation model setups and consequently have an impact on particle transport.



4.3 Use of Lagrangian Particle Tracking Simulations Within HAB Alert Systems

Early warning of the presence, location and subsequent evolution of HABs is the objective of a HAB alert system. A Lagrangian model based HAB alert system comprises three components: an initial detection component, for example from in-situ measurements or remote sensing; a Lagrangian model component to turn this into a forecast, the efficacy of which has been the focus of this study; and a dissemination component, to inform aquaculture producers and managers in charge of protection of human health of the risk that a HAB may affect aquaculture areas.

For HAB alert systems of high biomass species such as Karenia spp., which usually appear offshore in areas not routinely sampled by existing in-situ monitoring (concentrated in aquaculture production areas on the coast), detection of HAB risk to initiate the Lagrangian model comes from satellite imagery. The approach of Karenia spp. risk detection from remote sensing and then execution of particle tracking simulations is in use in the eastern Gulf of Mexico (Stumpf et al., 2009), and was demonstrated in the Scottish coast during ASIMUTH (Gillibrand et al., 2016). In this manuscript, we have illustrated in Section 3.6 that this approach has utility for assessing the advection of potential HAB species in the English Channel, especially K. mikimotoi, which appears frequently in the summer (Widdicombe et al., 2010; Barnes et al., 2015). This HAB forecast method is affected by the accuracy of the satellite products to detect a bloom and discriminate the particular species, which can be harmful or not. In the example in Section 3.6 although the alert was activated by the Karenia spp. risk and models were run to provide forecast of an eventual HAB, no bloom of Karenia spp. at the in situ monitoring sites were observed see (Atkinson et al. 2021). HAB detection algorithms are being constantly improved to distinguish harmful from non-harmful high chlorophyll blooms (Cannizzaro et al. 2008; Tomlinson et al. 2009; Sourisseau et al. 2016), but there are still considerable challenges in species discrimination (Kurekin et al. 2014; Feng et al. 2022) and in distinguishing high turbidity from high chlorophyll concentrations of HAB species (Martinez-Vicente et al. 2020), this issue, and this will remain a source of error independent of the errors from the Lagrangian model.

We have also shown in this study (Sections 3.1) that remote sensing combined with Lagrangian particle modelling is useful to follow blooms of other potential HAB species like Prorocentrum cordatum (minimum), which can form highly dense monospecific blooms. Blooms of P. cordatum (minimum) have been associated with anoxic/hypoxic events causing fish kills (Heil et al., 2005). Although there is debate about its toxicity (Heil et al., 2005; Turner et al., 2017), P. cordatum is currently monitored in bivalve aquaculture areas in Europe. Interestingly the HAB risk map aimed at Karenia spp. also indicated high likelihood of a bloom during this event2, this could indicate a misidentification of species in this case and work discriminating the two, as has been done for K. mikimotoi and another Prorocentrum species (P. donghaiense) in (Feng et al. 2022), might be valuable for future HAB prediction. Finally, we have also demonstrated in section 3.3 that the Lagrangian particle simulations are a tool for tracking the evolution of high biomass blooms of the non-toxic Mesodinium rubrum, prey of Dinophysis spp.

For low biomass blooms like those of Dinophysis spp., initiation in the alert system relies only on the observations of the monitoring systems. If the monitoring systems detect the presence of the toxic species, it is an indication of the risk that a HAB could affect aquaculture sites. However, the monitoring only takes measurements of toxic species and toxins in aquaculture sites (located near the coast), but the bloom might be developing offshore, and then be transported to the sites. Therefore, the strategy chosen for HAB alerts of these species in the Galician early warning system is the constant release of particles in selected areas in Galicia as well as in Portugal as described in section 2.1.3. Our evaluation of the Galician system in September 2020 (section 3.5) confirmed that the Lagrangian-hydrodynamical coupled simulations provide predictions of favorable conditions of along-shore advection, exchanges between rías or flows in and out of the rías, and this is useful for characterising Dinophysis spp. HAB transport, confirming (Ruiz-Villarreal et al. 2016) conclusions. However, the results of the coupled hydrodynamical-Lagrangian simulations did not explain fully the sequence of events, which might be attributed to model uncertainties (misrepresentation of shelf dynamics, i.e river plumes, resolution not being high enough to resolve rías and fluxes between them, etc.), but also to the possibility of the HAB event being caused by local growth of D. acuminata and D. acuta and not by advective alongshore transport of D. acuta like in other autumns. The analysis of this HAB event clearly shows that although models are an important element of the early warning system, a HAB alert can only be issued in light of the measurements of the HAB monitoring system. When transnational alongshore transport is relevant, as in the presented simulations of Dinophysis spp. in Galicia and N Portugal (sections 3.4 and 3.5), transboundary exchange of information on HAB species and toxins between different HAB monitoring systems is crucial.

The final part of a HAB alert system is the dissemination to end-users. Hydrodynamic model simulations in the different areas are currently distributed via THREDDS (Thematic Realtime Environmental Distributed Data Services), a web data server that provides metadata and data access for scientific datasets using different remote data access protocols including Open Geospatial Consortium (OGC) standard protocols. The availability of model output in the THREDDS server allows us to obtain data via OPENDAP, HTTPserver or NetcdfSubset, but also via OGC Web Map Service (WMS) or Web Coverage Service (WCS) Interface Standards. However, a THREDDS server is not the best option for distributing non-gridded data, such as the Lagrangian model outputs. At IEO, the Lagrangian particle output files are transformed into shapefiles in order to be served through a GeoServer, which serves data using standard OGC protocols. In the GeoServer, the latest Lagrangian particle output from the daily run of the Lagrangian particle tracking simulations is served for visualization in viewers and data portals, including PRIMROSE data viewer. A similar approach is followed at IFREMER for distributing Lagrangian particle trajectories.

Presentation is a part of dissemination. Two differing presentations of Lagrangian trajectories for use in HAB forecast systems are shown in Figure 12. The IEO model runs regularly using the same starting locations, which have been identified as possible sources (see section 2.1.3). These are presented in a portal with the individual tracks shown, which allows rapid visualization of trajectories (Figure 12A). The PML model is initiated from remote sensing HAB algorithms, which as above come with an associated uncertainty (Kurekin et al. 2014). Also, all the advection models include a diffusion term which adds an element of stochasticity to the results which represents sub-grid scale processes. The PML output combines both sources of uncertainty (from the detection algorithm and from the diffusion of the particles). In this way, each particle is associated with the probability from the detection algorithm, then kernel density estimates are fitted to each particle release to give the probability distribution from advection component. These two probabilities are combined using a simple Bayesian approach to produce a single map of HAB probability (Figure 12B). Whilst this attempts to include the available information on uncertainty from all inputs to the model, the result is less clearly a drift product, which makes it less easily interpretable, possibly resulting in less uptake by, and thus value, to end users. However, given the uncertainties of the drift, either presentation is improved by an accompanying interpretation. These forecasts are not usually presented in isolation; they more often form part of HAB bulletins or HAB report web sites, such as those produced in ASIMUTH (Cusack et al. 2016; Maguire et al. 2016; Ruiz-Villarreal et al. 2016; Silva et al. 2016) and PRIMROSE projects (Davidson et al. 2021; Fernandes-Salvador et al. 2021), this issue. HAB early warning system presentations add in local measurements, general oceanographic conditions and expert advice, along with advective forecasts, which help to mitigate the problems of interpretation and user uptake identified above.




Figure 12 | Presentation of Lagrangian particle tracking operational results demonstrated during the PRIMROSE project. (A) Lagrangian particle forecast for Ría de Vigo corresponding to 29th September 2020 run as served by the IEO data viewer (http://www.indicedeafloramiento.ieo.es/primrose), also available at the PRIMROSE portal (https://primrose.eofrom.space/?state=ae63b8). Time is represented in the plot as colour for the particle positions, from blue at the start through to red three days after. (B) Lagrangian particle forecast from PML model corresponding to 18th June 2021 as served by the PRIMROSE portal (http://primrose.eofrom.space). The probability density field shows the probability of a bloom incurring on a particular location at a particular time step, considering both the probability of an accurate identification from the remote sensing algorithm and from the uncertainty in the predicted particle tracks.






5 Summary and Conclusions

	Particle tracking models have shown utility within an alert system to track movement of identified HABs between and around coastal areas over short timescales even when run with advection only, with models being easily run “offline” on saved hydrodynamic fields

	HAB early warning systems are based on the availability of information about the presence of HAB and on tools that predict the transport. The availability of routine forecasts is paramount for an early warning system, but our results clearly show that differences and limitations of the hydrodynamic model configurations strongly affect the simulated transport. Several metrics have been used to quantify the model performance with respect to satellite observations (in the case of high biomass blooms) and to compare the results of different model configurations run for the same event. We have illustrated in several events how differences in resolution, forcing and simulation domain cause differences in the predicted transport of HABs.

	For high biomass HAB blooms of K. mikimotoi and P. cordatum (minimum) such as those identified and simulated in the Western Channel, there appeared to be distinct periods of growth and advection with the forecast model performing well only in the latter period. Reseeding and rerunning a forecast model during the initial period of a bloom is therefore of importance to provide forecasts of HAB advection.

	The analysis of Dinophysis spp. HAB events in West Iberia clearly shows that models are an important element of the early warning system, since Lagrangian-hydrodynamical coupled simulations provide predictions of favorable conditions of along-shore advection, exchanges between rías or flows in and out of the rías, and this is useful for characterising Dinophysis spp. HAB transport. However, HAB alert and evaluation of the forecast rely on the measurements of HAB monitoring systems. In areas like Galicia and N Portugal where transnational alongshore transport can be relevant, we have seen that transboundary exchange of information between different HAB monitoring systems is crucial.

	In future, short-term advective forecasts might be improved by adding a biological model or machine learning component to improve the prediction during the onset of blooms. Another direction for which these advective models might be important is the cross boundary, to alert between different currently discrete regional modelling systems (Maguire et al., 2016; Anderson et al., 2019). Nevertheless our results have shown that the choices underlying the hydrodynamic model setup also have a significant effect on the results and improvements to the understanding and implementation of these models is as important as adding extra features.

	Further improvement of HAB transport tools requires continuous improvements in hydrodynamic coastal models and further effort in analysing past events in order to improve the alert systems and of our understanding of HAB transport.
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“/” indicates the cell density was zero, so the relative growth rate could not be calculated. *Compared with the control, there was significant difference (o < 0.05).
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Target gene

mcyE for Microcystis-specific microcystin synthesis

SxtA for saxitoxin synthesis

cyrA for cylindrospermopsin synthesis

anaC for anatoxin-a synthesis

Sequence name

mcyE-F2
MicmcyE-R8

sxtA_F
sxtA_R
cyrA_F
cyrA_R
anaC_F
anaC_R

Sequence (5 to 3')

GAAATTTGTGTAGAAGGTGC
CAATGGGAGCATAACGAG
GGAGTGGATTTCAACACCAGAA
GTTTCCCAGACTCGTTTCAGG
GTCTGCCCACGTGATGTTATGAT
CGTGACCGCCGTGACA
ATGGTCAGAGGTTTTACAAG
CGACTCTTAATCATGCGATC
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D. acuminata

Okadaic acid (diarrheic toxin)

Yessotoxins (cardiotoxicity)

SuUs Freq. Selec. (%) Predictor SuUs Freq. Selec. (%) Predictor SuUs Freq. Selec. (%) Predictor
0.72 40 Fe 0.61 100 Fe 0.73 90 Fe
0.68 70 PP 0.51 100 PP 053 90 BE
0.68 80 PhyC 0.61 100 PhyC 0.50 10 PhyC
0.71 50 Si 0.61 50 Si 0.67 90 Si
0.68 50 CHL 0.51 90 CHL 0.64 90 PO4

20 0O, 0.57 50 NO3

10 D. Acuminata

SUS corresponds with the non-parametric Symmetrical Uncertainty Score which values range between 0 and 1. AO, okadaic acid; YTX, yessotoxin; Fe, iron; PP, primary
production; PhyC, phytoplankton concentration as carbon in water; Si, silicate; CHL, Chlorophyll; Oz, oxygen, PO4, phosphate; NOs, nitrate.
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Sample
S1-meyE
S12-mcyE
S13-sxtA

Size (bp) Description of the best match

206
218
116
116

1156

Microcystis viridis NIES-102 DNA, complete genome
Microcystis sp. GL280646 microcystin synthetase E (mcyE) gene, partial cds
Anabaena circinalis AWQC131C saxitoxin (sxtA) gene, partial cds

Aphanizomenon sp. NH-5 TatA/E (tatA/E) and PsbH (psbH) genes, complete
cds; paralytic shellfish poisoning biosynthesis gene cluster, complete sequence;
UbIA (ubiA) gene, complete cds; and unknown gene

Several genome sequences of Aphanizomenon gracile

Max score

205
336
195
195

195

E-value
1e-48
2e-88
7e-46
7e-46

7e-46

Percent. identity

88.02%
96.26%
99.07%
99.07%

99.07%
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Sample

S1-mcyE

S12-meyE

S§13-sxtA

Sanger sequencing data

GCCCGAGCAACGAATACTCATAGACTTAAGATCGAAACTTCTATCCTAGCTTTCTTGATGACAAAAAAGACAATGGAACCGGCGATTTAGG
CAAGCAAACTGCTCCCGTGTATCATTGAGTTTATGGGACGAAAAGATAATCAAGTTAAGGTCAATGGTTATCGAATTGACCCCGGAGAAATT
CAAACACGACCGTTGCTCCTTGA
CCTCAATCACTAGCCAACCCTGAAATGACTCAGGAAATGTTAAACCTAGCTTTCTTGAGTGAGACAAAAACTCTCTTTAGAACCGGCGATTT
AGGCAAGCAAACTGCTCCGGGTATCATTGAGTTTATGGGACGAAAAGATAATCAAGTTAAGGTCAATGGTTATCGAATTGACCCCGGAGAA
ATTGAATATCAATTGACTCGTTATGCTCCCATTGA
TCGATTAGAGAGTATCCTCTCAGTATTCAATCAGTTACCATTGGAAGAACAGCCCAAATACATTGCTGATATGGGGTGTGGCGATGGAACTC
TCCTGAAACGAGTCTGGGAAACA
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1 Northeast Shetland Islands

2 Northwest Shetland Islands
3 Southwest Shetland Islands
4 South Shetland Islands

5 Orkney Islands

6 Southeast coast

7/ Northeast coast

8 North coast

9 North west coast

10 Loch Laxford - northwest coast
11 Ullapool - northwest coast
12 Loch Ewe - Northwest coast
13 North Isle of Lewis

14 Isle of Harris

15 Southeast Isle of Skye- Inner Hebrides
16 South Isle of Skye

17 Loch Ailort

18 Loch Linnhe

19 Isle of Mull - Inner Hebrides
20 Oban

21 North Loch Fyne

22 South Loch Fyne

23 South Argyll & Bute

24 South Kintyre Peninsula
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Species/Biotoxin SST

Dinophysis spp. -0.59"
DSTs -0.52
Alexandrium spp. -0.19
PSTs -0.34
Pseudo-nitzschia spp. -0.04
DA 0.01

NAO index

0.18
0.48
0.58*
0.68*
-0.48
-0.49

Wind

0.23
0.66
0.69
0.75
0.39
0.67

Correlation analyses was used to evaluate relationships with annual SST and
annual North Atlantic Oscillation (NAO) index, using the rcorr() function in R. Linear
regression was used to evaluate relationships with the annual wind values, using
the directional north-south component |windspeed x sine(direction angle)] and
east-west component [windspeed x cosine(direction angle)] as two terms in the
regression equation. The result of the wind analysis was reported as the square
root of the regression R? for comparison with correlations. *Significance p < 0.05.
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Species Threshold Health syndrome Biotoxins Maximum permitted level (MPL)
cells/liter per kg of shellfish tissue

Alexandrium spp. 40 Paralytic shellfish poisoning Saxitoxin di-hydrochloride 800 g

(PSP) equivalents (PSTs)
Dinophysis spp. 100 Diarrheic shellfish poisoning Okadaic acid 160 png

(DSP) Dinophysistoxins

Pectenotoxins (DSTs)

Pseudo-nitzschia 50,000 Amnesic shellfish poisoning Domoic acid (DA) 20 mg

Spp.

(ASP)
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Strain Species Date Locality Library

D_sacculus_D13 D. sacculus May-15 Meyran/Arcachon Bay PRIM37"
D_sacculus_D14 D. sacculus May-16 LoscoloNilaine Bay PRIM38'
D_sacculus_D15 D. sacculus Oct-17 Crique angle/Thau lagoon PRIM39'
D_sacculus_D77 D. sacculus Marc-18 Massame/Berre lagoon PRIM40'
D_acuminta_REM D. acuminata Oct-17 Ria de Vigo PRIM322
D_acuminta_V1 D. acuminata Jun-18 Ria de Vigo PRIM422
D_acuminta_V2 D. acuminata Nov-17 Ria de Vigo PRIM43?
D_acuta_V4 D. acuta QOct-10 Ria de Pontevedra PRIM44?
D_acuta_V6 D. acuta Nov-17 Ria de Pontevedra PRIM45?
D_caudata_V7 D. caudata Jul-17 Ria de Vigo PRIM46?
D_caudata_V8 D. caudata Aug-17 Ria de Vigo PRIM472
D_caudata_V9 D. caudata Aug-17 Ria de Vigo PRIM48?
D_fortii_V10 D. fortii Nov-18 Ria de Vigo PRIM49?
D_tripos_V11 D. tripos Jul-16 Ria de Vigo PRIM50?
D_acuminata_MME TSP (DAEPO1) D. acuminata Sept-06 Eel Pond, Woods hole, MS, US SRX551108°

They were isolated by Ifremer/Phyc’, IEONigo? and Woods Hole Oceanographic Institution®.
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NEA arc EWS Type 1 EWS Type 2 EWS Type 3 EWS Type 4 Warning Warning Bulletins and/or demo links
countries frequency focus
Ireland Operational ~ Operational Operational None Weekly DST, PST, AST,  http://webapps.marine.ie/HABs/
and AZA
Scotland Operational ~ Operational None None Weekly (spring  DST, PST, and  https://www.habreports.org/
to autumn) AST
England Operational None Operational None Weekly (spring Karenia, and  ShellEye email bulletin subscription service:
to autumn) Pseudo- https://www.shelleye.org S-3 EUROHAB
nitzschia for Channel: https://www.s3eurohab.eu

France Operational None Developing None Weekly DST, PST, and  Monitoring bulletins:

AST https://envlit-alerte.ifremer.fr/accueil

Demonstration: https:
//www.s3eurohab.eu/portal/?state=07513e

Spain — Basque  Operational  Developing None Proof-of-concept Monthly DST, PST, and  Temporally offline due to system
Country AST reconfiguration (www.euskoos.eus)
Spain — Galicia  Operational ~ Operational None None Weekly DST, PST, and  http://centolo.co.ieo.es/primrose/Galician_

AST HAB_bulletins/
Spain — Operational None Proof-of-concept  Proof-of-concept Weekly DST, PST, AST,  https://www.juntadeandalucia.es/
Andalusia AZA, and YTX  agriculturaypesca/moluzonasprodu/
Portugal Operational ~ Operational None None Weekly DST, PST, and  http://www.ipma.pt/pt/bivalves/index.jsp

AST http://www.ipma.pt/pt/bivalves/fito/index-

map-dia-chart.jsp
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Risk for humans Reference methods Lipophilic toxins? Analytes Regulatory limits? Units

Amnesic shellfish poisoning (ASP) HPLC-UV - Domoic acid (DA) 20 mg DA kg~
Paralytic shellfish poisoning (PSP) HPLC-FLD - Saxitoxin (STX) and its analogs 800 g STX diHCl eq. kg~
Diarrheic shellfish poisoning (DSP) LC-MS/MS Okadaic acid (OA) group OA 160° ng OA eq. kg™
DTX1
DTX2
DTX3
Not-completely known Pectenotoxin (PTX) group PTX1
PTX2
Azaspiracid shellfish poisoning (AZP) Azaspiracid (AZA) group AZA1 1607 ng AZA eq. kg™
AZA2
AZA3
Cardiotoxicity Yessotoxin (YTX) group YTX 3.75° mg YTX eq. kg™’
homo-YTX

45-hydroxy-YTX
45-hydroxyhomo-YTX

Methods: HPLC, High Performance Liquid Chromatography; UV, Ultraviolet detection; FLD, Fluorescence detection; LC-MS/MS, Liquid Chromatography-Mass
Spectrometry. Toxins: DA, Domoic Acid; STX, Saxitoxin; OA, Okadaic Acid; DTX, Dinophysistoxin; PTX, Pectenotoxin; AZA, Azaspiracid; YTX, Yessotoxin. These methods
are similar across regions, but other internationally recognised validated methods may be applied (EU 627/2019).

a Until December 2014 lipophilic toxins could be analyzed together, by means of mouse bioassay.

b European Legislation: CE 853/2004; UE 15/2011; EU 786/2013, and EU 627/2019.

¢ Sum of OA, dinophysistoxins (DTXs), and PTXs.

d Sum of AZAs.

€ Sum of YTXs.
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Syndrome Causative organism Toxin group Clinical symptom Impact

ASP Pseudo-nitzschia abrensis Domoic acid (DA) Neurological Food safety
Pseudo-nitzschia australis
Pseudo-nitzschia brasiliana
Pseudo-nitzschia caciantha
Pseudo-nitzschia calliantha
Pseudo-nitzschia cuspidata
Pseudo-nitzschia
delicatissima
Pseudo-nitzschia
fraudulenta

Pseudo-nitzschia hasleana

Pseudo-nitzschia
multiseries

Pseudo-nitzschia
multistriata

Pseudo-nitzschia plurisecta

Pseudo-nitzschia
pseudodelicatissima

Pseudo-nitzschia pungens

Pseudo-nitzschia seriata

Pseudo-nitzschia

subpacifica

DSP Dinophysis acuminata Okadaic acid (OA), Gastrointestinal Food safety

Dinophysis and
pectenotoxins

Dinophysis acuta

Dinophysis caudata

Dinophysis fortii

Dinophysis infundibulum

Dinophysis norvegica

Dinophysis ovum

Dinophysis sacculus

Dinophysis tripos

Phalacroma rotundatum

Prorocentrum
hoffmannianum

Prorocentrum lima
AZP Amphidoma languida Azaspiracids (AZA) Gastrointestinal Food safety
Azadinium dexteroporum
Azadinium poporum
Azadinium spinosum

PSP Alexandrium andersonii Saxitoxins (STX) Neurological Food safety
and analogs
Alexandrium catenella
Alexandrium minutum
Alexandrium ostenfeldii
Centrodinium punctatum
Gymnodinium catenatum
NSP Karenia brevis Brevetoxins (BTX) Neurological, Food safety, Food
respiratory security (fish kills),
irritations Human health
(aerosols)

Karenia papilionacea
YTX Gonyaulax spinifera Yessotoxins (YTX), n.e.p. Food safety
[also adriatoxin]
Lingulodinium polyedra
Protoceratium reticulatum

This is a non exhaustive list that does not consider less frequent species or species of questionable impacts. N.e.p., no effect proven in humans (EFSA, 2008). The list of
all HAB species is reviewed and regularly updated at IOC-UNESCO Taxonomic Reference List of Harmful Microalgae (http.//www.marinespecies.org/hab/).
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DSP

| Segments - no of individual sites, Colours: Green, red, amber and yellow as per key. Blue - not analysed. Coloured segment in-
| dicates approximate position of site in Shetland

Biotoxin & Species
psp

<RL RL - 399 ug/kg 400 - 800 pg/ks

OADTX/PTX <RL 1-79 ugkg 80 - 160 pg/kg
<LoQ LOQ- 9.9 mg/kg 10 - 20 mgkg

YTX <RL 1-1.7 mgkg 1.8-3.75mg/kg
AZA B 1-79ugkg 80 -160 pg/kg

Alexandrium <20 celisn na 20 celisn
Dinophysis <20 celis 20 - 79 celisn 80 - 99 celis
Pseudo nizschia <20 celisn 20 - 39,999 celis/l 40,000 - 49,999 celisn
Prorocenuum lima <20 celis 20 - 79 celish 80 - 99 celis/l =100 celis/l
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