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Editorial on Research Topic

Editorial: Deep Learning in Brain-Computer Interface

INTRODUCTION

Recent advancements in deep learning with the support of large-scale datasets and computational
power have led many studies to adopt deep neural networks (DNNs) to extract features from brain
signals and decode brain states, which is an important element in brain-computer interface (BCI).
However, several issues remain to be resolved for BCIs to be applicable in the real world. Brain
signals are high-dimensional, noisy, and highly nonstationary. In addition, the datasets are limited
substantially compared to image data in computer vision fields. Thus, further research that focuses
on deep learning (DL) in applications to BCI and a thorough evaluation of the way this application
can be used in practice to implement the interface would be beneficial. The primary goal of this
Research Topic is to provide an assorted and complementary collection of contributions that show
new advancements and review deep learning methods or approaches in BCIs, as well as create
a forum for discussion that brings together researchers’ contributions to allow progress in deep
learning-based BCIs.

RESEARCH TOPIC COVERAGE

We collected two reviews and seven research papers on this Research Topic. The authors of the
publications accepted presented articles that cover a DL-based BCI for specific applications and a
novel model for high BCI performance or transfer learning, data augmentation.

Gutierrez-Martinez et al. conducted a systematic review that covers the current state-of-the-art
in visual evoked potential-based BCIs (e.g., P300 or SSVEP-based BCIs) for motor rehabilitation
applications and artificial intelligence (AI) algorithms used for detection and classification by
analyzing many recent articles. The authors provided an overview of the topic of interest, from
traditional machine learning (ML) techniques to cutting-edge DL trends and discussed future
challenges in the field.

Ko et al. surveyed the recent advances in short/zero calibration methods in the field of DL-based
BCIs. In particular, they provided a good overview of generative model-based and geometric
manipulation-based data augmentation methods, and transfer learning techniques that use explicit
or implicit methods in DL-based BCIs. The trend in short/zero calibration methods is discussed in
detail, and recommendations for the practical use of DL for short or zero calibration BCIs are made
for potential users.
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Bao et al. proposed a model of a two-level domain
adaptation neural network to construct a transfer model for
electroencephalography (EEG)-based emotion recognition. The
first level uses the maximum mean discrepancy to minimize the
distribution discrepancy in deep features from the topological
graph of EEG signals, while the second uses the domain
adversarial neural network to force the deep features closer to the
center of their corresponding class.

Aldayel et al. presented a study on preference detection
of a neuromarketing dataset using different combinations of
EEG features and different algorithms. The comparison of the
algorithms revealed that the deep neural network outperforms
k-nearest neighbor (KNN) and support vector machine (SVM)
in accuracy, precision, and recall, while Random Forest (RF)
achieved similar performance to that of the DNN.

Dolmans et al. presented a novel deep learning model
that deals with multimodal data (Galvanic skin response,
photoplethysmograms, functional near-infrared spectrograms
(fNIRS) and eye movements) to classify perceived mental
workload, which is also an interesting and important area in the
BCI field.

Borra et al. proposed a novel convolutional neural network
(CNN) model, which has a lightweight multi-scale design
and guarantees high performance for P300-based BCIs.
This model merges the multi-scale temporal learning,
which allows a greater decrease in the number of trainable
parameters than conventional models and learns multi-scale
features as well.

Pei et al. presented a data augmentation method that uses
channel-level recombination for motor imagery BCI. To obtain

an augmented training set, they divided each sample into two
according to the brain region to which the channel belongs and
then recombined those samples. Based upon a simulation study,

they reported that a CNN model trained with these augmented
samples outperforms the typical decoding algorithms.

Kwon and Im proposed a subject-independent CNN-based
model for fNIRS-based BCI. This model is designed to be
relatively simple, since it uses one-dimensional CNN, but shows
reasonable performance in decoding a mental arithmetic state
from idle state. The authors tested their model with the typical
Linear Discriminant analysis (LDA) and typical CNN model
[e.g., EEGNET (Lawhern et al., 2018)] in subject-dependent and
independent settings.

Although the typical Transfer Learning approach, which uses
known (or labeled) data has shown good performance, the way
to build a model that works for unseen data is also of interest.
To address this issue, Kostas et al. investigated a self-supervised
training approach. Specifically, they adapted techniques and
architectures used for language model that show the ability to
ingest amounts of data, to EEG analysis. In the study, arbitrary
EEG segments were encoded as a sequence of learned vectors,
referred to as “BErt-inspired Neural Data Representations”, to
determine whether the model is transferable to unseen EEG
datasets recorded from unseen subjects, different hardware, and
different tasks. The results showed high potential to make an
excellent contribution to the BCI field.

All of the articles presented showed important ideas in AI
and deep learning approaches in BCIs. The editors are pleased
to present this collection of articles to the BCI field and related
scientific communities, and hope that it will help researchers
advance BCI and its applications.
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A lot of research has been done on the detection of mental workload (MWL) using
various bio-signals. Recently, deep learning has allowed for novel methods and results.
A plethora of measurement modalities have proven to be valuable in this task, yet
studies currently often only use a single modality to classify MWL. The goal of this
research was to classify perceived mental workload (PMWL) using a deep neural network
(DNN) that flexibly makes use of multiple modalities, in order to allow for feature
sharing between modalities. To achieve this goal, an experiment was conducted in
which MWL was simulated with the help of verbal logic puzzles. The puzzles came
in five levels of difficulty and were presented in a random order. Participants had
1 h to solve as many puzzles as they could. Between puzzles, they gave a difficulty
rating between 1 and 7, seven being the highest difficulty. Galvanic skin response,
photoplethysmograms, functional near-infrared spectrograms and eye movements were
collected simultaneously using LabStreamingLayer (LSL). Marker information from the
puzzles was also streamed on LSL. We designed and evaluated a novel intermediate
fusion multimodal DNN for the classification of PMWL using the aforementioned four
modalities. Two main criteria that guided the design and implementation of our DNN are
modularity and generalisability. We were able to classify PMWL within-level accurate
(0.985 levels) on a seven-level workload scale using the aforementioned modalities.
The model architecture allows for easy addition and removal of modalities without
major structural implications because of the modular nature of the design. Furthermore,
we showed that our neural network performed better when using multiple modalities,
as opposed to a single modality. The dataset and code used in this paper are
openly available.

Keywords: brain-computer interface (BCI), deep learning, multimodal deep learning architecture, device
synchronisation, fNIRS (functional near infrared spectroscopy), GSR (galvanic skin response), PPG
(photoplethysmography), eye tracking (ET)
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INTRODUCTION

Mental workload (MWL) has gained a lot of attention in a
variety of fields, such as neuroscience (Toppi et al., 2016; Lim
et al., 2018), human factors and ergonomics (Schmalfuß et al.,
2018) and human factors in computing systems (Duchowski
et al., 2018). In the context of this work, MWL depends on two
variables: available cognitive resources and required cognitive
resources. Determining the available cognitive resources requires
information about prior knowledge, ability and task experience
and is thus highly personal. The required cognitive resources
depend on task difficulty. In a state of ‘‘flow,’’ as described by
Csikszentmihalyi (1975), one experiences full emersion with the
task at hand. In such a state, the ratio between the available
and required cognitive resources, or α, is between 0.8 and
1.2 (Csikszentmihalyi, 1997). The ability to approximate α is
interesting, since it would yield insight into MWL and allow
for adaptations of tasks. Typically, participants are actively
involved in (self)assessing their MWL. The NASA Task Load
Index (NASA-TLX) questionnaire is often used to retrieve
information about the magnitude and sources of six workload-
related factors (Hart and Staveland, 1988). Explicitly acquired
information about MWL through retrospection is subjective and
results in a measure of perceived mental workload (PMWL).
The mere act of performing a measurement on a phenomenon
can interfere with the phenomenon (Mahtani et al., 2018).
Hence, requiring subjects to extensively reflect and report on
their PMWL during experimentation will impact objectivity,
not to mention interrupt their state of flow. Physiological
measurements can provide an alternative to repeated self-
assessment; an advantage of such bio-signals is that they
can be measured implicitly. They can objectively be acquired
in real-time without explicitly asking participants to provide
this data.

The classification of PMWLhas been attempted in a unimodal
setting using various physiological signals, such as functional
near-infrared spectroscopy (fNIRS; Shin et al., 2018), galvanic
skin response (GSR; Nourbakhsh et al., 2017) and heart rate
(HR), through photoplethysmography (PPG; Schmalfuß et al.,
2018). All the aforementioned modalities have individually
proven to be useful for the classification of PMWL. This research
sought to use an advantageous approach to the classification of
PMWL by leveraging both information inherent in individual
modalities, as well as cross-modality information. Fusion-
based approaches have been surveyed in Baltrušaitis et al.
(2018), covering a.o. multi-layer multimodal fusion (Vielzeuf
et al., 2018), attention-based methods (Hori et al., 2017) and
correlation neural networks (Chandar et al., 2016). Our primary
objective in this study is, however, not to give a literature
overview, but to actually classify PMWL. The secondary objective
is to determine what physiological signals provide valuable
information about PMWL. First, we formulated design principles
that are relevant and effective within the context of multimodal
signal classification that makes use of deep learning. To
achieve the primary objective, these design principles were
used in the formulation of an intermediate fusion multimodal
network (IFMMoN).

MATERIALS AND METHODS

Our goal was to classify PMWL using a deep neural network
(DNN) that flexibly makes use of multiple modalities. During
the design of such a multimodal brain–computer interface,
the principles used to design the end-to-end data path, or
pipeline, guide the outcome. Two key aspects of the pipeline
were modularity and generalisability (MG). To be modular,
new devices should be easy to add to the setup, and
their data (collection and processing) should fit within the
pipeline with minimal structural implications. Two important
libraries that aided modularity throughout the research were
used: LabStreamingLayer (LSL) and TensorFlow. LSL provided
modularity by allowing device-specific data streams to be
easily added (Kothe, 2014). The TensorFlow API allowed
for modularity in deep learning model creation (Abadi
et al., 2016). Generalisability implies that the additional data
that become available from added modalities contribute to
classification accuracy. To further improve generalisability and
thus applicability, the pipeline should also function well in the
classification of other topics besides PMWL. The MG criteria
require our methods to be circumstance and device independent
where possible. Serendipitously, they served as a way of reducing
human error by automating much of the data gathering and
analysis pipelines. All methods and designs applied in this project
were formulated and executed with the MG criteria in mind.

In the first part of this section, we look to previous works
in the field to determine approaches for each of our modalities,
as well as fusion options of the DNN. From there, we discuss
stimulus presentation, participants and data collection and
synchronisation. Lastly, model optimisation with the help of the
TensorFlow and Optuna toolboxes is discussed (Abadi et al.,
2016; Akiba et al., 2019).

Related Work
We combined a total of four modalities to classify PMWL using
this novel approach. To record brain activity, we opted for fNIRS
to measure change in (de)oxygenation in the brain (Villringer
et al., 2013). Our method is based on Shin et al. (2018). Other
bio-signals that we measure are GSR, based on Nourbakhsh et al.
(2017), and HR using PPG, on the basis of Schmalfuß et al.
(2018). Lastly, eye tracking (ET) was also done, as inspired by
Duchowski et al. (2018). In the following subsections, we discuss
these modalities in more detail. Then, we discuss what deep
learningmethods have previously been used to process their data.
Fusion options for the combination of data from various devices
are finally discussed.

Functional Near-Infrared Spectroscopy
Through fNIRS, relative changes in (de)oxyhaemoglobin
concentrations in the brain can be measured. During activation
of brain function, energy use and thus the distribution of
haemoglobin change (Villringer et al., 1993). This change can
be measured using near-infrared light and then be correlated
with activation in specific regions of tissue. It seems that there
exists no clear consensus about the ‘‘best’’ deep learning-
based analysis method for fNIRS data in MWL detection.
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Literature can be divided into two main categories: Multilayer
Perceptrons (MLPs), consisting of several densely connected
layers, and Convolutional Neural Networks (CNNs). Though
less common, Recurrent Neural Networks (RNNs) were also
used for processing fNIRS (Zhao et al., 2019). Some authors
who opted for generic MLPs (e.g., Naseer et al., 2016; McDonald
and Solovey, 2017) show great accuracy on binary problems, as
well as on more complicated problems. The papers report 63%
accuracy on user identification (n = 30; McDonald and Solovey,
2017) and over 91% in binary classification of mental arithmetic
vs. rest (Naseer et al., 2016). While the former accuracy is
seemingly low, the objective of classification in the work of
McDonald and Solovey (2017) is much more natural since the
authors’ objective was to do user identification on the basis of
recorded data. They reported that among 30 subjects, they could
determine what data the participant belonged to with a 63%
accuracy, whereas chance level is 3.3%.

Tanveer et al. (2019) used two models in their work: one
for Beer–Lambert modified optode densities and another for
heatmaps of channels over time. Their first network was a DNN
with six fully connected dense layers, and their second was a
CNN with two convolutional layers and two dense layers. Binary
cross-entropy loss was used as loss measure. They report an
accuracy of 99.3% on binary classification, achieving the best
result with the CNN. Dargazany et al. (2019) showed that an
accuracy of over 80% can be reached in 5-class motor imagery
problem using a MLP. The benefit of their approach is that they
did not perform any pre- or post-processing to the data. This
makes their solution very scalable in terms of required human
attention, since the majority of the time invested by future users
of the system is spent on the collection of data, rather than the
(pre)processing of it. However, to facilitate this, their network
used two fully connected layers with 10,000 neurons each, leading
to quite serious computational complexity.

PPG and GSR
PPG is an optical method for measuring blood volume changes
in microvascular tissues and is directly related to cardiac activity
(Selvaraj et al., 2008). As such, it can be used to measure HR
and compute measures, such as HR variability and inter-beat
intervals. Biswas et al. (2019) demonstrated that an accuracy
of over 95% can be reached on a HR classification task where
the goal was to perform biometric identification of users. They
propose using two convolutional layers in conjunction with two
long short-term memory (LSTM) layers, followed by a dense
output layer. GSR is an electrodermal response that is associated
with the innervation of the sympathetic nervous system that is
often used to measure affective and cognitive arousal (Venables
and Christie, 1980). Sun et al. (2019) showed that a LSTM–CNN
hybrid network can reach up to 74% accuracy in a six-class
emotion recognition problem using GSR. The use of LSTM
is attractive in GSR for several reasons: the time domain and
temporal nature of the data enables the extraction of metrics,
such as peak frequency and amplitude (Nourbakhsh et al., 2017).

Both PPG and GSR can be processed using methods that
are focussed on feature extraction. The benefit of working with
such features is that they are easy and cheap to compute.

However, such feature extraction removes hidden features that
may be found by a DNN and negates the possibility of
serendipitous findings when combined with other modalities.
Besides the above described methods, both modalities can also
conveniently be processed with fully connected layers due to their
unidimensional shape.

Eye Tracking
ET is used to gain information about where a person is looking
at any given time, which can help understand visual- and
display-based information processing (Poole and Ball, 2006). The
training and evaluation of ET data are highly task dependent;
therefore, this section does not contain any statements about
achieved accuracies and will only discuss the types of networks
that are used in the literature. Louedec et al. (2019) use a
CNN to predict saliency maps in chess games. Their model is
based on VGG16, which was first introduced by Simonyan and
Zisserman (2014). Furthermore, their model comprises several
deconvolutional layers and fusion layers. Krafka et al. (2016) also
use convolutional layers and combine them with fully connected
layers. In their work, they classified gaze based on an input
face-grid that contains the location of the face, the right and left
eyes as well as the full face. Generally, the consensus is to use
convolutional layers for the classification of ET data, regardless
of objective. Intuitively, this makes sense since we are interested
in spatial features in the data.

Fusion Options
There exist many strategies to tackling the multimodal problem
in deep learning. Given that most neural networks are highly
task dependent, the design of a multimodal DNN follows this
same trend. Ramachandram and Taylor formulated several key
considerations to be made for deep learning with multiple
modalities in their overview of deep multimodal learning
(Ramachandram and Taylor, 2017). The first key consideration
is when to fuse the modalities. In general terms, there exist
three options for the time of fusion. The first is early fusion,
or data level fusion. This can, for example, be achieved by
concatenating features or raw data and feeding said data
into a neural network. The second is intermediate fusion.
This involves mapping input to a lower dimension using
various types of layers and fusing somewhere along the way
between the input and output layers. The third option is
late fusion, through e.g., majority vote of several smaller
networks. The choice of where fusion takes place is flexible and
immensely impactful on model performance, as demonstrated
by Karpathy et al. (2014). The second key consideration is
which modalities to fuse, since not all data contribute to
solving a problem equally. The third and final consideration
to make is what to do with missing modalities or data. The
absence of data can be prohibitively problematic, especially in
real-time applications.

In light of MG, early fusion is an unattractive option:
it requires the input data to be ‘‘stitched’’ together, which
leads to multiple problems in our application. First, we are
working with vastly different sampling rates ranging from
10–256 Hz. Furthermore, the dimensionality differs between
devices, requiring us to devise a strategy that would guarantee
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equal share of data in each sample without losing any features
that are present in either temporal or spatial dimensions. Lastly,
instead of working with an MG network, all concatenated
data would be fed into the same network, regardless of what
devices are featured in the data. This would entail tuning
early layers and shapes of the network when the parameters
of the data change. Late fusion through majority vote aligns
with the modularity requirement, but not the generalisability
requirement. Adding or removing modality networks, or MNets,
does not require the adaption of other MNets. However,
separated networks are unable to learn from multiple modalities
simultaneously, since there is no information exchange between
them. Intermediate fusion allows for the creation of several
modular MNets that develop ‘‘expertise’’ in their respective
domain. This expertise can then be shared with an overarching
network. Furthermore, adding or removing modalities is as
simple as ‘‘clipping on’’ MNets, or switching them off in the head
class, respectively. Hence, intermediate fusion satisfied the MG
criteria best.

Stimulus Presentation
To simulate MWL, participants were asked to solve several
zebra puzzles. Zebra puzzles are verbal logic puzzles that are
solved by connecting attributes to objects on the basis of hints.
The difficulty of the puzzle was modulated by the number of
hints that were given and the average number of hints required
before an attribute could be chosen. Hints could be ticked off
when used. Figure 1 provides an example of a zebra puzzle.
In total, there were five different puzzles, each with their own
difficulty ranging from ‘‘very low’’ to ‘‘very high’’ difficulty.
All puzzles were retrieved from Brainzilla (2020), and initial
difficulty indications were also based on the content of Brainzilla.
Between every puzzle, participants were asked to take a moment
to relax. Furthermore, they indicated how difficult they perceived
the puzzle to be on a scale of one to seven, seven being the highest
difficulty. These ratings were later used as labels during training.
The order in which the puzzles were presented was completely
randomised. An LSL stream was active during the entirety of the
stimulus presentation. This stream sent a marker at every action.

FIGURE 1 | Example zebra puzzle. Below the puzzle, several hints are given
that allow participants to connect all attributes (vertical) to each boy
(horizontal). An example hint is: “Joshua is in one of the ends.” Clicking the
arrow of a cell drops down all options for that cell.

Actions were (un)selecting hints and (un)selecting answers.
Markers contained the participant ID, action timestamp, type
of action, the id of the action and status of the action (correct,
incorrect or checked). The timestamps of this stream are later
used to segment the data.

Participants
In total, data were collected from 23 participants (11 males,
12 females, mean age = 24.7, SD = 9.8, min = 20, max = 57).
Of these participants, one was excluded from the dataset
because of poor data quality. Participants were recruited
using the Sona system, a cloud-based participant management
software (SonaSystems, 2020) that is used at the University of
Twente. Recruitment was also done in social circles. Prior to
experimentation, the study was approved by the ethics committee
of the BMS faculty of the University of Twente. All participants
granted written informed consent for the collection and open
sourcing of data.

Data Collection and Synchronisation
All data were streamed and recorded on a Dell Precision
3530 Laptop with an Intel i7–8750H CPU, 16 GB RAM and an
NVIDIA Quadro P600 GPU. Three different devices measured
four modalities. The Shimmer3 GSR+ was used to measure
GSR and PPG (Shimmer GSR3+; Shimmer, Dublin, Ireland),
the Tobii Pro X3–120 was used for ET (Tobii X3–120; Tobii
Group, Stockholm, Sweden) and the Brite24 was used to collect
fNIRS (Brite24; Artinis Medical Systems, Elst, The Netherlands).
Since participants were aware of sensors that were attached
to their bodies, measurements were not unobtrusive. Each
device was set up such that data streams were sent to LSL
in real-time. The LabRecorder app was used to record data
from all streams into a single XDF file per participant (Kothe,
2014). Data were then imported into Python using PyXDF
(Boulay, 2020), which automatically performs checks on the
indicated vs. received sampling rates and de-jitters the data
where necessary. Data synchrony was also checked manually to
ensure that all streams were aligned throughout the recording.
Several checks for synchrony were also implemented during data
selection and processing, which are documented in the ‘‘Data
Selection’’ section.

Raw GSR and PPG were directly streamed to LSL from the
Shimmer3 GSR+ using an application that was written by the
HBA Lab of Thales (Groot de, 2020). The sampling rate of this
stream was 256 Hz. The data of the Tobii Pro X3–120 were
streamed using a custom python application that was made
with the Tobii Pro SDK and PyLSL (Kothe, 2014; TobiiProAB,
2019). ET data were streamed at 120 Hz and contained x and y
coordinates for both eyes. For the collection of fNIRS, Oxysoft
3.2.51.4 × 64 was used (OxySoft; Artinis Medical Systems, Elst,
The Netherlands) with the Brite24 in the available 27 channels
optode arrangement. Two wavelengths (756 and 853 nm) were
sampled at 10 Hz, and the Beer–Lambert modified optode
densities of O2Hb and HHb were mapped to LSL directly from
Oxysoft. See Figure 2 for a detailed view of the optode template.
For a complete overview of the data pipeline, please refer
to Figure 3.
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FIGURE 2 | Optode template for fNIRS collection. Between each transmitter
(T) and receiver (R), one channel exists. In total, there are 10 transmitters,
eight receivers and 27 channels. The arrow represents the nose of the
participant. This Brite24 27 channels optode arrangement is available in
Oxysoft 3.2.51 (OxySoft; Artinis Medical Systems, Elst, the Netherlands).

Model Optimisation
Data Selection
Data were selected on the basis of markers that were present
in the Zebra Puzzle’s data stream. These markers were sent

through LSL at a variable rate that depended on the participant’s
actions. The nature of the stimulus presentation contributed
to several key things to pay attention during data selection.
For one, markers could be close together when participants
selected multiple answers in quick succession. Hence, selections
made around these markers contained some overlap in data.
Due to software issues and practical shortcomings, some parts
of data were missing. To overcome these problems, several
Boolean masks determined which markers were fit for usage.
First, the nearest index to the time of a marker was identified
in the data of each device. When said indices were identical for
multiple markers, the samples were removed from the dataset.
Such exactly matching indices were likely the result of drifting
device timestamps and/or missing data and were hence excluded.
Segmented selections were inspected for noise by means of
computing simple statistics of samples, such as mean, variance,
max, min, etc., to gain an overview of data quality. However,
noisy samples exposed the network to ‘realistic’ data and were
not removed thusly.

Once a full selection of the markers was made, a segment
of 8 s of data before the marker was selected; 8 s, because
the haemodynamic response function shows a peak after
5–8 s of neuronal activity onset (Zhang et al., 2005); before,
because the participant’s contemplation takes place prior to
knowing and selecting the correct answer. A CSV file that
contained the final selection of the markers was created for
each participant. Each sample in our dataset consists of four
synchronised measurements: fNIRS, GSR, PPG and ET. The
difficulty rating for the sample’s respective puzzle served as
the label. These samples were added to a TFRecord file, which

FIGURE 3 | Experimental setup. The left section contains an overview of all active data streams, being: Tobii Eye Tracking data, Brite fNIRS data, Shimmer GSR
and PPG data, and the Zebra Puzzle marker stream. Dotted lines indicate a streamed connection to LSL. The LabRecorder in the middle section records the data in
XDF format. The right section shows example outputs of processed data.
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allowed many useful methods, such as shuffling, batching and
splitting, to be applied to all the selected data simultaneously
(TensorFlow, 2020).

The dataset that was generated and analysed for this study
can be found in the 4TU.ResearchData repository under the
following doi: 10.4121/12932801 (Dolmans et al., 2020).

Models
To maximise usability and allow for feature sharing of our
multimodal data while also adhering to theMG criteria, we opted
for intermediate fusion. This resulted in a model architecture
that adheres to the general structure of one base network, or
MNet, for eachmodality and oneHead network that integrates all
MNets. Two concrete routes were chosen for the implementation
of both the MNets and the Head networks: one model based on
literature and one model that contains only densely connected
layers. The model based on previous work as discussed in the
‘‘Related Work’’ to ‘‘Participants’’ sections had four custom
MNets, one for each modality and one custom Head network.
The PPG MNet consisted of two convolutional layers; the GSR
MNet consisted of two convolutional and two LSTM layers;
the ET MNet consisted of four convolutional layers; finally, the
fNIRSMNet consisted of two convolutional and two dense layers.
All MNets were represented in a lower-dimensional space with
the help of a single densely connected layer before fusion in
the Head. Figures 4, 5 contain the structure and layers of the
model based on literature and the densely connected model,
respectively. Table 1 details the models’ layers and the number of
units/filters for each layer. Batch normalisation and max pooling
were utilised as a means of stabilisation. For both models, a
smaller alternative model was created that contained exactly half
of the units and filters in each layer in order to gain an initial
idea of the effect of reduced network size. This brought the total
number of models to four, which will be referred to as MLP (only
dense), S_MLP (small, only dense), LIT (literature) and S_LIT
(small literature). All models were trained on the same dataset.

Two variations of labels were used. The first variation
contained samples that were labelled with the indicated difficulty
of their respective puzzle and participant, thus containing a total
of seven different ‘individual’ labels. e.g., participant 1 indicated
a difficulty of 6 for puzzle 3; hence, all samples in puzzle 3 have
label 6 for participant 1. Models under this labelling variation
were evaluated by their ability to predict what level of workload
(LoW) the participant indicated. Participants rated their PMWL
on a 7-point scale, seven being the highest PMWL. These ratings
were converted to values between 0 and 1 using the formula:
(rating 1)/7, such that a rating of 1 corresponded to a label of
‘‘0,’’ a rating of 2 corresponds to a label of ‘‘0.1667,’’ etc. It follows
that, in order to be within-level accurate, the average difference
between predicted and true labels must be lower than 0.1667.
All models used a single output unit with a Sigmoid activation
function, resulting in predicted labels between 0 and 1.

The second variation contained samples that were labelled
with the average indicated difficulty of all participants over the
respective puzzle. This resulted in five different ‘‘group’’ labels,
one for each of the puzzles. These ratings were mapped between
0 and 1, where the lowest average rated difficulty corresponded

FIGURE 4 | (S_) LIT model. Each modality is indicated at the bottom. All
MNets feed into one Head network and are based on what is commonly used
in the literature. Before fusion in the Head network, MNets are flattened and
represented in a lower-dimensional space with the help of a single densely
connected layer.

to 0, etc. This labelling variation was used to assess the difference
in classification accuracies for individual vs. group labelling
schemes. Like the first labelling variation, all models used a
single output unit with a Sigmoid activation function, resulting in
predicted labels between 0 and 1. An intuitive way of visualising
performance was through histograms. By removing the true
labels from the predictions, we created a distribution of the
error; the ideal result would be a slim Gaussian distribution
around zero.

Hyperparameter Optimisation
The models were optimised with the help of hyperparameter
tuning, or hyperparameter optimisation (HPO). The
combination of hyperparameters greatly impacted model
performance. In this work, we made use of Optuna, an
open-source define-by-run API that allowed us to flexibly and
quickly set up a parameter search space (Akiba et al., 2019). We
used the default Tree-structured Parzen Estimator to sample

Frontiers in Human Neuroscience | www.frontiersin.org 6 January 2021 | Volume 14 | Article 60909611

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Dolmans et al. PMWL Classification Using IFMMoN

FIGURE 5 | (S_) MLP model. Each modality is indicated at the bottom. All
MNets feed into one Head network. Both the MNets and the Head consist
solely of densely connected layers.

values for learning rate, dropout rate and momentum. All losses
were calculated as a mean squared error. We opted to use mean
squared error because we have ordinal labels ranging from
1–7. Classifying a data sample with label 1 as 7 is a larger error
(6 off) than classifying it as a 2 (1 off). Cross-entropy does not
take the distance in misclassification into account, whereas
MSE does. Furthermore, we provided four different models as
categorical suggestions, and these models are discussed in the
‘‘Models’’ section. In total, we ran 20 ‘‘trials’’; each trial contained
a 5-fold cross-validation, in which the total dataset was split
into four training and one testing part for every fold. On every
fold, a different split was made, and a new model was trained
to prevent exposing any trained model to the entire dataset
simultaneously. The objective of the HPO was to minimise the
average difference between predicted and true labels. To further
optimise the learning, we used a learning rate policy that is based
on the ‘‘1Cycle Policy’’ as described in Smith (2018). This policy
slowly increases and decreases the learning rate in a pyramidal
shape as a network cycles through a dataset. This helps prevent
getting stuck in local minima. For the creation of visualisations,
the best performing models were trained separately using the
hyperparameters that were found during HPO. During training,

TABLE 1 | Overview of models, their layers and the number of units/filters for
each layer.

LIT Full-sized units/filters MLP Full-sized units

PPG Conv1: 128
Conv2: 128
Dense: 256

GSR Dense1: 256
Dense2: 256

GSR Conv1: 128
Conv2: 128
LSTM1: 256
LSTM2: 256
Dense: 256

PPG Dense1: 256
Dense2: 256

ET Conv1: 256
Conv2: 256
Conv3: 256
Conv4: 256
Dense: 1,024

ET Dense1: 1,024
Dense2: 1,024
Dense3: 1,024

NIRS Conv1: 512
Conv2: 512
Dense1: 2,048
Dense2: 2,048
Dense3: 2,048

NIRS Dense1: 2,048
Dense2: 2,048
Dense3: 2,048

HEAD Dense1: 3,584
Dense2: 4,096
Conv1: 512
Conv2: 512
Conv3: 256
Dense3: 512
Dense4: 256

HEAD Dense1: 3,584
Dense2: 2,048
Dense3: 1,024
Dense4: 512

LIT refers to the model that was based on literature, and MLP refers to the model that
only contains densely connected layers. Table contains information about the full-sized
models, and half-sized models contain exactly half the number of units/filters per layer.

the dataset was split 90–10% train-test randomly, in order to
prevent testing the network on previously seen samples. All
training was done on a single NVIDIA GeForce GTX 1080-Ti
GPU. For further details on the HPO and its implementation,
kindly refer to the code that can be found on the following doi:
10.5281/zenodo.4043058 (Dolmans, 2020), or on GitHub1.

RESULTS

In this section, we discuss the retrieved data and the achieved
results for the various configurations of models.

Data
The total number of samples that were selected is 4,082, with
an average of 185.5 samples per participant (max: 345, min:
77). The distribution of samples across LoWs can be seen in
Table 2. Participants most commonly indicate that the puzzles
have a 5/7 difficulty, followed by a 6/7 difficulty. Participants
rarely indicate that the puzzles are the easiest (1/7) or hardest
(7/7) possible difficulties: 2.1 and 9.3%, respectively. The internal
consistency of labels was assessed using Cronbach’s alpha
(Tavakol and Dennick, 2011). There were two perspectives from
which an alpha could be calculated for the labels. The first was
how internally consistent the puzzles are as a predictor of PMWL
under the assumption that the puzzles are test items; the resulting
alpha was 0.74. The second perspective was how internally
consistent the participants are in self-assessing MWL under the

1https://github.com/Tech4People-BMSLab/mwl-detection
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assumption that participants are test items; the resulting alpha
was 0.97.

Model Performance—Individual Labels
As discussed previously, models were evaluated by their ability
to predict the LoW the participant indicated. Two sets of 10 trails
were done using the Optuna toolbox, once with theMLP and LIT
models and once with the S_MLP and S_LIT models. Table 3
contains an overview of the trials that were done on personal
labels. The best result that was achieved with the MLP model is
an average absolute difference 0.1892 between predicted and true
labels. This corresponded to 1.13 LoW when translated back to
the 7-point scale that participants rated their PMWLon. Training
times per 5-fold cross-validation with 25 epochs per fold were
around 40 min. The best result that was achieved with the LIT
model is 0.1978, or an average of 1.19 LoW. Training times lay
around 70min. The best result that was achieved with the S_MLP
model is 0.1642, or an average of 0.985 LoW. This is also the
best result that was achieved within our search space. Training
times lay around 25 min. The best result that was achieved with
the S_LIT model is 0.1681, or an average of 1.009 LoW. Training
times lay around 43 min.

The best performing model predicted 63.6% of the samples
within one LoW and 72.7% within 1.5 LoW. The distribution
of the difference between the predicted and true labels had
µ = 0.033 and σ = 0.233, see Figure 6. The mean of the
distribution was slightly larger than zero, meaning that the model
was prone to overestimating the workload of the participant.
The confusion matrix shows that the model most frequently
correctly classified samples with a label of 0.6667, corresponding
to a difficulty rating of 5. See Figure 7 for the confusion matrix.
From this confusion matrix, it can be deduced that the accuracy
of the classifier is 32%, which is considerably above chance
level: a random classifier for seven target labels would correctly
classify 14% of the samples. If one considers a difference of
one label to also be correct, the accuracy of the classifier is 77%.
In this case, a random classifier would have a performance of
3/7 that equals 43%.

Model Performance—Group Labels
As discussed, a second labelling variation was assessed. This
variation leads to five different labels, and their distribution can
be viewed in Table 4. Since these labels depended on the average

TABLE 2 | Drift, sample distribution, and puzzle difficulties.

Drift Difficulties: number of samples Average puzzle difficulties

Avg: 548 ms 1: 87 (2.131%) VLow: 2.73
Std: 590 ms 2: 350 (8.574%) Low: 3.73

3: 479 (11.73%) Mid: 4.7
4: 611 (14.97%) High: 3.89

5: 1,275 (31.23%) VHigh: 5.76
6: 902 (22.10%)
7: 378 (9.260%)

Total: 4,082

The first column details the recorded drift in terms of the average and standard deviation.
The second column summarises the samples and their distribution within each level of
difficulty. The third column contains the average difficulty rating for each puzzle on a
7-point scale, as rated by the participants.

TABLE 3 | Overview of hyperparameter optimisation (HPO) trials and their
respective scores, ran on individual labels.

Trial Model Difference LoW Duration (min)

1 MLP 0.5996 3.60 39:09
2 MLP 0.3556 2.13 39:04
3 MLP 0.3685 2.21 39:14
4 MLP 0.2208 1.32 39:18
5 LIT 0.2440 1.46 1:15:49
6 LIT 0.3772 2.26 1:10:32
7 MLP 0.1892 1.14 38:50
8 LIT 0.5672 3.40 1:09:05
9 LIT 0.3798 2.28 1:09:38
10 LIT 0.1978 1.19 1:09:33
11 S_LIT 0.2957 1.77 43:03
12 S_MLP 0.1840 1.104 25:30
13 S_LIT 0.5930 3.558 47:39
14 S_MLP 0.1772 1.063 25:30
15 S_LIT 0.1715 1.029 47:30
16 S_MLP 0.1701 1.021 25:31
17 S_MLP 0.1642∗ 0.985∗ 25:21
18 S_LIT 0.1681 1.009 47:09
19 S_MLP 0.1808 1.085 25:13
20 S_LIT 0.4534 2.720 47:14

Trial indicates the trial number of the HPO. Model indicates which neural network
was used in the trial. Difference indicates the mean difference between true label
and predicted label. LoWs (levels of workload) indicate the number of LoW the mean
difference translates to, one LoW being 0.1667. Duration is time needed for a five-fold
cross-validation. Bolded numbers are the best performances for each model type. An
asterisk indicates best overall performance.

rating of participants, they were not equidistant. There existed a
gap of 0.33 from the lowest difficulty puzzle to the next puzzle.
The puzzles thereafter only had 0.05 LoW between them. Similar
gaps are present between the third and fourth and fourth and
fifth difficulties. Similar to model training with individual labels,
a total of 20 trials of HPO were done using the Optuna toolbox.
Table 5 contains the results of these trials. The best result was
achieved with the S_LIT model, with a mean difference between
true label and predicted label of 0.2386. The distribution of
prediction vs. label had µ = −0.055 and σ = 0.284, see Figure 8
for clarification. The confusionmatrix shows that themodelmost
frequently classifies data into the fourth difficulty, regardless of
true label, see Figure 9 for details. In this case, the accuracy of
the classifier is 27%, which is just above chance level (accuracy
of 20%). If 1 label off is also correct, the performance of the
classifier is 72%. Hence, one can conclude that using group labels
decreases the performance of the classifier, probably due to the
introduction of noise in the labels.

Unimodal Performance
To investigate the additional value of additional modalities,
individual modalities were also evaluated. All models were
trained using the hyperparameters that proved most effective for
each model type, using individual labels. In other words, HPO
was not run for each of the unimodal problems, but relied on
earlier optimisations for the respective models. Table 6 details
the results of these tests. The best performance was achieved
using the PPG modality and the S_MLP model, with an average
absolute difference between predicted vs. true label of 0.1969, or
1.18 LoW. The best overall performance for a single modality
was achieved with the S_LIT model and the GSR; a difference
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FIGURE 6 | Histogram of predicted vs. true label difference using individual labels. Labels and predictions have been offset such that all true labels are 0 and their
respective predictions are deviations away from 0. The vertical lines indicate −1/6 and 1/6 bounds, or one LoW on each side. Predictions outside these lines are
more than one workload level inaccurate. For this histogram, the S_MLP was used with HP corresponding to trial 17 in Table 3.

of 0.1796, or 1.08 LoW. The fNIRS modality performed worst on
both models, reaching a difference of 0.2865, or 1.71 LoW, and
0.3188, or 1.91 LoW, for S_MLP and S_LIT, respectively.

DISCUSSION

Performance
Model performance on models trained with individual labels
reached sub-level accuracies on a seven-level scale in the
classification of PMWL on unseen samples. This showed that the
choice of implementation and the IFMMoN were able to learn
and generalise from the training data. The histogram shows a
normal distribution where the vast majority of points lie around
zero, indicating that predicted labels were frequently close to
the true labels. The confusion matrix showed that the average
prediction of the IFMMoNwas slightly higher than the true label,
yet a diagonal trend could still be observed. Themodel performed
best in the classification of the fifth LoW, followed by the third
and sixth. This followed the trend where more prevalent labels
show better performance, with the exception of the third LoW.
Furthermore, the fourth LoW, though third-most represented
in samples, showed the worst results for unknown reasons.
Because of the sample distribution, performance in the relatively
underrepresented extremes was hard to assess. This distribution
also led to great variability in performance during HPO since
the dataset was shuffled differently on each fold. Hence, some
folds contained relatively many samples from underrepresented
classes in the test set.

The classification of the alternative labelling variation showed
no significant diagonal trend; the IFMMoN classified the
majority of samples in the fourth LoW, regardless of label. This
LoW was the most prevalent label, meaning that the IFMMoN
was unable to generalise and minimise loss by classifying into
the class that five was the lowest loss. A reason for this could
be that the average PMWL did not represent the individual
PMWL of participants well enough, rendering the connection
between sample and label insignificant. The IFMMoN might
learn individual physiology given an individual label but might
be unable to generalise in the dataset if all labels are common
for vastly different physiologies. In future works, determining
the effect of individual differences would be worth pursuing.
Model affectivity, as well as performance in general, may vary
between subjects, and gaining more insight into these differences
can improve the usability of the IFMMoN.

Evaluation of unimodal performance showed that some
modalities performed significantly better than others. Though
not visually reported in this work, unimodal classification
showed a similar trend to the alternative labelling variation:
all classifications merge towards one label. This reduces the
credibility and value of the classifications based on a single
modality. In particular, the fNIRS modality performed poorly.
This could mean that the data do not contain valuable signals,
or that the implemented processing was inadequate. Another
reason for the poor performance of the modality could be the
stimulus presentation. The fNIRS modality is often only used
in block designs; this optimises the separability of conditions,
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FIGURE 7 | Confusion matrix of the predicted vs. actual classes using individual labels. Labels range from 0–6, totalling seven levels of workload. Every square
contains two numbers: the number of times the label was predicted and the relative proportion of predictions in their respective class (in parenthesis). To plot this
confusion matrix, predicted labels were placed into the nearest class. The majority of prediction is on or above the diagonal.

which is known from the field of functional MRI (fMRI), since
the two modalities essentially measure the same signal (Maus
et al., 2010). However, stimulus presentation in our research
did not follow such a block design. Instead, our work uses a
more naturalistic stimulus in that participants worked on several
longer tasks. This ‘realness’ of the stimulus allowed us to assess
the effectiveness of fNIRS in non-lab situations but likely also
negatively impacted the distinguishability between conditions.
Because HPO was not done for each of the unimodal problems,
but the best parameters for the respective network type were
used, performance may not be optimal. In order to determine
qualities, such as the informativity of the individual modalities,
HPO will have to be done.

TABLE 4 | Labels, occurrences, and prevalence percentages.

Label (puzzle) Occurrences Percentage

0 (VLow) 424 10.39%
0.33 (Low) 691 16.93%
0.38 (High) 965 23.64%
0.65 (Medium) 1,138 27.88%
1 (VHigh) 864 21.17%

Total: 4,082

The first column shows the scaled average rated difficulty for the respective puzzle level
between parentheses. The second column indicates the number of occurrences for each
LoW. The third column details the percentage of occurrences in the respective difficulties.

To really prove that a multimodal approach outperforms,
one needs to validate this on different workload paradigms,
such as N-back and visual information overload. Moreover, one
needs a sound statistical methodology for proving significance
that also includes a false discovery rate correction due to
multiple testing. We would not be surprised that for some
workload situations, the unimodal approach is on par with
a multimodal approach. This however, lies outside of the
scope of this research and is a line of further research. While
lacking in efficacy, unimodal evaluation allowed us to assess
the MG of the implementation. Altering the configuration
of the IFMMoN was quick and simple due to the modular
design. This indicated that the modularity criterium was adhered
to, and that it was practical during research. Furthermore,
since we were able to achieve better performance using all
modalities, the generalisability criterium was also satisfied. The
IFMMoN appeared to generalise better given data from multiple
physiological sources. Hence, we consider the MG criteria to be
practical and valuable.

Limitations
Our limitation is that we are aware of some in several
categories. First, there are hardware limitations, which become
most apparent when inspecting device synchrony. The average
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TABLE 5 | Overview of HPO trials and their respective scores, ran on group
labels.

Trial Model Difference Duration (min)

1 LIT 0.2491 39:09
2 S_MLP 0.2583 39:04
3 S_MLP 0.2484 39:14
4 S_MLP 0.2642 39:18
5 S_MLP 0.4670 1:15:49
6 S_MLP 0.2540 1:10:32
7 S_MLP 0.3202 38:50
8 S_MLP 0.5389 1:09:05
9 S_MLP 0.2616 1:09:38
10 MLP 0.2616 1:09:33
11 S_MLP 0.2594 43:03
12 S_LIT 0.2352 25:30
13 S_LIT 0.2546 47:39
14 S_LIT 0.3129 25:30
15 S_LIT 0.2396 47:30
16 S_LIT 0.2304∗ 25:31
17 LIT 0.4366 25:21
18 S_LIT 0.2447 47:09
19 MLP 0.5276 25:13
20 S_MLP 0.2804 47:14

Trial indicates the trial number of the HPO. Model indicates which neural network
was used in the trial. Difference indicates the mean difference between true label
and predicted label. Duration is time needed for a five-fold cross-validation. Bolded
numbers are the best performances for each model type. An asterisk indicates best
overall performance.

recorded drift across all participants was 548 ms (SD = 590 ms,
max = 2, 827 ms, min = 58 ms). In total, four participants
had a drift of larger than 1 s. For two of these, the reason is
known: crashing software and device shutdown before recording
end. The reason for the drift in the remaining two is unknown.
An average recorded drift of 548 ms is quite large for some
modalities, such as ET, and not so much for fNIRS. If this
system is to be used with a modality that is even more sensitive
to drift, such as electroencephalography (EEG), significant
improvements need to be made. One way of doing this is by
performing data collection on a more powerful computer, or
by distributing the data collection over multiple computers.
Dedicating more CPU to each device and stream will likely
yield better results. Device-specific hardware limitations may
also play a role in the drift of data streams. Finally, the
recording software may also be looked to when investigating the
drift further.

Second is the limited number of participants. A common way
of improving performance is by gathering more data. In total,
4,082 samples were collected from 22 participants. To put this
dataset in perspective, ImageNet, a large image database that
is commonly used, has over 14 million images (Deng et al.,
2009). Of course, gathering physiological data is significantly
more time-consuming, especially when using multiple devices.
Nonetheless, an almost-guaranteed way of improving the
performance is to gather data from more participants.

Third is the choice of modalities. Currently, only gaze data
(X and Y coordinates of both eyes) are used in this work.
Duchowski et al. (2018) demonstrate the efficacy of pupillary
activity with regard to the assessment of cognitive load. The
inclusion of pupillary data into this work may have led to
different results. The same can be said for our measurements

of the brain. Currently, fNIRS is used to measure the relative
changes in (de)oxyhaemoglobin. However, EEG can also be
used to predict cognitive load, as demonstrated by Friedman
et al. (2019). This train of thought can be extended to other
measures, to the extent where this same research can be
performed with a different set of modalities to achieve vastly
different results.

A fourth limitation is the model architecture and
optimisation. Currently, two variations of IFMMoN were
used, each with a small and large version. Smaller versions
showed better performance while also being more efficient,
possibly due to the small size of the dataset. No further
exploration into where model performance stops improving
with the reduction of model size and/or complexity was done.
Furthermore, HPO was done only on momentum, learning
rate and dropout rate. This can be improved by also varying
the number of hidden layers and neurons, as demonstrated
by Akiba et al. (2019). On the other hand, the performance
estimates given in the results could be a little optimistic
due to the fact that HPO applied was on the total dataset
instead of using nested cross-validation (i.e., applying HPO
on each train fold in the cross-validation approach). But, since
HPO was used to optimise only some learning parameters,
the presented performances are a good reflection of the
actual performances.

Data selection around markers can be changed and
customised for each of the modalities. For example, selecting
fNIRS data around marker can be done differently when
compared to ET data, given that the haemodynamic response
is very ‘slow’ compared to eye movements. For this reason, data
after the markers could also contain valuable information for
some modalities. Worth noting, however, is that changes to the
dataset or modalities would require the network to be retrained
and HPO would need to be redone. If a modality is added,
then the Head network and the sub-network corresponding
to the new modality need to be (re-)trained. If a modality is
removed, then only the Head network needs to be re-trained.
This is a time- and resources-consuming process. Testing on
additional subjects that contain the same modalities does not
require retraining. The latter is something that was not tested
in this research and is thus considered one of its shortcomings.
Lastly, network outputs could be encoded in a 7-dimensional
vector where each output gives the probability of this the
respective label, rather than outputting a single number between
0 and 1.

Finally, some complications arose during collection and upon
inspection of the retrieved data. Data of Participants 3, 8, 13 and
16 were partially excluded due to software crashes and poor
device connectivity. Participants 6, 9, 15 and 21 sporadically
show minor artefacts likely related to movement or dark hair.
However, this data was included in the dataset with the intention
to expose the system to a certain, perhaps more realistic, degree
of noise.

Labelling
A more psychometric point of discussion lies in our labelling
scheme. Participants will give different ratings for the
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FIGURE 8 | Histogram of predicted vs. true label difference using group labels. Labels and predictions have been offset such that all true labels are 0 and their
respective predictions are deviations away from 0. µ indicates the mean, and σ indicates the standard deviation. For this histogram, the S_LIT was used with HP
corresponding to trial 16 in Table 5. Vertical lines show the original bounds of 1 LoW for reference.

FIGURE 9 | Confusion matrix of the predicted vs. actual classes using group labels. Labels range from 0–4, totalling 5, one for each puzzle difficulty. Every square
contains two numbers: the number of times the label was predicted and the relative proportion of predictions in their respective class (in parenthesis). To plot this
confusion matrix, predicted labels were placed into bins that represent their class. The majority of predictions are in the second highest workload level.
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TABLE 6 | Overview of results for individual modalities.

Model Labels Difference LoW

MLP Individual 0.1892 1.14
S_MLP Individual 0.1642 0.985∗∗

LIT Individual 0.1978 1.19
S_LIT Individual 0.1681 1.09
MLP Group 0.2616 –
S_MLP Group 0.2616 –
LIT Group 0.2484 –
S_LIT Group 0.2304 –

Modality
S_MLP PPG 0.1969 1.18

GSR 0.2160 1.30
NIRS 0.2865 1.71
ET 0.2159 1.30

S_LIT PPG 0.2400 1.44
GSR 0.1796 1.08∗

NIRS 0.3188 1.91
ET 0.2224 1.33

The first column contains the name of the model. The second column describes which
labels were used. The third column reports the achieved mean difference between
predicted vs. true label. The last column shows the mean difference in level of workload.
An asterisk indicates the best performance in the unimodal setting; a double asterisk
indicates the overall best performance.

same PMWL. Ratings are entirely subjective and volatile
because one can only assess one’s PMWL relative to oneself.
Furthermore, one person might feel confident and calm
while experiencing high workload, whereas another might
feel stressed while experiencing low workload. Hence, one
should always expect to see a high degree of error and
variance when assessing PMWL, or any human emotion
for that matter. Since the objective of our system is to
eventually classify PMWL in naturalistic environments in
real-time, we chose to work with such naturalistic stimuli
from the start. Comparing classification results between
our labelling variations that accuracy is highly sensitive to
which labelling scheme is used. Based on these observations,
our recommendation is to use individual labels to train
the IFMMoN.

CONCLUSION

The goal of this research was to use PMWL using a multimodal
DNN. While participants were solving verbal logic puzzles,
GSR, PPGF, fNIRS and ET data were collected simultaneously
using LSL. We proposed a novel IFMMoN; the best model
was able to classify PMWL with a 0.985 LoW accuracy on
a 7-level scale. This result allows us to conclude that the
IFMMoN can use the provided four modalities to classify
PMWL. The MG criteria were guiding in all stages of the
research: data collection, data selection and model design.
The modularity criterium was satisfied through streaming of
data from various separate applications into one collection
software, as well as the choice of intermediate fusion using
MNets that feed into one Head model. Generalisability was
satisfied through improved model performance when adding
multiple modalities. We showed that smaller models achieved
better results in our classification task, while experiencing

a speedup factor roughly equivalent to the size-difference
factor. A critical discussion highlights the strong and weak
points of this work, and we highlight clear avenues for
improvement. Future works will work towards the classification
of PMWL in real-time so that applications can be adapted to
their users.

FUTURE WORKS

Currently, two variations of labels were trained on: one with
individual difficulty ratings and one with averaged difficulty
ratings over all participants. However, the output of our
models is always a number between 0 and 1. Different
objectives for classification can be interesting to pursue. Given
a known option space, a vector containing probabilities of
a participant’s next move can be outputted. This could be
interesting because it would allow the prediction and even
interception of mistakes. A different route would be to train
on data that originate in an alternative task. This would yield
insight into the generalisation capabilities of the pipeline and
networks and would thus likely benefit the overall robustness of
the system.

The long-term outlook of this line of research is to
create a system that can classify user PMWL in real-time
and eventually can do so for multiple users simultaneously.
Users can then be steered to improve the overall efficacy in
their task, whatever it may be. This can, for example, be
done by adapting the environment’s intensity to trigger a
state of flow. However, the participant can also be adapted
to the environment by modulating the participant. Such
modulation can be done with the help of visual, audial or even
olfactory stimulation (Hughes, 2004; Weinbach et al., 2015).
This research takes several relevant steps in the direction of
such a system since it shows that PMWL can be classified
accurately using multiple modalities. Additional modalities
and users can easily be added due to the employed design
principles. Furthermore, the size of the network allows for
real-time implementation.

Moreover, such a system might even be able to detect which
person is currently using it. This can improve the system’s
adaptability, as well as clusters usage patterns, similar to what
is done in unsupervised problems. The ability to cluster users
together may prove especially valuable in collaborative and
team contexts. McDonald and Solovey (2017) demonstrated the
potential of using fNIRS to distinguish between 30 different users
with 63% accuracy, providing a clear route for implementation.

Data Augmentation
A proven method of increasing model accuracy is simply to
supply more data, so that the model is better able to generalise.
However, the task of collecting, formatting and labelling data
is time-consuming and expensive. Data augmentation allows
for the generation of new and unseen data, offering a solution
to the data shortage problem. There are several different
options for data augmentation. It can be done in the input
space, the feature space or in the learned feature space,
to name a few. Augmentations in the input space involve
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performing several transformations on the original data. In
image classification, this often takes the form of rotation
or scaling, or by adding noise to the image (Sajjad et al.,
2019; Sun et al., 2019). For data augmentation in input and
feature space, domain expertise is often required to ensure
that newly generated data respects the domain from which
it is synthesised. Examples are works by Steven Eyobu and
Han (2018) and Schlüter and Grill (2015). Generative models
were also proven to be capable of performing such tasks while
also overcoming missing data and even modalities (Ngiam
et al., 2011; Srivastava and Salakhutdinov, 2012). In the above
examples, new feature extraction and augmentation blocks
must be designed for each data type and problem specifically.
This requires both tailoring, as well as domain expertise,
and therefore does not generalise well across domains and
problem statements.

Vries and Taylor propose to perform data augmentation
in the learned feature space (DeVries and Taylor, 2017).
Their approach relies on first learning a representation of
the data and then performing data augmentations on those
representations. They hypothesise that simple augmentations on
encoded data, rather than input data, result in more plausible
synthetic data. They propose using a sequence autoencoder on
the bases of the proven generalisability of the seq2seq models
that were independently devised by Cho et al. (2014) and
Sutskever et al. (2014). The approach that DeVries and Taylor
(2017) propose has several benefits over the other discussed
methods of data augmentation. Similar to a previous work
(Sutskever et al., 2014), the feature augmentation is done in
reduced dimensionality, making the implementation lightweight.
However, instead of designing constraints that are specific to
the domain task and input data, more generalised parameters
that dictate augmentation can be formulated. These parameters
are then also eligible for HPO. Hence, this approach fits best
within the MG criteria and would be worthy of pursuing in
future works.
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Neuromarketing has gained attention to bridge the gap between conventional marketing

studies and electroencephalography (EEG)-based brain-computer interface (BCI)

research. It determines what customers actually want through preference prediction.

The performance of EEG-based preference detection systems depends on a suitable

selection of feature extraction techniques and machine learning algorithms. In this

study, We examined preference detection of neuromarketing dataset using different

feature combinations of EEG indices and different algorithms for feature extraction and

classification. For EEG feature extraction, we employed discrete wavelet transform (DWT)

and power spectral density (PSD), which were utilized to measure the EEG-based

preference indices that enhance the accuracy of preference detection. Moreover, we

compared deep learning with other traditional classifiers, such as k-nearest neighbor

(KNN), support vector machine (SVM), and random forest (RF). We also studied the

effect of preference indicators on the performance of classification algorithms. Through

rigorous offline analysis, we investigated the computational intelligence for preference

detection and classification. The performance of the proposed deep neural network

(DNN) outperforms KNN and SVM in accuracy, precision, and recall; however, RF

achieved results similar to those of the DNN for the same dataset.

Keywords: deep learning, feature extraction, customer neuroscience, classification, signal processing,

neuromarketing

1. INTRODUCTION

Neuromarketing or consumer neuroscience is an emerging disciplinary area that connects the
affective and cognitive aspects of customer behavior utilizing neuroimaging tools such as brain-
computer interfaces (BCIs). BCIs play the role of a communication tool between humans and
computer systems without any external devices or muscle intervention to issue commands,
control, or complete an interaction. BCI research and development initially considered as an
assistive technology aimed to help individuals with physical disabilities in various aspects such as
communication, control, and mobility. In recent times, alternative BCI applications for healthy
humans have been developed, and an increasing number of these re-searches target fields such as
neuromarketing (Al-Nafjan et al., 2017a). Electroencephalography (EEG) is a practical, versatile,
affordable, portable, and non-invasive technique for performing repetitive sessions, tasks, and
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observations. EEG-based BCIs have gained increasing interest in
the literature from various scientific disciplines (Al-Nafjan et al.,
2017a).

In neuromarketing, EEG-based preference detection seeks to
provide insights into an individual’s experience with a variety
of products and media as well as his responses to market
stimuli. It is a well-known fact that consumer emotions impact
decision-making. On the other hand, consumer’s emotions can
strongly be influenced by many internal and external factors.
The detection and recognition of a consumer’s emotional state
thus reveal true consumer preferences (Aldayel et al., 2020).
Although several studies have been conducted on EEG-based
emotion recognition (Ramadan et al., 2015), EEG-based studies
for detecting preferences in consumers are in a very early phase.
Furthermore, only a few preference-recognition studies have
evaluated passive BCIs compared to the number of active BCIs.
Additional research that employee BCIs to assess unconscious
customer preferences is therefore needed, as opposed to research
on BCIs for direct control actions (van Erp et al., 2012).

An EEG-based preferences detection system helps us
understanding consumer preferences and behavior to understand
how one makes a buying decision. It will help marketers and
organizations acting upon them to increase customer satisfaction,
positive customer experiences, consumer loyalty, and revenue.
(Aldayel et al., 2020).

Although the neuromarketing field has evolved significantly
in the last decade; it still has not been fully implemented
in the separated academic fields in marketing research. This
is because marketing researchers lack training on systematic
cognitive practices in neuroscience. In addition, marketing
researchers have previously doubted the implications of violating
ethical rules and the privacy of consumers when using
neuroscience technologies for commercial purposes. However,
there are still reservations against the use of neuromarketing
to extract specific knowledge of customers (Ait Hammou et al.,
2013). Consequently, the potential use of EEG data during
passive observations to derive product preferences remains an
open debate (Telpaz et al., 2015). Accordingly, only a few
neuromarketing research on advertising efficiency (Morin, 2011)
were reported. This research aims to thoroughly examine the
preference detection in neuromarketing using EEG indices.
We chose these EEG indices based on an analysis of neural
correlations of the preference that was explained in our previous
research (Aldayel et al., 2020). We employed two approaches
for the extraction of EEG features, namely, discrete wavelet
transform (DWT) and power spectral density (PSD).

These approaches were used to measure the EEG-based
preference indices. The preference indices enhance the accuracy
of preference prediction. In fact, to the best of our knowledge, this
is the first study that examines in detail the effect of preference
indicators in enhancing the performance of classification
algorithms. Furthermore, we analyzed the performance of deep
learning with other conventional classification algorithms, such
as k-nearest neighbor (KNN), random forest (RF), and support
vector machine (SVM).

The remainder of this paper is arranged as follows: section
2 introduces the main concepts of this study with background

details; section 3 presents the related works; section 4 describes
the research methodology, i.e., the experiments with EEG data;
section 5 discusses the evaluation results; and, finally, section 6
presents the conclusion.

2. BACKGROUND

In this section, we provide an overview of BCI-based preference
detection and examine EEG-based preference indices.

2.1. BCI-Based Preference Detection
This section explains the design process of neuromarketing
experiments for anticipating customer preferences and choices.
First, a customer places a BCI device on his/her head. Then,
the customer looks at the products while EEG data are recorded
at the same time on the BCI. Next, the customer rates his/her
preference on each product using a nine-point subjective ranking
scale. After viewing all products, the subjective ranks need to
be manually labeled as “preferred” or “unpreferred.” Next, the
recorded EEG signals go through preprocessing and feature
extraction. The training and prediction of the classifier are based
on the consumer’s choice (subjective ranks). The proposed BCI
system for preference detection is shown in Figure 1. This system
has three fundamental modules: signal preprocessing, feature
extraction, and classification modules.

2.2. EEG-Based Preference Indices
This section explains the preference indicators based on EEG
signals. Based on our literature review (Aldayel et al., 2020),
we defined the following four EEG indices to measure people’s
responses to marketing stimuli: the approach-withdrawal (AW)
index, valence, choice index, and effort index. Such indices help
marketers in realizing the reactions of consumers to products
(Cartocci et al., 2017; Cherubino, 2018).

2.2.1. AW Index
The AW index measures the frontal alpha asymmetry reflected
the difference between the left and right hemispheres; that is,
the percentage of participation of the left hemisphere compared
to the right one in the frontal alpha band (Cartocci et al., 2017;
Touchette and Lee, 2017; Cherubino, 2018; Ramsøy et al., 2018).
Several studies have shown the efficacy and precision of frontal
alpha asymmetry as an essential determinant in emotion and
neuromarketing research (Cartocci et al., 2017; Touchette and
Lee, 2017; Al-Nafjan et al., 2017b; Cherubino, 2018; Modica et al.,
2018; Ramsøy et al., 2018).

2.2.2. Effort Index
This measure is described as the activity level of the frontal theta
in the prefrontal cortex. Higher theta activity has been associated
with higher levels of task difficulty and complexity in the frontal
area. It is an indication of cognitive processing arising from
mental exhaustion (Modica et al., 2018) and has been frequently
studied in neuromarketing research (Vecchiato et al., 2010, 2011;
Boksem and Smidts, 2015; Telpaz et al., 2015;Modica et al., 2018).
This reveals the significance of handling emotional changes for
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FIGURE 1 | EEG-based BCI for preference recognition.

TABLE 1 | Classification algorithms employed for preferences detection in neuromarketing.

References Classification

Algorithm
Class Best accuracy (%)

Chew et al., 2016
SVM 1. Liked

2. Disliked

75

KNN 80

Kim et al., 2015
SVM

1. Preferred image

2. Unnoticed image
83.64

Hadjidimitriou and Hadjileontiadis, 2012, 2013
KNN

1. Liked

2. Disliked
91.02

Pan et al., 2013
SVM

1. Liked

2. Disliked
74.77

Moon et al., 2013

Quadratic discriminant analysis 1. Most preferred

2. Preferred

3. Less preferred

4. Least preferred

97.39

KNN 97.99

Teo et al., 2017, 2018a,b
DNN 1. Liked

2. Disliked

74.38

SVM 60.19

Hakim et al., 2018

Logistic Regression

1. Most favored

2. Least favored

67.32

SVM 68.50

KNN 59.98

Decision trees 63.34

Yadava et al., 2017

DNN

1. Liked 2. Disliked

60.10

SVM 62.85

RF 68.41

HMM 70.33

the formation of sustainable memory in commercials (Cartocci
et al., 2017).

2.2.3. Choice Index
The choice index measures the frontal irregular fluctuations in
beta and gamma, frequently associated with the actual stage
of decision-making. It has been the most associated marker of
willingness to pay for assessing customer desire and preferences,
particularly in the gamma band. Higher gamma and beta implied
greater neural activity of the left frontal area, while smaller
amounts are associated with greater neural activity of the right
area (Ramsøy et al., 2018).

2.2.4. Valence
Asymmetrical activation of the frontal hemisphere was correlated
to preferences interpreted as valence, that is, the orientation
of affective status of a consumer). Activation of the right and
left prefrontal area is related to negative and positive values
of valence, respectively. A large number of studies support the
theory that frontal EEG asymmetry can be a measure of valence
(Al-Nafjan et al., 2017b).

3. RELATED WORK

EEG-based preference classification normally includes the
spectral conversion of waveforms into features exploited by
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data-mining algorithms, which are trained on labeled data to
forecast whether preferences are presently being detected. The
preference classification of EEG varies from binary labels such
as (“like” vs. “dislike”) and (most favored vs. least favored) to
multiple ordinal labels in the form of ranks, such as the nine-scale
rank or five-scale rank. Several preference studies have usedmore
than two algorithms of classification to find tuned classifiers for a
set of features (Hwang et al., 2013). Chew et al. (Ramadan et al.,
2015) evaluated user preferences of aesthetics displayed as virtual
three-dimensional objects. The frequency bands were used as
features for the EEG classification into two classes—“like” and
“dislike”—using SVM and KNN and achieving an accuracy of 75
and 80%, respectively. These results, however, are not considered
credible since the authors used a relatively low dataset of five
subjects. In their extended research (Teo et al., 2017, 2018b), the
authors raised the number of subjects to 16 but did not obtain
better results.

By integrating EEG measures with questionnaire measures,
Hakim et al. (2018) obtained an accuracy of 68.5% using the
SVM to determine themost and least preferred items. Combining
classifiers, such as boosting, voting, or stacking, can be used

TABLE 2 | Affective dataset description.

Preference model Binary (like-dislike)

Stimul Visual-based stimuli (4 s per product picture )

Participants Twenty-five participants, aged 18–38

Trials 1,050 trials (42 trials for each subject)

EEG device Emotiv EPOC+ device includes 14 channels

Experimental method

Each user viewed and evaluated his or her preferences

toward 42 pictures of products in form of either like or

dislike.

to gather multiple classification algorithms by integrating their
outcomes and/or training them to complement each other and
improve their performance (Lotte et al., 2018). The choice of
classifiers in a BCI system is mainly dependent on both the
type of mental signals acquired and the setting in which the
application is used. LDA and SVM, however, are the most widely
used classification algorithms and were used in over half of the
EEG-based BCI experiments. Some works employed graph-based
deep learning to study attention behavior (Zhang et al., 2019,
2020). Table 1 summarizes several studies in neuromarketing in
which various classifiers were used to achieve the most accurate
accuracy in predicting customer preferences.

Our review in Aldayel et al. (2020) highlighted the need to use
further features and fusion of classifiers to boost the accuracy
of the prediction. In this study, we used a publicly available
neuromarketing dataset (Yadava et al., 2017) that was previously
used (Yadava et al., 2017) in building a predictive model for
consumer product choice from EEG data. By using a passive BCI,
researchers studied the influences of gender and age on consumer
preferences in terms of like/dislike. However, all indices of EEG-
based preference recognition have not been combined in any
study. To the best of our knowledge, this is the first in-depth
investigation of the effect of preference indicators in enhancing
the performance of classification algorithms.

4. MATERIALS AND METHODS

The outcome of preference detection is dependent on the
choices of algorithms for feature extraction and classification.
In this study, we examined the probability that two affective
levels, namely, “like” and “dislike,” could be identified employing
different feature combinations of EEG indices as well as different
approaches of feature extraction and classification algorithms.

FIGURE 2 | Architecture of the consumer preference prediction system.
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We chose these EEG indices based on an analysis of neural
correlations of the preference that was explained in our previous
research (Aldayel et al., 2020). For EEG feature extraction, we
used DWT and PSD. Then, the PSD features were used to
calculate the EEG-based preference indices. We applied deep
learning classification to identify approaches of using intelligent
computational modeling in the form of classification algorithms
as these approaches can effectively reflect the subjects’ preferred
states. Moreover, we compared the efficiency of deep learning
with other traditional classifiers, such as SVM, RF, and KNN. We
developed our model in Python programming language using the
Scikit-Learn, SciPy, and MNE and Keras packages for machine
learning, EEG preprocessing and filtration, and signal processing
and deep learning, respectively.

In this section, we present our methods and describe the
architecture of the proposed EEG-based preference recognition.
First, we examine the neuromarketing benchmark dataset and
labeling of preferences states. Then, we illustrate how to extract

features from EEG signals. Lastly, we explain the DNN classifier
for preference detection. Figure 2 presents the methods used in
the consumer preference prediction system.

4.1. Dataset
This section describes a publicly available EEG dataset (Table 2)
that has been used (Yadava et al., 2017) in neuromarketing
experiments. The Emotiv EPOC+ headset was used to record

TABLE 3 | Frequency bands correlated to decomposed coefficients.

Decomposed coefficient Frequency bands (Hz) Decomposition level

D1 32–64 Gamma

D2 16–32 Beta

D3 8–16 Alpha

D4 4–8 Theta

A4 0–4 Delta

FIGURE 3 | Different levels of DWT decomposition by low-pass (LP) and high-pass (HP) filtering yield A4, D4, D3, D2, and D1 corresponding to delta, theta, alpha,

beta, and gamma, respectively, with 128 Hz sampling frequency (SF).
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EEG data. Twenty-five users participated, and their EEG data
were recorded while they watched products on a computer
screen. The age of the users ranged from 18 to 38 years. A set of 14
diverse products, each with three variations, were selected. A total
of 42 (= 14 × 3) diverse product pictures were then generated,
and 1050 (= 42×25) EEG data were therefore logged for all users.
The EEG data were downsampled to 128 Hz and preprocessed
to 14 channels, resulting in 25 documents or one document per
user. The EEG features were collected from 14 channels placed
at AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and
AF4 locations. Responses in the form of either “like” or “dislike”
were collected from the users for each product. Each product
was presented for 4 s, and EEG data were logged simultaneously.
After each image was presented, the preferred choice of the user
was collected.

Since consumers may not be able to express their preferences
when asked to clearly articulate them, their subjective labeling
is not sufficient. We extracted true hidden preferences (i.e., the
ground truth table) from EEG signals. We used two methods
to identify preference labels (“like” or “dislike”): (1) subjective
self-assessment labels collected during the experiment; and (2)
valence-based labels to identify the objective preference states. In
this experiment, we used different types of preference labeling to
obtain more accurate results. We used the valence index as the
determinant of preference to match the target preference state—
“like” or “dislike.” Valence rates were categorized to lower rates if
values ranged from one to five and higher rates if values ranged

from six to nine. A lower valence rate is an indicator of a “dislike”
preference state, while a higher valence rate is an indicator of a
“like” preference state.

We used Cohen’s kappa to test the agreement level between
two types of labeling, namely, subjective self-assessment and
valence-based labels determined from EEG. The kappa score was
0.03, which can be interpreted as a slight agreement between
these labels. We also noticed there were differences in 513
of the 1050 trials, which in line with the main goal of this
neuromarketing research: real and more accurate identification
of preferences using EEG signals.

4.2. Signal Preprocessing
We first averaged the EEG signals and then resampled the
frequency to 128 Hz per channel. From prior knowledge of
EEG, the correlated signal frequency ranges produced by the
brain during preferences states are mainly concentrated below 45
Hz. The useful frequency band in EEG signal data is therefore
between 4 and 45 Hz. We used a bandpass filter ranging from 4.0
to 45.0 Hz. Subsequently, we used ICA and Savitzky–Golay filters
to remove artifacts. We considered only the following electrodes
in the preference calculation: AF3, F3, AF4, and F4.

4.3. Feature Extraction
Feature extraction aims to find important and relevant
information from EEG signals. We extracted EEG frequency
bands using two approaches: DWT and a PSD method named

FIGURE 4 | Block diagram of the DNN classifier.
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TABLE 4 | Classification results of PSD-based feature extraction with/without preference indices and the valence index (V) and different classifiers: KNN, RF, SVM, and DNN using various activation functions in the

DNN: hinge, and cross-entropy (categorical and binary) functions.

Classifiers
DNN

SVM RF KNN

Hinge cross Binary cross Categorical cross

Preference indices No (%) V (%) All (%) No (%) V (%) All (%) No (%) V (%) All (%) No (%) V (%) All (%) No (%) V (%) All (%) No (%) V (%) All (%)

Accuracy 72 92 93 77 92 93 72 92 92 71 87 86 83 94 93 72 80 78

Recall 72 92 93 77 92 93 72 92 92 71 87 86 83 94 93 72 80 78

Precision 73 92 93 79 92 93 73 92 92 72 88 87 84 94 93 73 80 79

TABLE 5 | Classification results of DWT-based feature extraction with/without preference indices and the valence index (V) and different classifiers: KNN, RF, SVM, and DNN using various activation functions in the

DNN: hinge, and cross-entropy (categorical and binary) functions.

Classifiers
DNN

SVM RF KNN

Hinge cross Binary cross Categorical cross

Preference indices No V All No V All No V All No V All No V All No V All

Accuracy 77 82 83 76 75 80 72 79 80 76 76 81 78 79 87 70 73 73

Recall 77 82 83 76 75 80 72 79 80 76 76 81 78 79 87 70 73 73

Precision 77 82 83 76 75 80 73 79 80 76 76 81 78 79 87 71 73 73
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Welch. Then, we used the resulting frequency bands to calculate
the preference indices. The first approach extracts a set of
statistics-based features for each frequency band (details [D2-
D5] and approximation [A5]) computed by DWT. The second
approach stacks the features computed by PSD into a single array
over the raw EEG of the channels.

4.3.1. Discrete Wavelet Transform
The DWT is a time-frequency domain analysis method that
decomposes signals into different coefficients. It can be defined
as multi-resolution or multi-scale analysis, where each coefficient
is a unique representation of mind signals. The convolution
operation is a two-function multiplication process (Chen et al.,
2015; Vega-Escobar et al., 2016). Each inner product results in a
wavelet coefficient. Therefore, the DWT can be expressed using
the following Equation (1):

W(j, k) =

M−1∑

N=0

f (n) · ψ∗

j,k(n) (1)

where f (n) is a signal (sequence) of length n, andψ∗

j,k
(n) is scaling

wavelet function. DWT decomposition can be implemented as a
group of high- and low-pass filters in a filter bank. The outputs
of the low-pass filters are called approximation coefficients, and
those of the high-pass filters are called wavelet detail coefficients.
After the filtering, the signal is down-sampled by a factor of two
based on the Nyquist Theorem, resulting in a frequency band
ranging between fn/2 and fn. Assuming fs sampling frequency
and L decomposition level, every detail coefficient frequency
is related to the sampling frequency rate fs of the raw signals,
given by fn = fs/2L + 1. The number of wavelet decomposition
levels and the selection of a proper wavelet technique are critical
to achieving DWT analysis accuracy (Chen et al., 2015; Vega-
Escobar et al., 2016; Yadava et al., 2017).

Since the sampling frequency in the present study was 128 Hz,
we used four levels of Daubechies (db4) wavelets to decompose
EEG signals into five coefficients, namely, A4, D4, D3, D2, and
D1. Each coefficient is approximately correlated to the basic
frequency bands, namely, (1–4 Hz) delta, (4–8 Hz) theta, (8–
13 Hz) alpha, (13–22 Hz) beta, and (22–64 Hz) gamma. The
decomposed details D1-D4 and approximation A4 for each of the
14 channels are shown in Figure 3, and their correlated ranges of
frequency are listed in Table 3.

Moreover, we computed the (Shannon) entropy values as
measures of signal complexity and extracted the statistical
features that are most commonly used for signals, such as
variance, standard deviation, mean, median, 25th and 75th
percentile values, root mean square of the average amplitude
values, zero and mean crossing rates, and the mean of the
signal derivatives. These 10 statistical features and entropy and
coefficient values were calculated for the five coefficients for the
14 channels. Thus, the number of DWT features was 12 × 5 ×

14 = 840.

4.3.2. Power Spectral Density
The PSD is an indicator of power in a certain signal in terms of
frequency (Xie andOniga, 2020). PSD is one of themost common

feature extraction approaches in neuromarketing research, based
on frequency domain analysis. Previous studies (Ohme et al.,
2009, 2010; Khushaba et al., 2013) have demonstrated that the
PSD obtained from EEG signals is suitable for determining
consumer preferences. The PSD approach transforms the data
from the time domain to the frequency domain, and vice versa.
This conversation is focused on the fast transformation of
Fourier, measuring the discrete transformation of Fourier and its
opposite. In addition to DWT, we applied the PSD technique in
this study to divide each EEG signal into four different frequency
bands: theta θ (4–8 Hz), alpha α (8–13 Hz), beta β (13–30
Hz), and gamma γ (30–40 Hz). The MNE package for signal
processing was employed for computing PSD and the average
power across the frequency ranges.

4.4. Calculation of Preference Indices
We implemented various equations to measure the following
EEG-based preferences indices (Section 2.2): the AW index, effort
index, choice index, and valence. The AW index (frontal alpha
asymmetry), measures motivation and desire as higher activation
of alpha in the left frontal cortex. We used (Equation 2) stated
by Touchette and Lee (2017) to measure the AW scores using
electrodes F4 and F3 to find the difference between the right and
left PSD divided by their amounts.

AW index =
α(F4)− α(F3)

α(F4)+ α(F3)
(2)

The effort index measures effort and cognitive processing as
higher theta activation in the prefrontal cortex. We used the
following equation to calculate the effort index:

Effort Index =
θ(F4)− θ(F3)

θ(F4)+ θ(F3)
(3)

The choice index measures choice possibility in decision making
as higher gamma and beta activation in the frontal cortex
(Ramsøy et al., 2018). We used Equation (4) reported by Ramsoy
et al. to calculate the choice index for each band individually
(gamma and beta) using electrodes AF3 and AF4:

Choice index =
log(AF3)− log(AF4)

log(AF3)+ log(AF4)
(4)

The valence measures positive emotion as left frontal activation
in alpha and beta bands. We applied different valence equations
and investigated the relationships between the self-assessment
and different valence measurements. We computed the values
of valence using Equations (5), (6), (7), and (8), which are
well-explained in literature (Al-Nafjan et al., 2017b).

Valence =
β(AF3, F3)

α(AF3, F3)
−
β(AF4, F4)

α(AF4, F4)
(5)

Valence = ln[α(Fz,AF3, F3)]− ln[α(Fz,AF4, F4)] (6)

Valence = α(F4)− β(F3) (7)
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Valence =
α(F4)

β(F4)
−
α(F3)

β(F3)
(8)

For all preference indices, we used the PSD to extract frequency
band powers from the neuromarketing data because the PSD is
based on frequency analysis, unlike DWT, which is based on time
and frequency analysis.

4.5. Preference Classification Algorithms
In our study, two preference states (“like” or “dislike”) were
detected from EEG neuromarketing data. Mainly, we proposed
a DNN classifier and compared its performance with those
of the KNN, RF, and SVM classifiers. We applied four
classifiers, namely, DNN, KNN, RF, and SVM, to discover the
optimal preference index and a well-matched classifier with the
best accuracy.

RF is an ensemble learning used for classification and
regression problems. It consists of a combination of several
decision trees where the final outcome class is the mode of
all outcome classes of individual trees. Such advantage resulted
in low error rates and robustness against over-fitting while
preserving computational efficiency (Al-Nafjan et al., 2017b; Teo
et al., 2018a). We used the default hyper-parameters of RF in an
sklearn package and adjusted the number of trees in the foreset
to 500, which all processed in parallel.

4.5.1. DNN Classification
There is an explosive growth of deep learning in machine
learning due to its capacity to learn good feature representations
from the raw input. DL was able to provide optimal solutions
to many problems in natural language processing, image, and
speech. With EEG-based BCI, DL has been proven an effective
tool to analyze EEG signals (Roy et al., 2019). We aim to
investigate the possibility to detect two preference states in the
EEG data. We proposed a DNN classifier and compared its
performance with the performances of KNN and RF classifiers.
The proposed DNN classifier block diagram is shown in Figure 4.
The extracted features were first normalized using minimum-
maximum normalization (Equation 9) and then fed into the
DNN classifier.

x−scaled = (x−min)/ (max−min) (9)

In our work, we experimented various techniques and
architectures. The optimal DNN architecture and properties are
as follows:

• Fully connected feed-forward neural network comprised of
three hidden layers.

• The input layer consisted of 2,367 units, and each hidden layer
consisted of 50% units from its predecessor layer.

• Rectified Linear Unit (ReLu) as activation functions.
• Cross entropy (cost function) to compute the output of the

softmax layer.

FIGURE 5 | Accuracy results of KNN, RF, SVM, and DNN (hinge activation) using raw EEG signals with and without feature engineering (DWT and PSD).
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FIGURE 6 | Classification results of the SVM, RF, KNN, and DNN (hinge function) of different combination of preference indices. (A) Accuracy. (B) Recall. (C) Precision.
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• The dimension(s) of the output layer was related to the
number of target preferences state (2) units.

We used the Adam gradient descent with three objective loss
functions: the binary cross-entropy, categorical cross-entropy,
and hinge cross functions for training the DNN classifier with
the following properties:

• Learning rate was set to 0.001.
• Dropout rate for the input and hidden layers was set to 0.5.
• Stopping criterion, to prevent over-fitting, was determined

according to the model performance on a testing set.

Then, we tested our classifier on a test set, which contained
approximately 20% of the data samples in the dataset. In
our work, we used different approaches to prevent over-
fitting including regularization ( such as L1 regularization, L2
regularization, and Gaussian noise), early stopping, and dropout.
Adding noise to the DNN model in a relatively small dataset
can improve its robustness with regularizing effect and decrease
over-fitting.

5. RESULTS AND DISCUSSION

We detected the preference states (“like” or “dislike”) of the
subjects using two different feature extraction methods (PSD
and DWT) and four classifiers: DNN, KNN, RF, and SVM.
For validation and evaluation, we used various measurements,
namely precision, recall, and accuracy. The precision was the
percentage of the prediction of “like” states, which was correct.
The recall was the percentage of actually expected “like” states.
To evaluate the efficiency of the classification algorithms, we split
the data into train and test sets with holdout cross-validation.

The proposed DNN classifier was compared with three
traditional classifiers for EEG signals: KNN, RF, and SVM using
PSD and DWT feature extraction methods as well as various
preference indices. Tables 4, 5 list the results of recall, accuracy,
and precision results of the KNN, RF, SVM, and DNN algorithms
using various activation functions in the DNN: hinge and
cross-entropy (categorical and binary) functions. To show the
importance of the feature extraction (DWT and PSD), Figure 5
presents the accuracy results of KNN, RF, SVM, and DNN (hinge
activation) using raw EEG signals with and without feature
engineering (DWT and PSD).

When using PSD-based features, the KNN and SVM classifiers
yielded enhanced accuracies of 80 and 87% with the valence
index, whereas RF and DNN (binary cross-entropy function)
achieved the highest accuracy of 93% with all preference indices.
Similar results were achieved with the valence index. Using
DWT-based features, the best results were achieved with all
preference indices for all classifiers. The KNN and SVM classifiers
led to enhanced accuracies of 73 and 81%, respectively. The

highest accuracy was 87% with RF and the second-highest
accuracy was 83% with DNN and the hinge loss function.

Figure 6 analyzes the results from the viewpoint of preference
indices. We consider the DNN results with hinge loss function
as it achieved the best accuracy result compared with other loss
functions. About EEG features that exclude preference indices,
the best accuracy results reached 83% with RF and DWT-
based features.

6. CONCLUSIONS

ADNNmodel is proposed for detecting subject preferences from
EEG signals using the benchmark neuromarketing dataset. Two
kinds of features—PSD and DWT—have been generated from
the EEG to obtain a set of 2367 interesting attributes, which
demonstrate the EEG task in each experiment. We used various
evaluation measures (recall, accuracy, and precision) to test the
performance of the classifiers. We built four classifiers, namely,
DNN, KNN, RF, and SVM.

The results demonstrated that RF reached the best results
in PSD-based and DWT-based features with either valence
or all preference indices, however, RF obtained comparable
outcomes to DNN. PSD-based features achieved better results
in preference detection than DWT-based features. Moreover,
combining preference indices leads to better results with either
PSD or DWT-based features. This is perhaps the first study that
examines in detail the effect of preference indicators in enhancing
the performance of classification algorithms.
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Emotion recognition plays an important part in human-computer interaction (HCI).

Currently, the main challenge in electroencephalogram (EEG)-based emotion recognition

is the non-stationarity of EEG signals, which causes performance of the trained model

decreasing over time. In this paper, we propose a two-level domain adaptation neural

network (TDANN) to construct a transfer model for EEG-based emotion recognition.

Specifically, deep features from the topological graph, which preserve topological

information from EEG signals, are extracted using a deep neural network. These features

are then passed through TDANN for two-level domain confusion. The first level uses

the maximum mean discrepancy (MMD) to reduce the distribution discrepancy of

deep features between source domain and target domain, and the second uses the

domain adversarial neural network (DANN) to force the deep features closer to their

corresponding class centers. We evaluated the domain-transfer performance of the

model on both our self-built data set and the public data set SEED. In the cross-day

transfer experiment, the ability to accurately discriminate joy from other emotions was

high: sadness (84%), anger (87.04%), and fear (85.32%) on the self-built data set.

The accuracy reached 74.93% on the SEED data set. In the cross-subject transfer

experiment, the ability to accurately discriminate joy from other emotions was equally

high: sadness (83.79%), anger (84.13%), and fear (81.72%) on the self-built data

set. The average accuracy reached 87.9% on the SEED data set, which was higher

than WGAN-DA. The experimental results demonstrate that the proposed TDANN can

effectively handle the domain transfer problem in EEG-based emotion recognition.

Keywords: EEG, emotion recognition, topological graph feature, maximummean discrepancy, domain adversarial

network

INTRODUCTION

Emotion recognition plays an important role in the human-computer interaction system (Walter
et al., 2014). In addition, accurately identifying the patient’s emotions helps improve the quality
of medical care (Acharya et al., 2015). Currently, popular emotion detection can be divided into
two categories. One is based on non-physiological signals such as facial expressions (Gur et al.,
1992). The other is based on physiological signals such as electroencephalogram (EEG) signals
(Sourina et al., 2012). Facial expressions are prone to misinterpretation (Saxen et al., 2017), but
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EEG signals are directly extracted from the cerebral cortex
without damage, accurately reflecting the physiological
state of the human brain. Therefore, emotion recognition
technology based on EEG signals has received more extensive
research interest.

At present, researchers use a variety of traditional machine
learning methods to identify emotions via EEG, including
support vector machines (SVM) (Alarcao and Fonseca, 1949),
linear discriminant analysis (LDA) (Zong et al., 2016), K-
nearest neighbor (KNN) (Mehmood and Lee, 2015), and more.
Although these methods have achieved good performance in
EEG emotion recognition, there are still limitations. Due to
the individual differences and non-stationarity of EEG signals,
traditional machine learning methods have high requirements
for extracted features. However, most of the current methods for
extracting features from EEG signals are manual, and the results
are often not satisfactory.

Researchers have proposed a variety of shallow unsupervised
domain adaptation methods to solve the cross-subject
classification problem. The main idea of this shallow
unsupervised domain adaptation method is to learn shared
features by minimizing the distance of the distribution difference
between features from different domains. Algorithms for
measuring the distance between two distributions usually
include KL divergence, Wasserstein distance, Shannon entropy
distance, and maximum mean discrepancy (MMD) (Chai et al.,
2016). In recent years, the multiple kernel maximum mean
discrepancy (MK-MMD) (Hang et al., 2019) has shown a greater
advantage in domain adaptation. Pan et al. (2011) proposed a
domain adaptation method called Transfer Component Analysis
(TCA). The principle was to map two differently distributed
data points to a high-dimensional regenerative kernel Hilbert
space (RKHS) by learning a set of universal transfer mappings
between the source and target domains, and then minimize
the MMD in the RKHS to minimize the distribution distance
between the source and target domains. The Transformation
Parameter Transfer (TPT) method proposed by Sangineto
et al. (2014) first trained the classifier of each source domain,
then trained a regression function to learn the relationship
between the data distribution and the classifier parameters,
and finally used the target domain distribution and classifier
mapping to obtain the target classifier, thereby realizing
distribution transfer. The shallow domain adaptation method
has achieved remarkable results in cross-subject classification,
but its performance depends in large part on the quality of
the features and the classification performance of the classifier.
However, it is well-known that it is very difficult to design a
general classifier. If the extracted features are inaccurate, the
resulting model may lead to reduced classification performance,
that is, negative transfer.

Therefore, researchers are more interested in deep domain
adaptation methods. Studies have found that deep neural
networks can learn more transferable features for domain
adaptation (Donahue et al., 2013; Yosinski et al., 2014). Ganin
et al. (2016) proposed a domain-adversarial training of neural
networks (DANN), an approach composed of two main parts.
First, the source and target domains were mapped to a

common subspace through shared parameters for alignment,
and then the source domain classification loss was minimized.
Domain classification loss of the source and target domains was
maximized to achieve domain confusion. The deep adaptation
network (DAN) (Hang et al., 2019) proposed by Long et al.
relied on multi-kernel MMD (MK-MMD) to adapt the source
domain and target domain after multiple fully connected layers
in the deep layer. In addition, Luo et al. (2018) proposed a
domain adaptation framework based on WGAN. There were
two main steps; the first was to pre-train the source domain,
and then the Wasserstein algorithm was used for adversarial
training to adapt the target domain to the source domain. Similar
to the WGAN framework, Jimenez-Guarneros and Gomez-Gil
(2020) proposed a custom domain adaptive method (CDA).
This method used adaptive batch normalization (AdaBN) (Li
et al., 2018) and MMD in two independent networks to reduce
the marginal and conditional distribution of the source and
target domains. Ma et al. (2019) proposed an adversarial domain
generalization framework called DResNet, which learned specific
biased weights for each source domain and unbiased weights
shared by all domains. Unlike the other methods mentioned
above, this method did not use any information about the
target domain. At present, most of the methods based on deep
domain adaptation put the distributed adaptation strategy on the
specific task layer of the deep network, which can better reduce
the domain difference. However, these deep domain adaptation
methods usually only use simple distributed adaptation methods,
which cannot confuse the source domain and target domain
well. In addition, most of the existing deep domain adaptation
methods are based on image classification, and there are few
domain adaptationmethods based on cross-subject EEG emotion
classification. For example, Zheng and Lu (2016) proposed a
framework of emotion transfer based on TPT, Luo et al. (2018)
proposed a domain adaptation method for EEG emotion based
on WGAN, Li Y. et al. (2019) proposed a domain adversarial
method for EEG emotion based on Bi-hemisphere, Li J. et al.
(2019) proposed amultisource transfermethod for EEG emotion,
Li et al. (2020) proposed a domain adaptation method for EEG
emotion based on latent representation similarity.

Clearly, even if a subject induces the same emotion at different
times, some external factors such as temperature and humidity
will cause physiological changes (Chueh et al., 2012). This will
cause changes in their EEG signals that are called cross-day
variability. At present, few researchers analyze and study this
problem. Although the tasks of cross-day transfer and cross-
subject transfer are the same, they both match the distribution of
source domain and target domain to eliminate the distribution
difference. But they have different characteristics to learn. The
challenge in cross-day transfer is to train a general classification
model for the same subject, which must extract the same EEG
features for the same emotional states across days. Cross-subject
transfer, on the other hand, trains a general classification model
for different subjects, and must extract the same EEG features
for the same emotional states across subjects. It is very difficult
to build a general model and extract high-quality features;
a deep neural network is better than traditional methods at
learning features.
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In this paper, we propose a two-level deep domain adversarial
network model based on a deep convolutional neural network
to recognize EEG emotion transfer. EEG features are mapped to
images, and the spatial topological information of EEG features is
simultaneously retained using the method presented by Bashivan
et al. (2015) andHwang et al. (2020). A deep convolutional neural
network can learnmore transferable features by learning the EEG
feature topological map. We use the AdaBN layer to standardize
the characteristics of the source and target domains, and then
use MMD to reduce the distribution difference between the
source and target domains to achieve the domainmatching effect.
Finally, through the adversarial domain adaptation network,
the distribution difference between the source and target
domains is further reduced dynamically to achieve complete
domain confusion. We verified the cross-day transfer and cross-
subject transfer.

The main contributions of this manuscript lie in the
following aspects:

1) A two-level domain adaptation neural network (TDANN)
was proposed to construct a transfer model for EEG-based
emotion recognition. Through the combination of MMD and
DANN, the source domain, and the target domain can adapt
to each other better.

2) Topology features were used to increase spatial information,
which can better describe the state of different emotions.
In addition, a convolutional network with adaptive standard
layer was proposed to extract effective emotion features from
topology graph.

3) A cross-subject and cross-day emotion EEG data set was
constructed to study the transfer models for EEG-based
emotion recognition. In this data set, each subject participated
in six sessions, which is the largest number of sessions in the
current public datasets for EEG-based emotion recognition.

EXPERIMENTAL SETUP

Since there is no data set big enough for research on the cross-day
transfer model for EEG-based emotion recognition, we designed
an experiment to build an EEG data set for emotion recognition.
Each subject’s EEG signals under different emotion states were
collected three times with a 1 week interval, and the sequence was
repeated again after 1 month.

Stimuli and Experimental Procedure
Thirty-six video clips of joy, sadness, anger, and fear were chosen
for the experiment from the Chinese affective video system (Xu
et al., 2010) and from a self-built emotional material library.
The self-built library was a standardized multi-sensory emotional
stimulation material library built on the basis of psychological
methods and composed of various comedy, love, crime, war,
documentary, and horror films with a clear picture and good
sound. In order to induce a single type of emotion accurately, the
length ofmovie clips was set to 50–335 s and the emotion induced
by each video reached the highest intensity at the end.

The experiment was performed in three parts, namely,
Experiments A, B, and C. The details of the movie clips used in

each part are listed in Table 1. See Figure 1 for an overview of the
experimental procedure.

The order of the three parts was random, and the time interval
between them was 1 week. In each part, four categories of
movie clips (total of 12 movie clips) were randomly presented
to the participants in 12 trials, and each trial involved the
following steps:

1. 10-s display of the current trial number to inform the
participants of their progress

2. 5 s of baseline signal collection (fixation cross)
3. Display of the movie clips
4. 10-s self-assessment for arousal and valence (based on self-

assessment manikins)
5. 5min break between different emotional types of video clips.

EEG Recording and Preprocessing
The Beck Anxiety Inventory (Fydrich et al., 1992), Hamilton
Anxiety Rating Scale (Shear et al., 2010), and Hamilton
Depression Scale (Hamilton, 2004) were administered to exclude
individuals with anxiety, depression, or physical abnormalities
and those under sedatives and psychotropic drugs. The
participants included 16 college students (eight males and eight
females) with an average age of 23.13 years (range = 19–27, SD
= r 2.37). All participants were right-handed, with normal or
corrected vision and hearing.

EEG signals were recorded with a gtec.HIamp system. The
sampling rate was 512Hz, a band-pass filter in the range of 0.1–
100Hz was utilized to filter EEG signals, and a notch filter with a
frequency of 50Hz was used. The layout of 62 electrodes followed
the international 10–20 system. The Fz electrode was used for
reference calculation. Thus, the number of effective electrodes
was 61.

First, we selected the subjects’ EEG data based on their self-
evaluated valence. The threshold was set to 5. If a participant’s
valence for happy videos exceeded five points, and videos
with sadness, anger, and fear were <5, we believed that
the participant’s emotions were accurately induced, and the
participant’s signal was retained; otherwise the participant’s signal
was deleted. We also excluded subjects with poor EEG signal
quality, for example large EMG artifacts or EEG signal drift.
In the end, we eliminated 4 subjects and retained 12 subjects
with better signals. Then, we selected the last 50 s of the EEG
signal from each video clip for analysis. In the video material,
the shortest video length is 50 s. In order to make the sample
balanced, we intercepted the data corresponding to all videos in
the last 50 s. The EEG signals were passed through a 2-s time
window and overlapped by 50%. After segmentation, each video
segment had a total of 49 samples, and each participant had a total
of 588 samples. There were 3,528 samples over 6 days.

Before extracting features, the data was preprocessed. First,
the channels with poor data were recompressed and averaged
with the surrounding channels. Next, the blind source analysis
algorithm FastICA (Hyvärinen, 1999) was used to remove EOG
artifacts. We used FastICA to decompose the original EEG
signal into multiple ICs, identifying IC with occasional large
amplitude as eye-movement artifact and removed it. Third,
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TABLE 1 | Brief description of the movie clips used in the emotion experiment.

No. Label Experiment A Experiment B Experiment C

Movie Name Length (sec) Movie Name Length(sec) Movie Name Length (sec)

1 Joy More Haste Less Speed 109 The Eagle Shooting Heroes (1) 228 Lost on Journey 281

2 Joy A Big Potato 142 A World Without Thieves 191 Home with Kids 187

3 Joy Flirting Scholar 112 Chaplin Comedy 244 The Eagle Shooting Heroes (2) 53

4 Sadness My Brothers and Sisters 146 Dearest (1) 182 Man Phoning in the Snow 142

5 Sadness Mother Love Me Once Again 137 Tangshan Earthquake; 335 Echoes of the Rainbow 241

6 Sadness Warm Spring 102 Dearest (2) 120 ROB-B-HOOD 234

7 Anger Fist of Fury (2) 66 YiP Man II 172 Japanese Aggression 96

8 Anger Kangxi Dynasty 94 Don’t Talk to Strangers 205 Blind Mountain 275

9 Anger Conman in Tokyo 107 Fist of Fury (1) 258 Poaching Wild Animals 148

10 Fear Help Me 50 Lights Out 134 A Man Lying in Bed 162

11 Fear The Game of Killing (1) 159 Man Lying on the Ground 291 The Grudge 167

12 Fear Inner Senses 247 Snake Eating People 158 A Woman Taking a Gun 190

FIGURE 1 | Experimental procedure. The experiment was performed in three parts: Experiments A, B, and C. The order of the three parts was random and the time

interval was 1 week. In each part, 12 movie clips with four discrete categories of emotion (joy, sadness, anger, and fear) were presented in 12 trials. Each subject

participated in two complete experiments.

we used a band-pass filter of 0.1–64Hz to filter out high-
frequency interference in EEG signals. Then, we used the
reference electrode standardization technology (REST) to re-
reference the data (Yao, 2001; Yao et al., 2019), and finally,
we removed the 5 s of the baseline before the task from the
EEG signal.

TWO-LEVEL DOMAIN ADAPTATION
NEURAL NETWORK

The two-level deep domain adaptation framework for EEG-based
emotion recognition is shown in Figure 2. The framework was

mainly composed of three parts, namely a feature generator,
a domain discriminator, and a classifier. The main task of the
generator was to further learn the stable features related to
the emotional state in the EEG image and to align the source
and target domains in the subspace. The domain discriminator
further reduced the distribution distance between the source and
target domains.

Feature Generator Based on CNN
Feature extraction is a very critical step in the research of
EEG emotion recognition. Features based on EEG emotion
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FIGURE 2 | Flowchart of the two-level depth domain adaptation framework, with feature extractors, classifiers, and domain discriminators. The DE feature was

converted into a topological map feature as the input of the feature extractor. After processing by the two-level domain adaptation network, the source and target

domains were distributed similarly while ensuring classification performance. The first-level domain adaptation network was mainly composed of feature extractors

and a traditional algorithm MMD; the second-level domain adaptation network was composed of domain adversarial networks with feature extractors and

domain discriminators.

recognition are mainly divided into three categories: time-
domain features, frequency-domain features, and time-frequency
features (Jenke et al., 2014). Time domain features include
energy, average, standard deviation, first-order variance,
standard first-order variance, second-order variance, and
standard second-order variance. Hjorth (1970) proposed more
complex temporal characteristics: Activity, Mobility, and
Complexity. There is also the fractal dimension (FD) (Sourina
and Liu, 2011), in addition to the high-order cross (HOC)
(Petrantonakis and Hadjileontiadis, 2010) feature extraction
method, which represents the oscillation mode of the signal and
has high stability. The frequency domain features are mainly
extracted on five frequency bands, Delta band (1–3Hz), Theta
band (4–7Hz), Alpha band (8–13Hz), Beta band (14–30Hz), and
Gamma band (31–50Hz). Commonly used frequency domain
features include energy and power spectral density (PSD)
(Jenke et al., 2014). Moreover, time-frequency domain features
include differential entropy (DE) (Duan et al., 2013), differential
asymmetry (DASM) feature, rational asymmetry (RASM)
feature, and differential causality (DCAU) feature (Zheng et al.,
2019). Time-frequency domain features is usually extracted by
short-time Fourier transform (STFT) (Koenig, 1946), Hilbert-
Huang Spectrum (HHS) (Hadjidimitriou and Hadjileontiadis,
2012), discrete wavelet transform (DWT) (Mallat, 2009) and

other time-frequency transformation methods. Murugappan
et al. (2010) used DWT to extract the energy and entropy
of five frequency bands of EEG signal, including root mean
square (RMS), and recursive energy efficiency (REE). Alazrai
et al. (2018) proposed a quadratic time-frequency distribution
(QTFD) to extract time-frequency feature. Most of the current
researches extract the DE features of five frequency bands for
emotion recognition. Since the EEG signal is non-stationary, it
can be approximated that the EEG signals follow the Gaussian
distribution N(µ, σ 2), DE can be simply expressed by the
following (Duan et al., 2013):

h(X) = −

∫
∞

∞

1
√

2πσ 2
ℓ
−

(x−µ)2

2σ2 log

(
1

√

2πσ 2
ℓ
−

(x−µ)2

2σ2

)
dx

=
1

2
log

(
2πℓσ 2

)
(1)

Where X submits the Gaussian distributionN(µ, σ 2),

1
√

2πσ 2
ℓ
−

(x−µ)2

2σ2 is the probability density function of X, x is

a variable, π and ℓ are constants.
The extracted DE features only consider the temporal

information and ignore spatial information. Therefore, we
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FIGURE 3 | (A) 3-dimensional position of the EEG electrode with 61 channels. (B) 2-dimensional position of the electrode using the polar coordinate

projection method.

FIGURE 4 | TP-DE images of five frequency bands for a certain participant. Length and width are 32; channel is 5.

adopted a previously tested method using polar coordinate
projection to maintain the spatial topology (Bashivan et al.,
2015; Hwang et al., 2020). We projected the three-dimensional
electrode position onto a two-dimensional plane, as shown in
Figure 3. We used the Clough–Tocher scheme interpolation
method to insert the differential entropy feature on each
electrode and to estimate the value between the electrodes
to obtain a 32 × 32 × 5 EEG image. Figure 4 shows
the topology-preserving DE (TP-DE) characteristics of five
frequency bands of a certain subject after using maximum and
minimum standardization.

In the deep CNN, we used a multi-layer convolutional
layer and two maximum pooling layers. Table 2 shows
the CNN model structure for cross-day transfer research.
We added an AdaBN layer after each set of convolutional
layer and fully connected layer. The AdaBN standardized
the distribution between the source and target domains
in each batch of samples, so that the source and
target domains were better matched in the subspace.
Each fully connected layer used a dropout layer, with
dropout rate= 0.5.

TABLE 2 | CNN model structure for cross-day transfer research.

Layer Input dimension Output dimension Kernel size Stride size

Conv1 5 6 3 × 3 1 × 1

Maxpool1 6 6 2 × 2 2 × 2

Conv2 6 64 3 × 3 1 × 1

Maxpool2 64 64 2 × 2 2 × 2

FC1 7 × 7 × 64 512

FC2 512 256

In the mean, bolding means the accuracy mean is the largest; In the Std, the bold is the

smallest.

Two-Level Domain Adaptation Method
In order to understand the deep domain adversarial method
more clearly, we first introduce the symbols that will be used
here. We assume XS ∼ xSi , i = 1 · · · nS is the data sample
of the source domainDs, YS ∼ ySi , i = 1 · · · nS is the
label corresponding to the source domain data sample, and
XT ∼ xTi , i = 1 · · · nT is the data sample of the target
domain DT .
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Feature generator Gfmaps the source domain data XSand the
target domain data XT to the same space:

X′

S = Gf (XS),X
′

T = Gf (XT) (2)

The generator Gf shares parameters in the source domains XS

and target domains XT , so the feature dimensions of X′
S and X′

T

are the same.
The function of the domain discriminator Gd is to distinguish

the source domain and the target domain. It takes X′
S and X

′
T as

the input, and outputs the prediction of domain, respectively YD
S

and YD
T :

YD
S = Gd(X

′

S),Y
D
T = Gd(X

′

T) (3)

The role of the classifier Gc is to classify EEG emotions. It takes
X′

S and X′
T as inputs and outputs predictive labels, which YS

are and YT :

YS = Gc(X
′

S),YT = Gc(X
′

D) (4)

We parameterize the generatorGf , domain discriminatorGd, and
classifier Gc; their parameters are θf , θd and θc respectively.

First, we optimize the parameters and minimize
the cross-entropy:

min
θf ,θc

LC(XS,XT) = −E(xS ,yS)−(XS ,YS)

[
M∑

c = 1

ySc logGc(Gf (xS))

]
(5)

Here,M represents the emotion class.
Then, introducing the domain adaptation algorithm, we

propose a two-level domain adaptation algorithm based on
a deep neural network. In the first-level domain adaptation,
we use the MMD algorithm, combined with the AdaBN layer
in the feature extractor, to align the class distribution of the
source and target domains. Under the premise of ensuring
the classification performance, the source and target domains
are initially confused, and the MMD distance is minimized by
optimizing the parameter θf :

min
θf

LMMD(XS,XT) = LMMDEXS ,XT (XS,XT) (6)

Where LMMD represents the MMD distance. MMD distance can
effectively measure the distance between distributions, and can
be expressed by:

LMMD(XS,XT) =
1

n2S

nS∑

i,j = 0

κ(X
(i)
S ,X

(j)
S )−

1

nSnT

ns ,nT∑

i,j = 0

κ(X
(i)
S ,X

(j)
T )

+
1

n2T

nT∑

i,j = 0

κ(X
(i)
T ,X

(j)
T ) (7)

Where nS, nT represent the number of samples in the source and
target domains, respectively, and κ(·, ·) is a linear combination of
multiple radial basis function (RBF) kernels, defined as:

κ(X
(i)
S ,X

(j)
T ) =

∑

n

ηn exp

{
−

1

2σn

∥∥∥X(i)
S − X

(j)
T

∥∥∥
2
}

(8)

Where σn is the standard deviation of the nth RBF kernel and ηn
corresponds to its associated weight.

Using the MMD algorithm alone for domain adaptation is
not sufficient for multi-source domain matching. Therefore, the
second-level domain adaptation–domain adversarial method is
introduced. We use the second-level domain adaptation network
to reduce the distribution distance between the source and
target domains. The principle of the domain discriminator is
to maximize the cross entropy by optimizing the parameters
θf and θd:

max
θd

, min
θf

LD(XS,XT) = −E(xS ,xT )−(XS ,XT )

[
N∑

d = 1

yd logGd(Gf (xS, xT))

]
(9)

Where N is the numbers of domains.
Finally, we add gradient penalty to the domain loss to realize

the Lipschitz constraint, so that the domain loss function can be
more stable and converge faster in training. We also add an extra
L2 norm regular term:

min
θf ,θc ,θd

LG = LC + λdLD + λmLMMD + λz‖W‖2 (10)

max
θd

LD = −LD + λL(
∥∥∇xGd(x)

∥∥
2
− 1)

2
(11)

Where λd, λm, λz , and λL are hyper-parameters, and is the
transformation matrix.

RESULTS

Cross-Day Transfer Research
We used a self-built data set for cross-day transfer research.
In this data set, each participant had 6 days of data and each
participant iterated six times. We used the leave-one-out method
for cross-validation, that is, for each subject, 1 day was randomly
selected as the test set, and the remaining days as the training set.
In the deep network, 15% of the data was randomly selected from
the training set every day as the validation set. In the parameter
settings of the network model, the batch size was 160, the source
and target domains were each 80, and the number of neurons
in the fully connected layer was 512 and 256, respectively.
The hyperparameters were λd (0.1), λm (0.1), λz (0.01), and
λL (10). An Adam optimizer was used, and the learning rate
was 0.0005. All the methods in this paper were implemented
in Python, and the deep neural network was implemented in
Tensorflow. The workstation operating system was Windows 7,
using Inter(R)Xeon(R) E3-1230v3 CPU, NVIDIATITANVGPU,
and 16G of RAM.

We studied the characteristics of the CNN learning EEG
topological map. We extracted the output of the EEG topological
map through the last layer of the convolutional network, and
after superimposing and averaging the samples of the source
and target domains, we selected nine channels with clear
features and drawn feature maps after using maximum and
minimum standardization, as shown in Figure 5. The first two
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FIGURE 5 | Feature visualization based on cross-day transfer model learning in the second convolutional layer. (SP, source positive; TP, target positive; SN, source

negative; TN, target negative).

rows represent the positive characteristics of the source domain
and target domain learned by the convolutional network, and
the last two rows represent the negative characteristics of the
source domain and target domain learned by the network. From
channels 1, 2, 3, and 4, we can see that there are differences
between positive and negative emotions in the central area of the
graph; in channels 5, 6, and 7, there are differences at the top of
the graph; in channels 8, There are differences on both sides of
the graph; channels 9 are differences at the bottom of the graph.
There were obvious differences between positive and negative
emotions in the parietal, frontal, and temporal lobes. This result
was consistent with that of Zhuang et al. (2018). In addition, the
positive and negative emotions of the source and target domains
were similar, which proved that the network proposed in this
paper can effectively solve the problem of cross-day transfer.

Next, we used the traditional support vector machine (SVM)
classification method as the baseline, the RBF kernel is used,
and compared the superior traditional transfer method, transfer
component analysis (TCA), and the depth domain adaptation
network DANN. First, we verified the EEG data set we collected
using the leave-one-out method, and the results are shown in
Table 3. In the self-built database, due to the difference in the data
distribution of the training set and the test set, the baseline SVM
classification performance was poor. In the second classification,
for Joy-Sadness, Joy-Anger, and Joy-Fear, the accuracy rates were
70.02%, 71.16%, and 69.01%, and the accuracy rate for the four
categories was 40.29%.Compared with the SVM method, the
classification accuracy was slightly improved with the traditional
TCA transfer method, but the improvement was not obvious.
Using the DANN, the classification accuracy was significantly
improved. The accuracy of the two classifications was 80.84%,
81.27%, and 80.20%, and the accuracy of the four classifications
was 49.67%. Compared with the baseline SVM classifier, the
accuracy of the classification was improved by 10%, 10%, 11%,

TABLE 3 | Performance of adaptive methods in different domains for self- built

EEG data set (cross-day).

Methods Two classification Four classification

Joy-Sadness Joy-Anger Joy-Fear

Mean Std. Mean Std. Mean Std. Mean Std.

SVM 0.7002 0.159 0.7160 0.162 0.6901 0.137 0.4029 0.102

TCA 0.7429 0.172 0.7343 0.149 0.7256 0.131 0.4373 0.108

DANN 0.8084 0.123 0.8127 0.128 0.8020 0.117 0.4967 0.083

MMD 0.7997 0.153 0.8094 0.136 0.8038 0.118 0.4298 0.105

TDANN 0.8400 0.149 0.8704 0.119 0.8532 0.120 0.5688 0.097

TABLE 4 | Performance of SEED adaptation methods in different domains for the

public data set (cross-day).

SVM TCA DANN MMD TDANN

Mean 0.5884 0.6827 0.6972 0.6817 0.7493

Std. 0.1142 0.1670 0.0900 0.1350 0.0927

and 9%. This showed that deep neural networks can effectively
learn more transferable features for domain adaptation. The
accuracy of the method proposed in this paper reached 84.0%,
87.04%, and 85.32% in the second classification. The accuracy
of the four classifications reached 56.88%. Compared with the
DANN network, it increased by 4%, 6%, 5%, and 7% respectively.

Moreover, we used SEED data set for cross-day transfer
research. The SEED data set was proposed by Zheng and Lu
(2017). They used scores (1–5) and keywords to evaluate subjects’
emotions (positive, neutral, and negative) when watching video
clips. There were 15 movie clips (5 positive, 5 neutral, and 5
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negative) and each movie clip lasted about 4 minutes. Fifteen
healthy subjects (8 females, 7 males, MEAN: 23.27, SD: 2.37)
were selected and scanned using the ESI NeuroScan System.
The distribution of 62 electrodes conformed to the international
10–20 standard and the sampling rate was 1000Hz. The EEG
signal was down-sampled to 200Hz, the signals that were heavily
polluted by EOG and EMG were screened, and the screened
signals were then passed through a 0.3–50Hz bandpass filter.
Then the EEG signal was divided into 1s-long data segments
without overlap. Thus, there were 3,394 samples for each subject,
and the sample sizes of the three emotions were basically the
same. Each subject had three experiments. We used the leave-
one-out method for cross-validation. The results are shown in
the Table 4. Compared with SVM, TCA, DANN, and MMD, the
accuracy of TDANN is improved by 16, 6, 5, and 6% respectively.

In order to show the transfer process of feature distribution,
we selected one subject’s EEG data in our self-built data set to
visualize by t-SNE (Donahue et al., 2013) in different domain
adaptation algorithms in the leave-one-out method verification
(see Figure 6). Figure 6A shows the original distribution of
the source and target domains of the subject. It can be seen
that the distribution of EEG features in the source and target
domains was different, which was confusing and resulted in a
very poor classification effect using the SVM classifier directly.
Figure 6B shows the feature distribution map after feature
mapping by the TCA method. It can be seen that mapping
the feature to the feature subspace effectively distinguished the
source domain from the target domain, but for multi-source
domains transfer it was not enough; the feature distribution of
the source domain was still very scattered. Figure 6C shows the
feature distribution map learned by the DANN network. Still,
some of the features of the source and target domains were
confused, and the features of the source and target domains
were relatively scattered and not clustered together. Figure 6D
shows the distribution of features learned by the MMD. It can
reduce the intra class distance, but can’t widen the class spacing.
Figure 6E shows the distribution of features learned by our
method. It is evident that the features learned by our method are
easier to distinguish than those learned by the DANN. Moreover,
the class spacing became larger and the class inner distance
became smaller.

Cross-Subject Transfer Research
Currently, the most used data set for cross-subject transfer
research is SEED, so we first chose to use SEED for this as
well. When using the SEED data set to verify the cross-subject
transfer research, we also used the leave-one-out method for
cross-validation, that is, one subject was randomly selected as
the test set, and the rest were the training set, so 15 iterations
were required. Compared with the cross-day transfer study, the
tasks were different, and the selected data and sample sizes
were also different. The number of samples in the cross-day
transfer study was small, while the number in the cross-subject
transfer study was large. Therefore, the CNN in the cross-subject
transfer study had a deeper network structure than in the cross-
day transfer study. The CNN structure is shown in Table 5.
Similarly, we added an AdaBN layer after each convolutional
layer and fully connected layer. The AdaBN standardized the
distribution between the source and target domains in each batch
of samples, making the source and target domains better in the
subspace matched by one (Donahue et al., 2013). In addition,
each fully connected layer used a dropout layer, with a dropout
rate of 0.5.

We then conducted cross-subject transfer research on the
SEED data set. When using the SEED data set to verify the cross-
subject transfer research, we also used the leave-one-out method

TABLE 5 | CNN model structure for cross-subject transfer research.

Layer Input dimension Output dimension Kernel size Stride size

Conv1 5 32 3 × 3 1 × 1

Conv2 32 32 3 × 3 1 × 1

Maxpool1 32 32 2 × 2 2 × 2

Conv3 32 64 3 × 3 1 × 1

Conv4 64 64 3 × 3 1 × 1

Conv5 64 128 3 × 3 1 × 1

Conv6 128 128 3 × 3 1 × 1

Maxpool2 128 128 2 × 2 2 × 2

FC1 6 × 6 × 128 1,024

FC2 1,024 512

FC3 512 256

FIGURE 6 | Feature visualization diagram. (A) original distribution of the features of the source and target domains; (B) distribution of the features after being mapped

by the TCA algorithm; (C) distribution of the features learned by the DANN algorithm; (D) distribution of the features learned by the MMD algorithm; (E) feature

distribution of TDANN learning.
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TABLE 6 | Performance of SEED adaptation methods in different domains for the public data set (cross-subject).

SVM TCA TPT DANN MMD DAN DResNet WGAN-DA TDANN

Mean 0.5818 0.6400 0.7517 0.7919 0.6655 0.8381 0.8530 0.8707 0.8790

Std. 0.1385 0.1466 0.1283 0.1314 0.0483 0.0856 0.0832 0.0714 0.0613

In the mean, bolding means the accuracy mean is the largest; In the Std, the bold is the smallest.

for cross-validation, that is, we randomly selected one subject as
the test set, and the rest as the training set. Therefore, 15 iterations
were required. The batch size was 224, the source domain and
target domain were each 112, and the number of neurons in the
fully connected layer was 1,024, 512, and 256, respectively. The
hyperparameters were λd (0.1), λm (0.1), λz (0.01), and λL (0.1).
An Adam optimizer was used, and the learning rate was 0.0005.

We simultaneously compared the current best-performing
algorithms in the cross-subject transfer of EEG emotions,
including shallow algorithms such as TCA and TPT, and deep
algorithms such as DANN, DResNet, and WGAN-DA. We
continued to use the SVM classifier as the baseline. Table 6 shows
the average and variance obtained with different algorithms.
Among the shallow transfer algorithms, TPT had the best effect,
with an accuracy rate of 75.17%. Among the deep transfer
algorithms, WGAN-DA had the best classification performance,
with an accuracy rate of 87.07%. Although the accuracy of
DResNet was not as high as that of WGAN-DA, DResNet did
not use any information about the target domain data. TDANN’s
recognition accuracy rate was 87.9%, the highest recognition
rate achieved by any of the algorithms, and it was more stable
than WGAN-DA.

Then, we used a self-built data set for cross-subject transfer
research. Twelve subjects’ EEG data collected for the first time
were used in this cross-subject transfer experiment. We used
the leave-one-out method for cross-validation, and compared
with TCA, DANN, and MMD algorithms. The results are
shown in the Table 7. The accuracy of the method TDANN
reached 83.79, 84.13, and 81.72% in the second classification. The
accuracy of the four classifications reached 47.28%. Compared
with the MMD, it increased by 5, 5, 6, and 4%, respectively.
However, in the cross-subject transfer experiment of self-built
data set, the overall accuracy is lower than that of cross day
transfer experiment. The reason for this may be that there exists
intrinsic differences among subjects, and more data collected
from different subjects are needed to remove this intrinsic
differences among subjects.

CONCLUSIONS

Emotion recognition is the most important part of human-
computer interaction. EEG emotion recognition research has
been developed for decades, and many impressive results have
been obtained. However, there are still quite a few problems,
among which the most important are cross-day transfer and
cross-subject transfer. Because EEG signals are non-stationary,
the signal distribution of each subject is different. Even for the

TABLE 7 | Performance of adaptive methods in different domains for self-built

EEG data set (cross-subject).

Methods Two classification Four classification

Joy-Sadness Joy-Anger Joy-Fear

Mean Std. Mean Std. Mean Std. Mean Std.

SVM 0.6726 0.147 0.6995 0.1474 0.6565 0.120 0.3411 0.089

TCA 0.7505 0.040 0.7544 0.049 0.7327 0.459 0.4202 0.025

DANN 0.7299 0.046 0.7168 0.023 0.6624 0.025 0.4120 0.043

MMD 0.7837 0.151 0.7993 0.154 0.7568 0.146 0.4341 0.100

TDANN 0.8379 0.155 0.8413 0.137 0.8172 0.130 0.4728 0.079

In the mean, bolding means the accuracy mean is the largest; In the Std, the bold is the

smallest.

same subject, there are differences in the EEG signals collected at
different times.

In this paper, we propose a domain adaptation framework
using deep neural networks for EEG emotion recognition. We
have verified the performance of the framework on two data
sets: our self-built data set, and the public data set SEED. In
the cross-day transfer evaluation, we compared the currently
favored transfer algorithms TCA and DANN. In the self-built
data set, the accuracy rates of Joy-Sadness, Joy-Anger, and Joy-
Fear were 84.0, 87.04, and 85.32%, respectively, and the accuracy
rate of the four categories was 56.88%. In the SEED data set, the
accuracy of three classification reached 74.93%. For the cross-
subject transfer evaluation, the algorithm we proposed achieved
an average accuracy rate of 87.9% in SEED data set. In the self-
built data set, the accuracy rates of Joy-Sadness, Joy-Anger, and
Joy-Fear were 83.79, 84.13, and 81.72%, respectively, and the
accuracy rate of the four categories was 47.28%. Visualizing the
features learned by the feature extractor, it can be clearly seen
that different brain regions are activated by different emotions.
The energy of positive emotions in the parietal, and frontal lobes
is significantly higher than that of negative emotions.

In our cross-day transfer research, although we established a
data set with the largest amount of data available at present for
deep neural network training, the amount of data is still far from
enough. The labor and funds required to build a sufficiently large
data set are beyond the scope of most research institutions. Some
studies have found that sample generation through a generative
adversarial network (GAN) can effectively increase sample size
and improve the training performance of a neural network
to a certain extent. In follow-up research, we will study data
enhancement based on a GAN to further address the problem
of EEG emotion transfer.
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The quality and quantity of training data are crucial to the performance of a

deep-learning-based brain-computer interface (BCI) system. However, it is not

practical to record EEG data over several long calibration sessions. A promising

time- and cost-efficient solution is artificial data generation or data augmentation (DA).

Here, we proposed a DA method for the motor imagery (MI) EEG signal called

brain-area-recombination (BAR). For the BAR, each sample was first separated into two

ones (named half-sample) by left/right brain channels, and the artificial samples were

generated by recombining the half-samples. We then designed two schemas (intra- and

adaptive-subject schema) corresponding to the single- and multi-subject scenarios.

Extensive experiments using the classifier of EEGnet were conducted on two public

datasets under various training set sizes. In both schemas, the BAR method can make

the EEGnet have a better performance of classification (p< 0.01). Tomake a comparative

investigation, we selected two common DA methods (noise-added and flipping), and the

BAR method beat them (p < 0.05). Further, using the proposed BAR for augmentation,

EEGnet achieved up to 8.3% improvement than a typical decoding algorithm CSP-SVM

(p< 0.01), note that both the models were trained on the augmented dataset. This study

shows that BAR usage can significantly improve the classification ability of deep learning

to MI-EEG signals. To a certain extent, it may promote the development of deep learning

technology in the field of BCI.

Keywords: brain-computer interface, electroencephalogram, motor imagery, deep learning, inter-subject transfer

learning, pre-training, data augmentation

1. INTRODUCTION

The brain-computer interface (BCI) is a communication control system directly established
between the brain and external devices (computers or other electronic devices), using signals
generated during brain activity (Wolpaw et al., 2000). Instead of relying on the muscles
and organs, the system directly builds communication between the brain and the machine.
Electroencephalogram (EEG) is one of the most common signals used for building a BCI
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system because of its cost-effectiveness, non-invasive
implementation, and portability. BCIs have shown potentials
in applying various fields such as communication, control, and
rehabilitation (Abdulkader et al., 2015).

Recent years have witnessed intense researches into different
types of BCI systems. According to the signal acquisition
method, BCI technology can be divided into three types: non-
implantable system, semi-implantable system, an implantable
system (Wolpaw et al., 2000). Non-implantable BCI systems
mainly use EEG to recognize human’s intention. According to the
signal generation mechanism, BCI systems can be divided into
induced BCI systems and spontaneous BCI systems. The induced
BCI systems are: steady-state visual evoked potentials (SSVEP)
(Friman et al., 2007; Ko et al., 2020), slow cortical potentials
(Beuchat et al., 2013), and the P300 (Yin et al., 2016; Yu et al.,
2017; Chikara and Ko, 2019), and the spontaneous BCI systems
are: motor imagery (MI) (Choi and Cichocki, 2008; Belkacem
et al., 2018; Chen et al., 2019; Wang et al., 2020).

The motor imagery (MI) BCI system’s framework is based
on the fact that the brain’s activity in a specific area will be
changed when the patients (or subjects) imagine moving any
part of their bodies. For example, when a person imagines
moving his/her right arm, there is a desynchronization of neural
activity in the primary motor cortex on the left side of the brain.
This desynchronization is called event-related desynchronization
(ERD), which can be observed in the EEG signals transitioning
from resting-state energy level to a lower energy level. The spatial
location, temporal onset, amount of decrease, and ERD’s stability
are all subject-dependent factors (McFarland et al., 2000; Lotze
and Halsband, 2006), bringing challenges for detecting changes
in MI’s neural activity.

In recent years, based on the considerable amount of
data and sophisticated model structure, deep learning has
been proved its strong learning ability to classify linguistic
features, images, and sounds (Zhong et al., 2015; Song et al.,
2017; Alom et al., 2018; Cooney et al., 2019). However, it is
difficult to collect sufficient data in practice due to the limited
available subjects, experimental time, and operation complexity
in BCI. This problem is pronounced in MI-based BCI. The
performance of deep neural networks (DNNs) is susceptible to
the number of samples. A small scale dataset often leads to poor
generalization during model training, reducing the decoding
accuracy (LeCun et al., 2015).

A feasible approach to improve deep networks’ performance
and to avoid the overfitting caused by lack of training data is
data augmentation (DA) methods (Salamon and Bello, 2017).
These methods augment training data by artificially generating
new samples based on existing data (Roy et al., 2019). Yin
and Zhang (2017) added Gaussian white noise to the EEG
feature vector to improve their deep learning model’s accuracy
on the classification task of Mental Workload (MW). Sakai
et al. (2017) shifted EEG trials in time axis and amplified the
amplitude to generate artificial EEG signals for augmentation.
The results showed that their augmentation method improved
the classification performance when the training set’s size was
20, but this method has no significant effect on the more
extensive training set. In another work, artificial EEG trials

were generated by segmentation and recombination in time and
frequency domains (Lotte, 2015), and the results were more
convincing. Other studies have used more advanced techniques
such as variational auto-encoders (VAE) (Aznan et al., 2019)
and generative adversarial networks (GANs) (Goodfellow et al.,
2014). However, tens of thousands of parameters in these
methods need to be trained using the original data, which creates
a certain degree of demand for the original data scale. It is a
conflict with our goal of data augmentation on a tiny training
set. Besides, the huge consumption of computing resources and
the difficulty of being reproduced are also their shortcomings,
although they have achieved a certain degree of success in some
aspects (Karras et al., 2017; Kodali et al., 2017).

We proposed a new motor imagery EEG DA method, called
Brain Area Recombination (BAR), which first decomposes the
training dataset from the left and right brains and reassembles
them into a new training dataset. Pre-training on the datasets
of other subjects is also a common way to solve the insufficient
training of deep neural networks (Fahimi et al., 2020). There are
two types of pre-training, one is to use the source subjects’ data
in the same dataset as the pre-training training dataset, and the
other is to use another dataset as the pre-training training dataset
(Xu et al., 2020). The first type of pre-training is used in our
study. Fortunately, experiments show that our method can be
well-embedded with the pre-training framework to improve the
deep learning network’s classification performance.

Compared with the methods above, the proposed BAR has the
following advantages:

(1) Low computational complexity;
(2) High and fixed expansion ratio;
(3) Great quality of new artificial samples.

This paper’s remainder is organized as follows: section 2
introduced the public dataset used in the study. Section 3
proposed a preliminary experiment and our method’s hypothesis
in detail and then introduced the method’s mathematical
definition. We used two common schemas to evaluate our
method and implemented the other two common DA methods
as a comparison. Experiment results were showed in section
4, which demonstrated that the proposed BAR had achieved
significant results. Section 5 presented the discussion. Section 6
concluded the study.

2. MATERIALS AND METHODS

2.1. Materials
Dataset 1: The first dataset was from BCI-Competition-III-IVa
and was collected in a cue-based setting. Only cues for the classes
“right” and “foot” are provided. This dataset was recorded from
five healthy subjects (aa, al, av, aw, ay) at 100 Hz. The subjects
sat in a comfortable chair with arms resting on armrests. The
timeline of the dataset was shown in Figure 1A. The raw data
were continuous signals of 118 EEG channels and markers that
indicate the time points of 280 cues. Each sample was segmented
from [0, 2.5] s by marks, then passed a band-pass filter (5-
order Butterworth digital filter with cut-off frequencies at [8,
30] Hz) to remove muscle artifacts, line-noise contamination,
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FIGURE 1 | Timeline of one trial in the dataset 1 (A) and dataset 2 (B).

and DC drifts. Under the condition that the positive sample and
the negative sample were balanced, 100 samples were randomly
selected as the training pool. The remaining samples were used as
the test samples. The details of the competition, including ethical
approval, and the raw data can be download from http://www.
bbci.de/competition/iii/.

Dataset 2: The second dataset was from BCI-Competition-
IV-1. The dataset was recorded from seven healthy subjects (a,
b, c, d, e, f, g), including four healthy individuals (named “a,”
“b,” “f,” “g”) and three artificially generated “participants” (named
“c,” “d,” “e”). 59-channel EEG signals were recorded at 100 Hz.
Two motor imagery classes were selected for each subject from
the three classes: left hand, right hand, and foot. The timeline
of the dataset was shown in Figure 1B. There were two subjects
(a, f) whose motor imaging tasks were different from the others,
so they were eliminated. Here we only used the calibration data
because of the complete marker information. Each sample was
segmented from [0, 2.5] s by marks, then passed a band-pass
filter (5-order Butterworth digital filter with cut-off frequencies at
[8, 30] Hz) to remove muscle artifacts, line-noise contamination,
and DC drifts. After preprocessing, we obtained 200 samples for
each subject. We randomly selected 100 samples as a training
pool and the rest as test samples, like dataset 1. The details of the
competition, including ethical approval, and the raw data can be
download from http://www.bbci.de/competition/iv/.

2.2. Methods
2.2.1. Core Assumption
Consider that we select two samples from the original samples
randomly, and take out the left brain part of the first sample
and the right brain part of the second sample, and recombine
these two parts together to form an artificial sample. This artificial
sample is still a normal EEG sample (1).

If xi, xj ∼ PMI−EEG, Then x̂ =

[
x
(R)
i

x
(L)
j

]
∼ PMI−EEG (1)

where xi, xj ∈ R
C×T , C is the number of electrodes, T is

the sample-points, PMI−EEG is the distribution of MI-EEG data.

x(R), x(L) ∈ R
C
2 ×T represent samples containing only the right

brain channels and the left brain channels, respectively.

2.2.2. Brain Area Recombination
Based on the assumption described in (1), we propose two similar
DA methods for single-subject and multi-subject scenes for EEG
of motor imagination. The whole framework of our proposed
method was shown in Figure 2.

For the single-subject scene, the data augmentationmethod is:

E
(s)
single

=

Nc⋃

c=1

{x(R)|x(R) ∈ D(R)
s , y(x(R)) = c}

×{x(L)|x(L) ∈ D(L)
s , y(x(L)) = c} (2)

For the multi-subject scene, the data augmentation method is:

E
(s)
multi

=

Ns⋃

i,j6=s

Nc⋃

c=1

{x(R)|x(R) ∈ D
(R)
i , y(x(R)) = c}

×{x(L)|x(L) ∈ D
(L)
j , y(x(L)) = c} (3)

where Ns and Nc represent the number of subjects and the
number of classification tasks, respectively. y(·) is a mapping to

get the label. s is the index of the subject. D
(R)
i and D

(L)
i represent

the training dataset from the right brain and the left brain for
the i-th subject, respectively. “×” was defined as the cartesian-
like product operator. For example, there are two matrix sets
A = {a1, a2},B = {b1, b2} and their product C = A × B =

{

[
a1
b1

]
,

[
a1
b2

]
,

[
a2
b1

]
,

[
a2
b2

]
}. Note that E

(s)
multi

does not contain any

sample from the s-th subject. In other words, it is a cross-subject
training dataset. Figure 2A represents the meaning of Equation
(2) and Figure 2B represents the meaning of Equation (3). The
zero midline electrodes are Fpz, Fz, FCz, Cz, CPz, Pz, POz, and

Frontiers in Human Neuroscience | www.frontiersin.org 3 March 2021 | Volume 15 | Article 64595248

http://www.bbci.de/competition/iii/
http://www.bbci.de/competition/iii/
http://www.bbci.de/competition/iv/
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Pei et al. Bar for Deep Learning

FIGURE 2 | Illustration of the Equation (2) (A) and Equation (3) (B).

Oz in dataset 1. We alternately divide them into two sets in turn.
Specifically, Fpz, FCz, CPz, and Pz are selected to be the brain’s
left part, and Fz, Cz, Pz, Oz were are selected to be the brain’s
right part. In dataset 2, the zero midline electrodes are Fz, FCz,
Cz, CPz, and Pz. Fz, Cz, and Pz are selected to be the brain’s left
part. FCz and CPz were are selected to be the brain’s right part.

2.2.3. Noise-Added and Flipping
The problem we want to solve is data augmentation on a tiny
training dataset. Methods like GANs and VAEs having massive
parameters to be learned are not suitable for this situation.
Moreover, considering that the no-parameter (or few parameters)
methods will often achieve better results for this situation,
we selected noise-added and flipping methods for comparative
investigation (Lashgari et al., 2020). Concerning the noise-added
method, a Gaussian noise matrix with SNR (signal to noise ratio)
of 5 is calculated, and then this noise matrix is added to the
original sample. The rule of the flipping DA method is to reverse
each real sample in the time axis. Because the noise-added DA
method does not have a fixed expansion ratio constant, we have
implemented two versions of the noise-added DA method for
a more objective comparison. One implementation (version 1)
makes the noise-added DA method have the same expansion
ratio as the flipping DA method. The other implementation
(version 2) makes the noise-added DA method and the proposed
BAR DA method have the same expansion ratio constant.

2.2.4. The EEGnet
We use the end-to-end deep learning model, named EEGnet
(Lawhern et al., 2018). The EEGnet takes the EEG segments
as the input, passes them through three convolution layers for
feature extraction, and uses a fully connected layer to classify.
The first layer is a temporal convolution to learn frequency filters.
The second layer is a depthwise convolution layer. This layer
connects to each feature map individually and learns frequency-
specific spatial filters. The third layer is a separable convolution
layer. The separable convolution is a combination of depthwise
convolution, which learns a temporal summary for each feature
map individually, followed by a pointwise convolution, which
learns how to mix the feature maps optimally. All feature maps
are flattened and are fed into a fully connected layer. Full
details about the network architecture can be found in the open-
source project: https://github.com/vlawhern/arl-eegmodels. In
this study, we use the default hyperparameters provided by the
open-source project.

2.2.5. The Common Spatial Patterns Extraction
Due to the strong spatial distribution characteristics of motor
imagery EEG signals, a feature extraction method called
Common Spatial Patterns (CSP) is designed (Koles et al., 1990).
The CSP aims to construct spatial filters which can maximize the
variance of band-pass filtered EEG signals from one class and
minimize the variance of EEG signals from the other class (Lotte
et al., 2018). Formally, CSP uses the spatial filters w to assign a
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FIGURE 3 | Workflows for IS-schema and AS-schema. Panel (A) is the workflow of intra-subject-schema and panel (B) is the workflow of adaptive-subject-schema.

weight to each EEG sample channel. The w can be calculated by
extremizing the following function:

J(w) =
w′X′

1X1w

w′X′

2X2w
=

w′C1w

w′C2w
(4)

By maximizing Equation (4), we can calculate the spatial filter
focusing on class 1. Indeed, J(k × w) = J(w), with k a
real constant, means that the rescaling of the w is arbitrary.
To calculate the only maximizer, we need a condition that
w′C2w = 1. Using the Lagrange multiplier method, the
constrained optimization problem is equivalent to maximizing
the following function:

L(λ,w) = w′C1w− λ(w′C2w− 1) (5)

The filters w maximizing L can be calculated by setting the
derivative of L concerning w to 0:

∂L

∂w
= 2w′C1 − 2λw′C2 = 0

⇔ C1w = λC2w

⇔ C−1
2 C1w = λw

(6)

We obtain an eigenvalue problem in Equation (6). Therefore,
the spatial filters maximizing Equation (4) are the eigenvectors
of M = C−1

2 C1 which correspond to its largest eigenvalue.
Empirically, we select the eigenvectors corresponding to the top

k(k = 3) eigenvalues and concatenate them into a matrixW
(1)
Nc×k

.

This matrix can capture the three components that most relate
to class 1. For the class 2, we can swap the numerator and

denominator in the Equation (4) and repeat the above process.
Finally, we concatenate the two matrices together to obtain the

CSP-feature extraction matrixW =

[
W

(1)
Nc×k

,W
(2)
Nc×k

]
.

3. RESULTS

We designed two schemas to evaluate these DA methods. Both
schemas used the same deep learning model called EEGnet
(Lawhern et al., 2018). The setting of the dataset was different
between both schemas. In the first schema, referred to as intra-
subject(IS)-schema, each subject’s EEGnet was only trained on
the subject’s own dataset. In the second schema, referred to
as adaptive-subject(AS)-schema, each subject’s EEGnet should
be trained in two stages. In the first stage, named the pre-
training stage, the EEGnet should be trained on other subjects’
datasets. In the second stage, named the adaptive-training stage,
the EEGnet should be trained on the target subject’s dataset.
Figure 3 showed the two schemas’ workflow. We only used one
DA method in each experiment instead of experimenting with
multiple DA methods’ additive effects. Two DA methods (noise-
added and flipping) were implemented as reference methods
(Lashgari et al., 2020). The flipping DA method flipped each
sample along the time axis to generate a new sample. So this DA
method can only get a double-sized dataset. The noise-added DA
method added noise to each sample to generate new samples.
Since the noise-added DA method had no fixed expansion
factor, we implemented two versions with different expansion
factors for the more objective comparison experiments. We
repeated 10 times of experiments in each training set size for a
specific subject.
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FIGURE 4 | Average subjects performance on different size of training dataset in the IS-schema and AS-schema from dataset 1 (A) and dataset 2 (B) was plotted.

The red line with “NONE” in (A.1,A.2,B.1,B.2) indicates the case that the training set was not augmentated. The lines with “NOISE” and “NOISE_EX” represent version

1 of noise-added method and version 2 of the noise-added method, respectively. The green line and red line with the prefix “ADA_” in (A.3,B.3) represent

AS-schema’s accuracies. The blue line and yellow line in (A.3,B.3) represent IS-schema’s accuracies.
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FIGURE 5 | Individual result in IS-schema (A) and AS-schema (B). Note that the green bar (“CSPSVM”) in (A) is the traditional classifier’s result using the BAR

method. The bar named “NOISE” represents the version 2 of noise-added method.
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TABLE 1 | Paired-sample t-test result on the test accuracy in Figures 4A.1,B.1.

Dataset 1

FLIP NOISE NONE NOISE_EX

BAR 1× 10−4 2× 10−3 1× 10−5 2× 10−3

Dataset 2

FLIP NOISE NONE NOISE_EX

BAR 1× 10−4 8× 10−6 6× 10−7 2.6× 10−3

TABLE 2 | Paired-sample t-test result on the test accuracy in Figures 4A.2,B.2.

Dataset 1

FLIP NOISE NONE NOISE_EX

BAR 2× 10−4 2× 10−3 4× 10−3 5× 10−2

Dataset 2

FLIP NOISE NONE NOISE_EX

BAR 9× 10−5 3× 10−4 6× 10−7 1.2× 10−3

TABLE 3 | Paired-sample t-test result on the test accuracy in Figure 5.

IS-schema

FLIP NOISE NONE CSPSVM

BAR 3× 10−3 7.2× 10−3 3× 10−4 1.5× 10−2

AS-schema

FLIP NOISE NONE

BAR 2.3× 10−2 9.9× 10−4 5.2× 10−3

3.1. IS-Schema Performance
There were multiple subjects in each dataset. For the sth
subject, we first randomly selected some samples to construct
the original-training dataset Ds. The augmentation methods
were applied to the Ds in turn to construct the corresponding
augmented training datasets. The EEGnet was trained on these
training datasets separately and was tested on the testing dataset.
To test the proposed BAR’s sensitivity to the training dataset’s
size, we conducted extensive experiments on different training
dataset sizes. For a specific subject, we repeated the experiment
10 times on a specific training set size from 10 to 100 and
then took the averaged accuracy as the final one. The results
of those experiments were plotted in Figures 4A.1,B.1, 5A.
Figures 4A.1,B.1 shown the performance of each DA method
under different training set sizes. This performance was the
average result of all subjects. For dataset 1, as the size of the
training set increases, all DAmethods’ performance is improving,
but our BAR method is always ahead of other methods by
about 3%, except for the case where the training set size is

10. Figure 5A shown the performance of each DA method on
different subjects. These accuracies come from the averaged
accuracy of all experiments. For a specific subject, we run many
experiments on different training set sizes from 10 to 100, and all
accuracies are averaged to be the final one. A paired-sample t-test
was used to measure the significance of our proposed BAR, and
the results were shown in Tables 1, 3. The test results were p <

0.005 between the referenced methods and the proposed method.

3.2. AS-Schema Performance
In the AS-schema: For each subject, we selected the same samples
randomly from other subjects to construct the training dataset.
In this schema, two training sets were needed, and the EEGnet
was trained on them as Figure 3 shows. The first dataset was
a cross-subject dataset which is constructed by (3) for the sth
subject. The second dataset was constructed by (2), which was
the same as the training dataset in the intra-subject schema.
For the flipping method, we first mix the source subjects’ data
and then flip each sample in this mixed dataset to obtain a
new artificial sample. For the noise-added method, we have
two versions of strategies. Version 1: We first mix the source
subjects’ data and then add gaussian noise to each sample in
this mixed dataset to obtain a new artificial sample. Version 2:
We randomly select an original sample with replacement from
the source subjects’ mixed data and add Gaussian noise to it
to obtain a new artificial sample. Repeat the process until the
original samples, and the artificial samples are equals to the
augmented dataset by the BAR. To investigate our proposed
BAR’s performance in different sizes of selected samples for each
subject, we run the adaptive-subject experiment many times in
each size of selected samples. The result was demonstrated in
Figures 4A.2,B.2, 5B. Figures 4A.2,B.2 shown the performance
of each DA method under different training set sizes. This
performance was the average result of all subjects. For dataset 1
and dataset 2, as the training set size increases, all DA methods’
performance increases, but our BAR method has always been
ahead of other methods except for a few cases. Figure 5B shown
the performance of each DA method on different subjects. These
accuracies come from the averaged accuracy of all experiments.
For a specific subject, we run a lot of experiments on different
training set sizes from 10 to 100, and all accuracies are averaged
to be the final one. A Paired-sample t-test was used to measure
our proposed BAR’s significance, and the result was shown in
Tables 2, 3. The test results were p < 0.05 between the referenced
methods and the proposed method.

3.3. EEGnet vs. CSP-SVM
The CSP-SVM, a traditional classifier for MI-EEG signals, does
not support the AS-schema. Therefore, we can only compare
the performance of EEGnet and CSP-SVM in IS-schema. The
results were plotted in Figure 6. The training set and testing
set were the same as those used by EEGnet. In Figure 6A, our
BAR method enabled EEGnet to obtain a huge improvement in
classification performance compared to CSP-SVM. In Figure 6B,
the improvement of classification performance was not obvious,
but it still exceeded the performance of traditional CSP-SVM.
This showed that our method can enable deep learning models
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FIGURE 6 | EEGnet vs. CSP-SVM on dataset 1 (A) and dataset 2 (B).

FIGURE 7 | The red points were artificial samples by the proposed BAR and the blue ones were sampled from the recording process. The star points (“*”) and circle

points (“o”) represent the first class and the second class samples, respectively.

to be more fully trained, whether the quality of the dataset was
poor or better, and the classification performance exceeded the
traditional method CSP-SVM’s.

3.4. Data Visualization
It is interesting to visualize the locations of the EEG trials
generated by our proposed BAR. We used t-Stochastic Neighbor
Embedding (t-SNE) (Maaten and Hinton, 2008), a non-
linear dimensionality reduction technique that embeds high-
dimensional data in a two-or-three-dimensional space, to show
and compare the original EEG trials and generated EEG trials
in the intra-subject schema. Figure 7 shows the result of t-SNE
on augmented training dataset from each subject, where the size
of the training set we used is 20. An overall characteristic can
be found that BAR’s generated EEG trials may not be scattered
far away from the original EEG trials. Note that the subject d
and subject e are artificially generated “participants.” So that the
artificial samples closely surround real samples, which is slightly
different from other subjects’.

3.5. Experimental Setup
We used ubuntu 18.04.5 LTS with a GPU TITAN V as the
experiment platform. We chose 60 epochs determined by our
iterated experiments for early stopping. We set the batch size
to 16. Adam optimizer was used in all experiments with lr =

0.001,β1 = 0.9,β2 = 0.999.

4. DISCUSSION

This article developed a new DA method to generate artificial
EEG data from the recorded samples. These artificial data can
be used to supplement the training set, which can improve the
EEGnet’s decoding accuracy. The human brain is composed of
two parts, the left hemisphere and the right hemisphere. Many
studies have shown cooperative relationships between brain areas
under specific tasks (Rubinov and Sporns, 2010). We believe that
the motor imagery induced EEG patterns contain three parts:
the left hemibrain independent component, the right hemibrain
independent component, and the left and right brain cooperative
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components. Moreover, our data augmentation method may
strengthen the left and right brain collaboration components
through channel-level reorganization and constructs its more
robust training samples. We designed two schemas toward
two application scenarios: single-subject scenario and multi-
subjects scenario. We have demonstrated that the augmented
datasets significantly improved the performance of detection
in deep-learning-based MI-BCI systems. Furthermore, we
reimplemented the noise-addedmethod and the flippingmethod,
known as common DA methods for time series data (Wen et al.,
2020). The results showed that the proposed BAR significantly
outperformed them in the MI-EEG classification task. Although
the final binary classification accuracy has not improved much, it
is a reliable improvement because it passed the t-test.

Merely expanding the size of the training dataset can improve
the classification performance of the deep learning network. To
get a more objective conclusion, the expansion ratio of the noise-
added DA method was set to be the same as our proposed
BAR’s. Moreover, the results were plotted in Figure 4, which
illustrated that with the help of our proposed BAR method,
the EEGnet had been more fully trained to achieve the best
classification performance. We found that as the size of the
training set increases, the classification accuracy of deep learning
increases very quickly at the beginning. After a certain threshold,
the increase rate will slow down. In the Figures 4A.1,A.2 the
threshold is 20. In the Figures 4B.1 the threshold is 40. In the
Figure 4B.2 the threshold is 70.

The flipping method destroyed the time-domain
characteristics of EEG signals. Comparing Figures 4A.1,A.2,
we found that the performance of the flipping method had
dropped. In these two schemas, the only difference was that
EEGnet was pre-trained in the mixed dataset of multiple subjects
in the second schema. The spatial distribution characteristics
of datasets mixed by multiple subjects would be reduced by
the differences between subjects (Ang et al., 2008). Therefore,
training EEGnet on a multi-subject mixed data would force the
model to pay more attention to temporal features. However, the
temporal features had been destroyed by the flipping method’s
operation in the time axis. EEGnet would perform worse in the
AS-schema if the flipping DA method was used. This result was
also consistent with prior knowledge that the two important
dimensions of motor imaging EEG signal characteristics were
space and time (Sakhavi et al., 2018).

The noise-added method was difficult to tune. We
implemented two versions for the comparative experiments.
One version had the same expansion ratio as the flip method,
and the other version had the same expansion ratio as our
proposed BAR method. In our experiment, the noise-added
method was not adjusted to the optimal state. The tuning process
of the noise-added method was complicated and required
massive experiments. There were too many factors affecting
the noise-added method’s performance, such as the type of
noise distribution, the signal-to-noise ratio, and the ratio of the
generated data volume, original data volume, etc.

The BAR may promote the application of advanced DA
methods such as GANs in the BCI field. After long-term
development, the Generative Adversarial Network had evolved

various variants, improving the training process’s stability and
the diversity of the generated samples (Goodfellow et al., 2014;
Radford et al., 2015; Isola et al., 2017). Nevertheless, its essence
was still a deep generative model that contained two deep
modules (generator and discriminator), which included massive
parameters to be learned (Gui et al., 2020). To obtain a generator
with superior performance, a certain amount of data was needed
to support generator and discriminator adversarial training. Still,
the motivation for data augmentation in the BCI field was that
we did not have enough real training data. This was a conflict.
Therefore, when the original dataset’s size was very small, using
advanced methods such as GAN for data augmentation was not
a good choice. However, our method was parameterless, and
experiments proved that it can still enhance the deep-learning-
based classifier under a small training set size. So, we want to say
that our method may help GANs to improve their performance.
In other words, the BARmay be a parameterless DAmethod that
can assist the parameterized DA method.

Although AS-schema was dependent on the dataset, the DA
method we proposed can improve the deep learning model’s
classification performance. The viewpoint that AS-schema was
dependent on the dataset can be understanding by comparing
the red line and the orange line in Figures 4A.3,B.3. As can
be seen from Figure 4, the data quality of dataset 1 was better
than that of dataset 2. The improvement effect of AS-schema
on the dataset recorded from the high-quality subjects was
more obvious. With the augmentation of our method, the deep
learning model can improve the dataset with many poor subjects,
which can be seen in Figure 4B.3. On dataset 1 with the better
overall quality, our method can further improve the classification
performance of deep learning models. The green line beat the
others in Figure 4A.3.

DA method was not effective for CSP-SVM (traditional
methods), but it was effective for EEGnet (deep learning
methods). Two facts may explain the phenomenon. The
perspective of features: In the traditional CSP-SVM framework,
the features are extracted by the CSP algorithm. Although These
features are highly explainable, they are too simple to reflect
the data’s original appearance. However, the deep-learning-
based classifier is an end-to-end method, and the features are
automatically learned from the massive training samples. These
features, which are learned by many samples, often reflect more
information of the original data. The perspective of non-linear
fitting ability: The non-linear fitting ability of the SVM comes
from the kernel function. Choosing a suitable kernel function
is very dependent on experience (Cortes and Vapnik, 1995).
However, the non-linear fitting ability of the deep-learning-
based classifier is automatically learned from themassive training
samples. Many facts have proved that data-driven non-linear
expression capabilities are often better than that of manually
selected kernel functions in recent years.

An interesting phenomenon discovered by comparing
Tables 1, 2 was that the significance of the proposed BAR was
reduced in dataset 1. The reason for the result may be that the
size of the training set was enough to train a good neural network
in the AS-schema. In the pre-training stage, our neural network
was first trained on data from other subjects. The amount of data
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in this stage was large enough to make the neural network to
converge to a not bad point. So the effect of our proposed BAR
will be reduced in the pre-training schema.

This article has several limitations that call for future
investigation. (1) For multi subjects, we use the pre-training
pipeline, which is an approach relying on experience stem
from natural language processing (NLP) (Xipeng et al., 2020).
Experiments show that this pipeline is not completely suitable
for the BCI field. It is worth seeking the best way to transfer
knowledge from other subjects to the target subject. (2)
Influenced by the phenomenon of ERD and ERS, we choose
the left brain part and the right brain part as the region to
be divided and be recombined. Although we demonstrate this
divided approach’s effectiveness by extensive experiments, the
optimal dividend approach is a crucial problem for the channel-
wise-recombined DA method. (3) Through a large number of
artificial samples obtained by the BAR in a short time, these
samples have a large number of redundant samples. They contain
countless repetitive information, which will significantly reduce
the training speed of the model. Selecting high-quality samples
from artificially generated samples has become a problem,
which would become a potential application scenario for active
learning (Settles, 2009). These questions will guide our next
research direction.

5. CONCLUSION

In this study, a data augmentation method (denoted as BAR)
based channel-level recombination was proposed for MI-BCI
systems. In our method, to obtain an augmented training set,
we divided each sample into two samples according to the brain
region to which the channel belongs and then regroup them
in the same category. After that, the EEGnet was trained on
the augmented training set. Two common DA methods were
implemented as comparisons in two training schemas to verify
the proposed BAR method. All comparative experimental results
passed the paired-sample t-test, which fully demonstrated our
proposed BAR’s effectiveness. At the same time, we found that

AS-schema was dependent on the dataset. It performed well on
dataset 1 but badly on dataset 2. One possible reason was that
dataset 2 was of poor quality, and AS-schema did not apply. How
to match the AS-schema with a poor quality dataset will be our
next research direction. In bad situations, our method can still
improve the decoding performance of deep learning models. The
proposed BAR may promote the application of deep learning
technology in BCI systems.
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Functional near-infrared spectroscopy (fNIRS) has attracted increasing attention in

the field of brain–computer interfaces (BCIs) owing to their advantages such as

non-invasiveness, user safety, affordability, and portability. However, fNIRS signals are

highly subject-specific and have low test-retest reliability. Therefore, individual calibration

sessions need to be employed before each use of fNIRS-based BCI to achieve a

sufficiently high performance for practical BCI applications. In this study, we propose

a novel deep convolutional neural network (CNN)-based approach for implementing

a subject-independent fNIRS-based BCI. A total of 18 participants performed the

fNIRS-based BCI experiments, where themain goal of the experiments was to distinguish

a mental arithmetic task from an idle state task. Leave-one-subject-out cross-validation

was employed to evaluate the average classification accuracy of the proposed

subject-independent fNIRS-based BCI. As a result, the average classification accuracy

of the proposed method was reported to be 71.20 ± 8.74%, which was higher than

the threshold accuracy for effective BCI communication (70%) as well as that obtained

using conventional shrinkage linear discriminant analysis (65.74 ± 7.68%). To achieve

a classification accuracy comparable to that of the proposed subject-independent

fNIRS-based BCI, 24 training trials (of approximately 12min) were necessary for the

traditional subject-dependent fNIRS-based BCI. It is expected that our CNN-based

approachwould reduce the necessity of long-term individual calibration sessions, thereby

enhancing the practicality of fNIRS-based BCIs significantly.

Keywords: brain–computer interface, functional near-infrared spectroscopy, deep learning, convolutional neural

network, binary communication

INTRODUCTION

Brain–computer interfaces (BCIs) have been developed to decode a user’s intention from their
neural signals with the ultimate goal of providing non-muscular communication channels to
those who experience difficulties communicating with the external environment (Wolpaw et al.,
2002; Daly and Wolpaw, 2008). Various neuroimaging modalities such as electroencephalography
(EEG), magnetoencephalography, and functional magnetic resonance imaging have been employed
to implement BCIs (Mellinger et al., 2007; Sitaram et al., 2007; Hwang et al., 2013).
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Recently, functional near-infrared spectroscopy (fNIRS), which
is also one of the representative brain-imaging modalities,
has attracted increasing attention owing to its advantages,
including non-invasiveness, affordability, low susceptibility to
noise, and portability (Naseer and Hong, 2015; Shin et al.,
2017a). fNIRS is an optical brain-imaging technology used
to record hemodynamic responses of the brain using near-
infrared-range light of wavelength 600–1,000 nm. fNIRS can
measure oxy- and deoxy-hemoglobin concentration changes
(1HbO and1HbR) while an individual performs specificmental
tasks such as mental arithmetic (MA), motor imagery (MI),
mental singing, and imagining of object rotation. During these
mental tasks, increased cerebral blood flow caused by neural
activities leads to an increase and decrease in 1HbO and 1HbR,
respectively, which have been utilized to implement fNIRS-based
BCIs (Ferrari and Quaresima, 2012; Schudlo and Chau, 2015).
Previous studies (Coyle et al., 2007; Naseer and Hong, 2013;
Hong et al., 2020) have reported that the performance of fNIRS-
based BCI is high enough to be applied to practical binary
communication systems that require a threshold classification
accuracy of at least 70% (Vidaurre and Blankertz, 2010).

Recently, many researchers have proposed new approaches
to improve the performance of fNIRS-based BCIs. For example,
recent studies have reported significant improvements in the
classification accuracy of fNIRS-based BCIs by employing
high-density multi-distance fNIRS devices (Shin et al., 2017a)
and using ensemble classifiers based on bootstrap aggregation
Shin and Im (2020). von Lühmann et al. (2020) proposed a
general linear model-based preprocessing method to improve the
classification accuracy of fNIRS-based BCI. The combination of
fNIRS with other brain-imaging modalities also demonstrated
a potential to improve the classification accuracy of the BCI
system (Fazli et al., 2012; Shin et al., 2018b). Recently, Kwon and
Im (2020) demonstrated that photobiomodulation before a BCI
experiment could enhance the overall classification accuracy of
fNIRS-based BCIs. Besides, a number of studies have attempted
to improve the information transfer rate (ITR) of fNIRS-based
BCI by increasing the number of commands (i.e., mental tasks)
(Khan et al., 2014; Hong and Khan, 2017; Shin et al., 2018a). In
addition, researchers have also been interested in implementing
portable BCI systems with a small number of sensors while
preserving the overall BCI performance to elevate their practical
applicability (Kazuki and Tsunashima, 2014; Shin et al., 2017b;
Kwon et al., 2020a).

Although fNIRS-based BCI technology has advanced
considerably, it is still challenging to use fNIRS-based BCIs in
real-world applications because neural signals generally exhibit
high inter-subject variability and non-stationarity. Moreover,
because fNIRS signals are readily affected by a user’s mental
state, such as cognitive load and fatigue, they can change during
the course of same-day experiments (Holper et al., 2012; Hu
et al., 2013). Therefore, individual training sessions need to
be performed before each usage of the BCI system to acquire
high-performance BCI systems. However, such relatively long
calibration sessions to obtain enough training data degrade their
practicality and sometimes cause user fatigue even before using
the BCI system. Various strategies have been proposed to reduce

the necessity of such long-term calibration sessions in the field of
EEG-based BCIs (Fazli et al., 2009; Wang et al., 2015; Yuan et al.,
2015; Jayaram et al., 2016; Waytowich et al., 2016; Joadder et al.,
2019; Xu et al., 2020). Recently, Kwon et al. (2020b) proposed
a subject-independent EEG-based BCI framework based on
deep convolutional neural networks (CNNs), which does not
require any calibration sessions, with a fairly high classification
accuracy. However, to the best of our knowledge, no previous
study has successfully implemented a deep CNN-based subject-
independent fNIRS-based BCI that outperforms conventional
machine-learning-based subject-independent fNIRS-based BCIs.

In this study, we proposed a novel CNN-based deep-learning
approach for subject-independent fNIRS-based BCIs. fNIRS
signals were recorded using a portable fNIRS recording system
that covers the prefrontal cortex while the participants were
performing MA and idle state (IS) tasks. The leave-one-subject-
out cross-validation (LOSO-CV) strategy was employed to
evaluate the performance of the proposed method. The resultant
classification accuracy was then compared with the threshold
accuracy for effective binary BCIs (70%) and the classification
accuracy was achieved using the conventional machine learning
method, which has been widely employed for fNIRS-based BCIs.
To the best of our knowledge, this is the first study that has
applied a deep learning approach to subject-independent fNIRS-
based mental imagery BCIs.

MATERIALS AND METHODS

Dataset
In this study, a part of an fNIRS dataset collected in our previous
study (Shin et al., 2018b) was used to evaluate the proposed
method. The original dataset consisted of 21-channel EEG data
and 16-channel fNIRS data, which were recorded from 18 healthy
adult participants (10 males and 8 females, 23.8 ± 2.5 years).
From the original dataset, only the fNIRS data measured during
the MA and IS tasks at all 16 prefrontal NIRS channels were
selectively used in this study. A commercial NIRS recording
system (LIGHTNIRS; Shimadzu Corp.; Kyoto, Japan) was used
to record fNIRS signals at a sampling rate of 13.3Hz. The
arrangement of the fNIRS channels is shown in Figure 1.

Experiment Paradigm
The timing sequence of a single trial is shown in Figure 2.
Each task trial consisted of an instruction (2 s), task (10 s),
and inter-trial rest (a randomized interval of 16–18 s). During
the instruction period, a specific task to be performed during
the task period was displayed at the center of the monitor.
The participants were provided with either a mathematical
expression showing a “random three-digit number minus a one-
digit number between 6 and 9 (e.g., 123–9)” for the MA task
or a fixation cross for the IS task. During the task period,
the participants were asked to perform either MA or IS tasks
as instructed. During the MA task, the participants had to
repetitively subtract the designated one-digit number from the
result of the former calculation as quickly as possible (e.g., 123–9
= 114, 114–9 = 105, 105–9 = 96, . . . ), until the stop sign was
presented. During the IS task, the participants stayed relaxed

Frontiers in Human Neuroscience | www.frontiersin.org 2 March 2021 | Volume 15 | Article 64691559

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Kwon and Im Subject-Independent fNIRS-Based BCI

FIGURE 1 | The arrangement of six light emitters (red) and six light detectors (blue) on the forehead over the prefrontal area. A total of 16 fNIRS channels (green) were

formed by the pairs of neighboring light emitters and detectors with a distance of 3 cm between them.

FIGURE 2 | Timing sequence of a single trial. Each trial consisted of an introduction period of 2 s, a task period of 10 s, and an inter-trial rest period of 16–18 s. During

the introduction period, the task to be performed was displayed at the center of the monitor. After a short beep, the participants were asked to perform the designated

task while looking at a fixation cross. When a STOP sign was displayed with a second short beep, the participants stopped performing the task and relaxed during the

inter-trial rest period.

without performing any mental imagery task. The MA and IS
tasks were performed 30 times each.

Preprocessing
MATLAB 2018b (MathWorks; Natick, MA, USA) was used to
analyze the recorded fNIRS data, when functions implemented
in the BBCI toolbox1 were employed. The raw optical densities
(ODs) were converted to 1HbR and 1HbO using the following
formula (Matcher et al., 1995):

(
1HbR

1HbO

)
=

(
1.8545 −0.2394 −1.0947

−1.4887 0.5970 1.4847

) 


1OD780

1OD805

1OD830



 (mM · cm),

where 1OD represents the optical density changes at
wavelengths of 780, 805, and 830 nm. The converted 1HbR and
1HbO values were band-pass filtered at 0.01–0.09Hz using a
6th-order Butterworth zero-phase filter to remove physiological
noise. fNIRS data were then segmented into epochs from 0 to
15 s considering the hemodynamic delay of the order of several
seconds (Naseer and Hong, 2013). Baseline correction was
performed by subtracting the temporal mean value within the
(−1 s, 0 s) interval from each fNIRS epoch.

1https://github.com/bbci/bbci_public

Performance Evaluation
Shrinkage Linear Discriminant Analysis
A shrinkage linear discriminant analysis (sLDA), which is
a combination of linear discriminant analysis (LDA) and a
shrinkage tool, was employed as the representative conventional
classification method as it has been widely employed in
recent fNIRS-based BCI studies owing to its high classification
performance (Shin et al., 2017a, 2018b). This method is known to
be particularly useful for improving the estimation of covariance
matrices in situations where the number of training samples is
small compared to the number of features. The feature vectors
to train the sLDA were constructed using the temporal mean
amplitudes of fNIRS data within multiple windows of 0–5, 5–10,
and 10–15 s for each epoch. As a result, the dimension of fNIRS
feature vectors was 96 (= 16 channels × 2 fNIRS chromophores
× 3 intervals).

Proposed Deep Learning Approach
We proposed a one-dimensional CNN-based deep-learning
approach for subject-independent fNIRS-based BCI. The detailed
network architecture is listed in Table 1. The proposed model
consisted of an input layer, two 1-dimensional convolutional
layers, and a single fully connected layer. The input layer had
a dimension of 201 (time samples) × 32 (= 16 channels × 2
chromophores), followed by two convolutional layers with 32
filters. The kernel sizes of the two layers were set to 13 and 6,
and the stride sizes of the two layers were set to 9 and 4. The
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TABLE 1 | The architecture of the deep-learning model based on 1-dimensional CNN.

Layer Number of filters Kernel size Normalization, dropout,

activation layer

Output shape Options

Input EvoNorm Dropout (p = 0.5) (201, 32)

1D Conv 32 13 EvoNorm Dropout (p = 0.5) (21, 32) Stride = 9

Padding = Valid

1D Conv 32 6 EvoNorm Dropout (p = 0.5) (4, 32) Stride = 4

Padding = Valid

Flatten (128)

Dense 128 × 2 Softmax (2)

TABLE 2 | The architecture of EEGNet.

Layer Number of filters Kernel size Normalization, Dropout,

activation layer

Output shape Options

Input (32, 201, 1)

2D Conv F1 (1, 6) BatchNorm (32, 201, F1) Padding = same

2D Depthwise Conv D ×F1 (32, 1) BatchNorm ELU (1, 201, D ×F1) Padding = valid

Depth = D

Max norm = 1

2D Average Pooling (1, 4) Dropout (p = 0.25) (1, 50, D ×F1)

2D Separable Conv F2 (1, 2) BatchNorm ELU (1, 50, F2) Padding = same

2D Average Pooling (1, 8) Dropout (p = 0.25) (1, 6, F2)

Flatten 1 × 6 ×F2

Dense (6 ×F2) × 2 Softmax 2

F1, F2, and D were set to 8, 16, and 2, respectively.

flattened output of the last convolutional layer, which had the
dimension of 128, was fed into the fully connected layer, followed
by the Softmax activation function. Consequently, the output of
the proposed method had a dimension of two, corresponding
to the number of tasks to be classified. The normalization and
dropout layers were added after the input layer and the two
convolutional layers to improve the generalization performance
and training speed of the networks (Ravi et al., 2020). An evolving
normalization-activation layer (EvoNorm) (Liu et al., 2020) was
employed as the normalization layer, and the dropout probability
was set to 0.5. The weights of the layers were initialized using a
He-Normal initializer.

Ensemble of Regularized LDA
Recently, Shin and Im (2020) demonstrated that ensemble of
weak classifiers resulted in a better classification accuracy than
that of a single strong classifier. Based on this work, the ensemble
of regularized LDA based on bootstrap aggregating (Bagging)
algorithm was employed to validate the performance of subject-
independent fNIRS-based BCI. The Bagging algorithm creates
multiple training sets by sampling with replacement, then builds
weak classifiers using each training set. The final classification
result is decided by a majority vote of results from weak
classifiers. In this study, the ensemble classifier was implemented
using the MATLAB “fitcensemble” function. According to the
previous study (Shin and Im, 2020), the number of weak
classifiers, fraction of training set to resample, and gamma value
for regularized LDA were set to 50, 100%, and 0.1, respectively.

The feature vectors of training sets were set to be the same as
those used to train sLDA.

EEGNet
Lawhern et al. (2018) introduced a compact CNN-based
deep-learning architecture (EEGNet) that contains a small
number of training parameters but showed robust classification
performance in various EEG-based BCI paradigms such as P300,
error-related negativity, movement-related cortical potential, and
sensory-motor rhythm during MI. In this study EEGNet was
employed as a conventional CNN-based classification method
to verify the performance of the proposed method. EEGNet
consists of an input layer, three 2-dimensional convolutional
layers of temporal, spatial, and separable layers, and a single
fully connected layer as listed in Table 2. The input layer had
a dimension of 32 (= 16 channels × 2 chromophores) × 201
(time samples) × 1, followed by a 2-dimenssional temporal
convolutional layer with F1 filters. The kernel size of the temporal
convolutional layer was set to (1, 6), chosen to be half the
sampling rate of the data. The spatial convolutional layer had
D × F1 filters with the kernel size of (32, 1), and the separable
convolutional layer had F2 filters with the kernel size of (2, 1).
Each convolutional layer was followed by a Batch Normalization
layer (BatchNorm) and a linear or exponential linear unit
activation layer (ELU). Two average pooling layers were located
after spatial and separable layers to reduce the size of feature
maps, with the kernel sizes of (1, 4) and (1, 8), respectively. In
this study, all the hyper parameters were determined based on the
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previous studies (Lawhern et al., 2018). F1, F1, andDwere set to 8,
16, and 2, respectively, and the kernel sizes of each convolutional
layer were set considering the sampling rate of the fNIRS device.

Training Details
All the training and simulation processes were run on a desktop
computer with a 12-core Ryzen 9 3900x processor, 64 GB
memory, and anNVIDIA RTX 2080Ti GPU, using Keras (https://
keras.io) with a Tensorflow backend, which is an open-source
library for deep learning. Ten percent of the training data was
split as the validation set, and an early stopping technique with
a patience of 20 was used to avoid over-fitting with a batch size
of 100. The hyper-parameters were empirically determined, and
the random seed was set to 0. The pre-processed fNIRS data were
fed into the proposed network after z-score normalization over
the time axis to compensate for intrinsic amplitude differences
among participants (Erkan and Akbaba, 2018). The network was
trained to minimize the categorical cross-entropy loss function
using the Adamax optimizer (Kingma and Ba, 2014; Vani and
Rao, 2019) with a learning rate of 0.0005, decay of 5× 10−8.

Leave-One-Subject-Out Cross-Validation
A leave-one-subject-out cross-validation (LOSO-CV) strategy
was employed to evaluate the performance of subject-
independent fNIRS-based BCIs. In LOSO-CV, all the datasets
except for a test participant—that is, the dataset of 1,020 samples
(= 17 participants× 30 trials× 2 classes)—were used to train the
classifier, and then data from the test participant (30 trials × 2
classes= 60 samples) were classified to evaluate the performance
of the trained classifier. For example, when participant #1 was
a test participant, the classification model for the participant
#1 was trained using the data of the other 17 participants
(participants #2 to #18). Then, the accuracy of the trained model
was evaluated by applying the participant #1’s data that were
not used for the training to the trained model. This process was
repeated until all participants’ data were tested.

Pseudo-Online Simulation of Subject-Dependent

fNIRS-Based BCI
A pseudo-online simulation of subject-dependent fNIRS-based
BCI was performed to investigate how many training trials were
required to achieve a classification accuracy higher than that
of subject-independent fNIRS-based BCI. The dataset of each
participant was split into training data and test data. For each
task, the first N trials and the remaining (30 - N) trials were
used as the training and test datasets, respectively. sLDA was
employed as the classifier (Shin et al., 2017a) for this subject-
dependent fNIRS-based BCI, and the classification accuracy was
evaluated for different sizes (N) of training datasets to investigate
how many training trials each participant should undergo before
using the fNIRS-based BCI. It should be noted that data from
other participants were not utilized to train the classifier.

RESULTS

The binary classification accuracies of individual participants
are shown in Figure 3. The white and gray bars represent

the classification accuracies of subject-independent fNIRS-based
BCIs implemented using sLDA and the proposed CNN-based
methods, respectively. The error bars represent the standard
errors. The red dotted horizontal line denotes the threshold
accuracy for the effective binary BCI (70%). The average
classification accuracy of the proposed method was reported
to be 71.20 ± 8.74% (mean ± standard deviation), which
was higher than that obtained using the conventional sLDA
(65.74 ± 7.68%) as well as the threshold accuracy for effective
binary BCI communications (70%). The Wilcoxon signed rank
sum test was conducted to statistically compare the difference
in the classification accuracies, and statistically significant
improvement of classification accuracy was observed for the
proposed method (p < 0.05).

Figure 4 shows the results of the pseudo-online simulation
of subject-dependent fNIRS-based BCI (denoted by “sLDA-
Dependent” in the figure) with respect to different numbers
of training data per class. The two horizontal lines denoted
by “sLDA-independent” and “CNN-independent” represent the
average accuracies of subject-independent fNIRS-based BCIs
achieved using sLDA (65.74%) and CNN (71.20%), respectively.
The black dotted line represents the threshold accuracy for an
effective binary BCI (70%). It can be seen from the figure that
the overall classification accuracy of the subject-dependent BCI
increased as the number of training data increased. Notably,
at least 12 training data per class were required to realize a
subject-dependent fNIRS-based BCI with better performance
than the subject-independent fNIRS-based BCI implemented
using the proposed CNN-based method. This implies that an
approximately 12 m-long training session may not be necessary
before using the fNIRS-based BCI if the proposed subject-
independent fNIRS-based BCI is employed.

Figure 5 illustrates the average classification accuracies
of subject-independent fNIRS-based BCI evaluated using
different classification methods. The red dotted horizontal
line denotes the threshold accuracy for the effective binary
BCI (70%) and the error bars represent the standard errors.
The average classification accuracies evaluated using sLDA,
ensemble of regularized LDA (denoted by “Bagging” in the
figure), EEGNet, and proposed CNN-based methods were
reported to be 65.74 ± 7.68%, 66.39 ± 7.44%, 67.96 ± 9.35%,
and 71.20 ± 8.74%. Among all classification methods, only the
proposed CNN-based method achieved higher classification
accuracy than the threshold accuracy for effective binary
BCI communications.

DISCUSSION

In this study, we investigated the feasibility of implementing
a subject-independent fNIRS-based BCI using a deep learning-
based approach. We proposed a novel deep-learning-based
model architecture based on a CNN to effectively differentiate
the two mental tasks, MA and IS. fNIRS signals were recorded
from 16 sites covering the prefrontal cortex while participants
performed either MA or IS task. The classification accuracy
obtained using the proposed CNN-based method was reported
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FIGURE 3 | Individual classification accuracies of the subject-independent fNIRS-based BCI. White and gray bars indicate the classification accuracies obtained using

the shrinkage linear discriminant analysis (sLDA) classifier and the proposed method. The red horizontal dashed line indicates the effective BCI threshold level (70.0%).

Error bars represent the standard errors. The grand average classification accuracies were 65.74 ± 7.68% and 71.20 ± 8.74% (mean ± standard deviation) for the

sLDA and the proposed method, respectively. The asterisk (*) represents p < 0.05 (Wilcoxon signed rank test).

FIGURE 4 | Comparison of MA vs. IS classification accuracies of subject-independent (sLDA-independent and CNN-independent) and subject-dependent

(sLDA-dependent) scenarios as a function of the number of individual training data. Vertical lines indicate the standard errors. The black horizontal dashed line

represents the threshold accuracy of the effective BCI application (70.0%).

to be 71.20 ± 8.74%, which was not only higher than the
threshold accuracy for effective BCI communication, but also
higher than that obtained using the conventional sLDA method.
Our experimental results demonstrated that our deep-learning-
based approach has great potential to be adopted to establish a

zero-training fNIRS-based BCI that could significantly enhance
the practicality of fNIRS-based BCIs.

We believe that the improvement in the overall BCI
performance stemmed from the synergetic effect of three
factors employed to construct the proposed CNN-based
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FIGURE 5 | Comparison of average classification accuracies of sLDA,

ensemble of regularized LDA (denoted by “Bagging”), EEGNet, and the

proposed method. The red horizontal dashed line indicates the effective BCI

threshold level (70.0%) and error bars represent the standard errors. The

average classification accuracies were 65.74 ± 7.68, 66.39 ± 7.44,

67.96 ± 9.35, and 71.20 ± 8.74% for sLDA, Bagging, EEGNet, and the

proposed method, respectively.

model architecture. First of all, the CNN layer had high
automatic feature extraction ability compared to that of
the conventional feature extraction method (Shaheen et al.,
2016). Additionally, construction of an appropriate structure
of fully-connected layers is also an important factor. The
performances of subject-independent fNIRS-based BCIs using
various fully-connected layers with different structures are listed
in Supplementary Table 1. Finally, to improve the generalization
performance, we adopted EvoNorm, a recently introduced
normalization-activation layer (Liu et al., 2020), instead of a batch
normalization layer followed by the ReLU activation layer, which
is a widely-used approach in deep learning. The classification
accuracy evaluated using the EvoNorm (71.20%)was significantly
higher than that obtained using the batch normalization and
the ReLU activation layers (68.43%, p < 0.05, Wilcoxon signed
rank test).

A previous study on the implementation of a subject-
independent EEG-based BCI (Kwon et al., 2020b) reported the
average classification accuracy of 74.15% in the two-class MI
task classification problem. Since the modalities and paradigms
of the previous study and this study are quite different with
each other, direct comparison of BCI performance may not be
meaningful; however, some important clues that can be employed
in our future studies could be found in the previous study. In
Kwon et al.’s study, EEG data were recorded from a total of 54
participants, which was almost three timesmore than the number
of participants participated in our experiments. The authors of
the previous study (Kwon et al., 2020b) demonstrated that a deep
neural network model trained with a larger number of training
data could result in a better classification accuracy and reduce
the differences in BCI performance among participants. Thus, it
may be a promising topic to investigate whether the performance

of subject-independent fNIRS-based BCI based on our proposed
CNN model could be further enhanced by increasing the size of
the fNIRS dataset through additional experiments with a larger
number of participants. The application of data augmentation
techniques (Luo and Lu, 2018) or the employment of open-access
datasets (Shin et al., 2018c) could also be promising options to
increase the training data without additional experiments. After
increasing the number of training data large enough to improve
the overall BCI performance and investigating more appropriate
deep learning structures, we will implement a real-time fNIRS-
based BCI communication system that does not require any
training session.

Current trends in BCI research are moving toward a hybrid
BCI approach that combines more than two neuroimaging
modalities to improve BCI performance. Among the various
possible hybrid BCIs, a hybrid fNIRS-EEG BCI has been widely
studied and has demonstrated the potential to increase the
overall performance of BCIs—particularly compared to that of
unimodal BCIs in terms of both classification accuracy and ITR
(Hong and Khan, 2017; Shin et al., 2018b). Because Kwon et al.
(2020b) recently demonstrated the feasibility of implementing a
subject-independent EEG-based BCI using CNN, it is expected
that a subject-independent hybrid fNIRS-EEG BCI could also
be implemented by incorporating our proposed CNN model
for fNIRS-based BCI with Kwon et al.’s CNN model for EEG-
based BCI.

In this study, the proposed CNN-based model was trained
using the data from different participants, excluding the data
from the test participant. Although this study focused only on
the feasibility of implementing subject-independent BCIs, the
classification accuracy could be further improved by adopting
a fine-tuning technique (Bengio, 2012; Anderson et al., 2016)
with a small portion of the test subject’s data. The fine-tuning
technique has shown promising results, particularly when a deep
learning model needs to be trained using only a small number
of datasets. If this “few-training” approach could dramatically
increase the classification accuracy of the fNIRS-based BCI, then
just a few minute training sessions before the use of the BCI
systemwould bemanageable. This would be one of the promising
areas we would like to investigate in our future studies.

In this study, the proposed CNN-based approach has
demonstrated its potential to be used to implement a practical
subject-independent fNIRS-based BCI; however, we believe that
there is still room for improvement in future studies. First,
the proposed deep learning approach is based on CNNs, but
there are other promising neural network models—such as
long short-term memory (LSTM)—which are known to be
particularly effective for dealing with time-series data. Asgher
et al. (2020) reported that the deep learning framework based on
LSTM outperformed conventional machine learning and CNN-
based algorithms in the assessment of cognitive and mental
workload using fNIRS. Therefore, it would be worthwhile to
compare the performance of various deep learning approaches
in the implementation of subject-independent fNIRS-based BCI.
In addition, we used raw fNIRS data without any particular
feature extraction method except for band-pass filtering and Z-
score normalization as the input tensor of the CNN model.
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Furthermore, investigating the feasibility of new forms of
input tensors (e.g., adjacency matrix of functional connectivity
network) to implement a subject-independent fNIRS-based BCI
would be an interesting research topic.
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Brain–computer interfaces (BCIs) utilizing machine learning techniques are an emerging

technology that enables a communication pathway between a user and an external

system, such as a computer. Owing to its practicality, electroencephalography (EEG)

is one of the most widely used measurements for BCI. However, EEG has complex

patterns and EEG-based BCIs mostly involve a cost/time-consuming calibration phase;

thus, acquiring sufficient EEG data is rarely possible. Recently, deep learning (DL)

has had a theoretical/practical impact on BCI research because of its use in learning

representations of complex patterns inherent in EEG. Moreover, algorithmic advances

in DL facilitate short/zero-calibration in BCI, thereby suppressing the data acquisition

phase. Those advancements include data augmentation (DA), increasing the number

of training samples without acquiring additional data, and transfer learning (TL), taking

advantage of representative knowledge obtained from one dataset to address the

so-called data insufficiency problem in other datasets. In this study, we review DL-based

short/zero-calibration methods for BCI. Further, we elaborate methodological/algorithmic

trends, highlight intriguing approaches in the literature, and discuss directions for

further research. In particular, we search for generative model-based and geometric

manipulation-based DAmethods. Additionally, we categorize TL techniques in DL-based

BCIs into explicit and implicit methods. Our systematization reveals advances in

the DA and TL methods. Among the studies reviewed herein, ∼45% of DA

studies used generative model-based techniques, whereas ∼45% of TL studies used

explicit knowledge transferring strategy. Moreover, based on our literature review, we

recommend an appropriate DA strategy for DL-based BCIs and discuss trends of TLs

used in DL-based BCIs.

Keywords: brain–computer interface, electroencephalography, deep learning, data augmentation, transfer

learning
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1. INTRODUCTION

1.1. Overview
Brain–computer interfaces (BCIs) (Dornhege et al., 2007; Lotte
et al., 2018; Roy et al., 2019) provide communication pathways
between a user and an external device (e.g., robotic arm, speller,
seizure alarm system, etc.) by measuring and analyzing brain
signals. Owing to its practicality, non-invasive BCIs based on
electroencephalography (EEG) are commonly exploited (Suk and
Lee, 2012; Roy et al., 2019). The real-world impact of BCIs is
promising because they can identify intention-reflected brain
activities. In the past decade, human-centered BCIs, such as those
in mental fatigue detection tasks (Binias et al., 2020; Ko et al.,
2020b), emotion recognition (Qing et al., 2019), and controlling
exoskeletons (Lee et al., 2017) have shed light on the success of
improving human ability. An active BCI (Fahimi et al., 2020)
recognizes complex patterns from EEG spontaneously caused by
a user’s intention independent of external stimuli, and a reactive
BCI (Won et al., 2019) identifies brain activities in reaction to
external events. A Passive BCI (Ko et al., 2020b) is exploited to
acquire implicit information of a user’s cognitive status without
any voluntary control.

EEG-based BCIs generally benefit from machine learning
techniques (Lotte et al., 2018). Specifically, EEG features of
various paradigms are crafted usingmachine learning algorithms,
such as common spatial pattern (CSP) (Ramoser et al., 2000)
and canonical correlation analysis (Lin et al., 2006), including
preprocessing techniques. Further, the extracted EEG features
are discriminated by successful machine learning algorithms
used in classification tasks, e.g., support vector machines (Bishop,
2006). These feature extraction and classification algorithms
have shown their ability in EEG-based BCIs but have also been
limited because of the lack of representation power for complex
EEG patterns (Schirrmeister et al., 2017). In addition, since
feature extractions using these machine learning methods are
widely performed in a hand-crafted manner (Lawhern et al.,
2018), it is difficult for unskilled personnel to develop a novel
BCI framework.

Deep learning (DL) methodologies (Schirrmeister et al., 2017;
Sakhavi et al., 2018; Zhang et al., 2019c; Ko et al., 2020a) have
become the core of BCI research owing to their representational
power for complex patterns in EEG. Specifically, DL significantly
simplifies the EEG analysis pipeline (Lawhern et al., 2018) by
learning preprocessing, feature representation, and decision-
making in an end-to-end manner. Furthermore, architectural
developments in DL have been very successful in representing
complicated patterns. DL learns the hierarchical representations
of input data through stacked non-linear transformations
(LeCun et al., 2015). In DL, stacked layers apply a linear
transformation to the input, and the transformation is fed
through non-linear activation. The parameters of these stacked
layers are automatically learned by exploiting an objective
function. In the machine learning field, various DL architectures
have been developed. Examples include convolutional neural
networks (CNNs), which have been well-suited for structural
pattern representation and are thus widely used to learn spatio-
spectral-temporal patterns of EEG (Schirrmeister et al., 2017; Ko

et al., 2020a). Additionally, owing to the ability of sequential
data modeling, recurrent neural networks and their variants,
e.g., long short-term memory (LSTM) networks, have achieved
considerable success in the temporal embedding of EEG (Zhang
et al., 2019c; Freer and Yang, 2020). Moreover, recent research
has shown interest in hybrid forms of recurrent layers and
convolutional layers (Ko et al., 2018; Zhang et al., 2019a).

Although DL has been demonstrated to be a powerful tool in
EEG analysis, there are some limitations. First, typically available
EEG datasets contain substantially fewer training samples than
do other datasets that are commonly used in DL-based computer
vision or natural language processing task development. However,
EEG acquisition is an expensive and time-consuming task.
Further, data accessibility is often hindered because of privacy
concerns, especially in the clinical domain. Thus, collecting large
amounts of training EEG samples for DL training is rarely
possible. Owing to the nature of EEG properties, such as low
signal-to-noise ratio and inter/intra-variability (Jayaram et al.,
2016), DL-based BCIs are rarely trained only with a different
user’s or even multiple users’ training EEG samples.

To address the aforementioned problems, recent research has
focused on data augmentation (DA) (Luo and Lu, 2018; Zhang
et al., 2019d; Fahimi et al., 2020) and transfer learning (TL)
(Jayaram et al., 2016; Kwon et al., 2019; Jeon et al., 2020). The use
of DL has shown the possibility of synthesizing high-dimensional
image data (Goodfellow et al., 2014), audio data (Donahue et al.,
2019), and EEG data (Hartmann et al., 2018). Further, traditional
DA techniques used in DL fields, such as image rotation have
demonstrated their own efficiency and effectiveness (Simonyan
and Zisserman, 2014). By exploiting these DA techniques, DL-
based BCIs have improved the performance with a short-
calibration phase producing little data (Fahimi et al., 2020; Zhang
et al., 2020b). In terms of TL, DL has also been widely used to
suppress the training EEG data acquisition phase (Chai et al.,
2016; Jeon et al., 2020; Tang and Zhang, 2020). In particular, DL-
based BCIs can be designed in a short/zero-calibration manner
by appropriately conducting 2-fold TL strategies, i.e., explicit TL
and implicit TL.

Overall, several DL methods have been proven to improve
existing EEG processing techniques. The end-to-end strategy
allows DL to simply learn existing EEG analysis pipelines,
reducing paradigm-specific processing and feature extraction.
Objective function-based automatic learning requires only raw
or minimally preprocessed EEG data. The feature representation
of DL can also be more effective and richer than features
engineered by humans. Moreover, DL can pave the way for
methodological advances in EEG analysis, such as generative
modeling (Goodfellow et al., 2014) and knowledge transfer
(Jayaram et al., 2016) to handle the lack of EEG data problems
and the data variability issue.

1.2. Our Contributions
In this study, we review DL-based BCI studies that mostly
focused on suppressing the EEG calibration phase. Unlike
recent survey papers for EEG-based BCIs that are mostly
focused on introducing machine learning/DL algorithms for
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FIGURE 1 | Overview of DL-based short/zero calibration approaches.

BCIs (Lotte et al., 2018; Craik et al., 2019; Zhang et al., 2020d),
summarizing EEG analysis studies (Roy et al., 2019), providing
comprehensive information on EEG-based BCIs, including
sensing technology and healthcare systems (Gu et al., 2020), and
surveying application of machine learning/DL-based TLs (Zhang
et al., 2020c), our review aims to address short-/zero-calibration
techniques for EEG-based BCIs. In detail, we categorize these
studies into two different groups, based on the manner of
increasing the number of training samples: (i) manipulating the
given training data without using an additional one and (ii)
exploiting other subjects/sessions’ EEG samples. Specifically, (i)
is further categorized into generative model-based and geometric
manipulation-based methods, and (ii) is classified into explicit
and implicit knowledge transfer. In the case of (i), 45% of the
studies proposed generative model (Goodfellow et al., 2014;
Kingma and Welling, 2014)-based DA methodologies, whereas
45% of the case of (ii) developed explicit knowledge transfer
strategies. Further, we recommend a training technique for DL-
based BCI models with a generative model-based DA based on
our literature review and discuss trends of recent knowledge
transfer methods. We summarize the taxonomy of our review in
Figure 1.

The remainder of this paper is organized as follows. In section
2, we describe DL methods to augment training samples and
review the methods proposed in various BCI studies. In section 3,
we discuss and review DL methods for transferring knowledge of
other subjects/sessions’ samples in BCIs. For both sections 2 and
3, we summarize our review in Tables 1–4. Section 4 presents our
discussion and recommendations for DA-based short-calibration
techniques to develop a new DL-based BCI system. Further,
section 4 details trends of recent knowledge transfer methods in
DL research. Finally, section 5 provides concluding statements.

2. ADVANCES IN DATA AUGMENTATION

2.1. What Is Data Augmentation?
Recently, DL-based BCIs have shown promising results in both
active and passive BCI applications. However, a sufficient number
of training EEG samples are required to train DL-based BCIs to

avoid overfitting problems. DA is one way to address the data
insufficiency problem. Specifically, DA increases the amount of
data by synthesizing samples from the existing training data.
Thus, DL models cannot overfit all samples and are forced to
generalize well. Commonly, in the DL-based computer vision
field (Simonyan and Zisserman, 2014; He et al., 2016), image
samples are rotated/shifted/rescaled/flipped/sheared/stretched to
be augmented. Further, generating extra samples from the
existing ones by exploiting DL-based generative models is one
of the most important strategies in DA. Because DA techniques
help reduce the necessity of acquiring new EEG data, which
is hindered by its cost-/time-consuming properties (Hartmann
et al., 2018; Freer and Yang, 2020), they have gained significant
attention in the BCI field. Here, we review the DAmethodologies
used for improving the performance of DL-based BCIs.

2.2. Challenges in Data Augmentation
A major difference between EEG data and image data is
translational invariance, a property that an output value is
invariant with respect to positional transformations of an input.
Common computer vision tasks have to solve the problems
of viewpoint, lightness, background, scale, etc. Therefore, in
the computer vision field, widely used DA techniques, such
as translation and rotation, are designed to improve the
translational invariance of the training dataset. Further, those
computer vision methods mostly use CNNs that exploit two-
dimensional (height × width) and/or three-dimensional (height
× width × depth) convolutional kernels. A CNN learns
local features by sharing kernel weights, thus translational
invariance is naturally followed. In other words, it represents
patterns regardless of the position of the object in an input
image. In contrast, for raw EEG analysis, DL-based BCIs
(Schirrmeister et al., 2017; Lawhern et al., 2018; Ko et al.,
2020a) are widely designed to extract features of EEG by
using one-dimensional (temporal or spatial) convolution kernels.
Furthermore, retraining the spatio-spectral-temporal information
of raw EEG is also important for these DL-based BCIs. Hence,
commonly used DA methods in computer vision tasks, e.g.,
rotating, cropping, scaling, are rarely applicable to DL-based
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BCIs, because those methods may harm the spectro-spatio-
temporal information in EEG signals. In other words, we cannot
augment raw EEG signals using simple techniques. Moreover,
labeling augmented EEG samples via geometric manipulation
is also difficult. In this regard, many DL methods for DL-
based BCIs apply geometric manipulation to spectrogram images
estimated from raw EEGs (Shovon et al., 2019; Zhang et al.,
2020b), or cropped EEGs using a sliding window (Schirrmeister
et al., 2017; Ko et al., 2018; Majidov and Whangbo, 2019).
Meanwhile, other DA methods for DL-based BCIs (Hartmann
et al., 2018; Luo and Lu, 2018; Hwang et al., 2019) have focused
on synthesizing EEG signals from existing ones. These works
generally introduce DL-based generative models (Goodfellow
et al., 2014; Kingma and Welling, 2014)-based augmenting
methods. However, as synthesized signals are not sufficiently
realistic to be used as training samples, many studies have tried
to improve the generation ability, i.e., the quality of augmented
samples by regularizing their generative models (Arjovsky et al.,
2017).

2.3. Approaches in Data Augmentation
DA methods in BCI can be categorized into two groups—
geometric manipulation-based and deep generative model-
based methods—depending on modifying existing samples and
synthesizing novel training samples with an additional deep
generative model, respectively. First, as the direct application of
data modification used in computer vision to DL-based BCIs
is somewhat difficult, Lotte et al. (2018) showed that geometric
manipulation-based EEG DA can improve the BCI performance
of linear machine learning models. Inspired by these intriguing
results, in case of the geometric manipulation-based group,
it was hypothesized that traditional DA techniques used in
computer vision can be extended to DL-based BCIs. Further,
some pioneering studies (Liu et al., 2016; Zhang et al., 2019d)
have attempted to learn the intrinsic mode, i.e., subspaces of the
training data, and controlled them to generate new data. Second,
generative model-based approaches have gained attention from
the BCI society with algorithmic advancements of generative
models. DL-based generative model explicitly, e.g., variational
autoencoder (VAE) (Kingma and Welling, 2014), or implicitly,
e.g., generative adversarial network (GAN) (Goodfellow et al.,
2014), learn the distribution of input data as well as output
result. Generation of synthetic data in the input data space is
possible by sampling from the learned distribution. The size of
the training dataset can be considerably expanded by adopting
deep generative model for BCI methods, using a limited number
of samples, i.e., less than hundreds (Hartmann et al., 2018; Roy
et al., 2020). In addition, some studies (Ko et al., 2019; Panwar
et al., 2019a) usemin-max game-based training algorithms, a core
of GAN for DL-based BCI model training, thereby improving the
BCI performance even with fewer training samples.

2.3.1. Geometric Manipulation-Based Data

Augmentation Methods
Geometric manipulation is one of the most simple and efficient
DA ways. It modifies data without additional learning, hence
is applicable directly and intuitively. Geometric manipulation-
based DA methods show promising results for performance

FIGURE 2 | Cropping strategy using a sliding window (Schirrmeister et al.,
2017; Ko et al., 2018). For a raw EEG signal, a sliding window with a length
shorter than that of the signal moves on EEG with a predefined stride.
Subsequently, the window crops a part of signal for augmentation.

improvements in several computer vision tasks (Simonyan and
Zisserman, 2014; He et al., 2016); thus, many attempts have
been made to apply similar approaches to EEG data. In this
section, we review many interesting DL-based BCI methods
that take traditional DA strategies developed in computer vision
tasks, such as geometric transformation (Schirrmeister et al.,
2017), noise addition (Parvan et al., 2019), and mixup (Kostas
and Rudzicz, 2020). Some studies used the segmentation and
recombination approach for DA (Freer and Yang, 2020), whereas
other studies learned the intrinsic modes of EEG data and
generated novel samples by modifying the learned modes (Liu
et al., 2016).

2.3.1.1. Raw Data Modification
A straightforward means of raw data modification is geometric
transformation, which includes rotating, shifting, flipping,
lightening, zooming, and cropping. As geometric transformation
is easily applicable, many DL-based BCI methods use it as
DA, based on Lotte et al. (2018)’s pioneering approaches,
e.g., segmentation and recombination of EEG signals. For
instance, Zhang et al. (2020b) performed three different
geometric transformation-based DAs. First, Zhang et al. rotated
spectrogram images of EEG signals estimated by using short-time
Fourier transform (STFT). Further, they shifted the spectrogram
and filled the remaining space with random noise and finally,
perturbed the RGB values of the STFT image in the color space.
Shovon et al. (2019) also performed DA by rotating, flipping,
zooming, and brightening spectrogram images of motor imagery
EEG signals. Moreover, as depicted in Figure 2, Schirrmeister
et al. (2017), Ko et al. (2018), and Majidov and Whangbo
(2019) used similar approaches to augment raw motor imagery
EEG samples; they cropped EEG signals from an EEG epoch
by using a sliding window having a shorter time length than
that of the epoch. Freer and Yang (2020) performed flipping
raw motor imagery samples to augment their training data.
Furthermore, Mousavi et al. (2019) conducted a sliding window-
based DA technique to increase the number of training EEG
samples for sleep stage recognition. Supratak andGuo (2020) also
focused on the sleep stage classification task but augmented the
training dataset using the shifting technique. Finally, Sakai et al.
(2017) used shifting to augment their cognition classification
task, classifying EEG signals acquired at motivated status and
unmotivated statuses.

Similar to the geometric transformation method, a noise
addition-based DA technique has also been widely used in
many successful DL-based computer vision studies (Simonyan
and Zisserman, 2014; He et al., 2016). The noise addition
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facilitates DA by adding randomly sampled noise values to
the original samples. In terms of DA for EEG, Zhang et al.
(2020b) augmented spectrogram images of motor imagery EEG
by adding Gaussian noise. Similarly, Parvan et al. (2019) and
Freer and Yang (2020) performed noise addition using uniform
distribution and Gaussian distribution to augment raw motor
imagery EEG samples, respectively. Finally, Wang F. et al. (2018)
added Gaussian noise to differential entropy values estimated
from emotion EEG signals for the DA. Interestingly, all DL-
based BCIs that exploit the noise addition method use Gaussian
distribution to sample noise, with a mean value of 0 and a small
standard deviation value, e.g., 0.01 or 0.001.

Another intuitive geometric manipulation is segmenting and
recombining the EEG samples (Lotte et al., 2018). There are
two methods for the segmentation and recombination methods.
First, let us denote the ith epoch of EEG samples as xi. Then,
with the predefined segmentation hyperparameter, T, the given
trial is segmented to xi1, x

i
2, ..., x

i
T . Finally, these segments are

recombined with other segments from the other EEG epoch, i.e.,
xj,∀i 6= j. Thus, the augmented new sample, xaug, can be made as,
for instance, xaug = Concat(x11, x

6
2, ..., x

4
T), where Concat denotes

a concatenation operation. Refer to Figure 3 for the concept
of temporal signal segmentation and recombination. The other
method includes spectral transformation, such as STFT. In this
case, EEG samples are mapped into the spectro-temporal domain
by a transformation method, segmented, and recombined.
Subsequently, the augmented combinations of spectrogram
segments are mapped into the temporal domain using an
inverse transformation method. Recently, Cho et al. (2020), Dai
et al. (2020), Freer and Yang (2020), and Huang et al. (2020)
used segmentation and recombination in a temporal manner,
i.e., without STFT, to augment their raw motor imagery EEG.
Additionally, Huang et al. performed the same augmentation
method in a spectro-temporal manner. Specifically, Huang et al.
swapped entire segments in a specific frequency band of two
randomly sampled EEG signals. Further, Fahimi et al. (2020)
performed both segmentation and recombination methods, i.e.,
both temporal and spectral methods, to augment the motor
execution EEG samples. Zhao X. et al. (2020) also effectively
acquired artificial ictal EEG samples with a discrete cosine
transform (DCT)-based spectral transformation. Finally, Fan
et al. (2020) and Supratak and Guo (2020) performed the
temporal segmentation and recombination-based DA technique
to increase the training data for the sleep stage classification.

The synthetic minority oversampling technique (SMOTE)
(Chawla et al., 2002) is one of the most widely used oversampling
techniques to address the class imbalance problem in machine
learning fields. Let us assume that A is a minority class set and
its elements are xi ∈ A. Subsequently, for each sample xi, we

obtain its k-nearest neighbors, x
(k)
i , with some distance metrics,

for example, Euclidean distance. Then, a new augmented sample

is acquired by using xi,aug = xi + ǫ|xi − x
(k)
i | for ∀k, where ǫ ∼

Uniform(0, 1) denotes a random number drawn from a uniform
distribution. Owing to its simplicity and power, some DL-based
BCI studies have used SMOTE to augment the imbalanced
training data. Lee T. et al. (2020) oversampled raw target class

EEG samples that generally belong to the minority class in
the event-related potential (ERP) paradigm. Similarly, Romaissa
et al. (2019) used SMOTE (Chawla et al., 2002) to oversample
ictal EEG signals. Interestingly, Romaissa et al. first extracted
the spectral features of EEG signals and performed SMOTE on
the spectral domain. Sun et al. (2019) also oversampled minor
epochs in the sleep stage classification by conducting SMOTE on
hand-crafted features.

In addition, some studies amplified given EEG samples to
augment them. Amplification-based DA can be performed by
using xaug = (1±C)x, whereC ∈ R is a predefined amplification-
control hyperparameter. Freer and Yang (2020) amplified raw
motor imagery samples with C = 0.02, 0.05, 0.1, and 0.2.
Furthermore, Sakai et al. (2017) amplified EEG signals with C =

0.1. Sakai et al. established a 2-fold strategy of amplifying (i) all-
time data and (ii) near-peak data. In the second strategy, Sakai
et al. only multiplied (1± C) to near-peak data.

Mixup (Zhang et al., 2018b) is a recently proposed DA
technique for computer vision tasks. For two given training
samples xi and xj, ∀i 6= j with labels yi and yj, respectively,
an augmented sample is then estimated by using xaug = λxi +

(1 − λ)xj, and its label is defined as yaug = λyi + (1 − λ)yj,
where λ ∈ [0, 1] is a random number. In case of DL-based
BCI, Kostas and Rudzicz (2020) used mixup to augment raw
motor imagery/ERP/rapid serial visual presentation (RSVP) EEG
samples and improved the BCI performance.

Raw data modification-based DA methods are easily
applicable and do not require any further networks optimization.
Meanwhile, because of the EEG data’s spectro-spatio-temporal
properties, these methods barely improve the performance and
make model interpretation complicated.

2.3.1.2. Intrinsic Mode Decomposition
As EEG is a very non-stationary and non-linear time-series
data, empirical mode decomposition (EMD) (Flandrin et al.,
2004), illustrated in Figure 4, can be an appropriate spatio-
temporal analysis method. To be specific, EEG is partitioned
intomodes called intrinsic mode functions (IMFs) without leaving
the time domain by EMD. Similar to the segmentation and
recombination, EMD-based DA first estimates IMFs of EEG
signals, and IMFs are then recombined to create artificial EEG
samples. Importantly, the mode of each IMF used in the DA does
not overlap. Dinarès-Ferran et al. (2018) and Zhang et al. (2019d)
performed EMD to acquire IMFs of motor imagery EEG samples
and generated artificial samples by recombining IMFs. Kalaganis
et al. (2020) created spatio-temporal graphs by using EEG signals
acquired from cognitive tasks and estimated graph IMFs using
EMD. Subsequently, Kalaganis et al. recombined these graph
IMFs to augment the training data.

Another way to learn the intrinsic modes of the data is the
self-organizing map (SOM) (Kohonen, 1990), which discretizes
the training samples to amap. SOM training utilizes competitive
learning. For a given training sample fed into a neural network,
the Euclidean distance between each weight vector and the
input data is estimated. Then, a neuron having the shortest
distance is called the best matching unit (BMU). The weights
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FIGURE 3 | EEG segmentation and recombination method (referred to Dai et al., 2020). EEG samples are segmented into constant lengths. The divided pieces are
then randomly recombined to generate new signals.

FIGURE 4 | Illustration of empirical mode decomposition (EMD) (Flandrin et al., 2004) which decomposes modes, i.e., intrinsic mode function (IMF) of the input signal
(re-illustrated from Dinarès-Ferran et al., 2018).

of the BMU and neurons that are close to it in the SOM grid
are adjusted to the input data. When adjusting, the magnitude
of the change decreases with time and the grid-distance from
the BMU. In this regard, Liu et al. (2016) applied a variant
of SOM, named adaptive subspace SOM (ASSOM), trained it
with predefined numbers, N, of quadratic modules and achieved
N subspace representations of data x. Finally, N numbers of
synthetic samples could be obtained by inversely transforming
the representations. Even though intrinsic mode decomposition-
based DAs effectively learn internal modes of EEG data, they
still show limitations. For instance, they introduce additional
hyperparameters to be found, e.g., the number of IMFs and
BMUs, thus require extra tuning phase. We summarize our
review of the geometric manipulation-based DA methods in
Table 1.

2.3.2. Generative Model-Based Data Augmentation

Methods
A characteristic of generative model-based DA methods is
exploiting additional DL for synthesizing training samples.
Among recent successes of deep generative models, GAN
(Goodfellow et al., 2014) and VAE (Kingma and Welling,
2014) demonstrate their caliber by showing practical use with
sound theoretical foundations. We herein review the advances

in GAN-based DA methods for BCIs (Hartmann et al., 2018;
Hwang et al., 2019; Ko et al., 2019; Luo et al., 2020). These
methods exploit GAN and its variants (Radford et al., 2015;
Arjovsky et al., 2017; Mao et al., 2017) to learn the distribution
of training samples. Those GAN-based DA methods can
effectively generate artificial samples and stabilize DL-based
BCI training. The autoencoder (AE) (Ballard, 1987) and VAE
are also used for learning the latent space of the training
dataset. Subsequently, some DL-based BCIs (Fahimi et al.,
2020; Zhang et al., 2020b) are employed to generate artificial
samples from the learned latent space, thereby augmenting
the data.

2.3.2.1. Generative Adversarial Network
Recently, Goodfellow et al. (2014) proposed a DL-based
generative model named GAN to learn deep representations of
data distribution without extensively annotated training data. As
depicted in Figure 5, GAN comprises two networks: a generator
and a discriminator. In GAN, generator G tries to generate a
realistic sample, G(z), from a latent code vector, z. Discriminator
D tries to discriminate the real sample, x, from the generated
one and outputs a probability of whether the input is real. To
simultaneously train those two networks, i.e., the generator and
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TABLE 1 | Geometric manipulation data augmentation methods.

Approach References Paradigm Summary

Raw data
modification

Geometric
transformation

Zhang et al., 2020b

Motor imagery

Rotated (180◦), shifted, and changed RGB
values of STFT images estimated from raw
EEGs

Shovon et al., 2019 Rotated (5◦), flipped, zoomed, brightened
(±30%) STFT images estimated from raw EEGs

Schirrmeister et al., 2017 Cropped raw EEG using a sliding window

Ko et al., 2018 Cropped raw EEG using a sliding window

Majidov and Whangbo,
2019

Cropped raw EEG using a sliding window

Freer and Yang, 2020 Flipped raw EEG

Mousavi et al., 2019
Sleep

Cropped raw EEG using a sliding window

Supratak and Guo, 2020 Shifted raw EEG

Sakai et al., 2017 Cognition Shifted raw EEG

Noise addition

Zhang et al., 2020b

Motor imagery

Added Gaussian noise (std of 0.1)

Freer and Yang, 2020 Used uniform noise ([−0.5, 0.5])

Wang F. et al., 2018 Emotion Added Gaussian noise (std of 0.001 ∼ 0.5)

Recombination

Freer and Yang, 2020

Motor imagery

Segmented and recombined raw EEGs

Cho et al., 2020 Segmented and recombined raw EEGs

Dai et al., 2020 Segmented and recombined raw EEGs

Huang et al., 2020 Segmented and recombined STFT images

Fahimi et al., 2020 Motor Segmented and recombined both raw EEGs
and STFT images

Zhao X. et al., 2020 Seizure Segmented and recombined DCT images

Fan et al., 2020
Sleep

Segmented and recombined raw EEGs;
compared synthesizing qualities to other DA
methods

Supratak and Guo, 2020 Segmented and recombined raw EEGs

SMOTE
(Chawla et al., 2002)

Lee T. et al., 2020 ERP Used borderline-SMOTE algorithm to raw EEGs

Sun et al., 2019 Sleep Used SMOTE algorithm to hand-crafted
features

Amplifying
Freer and Yang, 2020 Motor imagery Amplified raw EEG ±2 ∼ 20%

Sakai et al., 2017 Cognition Amplified raw EEG ±10%

Mixup
(Zhang et al., 2018b) Kostas and Rudzicz, 2020 Multi Conducted mixup algorithm to raw EEGs;

experimented TL experiments

Intrinsic mode
decomposition

EMD
(Flandrin et al., 2004)

Zhang et al., 2019d
Motor imagery

Estimated and recombined IMFs of raw EEGs

Dinarès-Ferran et al., 2018 Estimated and recombined IMFs of raw EEGs

Kalaganis et al., 2020 Cognition Estimated and recombined IMFs of graphs
estimated by raw EEGs

SOM (Kohonen, 1990) Liu et al., 2016 Drowsy Conducted ASSOM algorithm

the discriminator, GAN uses a min-max objective function:

max
D

Epx [logD(x)]+ Epz [log(1−D(G(z)))]

and min
G

Epz [log(1−D(G(z)))], (1)

where px and pz denote the distribution of real samples and
latent code, respectively. In Equation (1), the Jensen-Shannon
distance (JSD) is used for estimating the distance between the
real sample distribution and the generated sample distribution.
Here, G is minimized when D(G(z)) → 1, i.e., the generator tries
to make realistic samples, and D is maximized when D(x) → 1

and D(G(z)) → 0; thus, D determines the real and fake
samples correctly.

Based on the use of GAN (Goodfellow et al., 2014), some
DL-based BCIs use GAN as the DA method. Roy et al. (2020)
proposed a GAN-based motor imagery EEG augmentation
method, named MIEEG-GAN. Roy et al. developed an LSTM-
based generator and an LSTM-based discriminator to augment
both raw motor imagery EEG signals and spectrum images
generated by STFT. Further, Roy et al. analyzed generated
samples both qualitatively and quantitatively. Similarly, Krishna
et al. (2020) constructed a gated recurrent unit (GRU) (Chung
et al., 2014)-based generator and a GRU-based discriminator
with the GAN loss function, i.e., Equation (1). Thus, Krishna
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FIGURE 5 | Illustration of generative adversarial network (GAN) (Goodfellow et al., 2014). Generator G outputs generated data G(z) using a random noise vector z.
Then, discriminator D distinguishes generated data G(z) from real data x.

et al. augmented EEG data for speech recognition and achieved
performance improvement. Although these studies showed
promising results for GAN-based DA, there is still room for
improvement with a minor modification of the GAN loss
function (Arjovsky et al., 2017); thus, many DL-based BCIs that
use GAN for the DA exploited variants of GAN.

In this regard, Mao et al. (2017) proposed a modified version
of the GAN loss function. They minimized the Pearson-χ2

distance between the real distribution and the generated data
distribution instead of the JSD used for the original GAN loss
function (Goodfellow et al., 2014). Thus, Mao et al. modified the
loss to:

min
D

1

2
Epx [log(D(x)− 1)2]+

1

2
Epz[log(D(G(z))− 0)2]

and min
G

1

2
Epz [log(D(G(z))− 1)2], (2)

and named their method least-squares GAN (LSGAN). This
LSGAN objective function gives a larger gradient to fake
samples farther from the real samples decision boundary, thereby
suppressing the gradient vanishing phenomenon. In case of
DA for BCI, Pascual et al. (2019) adopted LSGAN to epileptic
EEG DA. Specifically, Pascual et al. used a conditional vector
(Mirza and Osindero, 2014) in their model to generate ictal
EEG samples from given inter-ictal EEG samples. They also
exploited U-Net (Ronneberger et al., 2015) for both the generator
and the discriminator. By doing so, Pascual et al. synthesized
numerous ictal samples and improved the performance with the
generated samples.

Meanwhile, Radford et al. (2015) focused on solving the min-
max objective of GAN (Goodfellow et al., 2014) as inherently
unstable. With exhaustive attempts to design a stable CNN-based
GAN from scratch, Radford et al. showed that the generator of
a deconvolutional network without fully-connected layers and
pooling layers and the discriminator of a convolutional network
without pooling layers makes GAN robust. Their successful
achievement is commonly called deep convolutional GAN
(DCGAN). In a BCI society, DCGAN is also widely used for DA.
For instance, Zhang et al. (2020b) augmented spectrograms of
motor imagery EEG estimated by applying STFT using DCGAN.

Zhang and Liu (2018) also showed improved motor imagery-
based BCI performance by DA using DCGAN. Fahimi et al.
(2020) generated raw EEG signals using DCGAN and analyzed
the generated signals using t-stochastic neighbor embedding
(Maaten and Hinton, 2008) and STFT. Additionally, Lee Y.
E. et al. (2020) reconstructed ERP signals using DCGAN for
mobile BCI. They also showed the performance of reconstructed
ERP signals and visualized the generated samples. Truong et al.
(2019a,b) appliedDA to STFT transforms of epileptic EEG signals
using DCGAN. Finally, Fan et al. (2020) performed the DA using
DCGAN to tackle a class imbalance problem in sleep staging
tasks and demonstrated the validity of GAN-based DA.

Similar to LSGAN (Mao et al., 2017), Arjovsky et al. (2017)
focused on changing the JSD to the Wasserstein distance.
Arjovsky et al. showed that the Wasserstein distance can be
applied to GAN in a theoretically rigorous manner and proposed
a modified version of the objective function:

min
G

max
D

Epx [D(x)]− Epz [D(G(z))]. (3)

To satisfy a constraint, i.e., to restrict the discriminator to
the Lipschitz function, Arjovsky et al. used weight clipping
on discriminator D. However, Gulrajani et al. (2017) removed
the weight clipping by adding a gradient penalty regularization
to the objective function and made the training stable. These
methods are widely known as Wasserstein GAN (WGAN).
Several researchers of DL-based BCIs showed interest in a
WGAN-based DA method. Ko et al. (2019) exploited WGAN
with a gradient penalty to improve the BCI performance inmotor
imagery. They used WGAN, rather than the DA method, for
DL-based BCI model training, and improved performance even
with fewer training datasets. In addition, Hartmann et al. (2018)
proposed EEG-GAN which is a modified version of WGAN to
generate artificial raw EEG data. Aznan et al. (2019) also used
WGAN to augment steady-state visual evoked potential (SSVEP)
and improved the BCI performance. Panwar et al. (2019a,b)
exploited WGAN with the gradient penalty to generate raw EEG
data of RSVP and drowsiness and significantly improved the BCI
performance. Luo and Lu (2018) and Luo et al. (2020) modified
WGAN and synthesized differential entropy values calculated
from emotion EEG signals. As the aforementioned methods
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require a calibration phase, Hwang et al. (2019) tried to introduce
zero-calibration. They used WGAN to generate raw EEG data
acquired from a protocol of watching natural objects, such as a
pizza and a banana. GAN-based DA methods synthesize realistic
EEG samples by learning the data distribution implicitly, thereby
showing great opportunity for DA. Nevertheless, these methods
need (relatively) large amounts of data to train to network
modules, i.e., the generator and the discriminator.

2.3.2.2. Variational Autoencoder
As GAN (Goodfellow et al., 2014) and its variants (Radford
et al., 2015; Arjovsky et al., 2017; Mao et al., 2017) demonstrated
their ability in DA, some studies focused on learning a latent
representation of EEG data distribution in an explicit manner.
AE (Ballard, 1987) is a neural network trained to replicate the
input and the output data. AE has an encoder and a decoder; the
encoder describes a code that is used for representing the input
data, and the decoder reconstructs the input data from the code.
Modern AE models have tried to generalize the encoder and the
decoder functions to learn the distribution of the input data and
the code. In particular, as depicted in Figure 6, VAE, which is a
type of AE, learns encoder Q and decoder P through variational
inference. The VAE (Kingma andWelling, 2014) is trained by the
objective function:

min
P,Q

−EQ[log(P(x|z))]+ KLD(Q(z|x)||P(z)). (4)

where KLD denotes the Kullback-Leibler divergence (KLD). In
Equation (4), the first term represents a negative log-likelihood
of the latent code, z, and can be considered as a reconstruction
error. The second term is a regularization term to constrain
the variational distribution, Q(z|x), to be similar to P(z). Based
on the objective function in Equation (4), the VAE effectively
represents the latent space of the data distribution and can
generate novel samples from the learned latent distribution.

In this regard, some DL-based BCIs use AEs (Ballard, 1987)
and VAEs (Kingma and Welling, 2014) for DA. For example,
Zhang et al. (2020b) transformed EEG signals into spectrograms
using STFT and reconstructed them using both an AE and a
VAE. By reconstructing STFT images from the learned code,
Zhang et al. could effectively acquire novel training samples.
Fahimi et al. (2020) exploited a VAE to synthesize artificial
motor EEG signals. Furthermore, Aznan et al. (2019) performed
DA of SSVEP EEG signals using a VAE. Finally, to augment
the raw emotion EEG signals, Luo et al. (2020) learned the
latent space of the data distribution and generated artificial
samples using a VAE. Even though VAE-based DAs learn the
training data distribution and generate augmentation samples,
the synthesizing quality still lacks. We summarize our review of
both the GAN and VAE-based DA methods in Table 2.

3. ADVANCES IN TRANSFER LEARNING

3.1. What Is Transfer Learning?
In recent years, efforts have been made to take advantage of other
real EEG samples (i.e., from a session or a subject) to train deep
neural networks that decode EEG samples, thereby mitigating
the data insufficiency problem (Chai et al., 2016; Andreotti et al.,

2018; Fahimi et al., 2019; Özdenizci et al., 2020). These studies
known as TL have focused on transferring knowledge from
one dataset to another one. Generally, the TL methods aim to
learn well-generalized representation among different tasks (e.g.,
classification, regression, clustering, etc.) or multiple datasets
following different but similar distributions (i.e., domains) in
other fields. Meanwhile, various TL-based BCIs have leveraged
other subjects’ or sessions’ data to solve the same task. The
representation trained from those TL methods can be applied to
the seen domains (e.g., domain adaptation) or an unseen domain
(e.g., domain generalization) in a short/zero-calibration manner.
Hence, we mainly focus on domain adaptation/generalization-
based TL approaches in this study.

3.2. Challenges in Transfer Learning
When designing transfer methods in BCI, there are two major
concerns: (i) intra- and inter-subject variabilities and (ii) negative
transfer. First, as brain signals contain their inherent background
activities and vary according to their conditions, e.g., fatigue,
drowsiness, excitation, and agitation, high variabilities have been
observed for different subjects and even for sessions of the
same subjects (Jayaram et al., 2016), which are regarded as
non-stationary EEG characteristics (Chai et al., 2016; Raza and
Samothrakis, 2019). In this respect, when training a DL-based
BCI method with samples of one subject or session, the trained
DL method cannot be deployed to another subject or session
directly, because unseen data (from new subject or session)
can be misaligned with the training data in the trained feature
space, referred to as a domain shift (Ganin et al., 2016). In
other words, owing to the large discrepancy between training
and unseen data, the trained DL-based BCI can be degraded
drastically in testing unseen data. Domain adaptation (Wang
and Deng, 2018) is proposed to diminish the domain shift in
other fields, such as computer vision. Owing to its goal, domain
adaptation-based approaches have been widely used in DL-based
BCIs (Jeon et al., 2019; Özdenizci et al., 2020; Wei et al., 2020a;
Zhao H. et al., 2020). Each subject or session is regarded as
one domain in most studies. Recent studies have introduced a
question: what should be transferred between various domains?
Although the domain-invariant features can be obtained through
TL, mainly via domain adaptation techniques, it can also induce
degradation of unseen data because all information is not
equally transferable (Lin and Jung, 2017; Wang and Deng, 2018;
Peng et al., 2019; Jeon et al., 2020), which is denoted as a
negative transfer.

3.3. Approaches in Transfer Learning
TL methods in BCI can be categorized into two approaches—
explicit TL and implicit TL—depending on whether to explicitly
use a discrepancy between two domains in the objective
function. Explicit TL-based approaches have commonly focused
on minimizing a divergence between multiple domains during
the training process. These methods have been fundamentally
devised according to domain theory (Ben-David et al., 2010).
In domain theory, when training a model with a labeled
source domain and an unlabeled target domain, the expected
error of the target domain is upper bounded as the sum of
the error of the labeled source domain and the discrepancy
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FIGURE 6 | Illustration of variational autoencoder (VAE) (Kingma and Welling, 2014). Encoder Q learns latent space of input data x. From the learned latent space,
latent code z is sampled and input to decoder P. Finally, decoder P reconstructs input data x̂.

TABLE 2 | Deep generative data augmentation methods.

Approach References Paradigm Summary

GAN

GAN
(Goodfellow et al., 2014)

Roy et al., 2020 Motor imagery Devised LSTM-based generator and discriminator; qualitatively
analyzed generated signals

Krishna et al., 2020 Speech Devised GRU-based generator and discriminator

LSGAN
(Mao et al., 2017)

Pascual et al., 2019 Seizure Devised U-Net-based generator and discriminator; used
conditional GAN concept

DCGAN
(Radford et al., 2015)

Zhang et al., 2020b

Motor imagery

Generated STFT images estimated from raw EEGs; compared
synthesizing quality to other DA methods

Zhang and Liu, 2018 Compared classification accuracy of testing dataset for different
ratio of raw data and artificial data; used conditional GAN concept

Fahimi et al., 2020 Motor Used feature vector with the random noise for the generator input

Lee Y. E. et al., 2020 ERP Used features of EEG signals during walking as the generator
input to reconstruct EEG signals similar to ones during standing

Truong et al., 2019a
Seizure

Generated STFT images estimated from raw EEGs

Truong et al., 2019b Generated STFT images estimated from raw EEGs

Fan et al., 2020 Sleep Compared synthesizing quality to other DA methods

WGAN
(Arjovsky et al., 2017)

Ko et al., 2019 Motor imagery Conducted gradient penalty rather than weight clipping; used
semi-supervised GAN concept

Hartmann et al., 2018 Motor Conducted gradient penalty rather than weight clipping

Aznan et al., 2019 SSVEP Compared synthesizing quality to VAE-based DA methods;
experimented TL setting

Panwar et al., 2019b RSVP Conducted gradient penalty rather than weight clipping; used
conditional GAN concept

Luo et al., 2020

Emotion

Conducted gradient penalty rather than weight clipping; used
conditional GAN concept

Luo and Lu, 2018 Conducted gradient penalty rather than weight clipping; used
conditional GAN concept

Panwar et al., 2019a Drowsy Conducted gradient penalty rather than weight clipping

Hwang et al., 2019 Cognition Designed zero-calibration experiments

VAE

AE
(Ballard, 1987)

Zhang et al., 2020b Motor imagery Generated STFT images estimated from raw EEGs; compared
synthesizing quality to other DA methods

VAE
(Kingma and Welling, 2014)

Zhang et al., 2020b Motor imagery Generated STFT images estimated from raw EEGs; compared
synthesizing quality to other DA methods

Fahimi et al., 2020 Motor Compared synthesizing quality to other DA methods

Aznan et al., 2019 SSVEP Compared synthesizing quality to VAE-based DA methods;
experimented TL setting

Luo et al., 2020 Emotion Compared synthesizing quality to VAE-based DA methods

between the source and target domains. In other words,
minimizing the divergence between multiple domains is key
regardless of the labels in the target domain. The question
here is why TL can be considered as an effort to reduce

cost/time-consuming calibration. Most studies assumed that the
subject-invariant feature space can be directly applied with zero
or short-calibrations for new subjects’ EEG data (Jeon et al., 2020;
Özdenizci et al., 2020).
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FIGURE 7 | Concept of explicit TL-based methods. The alignment can be
achieved by minimizing a divergence between different domains.

Contrary to explicit TL-based methods, implicit TL-based
approaches follow the hypothesis that their method can
train domain-invariant feature spaces on the basis of only
their internal architectures without explicitly minimizing the
discrepancy. For instance, they merely perform fine-tuning with
a new dataset (Andreotti et al., 2018; Fahimi et al., 2019;
Zhang et al., 2021) or applied meta-learning framework (An
et al., 2020; Duan et al., 2020). Furthermore, well-trained
feature representation capturing multi-scale discriminative EEG
patterns or focusing more discriminative temporal regions can
be employed to evaluate new datasets (Kwon et al., 2019; Zhang
et al., 2019a, 2020a; Ko et al., 2020a). We describe deep TL
methods for zero/short-calibrations in more detail.

3.3.1. Explicit Transfer Learning Methods
Explicit TL-based methods define the distributional discrepancy
between multiple domains, i.e., subjects or sessions, and then
minimize the discrepancy during the training by appropriately
designing their objective functions, thereby achieving an
alignment in the feature space. We have witnessed the success
of TLs that exploit subspace alignment methods in DL-based
BCIs (Chai et al., 2016; Zhang et al., 2017; Özdenizci et al.,
2020; Wei et al., 2020b; Wang et al., 2021). These methods
can require additional DLs (adversarial learning) or not (non-
parametric). Non-parametric alignment-based methods define a
distributional discrepancy between different domains at various
distances (Gretton et al., 2012; He and Wu, 2019) and then
minimize it during optimization. Therefore, this minimization
term is considered to be a regularization on a latent feature
space. In contrast, adversarial learning-based methods require at
least one neural network. Subsequently, the additional network
identifies the domain from which the input data is sampled and
denotes it as a domain discriminator. Through the min-max
game between the domain discriminator and a feature extractor,
adversarial learning induces domain-invariant features (Ganin
et al., 2016). The conceptual schematization of the explicit TL is
shown in Figure 7.

3.3.1.1. Non-parametric Alignment
To align features between different domains, three divergences
are mainly introduced in DL-based BCIs: (i) maximum mean
discrepancy (MMD) (Chai et al., 2016; Hang et al., 2019), (ii)
KLD (Zhang et al., 2017), and (iii) Euclidean distance (Kostas

and Rudzicz, 2020). First, MMD is the distance between two
distributions S and T in a kernel embedding space and is defined
as follows:

MMD(S,T) =

∣∣∣∣∣∣

∣∣∣∣∣∣
1

nS

nS∑

i=1

φ(xi)−
1

nT

nT∑

j=1

φ(xj)

∣∣∣∣∣∣

∣∣∣∣∣∣

2

H

, xi ∼ S, xj ∼ T

(5)
where φ denotes a mapping function for reproducing kernel
Hilbert space (RKHS) and || · ||H is the RKHS norm (Gretton
et al., 2006). Here, nS and nT denote the number of samples
drawn from the S and T distributions, respectively. In terms of
TL for DL-based BCIs, Hang et al. utilized MMD to minimize
the distance between the source and target domains in features
extracted from fully-connected layers after convolutional layers.
They deployed another loss function named the center-based
discriminative feature learning (CDFL) method. CDFL is referred
to as a regularization technique, that compels the distance
between each sample feature and the corresponding class center
point to become less than thresholds for better separability
between different classes. As a result, Hang et al. acquired a
domain-invariant feature of motor imagery EEG signals at the
class level by minimizing MMD as well as CDFL. Chai et al. also
minimized MMD in a hidden feature space among source and
target samples during training an AE and obtained a domain-
invariant subspace for the emotion recognition task. However,
the classifier was not jointly trained with the AE.

Similar to Chai et al. (2016)’s work, Zhang et al. (2017)
constrained a hidden space in their AE to train a subject-invariant
feature of the sleep EEG. However, according to the existing
AE-based TL method (Zhuang et al., 2015), they only reduced
a symmetric KLD between the source and target features by
using an identity function as φ in Equation (5). In other words,
they did not transform their features to another space during
training. Although they trained all parameters of the AE and the
classifier in an end-to-endmanner, their method diminished only
the marginal distribution difference, disregarding the conditional
distributions of the two domains in classification (Ding et al.,
2018).

Kostas and Rudzicz (2020) performed raw EEG data
alignment from many subjects at the preprocessing step by
applying the Euclidean alignment (EA) method (He and Wu,
2019). As raw EEG signals can be transformed into covariance
matrices, i.e., symmetric positive definite, they can be operated
on a Riemannian manifold (Wang et al., 2021). However, He
and Wu demonstrated that covariance matrix alignment on the
Riemannian space for TL required high computational costs
and showed unstable operations compared with the Euclidean
space. For this reason, Kostas and Rudzicz constrained the mean
covariance matrix to become an identity matrix according to the
EA method and then used the aligned samples as the input of
their TL for the DL-based BCImethod. Thus, Kostas and Rudzicz
developed the TL method for motor imagery, ERP, and RSVP.

These non-parametric alignment-based methods do not
require additional trainable parameters whereas they can be
employed between only two domains. Accordingly, they selected
two subjects (i.e., source and target subject) in their dataset (Chai

Frontiers in Human Neuroscience | www.frontiersin.org 11 May 2021 | Volume 15 | Article 64338677

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Ko et al. DL-Based Short/Zero-Calibration Approaches for BCIs

et al., 2016; Hang et al., 2019) or considered the remaining
subjects except for a target subject as one source subject (Zhang
et al., 2017; Kostas and Rudzicz, 2020). Consequently, we cannot
easily utilize their methods in order for a zero-calibration BCI.

3.3.1.2. Adversarial Learning
In the BCI field, many TL methods have applied an adversarial
learning (Goodfellow et al., 2014) concept. Among them, the
adversarial conditional VAE (A-cVAE) (Wang Y. et al., 2018)
and domain adversarial neural network (DANN) (Ganin et al.,
2016) have shown their potential in training domain-invariant
features from cross-subjects or cross-sessions. Özdenizci et al.
(2019) proposed an adversarial neural network to learn subject-
invariant latent representations by using an A-cVAE. They
combined a conditional VAE (cVAE) (Sohn et al., 2015) and an
adversarial network. To be specific, in their network, an encoder
and a decoder were trained to learn latent EEG representations
from multiple subjects under the subjects’ ID, and an adversary
was trained for subject identification. These two steps are
conducted alternatively so that they can learn subject-invariant
EEG representations. Subsequently, the output of the frozen
encoder for the same training samples was fed into a new
classifier for classification. Hence, there still exists a limitation
that both subject-invariant learning class-discriminative learning
did not train in an end-to-end manner.

Most adversarial learning-based methods adopt DANN
(Ganin et al., 2016) for designing their TL frameworks. DANN
comprises three components a feature extractor F, domain
discriminator D, and classifier C, as shown in Figure 8. The
domain discriminator and the classifier identify the domains
or classes to which the incoming features belong, whereas the
feature extractor is trained to minimize the classification loss
and maximize the domain loss through a gradient reversal layer
(GRL) where gradients are multiplied by a negative value during
the back-propagation process. The objective function of the
DANN is defined as follows:

min
F,C

Ex,y∼ps(x,y)CCE(C(F(x)), y) (6)

max
F

min
D

−Ex∼ps(x)[logD(F(x))]− Ex∼pt(x)[log(1−D(F(x)))]

(7)
where x and y denote the input and corresponding labels,
respectively. Here, ps and pt indicate distributions from the
source and target domains, respectively, and CCE is the
categorical cross-entropy loss that is widely used for classification
tasks. Thus, Equation (6) is used to train the feature extractor
F and classifier C to represent the input data and discriminate
it correctly and is considered as the classification loss. In
addition, in Equation (7), similar to the GAN objective function,
i.e., Equation (1), feature extractor F tries to extract domain-
indiscriminative features, whereas the domain discriminator D

focuses on classifying the domains. In this regard, Equation
(7) is commonly referred to as the domain loss. Therefore, the
feature extractor output can be class-discriminative and domain-
invariant by optimizing Equations (6) and (7).

Based on DANN, Özdenizci et al. (2020) introduced an
adversarial learning-based TL network where the domain

discriminator identifies whether features belong to which
subjects, similar to the previous study of using an A-cVAE
(Özdenizci et al., 2019). Özdenizci et al. demonstrated that
any decoding models for EEG can be applied to their DANN-
based methods by considering various CNN-based architectures
(Schirrmeister et al., 2017; Lawhern et al., 2018). In this study,
Özdenizci et al. effectively represented the domain-invariant
features of multiple subjects’ motor imagery signals.

Recently, several methods have shown that the use of only
DANN (Ganin et al., 2016) has some limitations and challenges
(Ma et al., 2019; Nasiri and Clifford, 2020; Tang and Zhang,
2020; Zhao H. et al., 2020). First, Zhao et al. considered a single
subject as a target and the remaining subjects of datasets as
source sets; therefore, the domain discriminator was trained to
distinguish between the target and the sources. Furthermore,
Zhao et al. exploited a classification loss and a center loss
(Wen et al., 2016) for the target subject to strengthen class-
discriminative power by minimizing intra-class compactness and
maximizing inter-class separability. In addition, Tang and Zhang
addressed that DANN cannot capture complex multimodal
structures because even a perfectly trained domain discriminator
cannot ensure perfect alignment between different domains.
In this regard, Tang and Zhang performed an outer product
between the output of the feature extractor and the output of
the classifier (class probabilities) and then fed it into the domain
discriminator for better alignment between the two domains
according to the conditional GAN (Mirza and Osindero, 2014).
Additionally, Ma et al. introduced a domain residual connection
for domain generalization. They assumed that domain-invariant
features and domain-specific features can be separately trained
by using additional parameters in the feature extractor. In
detail, the domain-invariant (denoted as common in Ma et al.’s
work) parameters are shared among all source domains and
the additional parameters are used only for the corresponding
domain samples per domain. Subsequently, the sum between
the domain-invariant outputs and the domain-specific outputs is
taken as inputs of the domain discriminator and classifier. Here,
the common parameters of the feature extractor and the classifier
are activated on testing the unseen target’s data. However, as
there are no decomposition strategies, it does not ensure that
the subject-specific parameters capture the real subject-specific
information regardless of the subject-invariant information.

Further, to mitigate negative transfer, two approaches have
been proposed: (i) source selection (Jeon et al., 2019; Wei et al.,
2020b; Wang et al., 2021) and (ii) transferable attention (Nasiri
and Clifford, 2020). Regarding the source selectionmethods, they
introduced the need to obtain the most similar subjects due
to the high variability between subjects. Specifically, Jeon et al.
assumed that before adapting other subjects’ samples, they first
must select a source subject whose properties were similar to
those of a target subject by performing hierarchical clustering
based on resting-state EEG signal candidates in the source pool.
Although their feature extractor embeds both the source and
target’s EEG samples to the subject-invariant representations
in accordance with DANN (Ganin et al., 2016), each classifier
was separately trained between source and target subjects to
capture the subject-specific characteristics. Similar to Jeon et al.’s
work, Wei et al. selected source subjects based on the target
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FIGURE 8 | Illustration of domain adversarial neural network (DANN) (Ganin et al., 2016). Lclass and Ldomain denote a classification loss and domain loss, respectively.
Through a GRL where gradients of a domain loss are reversed by multiplying a negative value, a domain loss is minimized in a domain discriminator and maximized in
a feature extractor.

subject’s classification performance among the source subject-
specific classifiers. In detail, they first trained different classifiers
for each subject and then evaluated all trained classifiers with
a target subject to rank them with respect to the target subject.
After ranking the performances, they selected the top K subjects
and then used them as a source domain set. Subsequently, the
classification outputs were also regarded as inputs of the domain
discriminator with features in the same manner (Mirza and
Osindero, 2014; Tang and Zhang, 2020). Following Wei et al.’s
source selection strategy, Wang et al. trained their network with
the selected sources’ samples and the target samples. In Wang
et al.’s work, domain adaptation was achieved by using both
adversarial loss and centroid alignment loss. They considered the
geometric means of each class as each class-prototype and then
minimized the discrepancy between the same class-prototypes
among different domains in the Riemannian space.

In the meantime, Nasiri and Clifford (2020) also described
that all features can contain considerably dissimilar information
among various subjects so that they are not necessarily
transferable. To focus on more important or class-relevant
local parts of data, Nasiri and Clifford added channel-wise
domain discriminators and then used their output to generate
attention maps which can be a criterion for transferability by
transforming entropy.

To sum up, these adversarial learning-basedmethods assumed
that the well-trained feature representation can be validated
for unseen domains, thus, they can accomplish the zero-
calibration BCI. However, in the adversarial learning-based
methods, additional trainable parameters are demanded to align
distributions between two or more domains. Moreover, they
can cause any distortion of feature representations on account
of disregarding class-related information between domains (Liu
et al., 2019; Jeon et al., 2020). We summarize our review of
both non-parametric alignment/adversarial learning-based TL
methods in Table 3.

3.3.2. Implicit Transfer Learning Methods
In this section, we describe the implicit TL approaches in
DL-based BCIs. Implicit knowledge transferring methods do
not explicitly minimize the discrepancy objective functions but

only depend on their network (i.e., architecture). Most existing
implicit TL methods have been used in the leave-one subject-
out (LOO) scenario to fine-tune the trained parameters totally
or partially using new target data (Andreotti et al., 2018; Fahimi
et al., 2019; Shovon et al., 2019; Phan et al., 2020; Raghu et al.,
2020; Zhang et al., 2021). Furthermore, various studies have
only focused on enhancing the representational power of EEG
features with only their well-designed architectures (Kwon et al.,
2019; Zhang et al., 2019a; Jeon et al., 2020; Ko et al., 2020a).
The remaining methods of implicit TLs (An et al., 2020; Duan
et al., 2020) are based on meta-learning, which has drawn
increasing attention for few-shot tasks in machine learning fields
(Hospedales et al., 2020).

3.3.2.1. Fine-Tuning
Fine-tuning is a retraining strategy to initialize parameters of
a network as learned parameters of another identical network
trained with diverse source datasets to adapt them to the
target dataset. Fine-tuning can be regarded as the most naive
approach to transfer knowledge. In this respect, many studies
have taken advantage of fine-tuning for TL (Andreotti et al.,
2018; Fahimi et al., 2019; Zhao et al., 2019; Raghu et al., 2020;
Zhang et al., 2021). Deep networks have been pre-trained with
multiple subjects’ samples in a large source pool dataset, and
entire parameters or parts of parameters have been fine-tuned to
capture more target-related information. For example, Shovon
et al. (2019) fine-tuned the parameters of the entire network
for transferring knowledge of natural image classification tasks
to motor imagery EEG classification. Specifically, they trained
the pre-trained network with natural images by using STFT
from motor imagery EEGs. Raghu et al. fine-tuned the last
layers that were learned using the source subjects for the seizure
classification task. Aznan et al. (2019) first trained a network
using synthetic SSVEP samples and then fine-tuned the pre-
trained network with real SSVEP samples, which leads to carrying
information of synthetic SSVEP to a real SSVEP classification. In
addition, Vilamala et al. (2017), Phan et al. (2020), and Andreotti
et al. fine-tuned the entire network for sleep stage classification.

On the contrary to those methods, the existing works (Zhao
et al., 2019; Olesen et al., 2020; Zhang et al., 2021) fine-tuned parts
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TABLE 3 | Explicit transfer learning methods.

Approach References Paradigm Summary

Non-parametric
alignment

MMD

Hang et al., 2019 Motor imagery Minimized MMD in a feature level and
introduced CDFL

Chai et al., 2016 Emotion Minimized MMD in a feature level and trained
AE and classifier separately

KLD Zhang et al., 2017 Sleep Minimized KLD in a feature level and trained
with classifier in an end-to-end manner

EA Kostas and Rudzicz, 2020 Multi Constrained that the mean covariance matrix
becomes an identity matrix in a raw data level

Adversarial
learning

A-cVAE
(Wang Y. et al., 2018)

Özdenizci et al., 2019 Motor imagery Added an adversarial network to cVAE, and
trained cVAE and classifier separately

DANN
(Ganin et al., 2016)

Özdenizci et al., 2020

Motor imagery

Devised DANN by exploiting various
CNN-based architectures as their feature
extractor

Zhao H. et al., 2020 Added center loss for target to minimize
intra-class compactness and maximize
inter-class separability

Tang and Zhang, 2020 Fed output of a classifier into a domain
discriminator

Jeon et al., 2019 Selected source based on resting-state EEG
signals

Wei et al., 2020b RSVP Selected sources based on a ranking of
performances in subject-specific classifiers

Wang et al., 2021 Emotion Selected sources based on a ranking of
performances in subject-specific classifiers and
devised centroid alignment loss

Nasiri and Clifford, 2020 Sleep Estimated attention maps using channel-wise
domain discriminators

Ma et al., 2019 Drowsy Trained additional parameters capturing
subject-specific features

of the pre-trained network to transfer knowledge of EEG. For a
new subject, Zhang et al. fine-tuned only the parameters of fully-
connected layers while freezing the previous layers. Especially,
Zhao et al. conducted ablation studies to identify which layers of
their network should be transferred to the target. Whereas, those
methods performed with motor imagery EEGs, Olesen et al. fine-
tuned the last few layers with different samples for sleep stage
classification. However, even though fine-tuning can be easily
implemented, it is not performed within one process and cannot
achieve zero-calibration efficiently. In addition, fine-tuning can
cause over-fitting because of the small amount of target data
(Kostas and Rudzicz, 2020).

3.3.2.2. Enhancing Representational Power
Several studies have focused on learning better EEG
representations to concentrate on more discriminative temporal
slices (Zhang et al., 2018a, 2019a,b, 2020a) or capture multi-scale
spatio-temporal characteristics (Kwon et al., 2019; Ko et al.,
2020a) and to separate class-relevant information (Jeon et al.,
2020) among diverse subjects. First, Zhang et al. investigated
the temporal dynamics of EEG signals based on the attention
mechanism that emphasizes on more informative region on the
basis of self-relationships. In their work, raw EEG signals were
first divided into various slices by applying a sliding window
technique with a window size of a shorter length than the
overall length of the time sequence. Next, the segmented EEG
slices in the form of raw slices (Zhang et al., 2018a, 2019a) or

graphs (Zhang et al., 2019b, 2020a) embedded their features via
the encoding module. Subsequently, Zhang et al. used a self-
attention module to obtain more class-discriminative segments
among those features and then aggregated all slices by means of
a weighted sum with the attention maps (Zhang et al., 2018a).
Further, in order for the attentive temporal dynamics between
those features, Zhang et al. (2019a, 2020a) employed a recurrent
self-attention module (e.g., LSTM). Additionally, Zhang et al.
(2019b) discovered more discriminative EEG channels by
introducing another attention module.

Meanwhile, Kwon et al. (2019) applied band-pass filtering for
various predefined frequency bands to raw EEG samples from
source subjects. Subsequently, by employing a CSP (Ramoser
et al., 2000), they extracted spatio-spectral features for all
frequency bands. They calculated mutual information between
the spatio-spectral features and class labels and then sorted
mutual information of all frequency bands in the descending
order. They selected the top K frequency bands in the list
and then used them as their CNN input. Ko et al. (2020a)
also demonstrated that it is of substantial importance to
discover multi-scale features in terms of frequency/time ranges,
considering spatial patterns. Unlike Kwon et al.’s work, Ko et al.’s
network is composed of only convolutional layers; thus, it can
be trained with raw EEGs in an end-to-end manner. Specifically,
they first extracted spatio-temporal features in multi-scale by
gathering intermediate representations of three convolutional
layers and applying different spatial convolutional layers to them.
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FIGURE 9 | Conceptual illustration of meta-learning in BCI. Meta-learning aims to learn how to quickly adapt to new subjects by updating parameters based on a
variety of tasks acquired from multiple subjects. Subsequently, the trained feature space can be considered as subject-invariant space that can be efficiently applied to
new subjects with short/zero calibrations.

After concatenating the multi-scale features, Ko et al. applied
global average pooling (Lin et al., 2013) to them and fed the
results to a fully-connected layer.

Jeon et al. (2020) proposed an information-theoretic method
that decomposes an intermediate feature of the existing CNN
models (Schirrmeister et al., 2017; Lawhern et al., 2018) into
class-relevant and class-irrelevant features by estimating mutual
information between them to mitigate a negative transfer.
Furthermore, to enrich the representational power of their
features, they maximized mutual information between class-
relevant features and global features, i.e., an output of the
last convolutional layer by regarding it as a more high-
level representation, utilizing two mutual information neural
estimators (MINEs) (Belghazi et al., 2018) from the local and
global viewpoints, inspired by Hjelm et al. (2019). In detail, they
exploited three MINEs (Belghazi et al., 2018); one to ensure
good decomposition between class-relevant features and class-
irrelevant features and the other two to make the global features
contain more class-relevant information.

These methods (Kwon et al., 2019; Zhang et al., 2019a; Jeon
et al., 2020; Ko et al., 2020a) have great significance in the
sense that they showed the importance of exploring better EEG
representation and enabled zero calibration in terms of TL.
However, most of the methods for better EEG representation,
except for (Ko et al., 2020a), focused on the motor imagery EEG
and used the characteristics of it, which can be a limitation to
apply them for other paradigms of EEG.

3.3.2.3. Meta-Learning
Meta-learning is known as learning to learn, which allows a
model to learn a method that enables fast adaptation to a new
task or environment for a few-shot learning task (Hospedales
et al., 2020). After the successful application of meta-learning
in machine learning fields, the meta-learning framework has
recently been applied to DL-based BCIs (An et al., 2020; Duan
et al., 2020). Figure 9 represents a basic concept of meta-
learning with respect to TL in BCIs. As shown in Figure 9,
some researchers assumed that learning to learn a task (e.g.,
classification, regression, etc.) among multiple subjects can result
in a subject-invariant feature space that can be quickly applied
to the target subject. Specifically, Duan et al. deployed a model-
agnostic meta learning (MAML) (Finn et al., 2017) to obtain

optimal parameters that can be rapidly adapted to target data
through gradient-based optimization across multiple subjects.
After dividing various source subjects’ EEG data into many
small groups, they updated the parameters of their network
based on their gradients in two phases, meta-training and
meta-test phase, and then fine-tuned the trained parameters
with a small amount of target data. However, MAML easily
induces over-fitting (Zintgraf et al., 2019), therefore, Duan et al.
designed shallow convolutional layers for feature extraction. For
this reason, their method cannot learn sufficient representation
to capture class-discriminative information, which can be one
of the limitations in applying their method. Another meta-
learning example in BCI is the work of An et al. (2020).
An et al. adopted a metric-based meta-learning framework,
relation network (Sung et al., 2018), to efficiently learn class-
representative features among multiple subjects. An et al.
introduced three components: (i) an embedding module that
extracts multi-scale features for support (labeled samples) and
query (unlabeled samples) sets from source subjects, (ii) an
attention module that generates a class-representative vector
considering class-related importance among support sets, and
(iii) a relation module to estimate the relation score between
each class-representative vector and the query samples. An
et al. optimized all these components by simply minimizing a
cross-entropy loss, i.e., classification loss, and evaluated their
network in 5-, 10-, and 20-shot settings, i.e., 5, 10, and 20
EEG samples per class. Their relational learning with attention
improved the performances of all scenarios compared with a
case with only relation network. However, since this metric-
based meta-learning required a pair-wise input during training
and evaluation, it can show difference performances depending
on the support sets. We summarize our review of the fine-
tuning/enhancing representational power/meta-learning-based
TL methods in Table 4. Furthermore, all acronyms are listed in
Appendix: List of Acronyms.

4. DISCUSSION

In section 2, we review many DA methods for DL-based
BCIs. From now on, we directly compare generative model-
based DA methods and geometric manipulation-based DA
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TABLE 4 | Implicit transfer learning methods.

Approach References Paradigm Summary

Fine-tuning

Whole

Shovon et al., 2019 Motor imagery Pre-trained with natural images

Aznan et al., 2019 SSVEP Pre-trained with synthetic SSVEP samples

Andreotti et al., 2018

Sleep

Trained their network with source subjects and
fine-tuned it with target subject (LOO)

Phan et al., 2020 Pre-trained network with different dataset

Vilamala et al., 2017 Pre-trained network with natural images

Fahimi et al., 2019 Cognition Trained their network with source subjects and
fine-tuned it with target subject (LOO)

Partial

Zhang et al., 2021

Motor imagery

Fine-tuned only fully-connected layers

Zhao et al., 2019 Conducted ablation studies to identify which
layer should be transferred target

Raghu et al., 2020 Seizure Fine-tuned the last some layers of pre-trained
network

Olesen et al., 2020 Sleep Fine-tuned parts of parameters

Enhancing
representational
power

Attention

Zhang et al., 2018a

Motor imagery

Designed a self-attention module to find more
class-discriminative segments

Zhang et al., 2019a Designed a recurrent self-attention module

Zhang et al., 2020a Presented raw EEG to a spatial graph and
designed a recurrent self-attention module

Zhang et al., 2019b Presented raw EEG to a spatial graph and
designed two attention modules; one for
attentive temporal dynamics and the other for
attentive channels

Multi-scale features

Kwon et al., 2019 Extracted spatio-spectral features in
multi-frequency bands using CSP and selected
top bands to use them as inputs

Ko et al., 2020a Multi Extracted multi-scale features including
spatio-temporal-spectral patterns

Maximize mutual information Jeon et al., 2020 Motor imagery Decomposed an intermediate feature into a
class-relevant and class-irrelevant feature and
maximized mutual information between
low-level and high-level representations

Meta-learning

MAML (Finn et al., 2017) Duan et al., 2020 Multi Trained optimal parameters through
gradient-based optimization and conducted
fine-tuning with a small amount of target data

Relation (Sung et al., 2018) An et al., 2020 Motor imagery Estimated relation scores between support and
query sets among source subjects in few-shot
scenarios

methods and recommend a DA method for DL-based BCIs.
Approximately 45% of generative model-based DA methods
are reviewed, whereas ∼55% of geometric manipulation-
based methods are reviewed. Interestingly, Zhang et al.
(2020b) and Fahimi et al. (2020) used both generative model
and geometric manipulation-based DA methods. Specifically,
Zhang et al. used geometric transformation, noise addition,
AE (Ballard, 1987), VAE (Kingma and Welling, 2014), and
DCGAN (Radford et al., 2015) to augment motor imagery
data. Zhang et al. conducted classification experiments using
a CNN with various real data to generate data ratio values
of 1:1, 1:3, 1:5, 1:7, and 1:9. Regardless of the ratio,
DCGAN-based DA achieved a high degree of consistency
for the average classification accuracy whereas geometric
transformation and noise addition-based methods mostly
underperform with the baseline, i.e., CNN without any DA
method. In addition, Fahimi et al. conducted motor execution

EEG classification experiments with various augmentation
methods, segmentation and recombination, VAE, and DCGAN.
Similar to Zhang et al.’s work, Fahimi et al. also achieved
the best performance improvement with DCGAN whereas
segmentation and recombination-based augmentation did not
achieve significant improvement. Based on these two results, even
geometric manipulation techniques have room for improvement,
and we recommend a generative model-based DA method for
DL-based BCI research. Furthermore, the Wasserstein distance
can be directly adapted to DCGAN, and it is expected that
the BCI will have performance improvements with DCGAN
trained on the Wasserstine distance (Arjovsky et al., 2017). As
some pioneering studies (Hartmann et al., 2018; Hwang et al.,
2019; Ko et al., 2019) have demonstrated the validity of WGAN,
we anticipate that the WGAN-based DA method with careful
structural design and training can improve many DL-based
BCI methods.
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In section 3, we summarize various TL approaches for DL-
based BCIs. To achieve a short/zero calibration task, many
studies performed TL across different subjects/sessions in a
single dataset (Fahimi et al., 2019; Kwon et al., 2019; Özdenizci
et al., 2020), inter-dataset (Phan et al., 2020), and even different
data paradigms (Vilamala et al., 2017; Aznan et al., 2019).
In our review, explicit TL-based methods account for nearly
45% and the remaining works are categorized as implicit TL-
based methods. With regard to explicit TL-based methods,
there exist two approaches, non-parametric and parametric (i.e.,
adversarial learning) alignment methods, for a feature space
among multiple domains (subjects or sessions) (Jeon et al., 2019;
Nasiri and Clifford, 2020; Özdenizci et al., 2020; Zhao H. et al.,
2020; Wang et al., 2021). In Table 3, we observe that most of
the existing adversarial methods employ DANN (Ganin et al.,
2016). Further, modified adversarial objective functions, such
as WGAN (Arjovsky et al., 2017; Gulrajani et al., 2017) and
LSGAN (Mao et al., 2017), have been employed to stabilize the
training process in adversarial learning-based TL approaches
(Wei et al., 2020b; Zhao H. et al., 2020). In this regard, we
expect that numerous variants of DANN (Tzeng et al., 2017; Xu
et al., 2018; Zhang et al., 2018c; Peng et al., 2019; Wang et al.,
2019) can be applied to DL-based BCI tasks. Although most
implicit TL-based methods fine-tune their pre-trained network
using the new target’s data, there are still few limitations: (i)
fine-tuning cannot reach zero-calibration and (ii) fine-tuning
may lead to an overfitting problem with a small amount of
target data (Kostas and Rudzicz, 2020). An et al. (2020) and
Duan et al. (2020) showed successful applications of common
meta-learning methods (Finn et al., 2017; Sung et al., 2018)
for DL-based BCIs. However, there still remain concerns: (i)
a constraint in architectures of the feature extractor (Duan
et al., 2020) and (ii) variations of performances depending on
varying support samples (An et al., 2020). Meanwhile, a few
methods (Zhang et al., 2018a, 2019a,b, 2020a; Kwon et al., 2019;
Ko et al., 2020a) demonstrated that their intrinsic architectures
are sufficient to cover the new target’s characteristics even in
the zero-calibration scenario. Most of these methods highly
rely on EEG paradigm. In this respect, despite the success of
the implicit TL-based methods, there are still several points
to be considered for practical applications. Hence, when first
trying the short/zero-calibration BCI, we recommend the explicit
TL-based methods.

Based on our survey about many pioneering DA and TL
approaches for BCIs, we conclude that both strategies can be
beneficial to the short- and/or zero-calibration BCIs. Especially,
it can be an interesting future research direction to combine both

DA and TL approaches. For instance, before performing any TL
strategies, a series of DAs would augment the number of samples,
thereby improving the zero-calibration BCIs. Moreover, let us
assume that there exist a large amount of source data samples and
a few target samples. Then, it can be considered, inter alia, some
strategic TL methods to build a good starting backbone network.
Then, DA methods are applied to the target samples to augment
them. Finally, these augmented target samples can fine-tune the
backbone network to improve the short-calibration BCIs.

5. CONCLUSION

In this study, we surveyed recent advances in the field of
DL-based BCIs, especially for short/zero-calibration techniques.
We focused on several important aspects of the short/zero-
calibration techniques. Various generative model-based and
geometric manipulation-based DA methods have demonstrated
their promising potential in the short-calibration technique.
Moreover, we summarized recent trends in TL used in DL-
based BCIs. Overall, explicit TL-based and implicit TL-based TL
strategies significantly improve the zero-calibration BCIs.

Presently, increasing interests in DL have considerably
increased the use of BCI technologies in the real world. Moreover,
advancements in other fields, such as computer vision will benefit
from more practical and powerful DL-based BCIs. We hope
that this review contributes to the BCI field as a good summary
of short/zero-calibration techniques for the design of DL-based
BCI studies.
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APPENDIX: LIST OF ACRONYMS

A-cVAE Adversarial conditional variational autoencoder

AE Autoencoder

ASSOM Adaptive subspace self-organizing map

BCI Brain–computer interface

BMU Best matching unit

BN Batch normalization

CCE Categorical cross-entropy

CDFL Center-based discriminative feature learning

CNN Convolutional neural network

CSP Common spatial pattern

cVAE Conditional variational autoencoder

DA Data augmentation

DANN Domain adversarial neural network

DCGAN Deep convolutional generative adversarial network

DCT Discrete cosine transform

DL Deep learning

EA Euclidean alignment

EEG Electroencephalography

EMD Empirical mode decomposition

ERP Event-related potential

GAN Generative adversarial network

GRL Gradient reversal layer

GRU Gated recurrent unit

IMF Intrinsic mode functions

JSD Jensen-Shannon distance

KLD Kullback-Leibler divergence

LOO Leave-one subject-out

LSGAN Least square generative adversarial network

LSTM Long-short term memory

MAML Model-agnostic meta learning

MINE Mutual information neural estimator

MMD Maximum mean discrepancy

RKHS Reproducing kernel Hilbert space

RSVP Rapid serial visual presentation

SMOTE Synthetic minority oversampling technique

SOM Self-organizing map

SPD Symmetric positive definite

SSVEP Steady-state visual evoked potential

STFT Short-time Fourier transform

TL Transfer learning

VAE Variational autoencoder

WGAN Wasserstein generative adversarial network
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Deep neural networks (DNNs) used for brain–computer interface (BCI) classification are

commonly expected to learn general features when trained across a variety of contexts,

such that these features could be fine-tuned to specific contexts. While some success is

found in such an approach, we suggest that this interpretation is limited and an alternative

would better leverage the newly (publicly) available massive electroencephalography

(EEG) datasets. We consider how to adapt techniques and architectures used for

language modeling (LM) that appear capable of ingesting awesome amounts of data

toward the development of encephalography modeling with DNNs in the same vein.

We specifically adapt an approach effectively used for automatic speech recognition,

which similarly (to LMs) uses a self-supervised training objective to learn compressed

representations of raw data signals. After adaptation to EEG, we find that a single

pre-trainedmodel is capable of modeling completely novel raw EEG sequences recorded

with differing hardware, and different subjects performing different tasks. Furthermore,

both the internal representations of this model and the entire architecture can be

fine-tuned to a variety of downstream BCI and EEG classification tasks, outperforming

prior work in more task-specific (sleep stage classification) self-supervision.

Keywords: brain computer interface, deep learning - artificial neural network, transformers, semi-supervised

learning, contrastive learning, convolutional neural network, sequence modeling

1. INTRODUCTION

To classify raw electroencephalography (EEG) using deep neural network models (DNNs), these
models need to both develop useful features from EEG signals and subsequently classify those
features. This frames both the promise and the challenge of using DNNs for supervised EEG
classification. On the one hand, it promises to almost entirely circumvent the need for feature
engineering, but on the other hand, both feature discovery and classification need to be learned
from a limited1 supply of (relevant) high-dimensional data. A paradigmatic way in which we
observe this challenge is with brain–computer interface (BCI) applications2 (Lotte et al., 2018; Roy
et al., 2019; Kostas and Rudzicz, 2020b). Shallower neural network models have tended to be more

1Consider the difficulty of collecting and labeling 100 more BCI trials as compared to the same for 100 more images.
2Though we believe that it is likely that a similar tendency to what we characterize herein holds for most applications of DNNs

outside of their core artificial intelligence applications.
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effective classifiers than their deeper counterparts in BCI
(markedly so when trained independently for each user)
(Schirrmeister et al., 2017; Lawhern et al., 2018; Lotte et al.,
2018; Roy et al., 2019; Kostas and Rudzicz, 2020b). With
these shallower networks, the range of learnable features is
relatively limited. By design, they employ constrained linear
operations, and a limited few include non-linear activations
between subsequent layers (Kostas and Rudzicz, 2020b), an
otherwise crucial feature of DNN complexity. In prior work,
we observed that if some inter-personal variability had been
adjusted, the performance of shallower models more quickly
saturated to lower performance levels as compared to a deeper
network alternative (Kostas and Rudzicz, 2020b), suggesting that
more complex raw-BCI-trial features could be developed using
deeper neural networks when using training data that was more
consistent. Understood differently, overcoming the limitations of
shallower networks in favor of deeper DNNs that could surpass
feature engineering approaches likely requires addressing the
large variability between different contexts.

A natural framework to understand this problem is transfer
learning (TL), which is an area of machine learning that aims
to leverage knowledge learned from one context such that it
may be useful in a different one. Consider a supervised learning
problem, which consists of first, a domain D = {X , P(X)}, itself
a representation of a feature space X (e.g., the set of all possible
raw EEG recordings of a certain length) and the probability P(X)
of observing a particular configuration of features (x ∈ X, e.g.,
a particular observation of a raw EEG recording). Second, a
task T = {Y , f (x)}, a representation of the possible labels for a
particular task, and a mapping f :X → Y that maps individual
instances to the correct labels. TL means to break down a
problem into source and target problems, withDS 6= DT (and/)or
TS 6= TT .

Evidence abounds in BCI and EEG generally that differences
in domain are a critical challenge. For example, under the
sensory motor rhythm (SMR) BCI paradigm, different subjects
exhibit extremely different capacities at performing this task,
and even different sessions from the same users can exhibit
enough variation that classifiers trained in one session are ill-
suited to the next (Vidaurre and Blankertz, 2010; Ahn and Jun,
2015; Sannelli et al., 2019). This indicates that (at least for the
feature representations being considered) the domain of each
person and even session differs. Beyond these inter- and intra-
personal variations, different features are relevant for different
BCI tasks. Hand-selected features (sets possibly pruned later
on) are also typically distinct under different BCI paradigms,
as different features better discriminate different tasks3 (Lotte
et al., 2018), e.g., P300 vs. SMR. Thus, an explicit imposition
of difference in domain is imposed between different BCI task
paradigms (as their feature spaces are distinct, e.g., XSMR 6=

XP300), which to us implies that it is fair to expect that this
is indicative of strong differences in domain (and of course

3While this is typical, some procedures, like covariance-based Riemannian

classification schemes, do not necessarily need different features for different tasks

(Lotte et al., 2018; Zanini et al., 2018). These are a very interesting exception to the

argument we develop.

task) when considering raw data. In other words, the very
effort of selecting different features for different tasks (rather
than only changing classifier) is recognition of a difference in
domain. Furthermore, we have found in previous work that the
different domains represented by particular individuals seem to
be readily4 identifiable from arbitrary raw sequences of EEG
using DNNs (Kostas and Rudzicz, 2020a). In summary, a DNN
trained with a certain set of contexts (e.g., subjects), intent
on transferable performance to novel contexts (e.g., an unseen
subject), is required to develop some universal features and/or
classifier for possible novel target domains from the sources it
was prepared with. Some have argued that this universality is
achievable through the selection of the right DNN, or DNN
layers (Cimtay and Ekmekcioglu, 2020; Zhang et al., 2020a), but
through a questioning of the apparent ideal approaches to TL in
the wider DNN literature (presented in section 1.1), we argue that
the development of such universal features requires developing
pre-training procedures that transfer from general tasks to specific
ones instead.

The interest in these universal, or invariant features are
not however limited to better classification performance, but
may be of wider importance. While it may be difficult to
determine within a DNN when “features” start and “classifier”
begins, in applications such as computer vision there is a clear
understanding that nearly all transferrable DNNs have tended
to learn “low-level” features in earlier layers (e.g., edge-detector-
like primitives) (Krizhevsky et al., 2012; Yosinski et al., 2015;
Raghu et al., 2019). The promise of some such transferable early
layers or operations that are easily extended to any subject,
session, or task may open valuable lines of inquiry, or novel
explicit (rather than implicitly learned) methods (say if these
early layers do or do not correspond to existing methodologies,
respectively) of analysis. Importantly, the determination of which
“low-level” features DNNs developed in computer vision was
revealed through models that had transferable performance from
general to specific tasks (Yosinski et al., 2015; Raghu et al., 2019).

In this work, we argue that self-supervised sequence learning
is such a general task. It would be an effective approach for
developing and deploying more complex and universal DNNs
in BCI and in potentially wider EEG-based analysis. We present
a methodology that can learn from many people, sessions, and
tasks using unlabeled data; in other words, it samples the more
general distribution of EEG data. Thus, we attempt to learnDEEG

with self-descriptive features, with the goal that they exhibit little
variability across typical context boundaries (invariant between
expected domains) like dataset and subjects. More specifically,
we investigate techniques inspired by language modeling (LM)
that have found recent success in self-supervised end-to-end
speech recognition and image recognition in an effort to develop
encephalography models (EM). We first begin by investigating
fully supervised transfer learning (which has been frequently
looked to as an EEG/BCI TL solution), finding inconsistency
in the extension of computer vision-style pre-training to BCI

4With a strong latent representation, a nearest-neighbors labeling is sufficient to be

nearly 100% accurate for some datasets, despite being recordings made on different

hardware (Kostas and Rudzicz, 2020a).
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(and by extension the data domain of EEG). We then evaluate
a simple adaptation of previous work in self-supervised speech
recognition called wav2vec 2.0 (Baevski et al., 2020) to EEG.
With this framework, arbitrary EEG segments are encoded as
a sequence of learned vectors we call BErt-inspired Neural
Data Representations (or “BENDR”). We ask whether BENDR
are transferable to unseen EEG datasets recorded from unseen
subjects, different hardware, and different tasks, and how
generally suitable BENDR are (both as-is or fine-tuned) to a
battery of downstream EEG classification tasks with respect to the
same architecture without first being trained with more general
EEG data (i.e., “pre-training”).

1.1. Pre-training With DNNs
For inspiration on tackling DNN transfer learning in BCI,
one can look to other successful approaches, starting with the
modern deep learning (DL) “revolution,” which was ushered in
on the back of computer vision and image recognition (LeCun
et al., 2015; Sejnowski, 2020). The successes of DL in these
applications have stemmed from a lineage of massive labeled
datasets (LeCun et al., 2015), such as the ImageNet dataset
(Deng et al., 2009). These datasets were (and are) used to train
deep convolutional neural networks, often one of the variants
or progeny of ResNet (He et al., 2016) and DenseNet (Huang
et al., 2017). Crucially, these are labeled datasets, featuring—
especially in the case of ImageNet—an enormous number of
unique possible classification labels (or equivalently targets, with
1000 being common when using ImageNet5, but more are
possible6). Leveraging labeled data (especially for a singular
domain such as a single subject, session and task) of a similar
scale in BCI is impractical but, despite this, a sizeable amount
of prior work tries to fashion a transfer learning strategy after
the successes of ImageNet “pre-training.” These take the form
of transferring knowledge from a network pre-trained with more
data, typically more subjects, to a target domain with less data,
typically a single subject (Lin and Jung, 2017; Dose et al., 2018;
Schwemmer et al., 2018; Fahimi et al., 2019; Xu et al., 2019;
Cimtay and Ekmekcioglu, 2020; Kostas and Rudzicz, 2020b;
Zhang et al., 2020a), with some work transferring between entire
datasets of the same paradigm, rather than subjects (Ditthapron
et al., 2019). On the surface, these embody a general-to-specific
supervised transfer learning scheme reminiscent of ImageNet
pre-training where models trained on an ImageNet problem
are adapted to a novel (but related) application. However, these
particular framings lack the label diversity when pre-training
with ImageNet. In other words, a narrow set of labels are used
to pre-train a model, and these simply overlap with the target
context, i.e., YS = YT . This approach is in fact distinct from
the approach taken as inspiration where YS 6= YT (or possibly
YS ⊂ YT). We remain unaware of any work that pre-trains a
DNN using a wide gamut of BCI-relevant targets in the services
of amore narrow target set, as would be more analogous to using
ImageNet as pre-training toward more specific computer vision

5image-net.org/challenges/LSVRC/2012/
6https://www.image-net.org/index.php

tasks7. This is noteworthy, as this is what makes ImageNet a
general task. Evidence suggests that pre-training label diversity
is important for effective ImageNet transfer learning (Huh et al.,
2016), though an excess could be detrimental (Huh et al., 2016;
Ngiam et al., 2018). Furthermore, this general task appears to be
responsible for developing the transferable early layers (Raghu
et al., 2019; Neyshabur et al., 2020) that would seem to embody
the desired goal of overcoming “hand-crafted” or developing
“invariant” features, and partially appear to be learning data
statistics (Neyshabur et al., 2020) [i.e., P(X); recall this as one
aspect of a domain for a supervised learning problem, the other
is the feature representation]. More fundamentally, however, this
pre-training paradigm has begun to be questioned altogether,
with some work finding that it does not necessarily improve
downstream performance, where commonly it has been assumed
that it should (e.g., in medical images or object localization;
though it speeds up training considerably) (Ngiam et al., 2018; He
et al., 2019; Kornblith et al., 2019; Raghu et al., 2019).

1.2. Are There Alternatives?
What has begun to emerge as a potential alternative in
computer vision—and markedly so when there is limited labeled
downstream data—is self-supervised learning (Chen et al., 2016;
van den Oord et al., 2018; Grill et al., 2020; Hénaff, 2020)8. These
works are inspired by the recent success in natural language
processing (NLP) using LMs, which can be used to greatly
affect the transfer learning, but also for few-shot and zero-shot
learning (Brown et al., 2020; Raffel et al., 2020). These models are
understood to work by making a very general model of language
and appear even immediately capable of performing tasks they
were not explicitly trained to accomplish. We propose that DNN
transfer learning in BCI and neuroimaging analysis generally
could follow a similar line, with encephalography models (EM) in
place of LMs. The important question being how best to construct
such an EM so that it learns features that are general enough, while
remaining usable for any analysis task?

To our knowledge, the most similar prior work to this line
of inquiry has been the approaches developed for (EEG) self-
supervised sleep stage classification (SSC) through contrastive
learning (Banville et al., 2019). Contrastive learning is a
more particular, yet generally applicable training process that
consists of identifying positive representations from a set that
also includes incorrect or negative distractor representations
(Arora et al., 2019). Banville et al. proposed two potential
contrastive learning tasks—a “relative positioning” task and
an extension they termed “temporal shuffling” (Banville et al.,
2019). Underlying both tasks is the notion that neighboring

7It is also worth noting that our own prior work does not consider or identify this.
8Terminology here can be somewhat fuzzy. What is meant by self-supervision is a

supervision-like task that requires domain-relevant understanding in some sense.

Sometimes, “semi-supervised” is used instead, as it is often also a semi-supervised

procedure (Chen et al., 2016), since the task is learned in an unsupervised fashion

first and then classic supervised learning is used with labels. Typically, though,

semi-supervision involves inferring labels for unlabeled data during training.

Instead, self-supervision is loosely a particular case of representation learning,

which is not historically uncommon in BCI (Zhang et al., 2020b). Though this

work is different given that typically the loss is domain or data agnostic.
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representations share a label. The representations themselves
are a learned mapping (in their case, a convolutional neural
network, but ostensibly arbitrary) of raw EEG time-windows
to a feature vector. This assumption of similar neighboring
labels is fair for SSC, where sleep stages change slowly, and
is generally reasonable for continuous problems, where some
notion of smoothness can be assumed. Their proposed “relative
positioning” task is a binary classification problem distinguishing
whether a pair of representations are within a local or positive
window τpos, or outside a long-range or negative window τneg
(when τneg > τpos, those falling within τneg but outside τpos are
ignored). Their alternative “temporal shuffling” method adds a
third window or representation with which to contrast that is
within τpos of one (arbitrary) window called the “anchor,” and
again learns the representations through a binary classification
task. In this case, the classification determines whether the
three representations are ordered sequentially, or are out of
order. Downstream (loose terminology used to mean the step
after pre-training when a model is leveraged and evaluated for
a particular task), both contrastive learning tasks ultimately
improved SSC classification performance over the same network
trained in a fully supervised manner from scratch (with randomly
initialized weights rather than those that accomplish the self-
supervised task) and their results further agree with the common
finding that self-supervision appears distinctly better with limited
fine-tuning9 data (Brown et al., 2020; Chen et al., 2020).
Furthermore, self-supervised pre-training also outperformed an
autoencoder-based pretraining, an alternative and historically
common pretraining option where a network is pretrained to
reconstruct its original input. “Relative positioning” performed
better on average (and no statistical significance expressed) when
compared to its counterpart, but a linear classification of simple
hand-crafted features was still highest performing overall. These
results demonstrate the promise of self-supervised learning with
DNNs for EEG over a supervised approach, but contextualize
them as early in development. This is perhaps best seen by
considering the lengths of the time windows (τpos and τneg).
The shortest windows employed in this particular investigation
were 2 min for τpos and τneg , which seems prohibitively long for
most immediate applications outside of SSC. As it is assumed
that representations within τpos are similarly labeled, it may be
difficult to expand the use of this technique to time scales closer
to that of say, a BCI trial (across any paradigm), which tend
to be no more than several seconds at most. In this work, we
focus our efforts on adapting a relevant strategy from the wider
ML literature that could develop features on smaller time scales
effective for BCI trials as well as time scales appropriate for SSC.

Returning to a consideration of how one might adapt LM pre-
training to EM, the masked language model (MLM) is a slight
variation on the typical LM that has been essential to the success
of recent LMs like BERT (Devlin et al., 2019) and its lineage
(Raffel et al., 2020) of similar models. Where a LM estimates
the probability of encountering a language token (a word or

9As is perhaps obvious in the name, though potentially misleading. Fine-tuning

is the process of further training on a reserved portion of a target dataset, unless

stated otherwise, this is typically through standard supervised training.

sub-word Aroca-Ouellette and Rudzicz, 2020) given previous
(or, in some cases, also subsequent) tokens, a MLM scheme
instead learns to reconstruct language token(s) given surrounding
context (fashioned after the Cloze task). This family of models
may deploy a variety of auxiliary tasks (Aroca-Ouellette and
Rudzicz, 2020) for transfer learning capabilities, but the task
currently at the heart of this family is as follows: given a sequence
of N tokens t1, . . . tN , and a subset of token indexes Im, for each
token index i ∈ Im, tokens are masked with somemaskM so that:

qi =

{
M; i ∈ Im

ti; otherwise
,∀i ∈ N (1)

A transformer encoder (Vaswani et al., 2017; Devlin et al.,
2019) then reconstructs the original sequence of tokens from the
masked sequence [ti and qi,∀i ∈ N, respectively, in Equation (1)].
M could be a single learned token (Baevski et al., 2020), or in
the case of BERT: 80% of the time a fixed [MASK] token, 10%
a random token or 10% the original token (with 15% of tokens
masked within each sequence) (Devlin et al., 2019).

Could an EM be developed in this vein, using say, individual
samples rather than tokens (i.e., could a direct application of
the above be done with raw EEG)? Unfortunately, the highly
correlated nature of neighboring samples in EEG (or most
other continuous data for that matter) is not conducive to
this approach. The likely result would be that, instead of an
EM, a method for interpolation would be learned, the model
would simply learn how to average neighboring samples, as has
been argued in similar work in self-supervised learning with
speech (Jiang et al., 2020). In other words, the smoothness
of these data would make it hard to produce general features
simply through recovering missing individual samples. Masking
a contiguous span of tokens instead, which is beneficial in
NLP (Joshi et al., 2020; Raffel et al., 2020), could avoid simply
learning to interpolate missing samples, but the reconstruction
of time-series data is difficult, due to the challenge (among
other things) of capturing the degree of error in time (within
contiguous sequences) (Rivest and Kohar, 2020). The losses
used for such reconstruction, commonly mean squared error
(or mean absolute error), erroneously assume independence in
the error between elements in the series, causing inappropriate
error signals when (among other things) simply shifting a
reconstruction in time (Rivest and Kohar, 2020).

Contrastive predictive coding (CPC), is a particular
contrastive learning approach that is intended for sequence
learning. With CPC, the correct learned representation for a
particular sequence offset is predicted relative to distractor
representations, typically those of other positions in the
same sequence (van den Oord et al., 2018). What is notable
about this is that it is not as susceptible to degeneration
into interpolation, nor is it similarly affected by the issues of
time-series reconstruction (van den Oord et al., 2018). This
task enables learning both a good feature representation and
an understanding of the sequence of data by modeling the
progression of the representations, learned with a single loss
function. Indeed, the RP and TS tasks discussed above for SSC
can be understood as special cases of the more general CPC,
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though performance appears largely similar when comparing all
three (Banville et al., 2020).

Prior work in self-supervised speech recognition has begun to
synthesize parts of CPC and MLM to produce methodologies
for self-learning with raw waveforms (van den Oord et al.,
2018; Baevski and Mohamed, 2020; Baevski et al., 2020;
Chung et al., 2020; Jiang et al., 2020). In our work, we
adapt one of these approaches called wav2vec 2.0 (Baevski
et al., 2020) (its particular formulation is detailed in section
2.4.1) to EEG. We consider how efficient the approach is at
developing representations (BENDR), and how general these
and the accompanying sequence model are across multiple task
paradigms/datasets (not seen during pre-training) and across
the subjects that constitute them. Since interestingly, both the
representations alone (Chen et al., 2020), and the addition of the
sequence model (Baevski et al., 2020) have proven potentially
useful for supervised fine-tuning after pre-training, we then
characterize a variety of “fine-tuning” approaches “downstream.”
In other words, finally, we compare which aspect of our overall
scheme is best leveraged and how toward classifying a variety of
publicly available EEG classification task datasets.

2. MATERIALS AND METHODS

All experiments are implemented using the deep neural networks
for neurophyisiology (DN3) library10. The source code and pre-
trained BENDR models can be found at https://github.com/
SPOClab-ca/BENDR.

2.1. Datasets
2.1.1. Pre-training
We intend to learn our proposed general task across a large
number of typically confounding domains, which means the
ideal pre-training dataset for our purposes would feature many
subjects, each recorded over many sessions. These sessions
would also ideally be distributed across large time scales and
consist of a variety of performed tasks. In other words, the
pre-training dataset should consist of a representative sample
of EEG data. This also means that these data should include
multiple different recording hardware and configurations. The
closest publicly accessible dataset, to our current knowledge, was
the Temple University Hospital EEGCorpus (TUEG) (Obeid and
Picone, 2016). It consists of clinical recordings using a mostly
conventional recording configuration (monopolar electrodes in a
10–20 configuration) of over 10,000 people, some with recording
sessions separated by as much as 8 months apart. The subjects
were 51% female, and ages range from under 1 years old to
over 90 (Obeid and Picone, 2016). We focused specifically
on versions 1.1 and 1.2 of this dataset which amounted to
approximately 1.5 TB of European-data-format (EDF) EEG
recordings before preprocessing.

2.1.2. Downstream
To investigate the practical utility of the learned representations,
we compiled a non-exhaustive battery of publicly accessible EEG

10https://github.com/SPOClab-ca/dn3

data classification tasks—or downstream tasks—summarized in
Table 1. Most of these were BCI task datasets, which could readily
be compared to previous work with DNNs trained without any
additional unlabeled data (Lawhern et al., 2018; Kostas and
Rudzicz, 2020b). We also included one of the SSC tasks used by
Banville et al. (2019) in their work on sleep stage self-supervision
described above, for comparison. This particular dataset afforded
some further insight into generality, as BCI data are typically
classified in the context of particular trials or events, and SSC is
a more continuous problem, requiring that large spans of time
are labeled with the particular sleep stage a subject is undergoing.
These segments are distinctly longer than the BCI trials we
considered in the remaining battery (an order of magnitude
difference in our case when compared to the largest BCI task
sequence length), and are distinctly closer in length to the way the
pre-training task is formulated (see section 2.4.1). We specifically
segmented these sequences into periods of 30 s to be classified
into 5 sleep stages as in prior work (Banville et al., 2019; Mousavi
et al., 2019). Another potentially notable difference with the SSC
dataset was the scale of available labels, which seems to have
enabled prior work to consider deeper andmore complex models
(Mousavi et al., 2019).

2.2. Preprocessing
The focus of the preprocessing stage was to create a maximally
consistent representation of EEG sequences across datasets
(which implied differences in hardware), so that a pre-trained
network was well suited to the downstream tasks. More or less,
this amounted to modifying downstream datasets to match the
configuration of the pre-training dataset. The first aspect of
this was to remove spurious differences in channel amplitude.
Each sequence gathered for training was linearly scaled and
shifted (a weight and offset for each sequence adjusts every
sample in the sequence) so that the maximum and minimum
values within each sequence equal 1 and −1, respectively. To
account for the lost relative (to the entire dataset) amplitude
information, a single channel was added with the constant

value max(si)−min(si)
max(Sds)−min(Sds)

, where Sds is the set of all samples in

the dataset and si ⊂ Sds is a particular sub-sequence (i.e.,
trial). We additionally addressed the differences in sampling
frequency and electrode sets of the different dataset. Our
solutions to these problems were similarly minimalist and
were achieved using standard features in DN3 (Kostas and
Rudzicz, 2020a). Specifically, we over- or undersampled (by
whole multiples, for lower and higher sampling frequencies,
respectfully) to get nearest to the target sampling frequency
of 256 Hz. Then, nearest-neighbor interpolation was used to
obtain the precise frequency (as was done in prior work
Kostas and Rudzicz, 2020a). Additionally, the P300 dataset
was low-pass filtered below 120 Hz to avoid aliasing due
to its higher sampling rate (and associated higher original
low-pass filter). Furthermore, the SSC dataset featured two
bi-polar electrodes: FPz-Cz and Pz-Oz, which were simply
mapped to FPz and Pz, respectively. The TUEG dataset itself
featured some higher sampling rate signals; we included those
with low-pass filters that did not violate the Nyquist criterion
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TABLE 1 | Summary of downstream dataset battery and number of cross-validation folds used.

Dataset Paradigm sfreq. Hz # Ch. Subjects Targets Folds

MMI Goldberger et al. (2000), Schalk et al. (2004) MI (L/R) 160 64 105 2 5

BCIC Tangermann et al. (2012) MI (L/R/F/T) 250 22 9 4 9

ERN Margaux et al. (2012) Error related negativity 200 56 26 (10) 2 4

P300 Goldberger et al. (2000), Citi et al. (2010, 2014) Donchin speller 2,048 64 9 2 9

SSC Goldberger et al. (2000), Kemp et al. (2000, 2018) Sleep Staging 100 2 83 5 10

Cross-validation splits were in a leave-multiple-subjects-out configuration if Folds < Subjects, or leave-one-subject-out if Folds = Subjects (as in prior work Kostas and Rudzicz, 2020b).

The ERN dataset was featured in an online competition11 which featured 10 held-out test subjects (not used during training), which we used as a test dataset for all four validation splits

of this dataset.

TABLE 2 | Performances of downstream datasets.

Dataset Start (s) Length (s) Metric Best Model config.

MMI 0 6 BAC 86.7 Linear (2.)

BCIC –2 6 Accuracy 42.6 Linear (2.)

ERN –0.7 2 AUROC 0.65 Linear (2.)

SSC 0 30 BAC 0.72 Linear (2.)

P300 –0.7 2 AUROC 0.72 BENDR (1.)

Start and length refer to length of trials and start with respect to event markers in seconds. Best performance specifies average performance across all subjects (and therefore folds) for

best performing model configuration. BAC: class balanced accuracy; AUROC: area under the receiver operating characteristic curve. Model configurations are numbered in accordance

with the list presented in section 2.4.2.

(and subsequently re-sampled them as above), and ignored
the rest.

A reduced subset of the Deep1010 channel mapping from
DN3 (Kostas and Rudzicz, 2020a) was used throughout. This
ensured that particular channels were mapped to a consistent
index for each loaded trial. The original mapping was designed
to be more inclusive, and thus assumed up to 77 possible EEG
electrodes. In the interest of minimizing unnecessary electrodes
for an already high-dimensional problem, we focused on the 19
EEG channels of the unambiguously illustrated 10/20 channel set
(UI 10/20) (Jurcak et al., 2007), as the TUEG dataset recordings
were done using a roughly 10/20 channel scheme. We simply
ignored reference electrodes, electro-oculograms, and any other
auxiliary channels. When also accounting for the additional
relative amplitude channel described above, every sequence
from every dataset used 20 channels. All surplus channels were
ignored, and missing channels set to 0.

During pre-training, we extracted sequences of 60 s (every
60 s) from each usable sequence, which amounted to 15, 360
samples per subsequence. We observed in early testing that there
was better performance with larger sequences (see Figure 4 for
more). As can be seen in Table 2, the downstream datasets all
classified sequence lengths shorter than this, but the architecture
we employed (see section 2.3) was ostensibly agnostic to sequence
length (see section 4 for caveats).

2.3. Model Architecture
The model architecture displayed in Figure 1 closely follows that
of wav2vec 2.0 (Baevski et al., 2020) and is composed of two

11https://www.kaggle.com/c/inria-bci-challenge

stages. A first stage takes raw data and dramatically downsamples
it to a new sequence of vectors using a stack of short-receptive
field 1D convolutions. The product of this stage is what we call
BENDR (specifically in our case, when trained with EEG). A
second stage uses a transformer encoder (Vaswani et al., 2017)
(layered, multi-head self-attention) to map BENDR to some new
sequence that embodies the target task.

Raw data are downsampled through the stride (number of
skipped samples) of each convolution block in the first stage
(rather than pooling, which would require greater memory
requirements). Each of our convolution blocks composed of the
sequence: 1D convolution, GroupNorm (Wu and He, 2020),
and GELU activation (Hendrycks and Gimpel, 2016). Our own
encoder features six sequential blocks, each with receptive fields
of 2, except for the first block, which has 3. Strides match the
length of the receptive field for each block. Thus, the effective
sampling frequency of BENDR is 96 times smaller (≈ 2.67
Hz) than the original sampling frequency (256 Hz). Each block
consists of 512 filters, meaning each resulting vector has a length
of 512.

The transformer follows the standard implementation of
Vaswani et al. (2017), but with internal batch normalization
layers removed and with an accompanying weight initialization
scheme known as T-Fixup (Huang et al., 2020). Our particular
transformer architecture uses 8 layers, with 8 heads, model
dimension of 1536 and an internal feed-forward dimension
of 3076. As with wav2vec 2.0, we use GELU activations
(Hendrycks and Gimpel, 2016) in the transformer, and
additionally include LayerDrop (Fan et al., 2019) and Dropout
at probabilities 0.01 and 0.15, respectively, during pre-training
but neither during fine-tuning. We represent position using an
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additive (grouped) convolution layer (Mohamed et al., 2019;
Baevski et al., 2020) with a receptive field of 25 and 16 groups
before the input to the transformer. This allows the entire
architecture to be sequence-length independent, although it may
come at the expense of not properly understanding position for
short sequences.

Originally, the downstream target of the wav2vec 2.0
process was a speech recognition sequence (it was fine-tuned on
a sequence of characters or phonemes) (Baevski et al., 2020).
Instead, here the entire sequence is classified. To do this using a
transformer, we adopt the common practice (Devlin et al., 2019)
of feeding a fixed token (a.k.a. [CLS] in the case of BERT or, in
our case, a vector filled with an arbitrary value distinct from the
input signal range, in this case: −5) as the first sequence input
(prepended to BENDR). The transformer output of this initial
position was not modified during pre-training, and only used for
downstream tasks.

The most fundamental differences in our work as compared
to that of the speech-specific architecture that inspired it are
as follows: (1) we do not quantize BENDR for creating pre-
training targets, and (2) we have many incoming channels. In
wav2vec 2.0, a single channel of raw audio was used. While
a good deal of evidence (Schirrmeister et al., 2017; Chambon
et al., 2018; Lawhern et al., 2018; Lotte et al., 2018; Kostas et al.,
2019; Kostas and Rudzicz, 2020b) supports the advantage of
temporally focused stages (no EEG channel mixing) separate
from a stage (or more) that integrates channels, we elected to
preserve the 1D convolutions of the original work to minimize
any additional confound and to reduce complexity (compute and

memory utilization ∝ Nfilters with 2D rather than ∝
Nfilters

NEEG
for 1D

convolutions). This seemed fair, as there is also evidence that 1D
convolutions are effective feature extractors for EEG, particularly
with large amounts of data (Gemein et al., 2020; Kostas and
Rudzicz, 2020a). Notably, wav2vec 2.0 downsampled raw
audio signals by a much larger factor (320) than our own scheme,
but speech information is localized at much higher frequencies
than encephalographic data are expected to be. The new effective
sampling rate of BENDR is ≈ 2.67 Hz, or a feature-window (no
overlap) of≈ 375ms. We selected this downsampling factor as it
remained stable (i.e., it did not degenerate to an infinite loss, or
simply memorize everything immediately) during training.

2.4. Training and Evaluation
We used the Adam (Kingma and Ba, 2015) optimizer throughout
training (during pre-training and fine-tuning with downstream
data), with weight decay set to 0.01. We additionally used a
cosine learning rate decay with linear warm-up for 5 and 10%
of total training steps (batches) for pre-training and fine-tuning,
respectively. The peak learning rate itself varied by dataset; this
and other variable hyperparameters are further documented in
Appendix A.

2.4.1. Pre-training
The pre-training procedure largely follows wav2vec 2.0 but
we make some notable hyperparameter changes documented
below. The procedure itself is as follows: first, the convolutional
stage of the overall architecture develops a sequence of

representations (in our case BENDR) that summarizes the
original input. An input token is prepended to this sequence (a
BENDR-lengthed vector filled with−5), and contiguous spans of
the remaining sequence are masked. This modified sequence is
provided as input to the transformer stage, which is expected to
develop outputs that are most similar to the un-masked input at
a position t. Specifically, we use the self-supervised loss function
for a masked token localized at t:

L = −log
exp(cossim(ct , bt))/κ∑

bi∈BD
exp(cossim(ct , bi))/κ

(2)

where ct is the output of the transformer at position t, bi is the
(original/un-masked) BENDR vector at some offset i, and BD is a
set of 20 uniformly selected distractors/negatives from the same
sequence, plus bt . We use the cosine similarity cossim(x, y) =

xTy/(|x||y|) function to determine how similar vectors are, and
the sensitivity of this is adjusted by a temperature factor κ , set
to 0.1. This loss is expected to operate by adjusting the output of
the transformer at position t to be most similar to the encoded
representation at t, despite that this input to the transformer is
masked. This means the transformer must learn a general enough
model of BENDR (not EEG per se) such that the entire sequence
of BENDR can characterize position t well. We also add the
mean squared activation of the BENDR to the loss to keep
the activations from growing too large, as was similarly done
previously (Baevski et al., 2020), but we set the weight of this
additional term to 1 (rather than 10).

Contiguous sequences of 10 BENDR are masked before input
to the transformer with probability pmask = 0.065, such that, for
each sample, the likelihood of being the beginning of a contiguous
section was pmask, and overlap is allowed. We learn a single mask
vector during pre-training of the same length as each BENDR
vector, and use this as the transformer input to masked positions;
masking is done by replacing a masked BENDR with a learned
vector. The number of negatives/distractors was set to 20 and
uniformly sampled from the same sequence as the masked vector,
i.e., negatives do not cross trials or sequences.

To evaluate how generalizable the sequence model and
vectors were to unseen data after pre-training, we evaluated
the contrastive task, expressed as the transformer accuracy
in constructing ct to be most similar to bt rather than the
distractors/negatives, with respect to unseen data (in this case
the downstream datasets). Note here that no further training
or any evaluation with respect to downstream task labels was
performed. This was done to evaluate the variability of the
representations after pre-training. During this evaluation step, we
masked half the amount expected during training, but did so such
that masked spans were evenly spaced through the sequence (so
that there were no overlapping sequences, and sufficient context
was available). That is, for a sequence length of NS, we masked
0.5 × NS × pmask = Nm contiguous sequences (of 10), and

spaced them every
⌊

NS
Nm

⌋
steps (starting at the first sample).

NS first remained at 15, 360 (60 s as in training, no overlap
between subsequent sequence representations) for all datasets
except P300, where sessions were too short and instead 5, 120
(20s) was used. We then evaluated the change in performance

Frontiers in Human Neuroscience | www.frontiersin.org 7 June 2021 | Volume 15 | Article 65365995

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Kostas et al. BENDR

FIGURE 1 | The overall architecture used to construct BENDR. Loss L is calculated for a masked BErt-inspired Neural Data Representations (BENDR) bt (after

masking, it is replaced by the learned mask M), itself produced from the original raw EEG (bottom) via a progression of convolution stages. The transformer encoder

attempts to produce ct to be more similar to bt (despite that it is masked) than it is to a random sampling of over BENDR.

across the downstream datasets, excluding P300, as NS varied
from 20 to 60 s.

2.4.2. Downstream Fine-Tuning
Ultimately, our aims for subject-, session-, and dataset-
generalizable representations were not simply to accurately select
for the correct input (what was evaluated of the pre-training
BENDR and sequence model), but with the intent that these
representations (BENDR)—and potentially the sequence model
itself—could be effectively transferred to specific and arbitrary
tasks. We considered six different variations of TL across the
battery of downstream EEG classification tasks (classification
tasks listed in Table 1):

1. Add a new linear layer with softmax activation (classification
layer) to the first (recall this position was pre-pended with
an input value of −5 to the BENDR) output token of
the transformer. Then, fine-tune the entire model (continue
training the pre-trained model and start training the new
layer) to classify the downstream targets using the output of
this layer (ignoring the remaining sequence outputs) (shown
in Figure 2.1).

2. Ignore the pre-trained transformer entirely, and use only the
pre-trained convolutional stage (i.e., only use the BENDR).
Create a consistent-length representation by dividing the
BENDR into four contiguous sub-sequences, average each
sub-sequence and concatenate them12. Add a new linear layer
with softmax activation to classify the downstream targets

12The selection of four here was arbitrary.

with respect to this concatenated vector of averaged BENDRs
(shown in Figure 2.2).

3. The same as Figure 2.1, but perform no pre-training; start
with a randomly initialized DNN, as shown in Figure 2.3.

4. The same as Figure 2.1, but keep the BENDR (convolutional
stage) fixed and continue training the transformer (and start
training the new classification layer) to classify downstream
targets, as shown in Figure 2.4.

5. The same as Figure 2.2, but perform no pre-training; start
with randomly initialized convolution stage, as shown in
Figure 2.5.

6. The same as Figure 2.2, but keep the first stage weights
fixed and train only the new classification layer, as shown in
Figure 2.6.

Figure 2 provides some illustration of each variation, where the
respective indexed subfigures correspond to the list numbers
above. These were considered so that we could speak to the effect
each stage had on downstream performance, at least to some
degree. We were interested in (1) determining whether the new
sequence representation (BENDR) contained valuable features
as-is (as they appear to be for speech Baevski et al., 2020) or if they
required specific adaptation, and (2) whether the sequence model
learned characteristics of the BENDR that were informative to
the classification task. Finally, ignoring pre-training all-together,
of course, was to examine how effective the network would be at
learning the task otherwise, without the general pre-training task.

At this stage, we also included the sequence regularization
proposed by wav2vec 2.0 (Baevski et al., 2020), although
we adjusted it for our more varied trial lengths. That is, in
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FIGURE 2 | Six different permutations of the model architecture were trained with conventional fully supervised training (in a leave-one/multi-subject-out fashion, see

Table 1) for each downstream task. Indicated here is the portion of the overall architectures used (see Figure 1), and how pre-training model weights were leveraged

for a four-way classification task (rectangle with four circles in it). Four tasks (left half) leveraged model weights that were first developed through pre-training. All yellow

modules here indicate randomly initialized weights. Color that progresses in intensity (from pre-training to downstream) indicates further training, while added bars

indicate weights that were kept unchanged during that training stage.

all 6 fine-tuning configurations, contiguous sections of 10% of
the entire BENDR of a trial were masked with the mask token

learned during pre-training (not changed after pre-training) at a
probability of 0.01. In other words, this was the likelihood of a

sample being the beginning of a contiguous masked section, as in

pre-training. Additionally across the BENDR (throughout each
vector in the sequence), a similar procedure dropped features to

0, where contiguous sections of 10% of the channels (51) were
dropped with a probability of 0.005.

The P300, ERN, and SSC datasets all had imbalanced class
distributions; during training, we adjusted for these imbalances
by undersampling points uniformly of the more frequent classes

with replacement so that the number of samples drawn—per
epoch—of each class was equal to the number of examples of

the least frequent target class. As the test conditions then were

imbalanced, test performance was evaluated using metrics that

accounted for this, and followed previous work (Baevski et al.,

2020; Kostas and Rudzicz, 2020b).Metrics are specified by dataset

in Table 2.

3. RESULTS

3.1. Pre-training Generalization
Figure 3 shows how accurate the transformer stage is at
producing an appropriately similar BENDR. There are two
key observations in this figure, the first is that there is little
variability across the first four datasets, and within each of the
five datasets. The latter point implies that this accuracy is not
radically variable across different subjects (though, when fine-
tuning for classification, this variability returns; see Figure 5).
This could be because (a) the transformer adequately learns a
general model of how BENDR sequences of novel persons and
equipment progressed; (b) the BENDR themselves are invariant
to different people, hardware, and tasks; (c) some combination
of the last two possibilities; or (d) the problem is being solved
via some non-signal characteristics. We return to this question
shortly. The second observation was already alluded: the P300
dataset distinctly under-performs the other downstream datasets.
However, this coincided with the shortest evaluation sequence.
Looking at Figure 4, we see that all five datasets have consistently
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FIGURE 3 | Violin plot (inner lines for quartile divisions) of test subject-wise accuracy for each downstream dataset. Specifically, accuracy of the sequence model

(transformer stage) at creating a representation that is closest to the correct representation at masked sequence positions. The P300 dataset is distinctly lower

performing (note the adjusted Y-axis) than the remaining datasets, though this was likely due to its shorter evaluation context (see Figure 4). Nonetheless, there is

minimal test subject-wise variation, particularly when compared to classifier performance generally.

similar performance when evaluated with 20 s of data, so the dip
in P300 performance of Figure 3 seems less remarkable. Taken
together, Figures 3, 4 clearly indicate that a longer evaluation
context makes the contrastive task easier. This suggests that the
contrastive task is, in fact, solved by learning signal-relevant
features, rather than somemore crude solution like interpolation,
or by simply creating a sequence of recognizable position
representations (both of which have no reason to exhibit this
dependence on sequence length). We believe that the most likely
explanation for the rise in performance with more context is
that local representations are more difficult distractors, implying
that the new effective sampling rate remains too high (and
there is still redundant information encoded in local BENDR).
Notwithstanding, there is a strong uniformity of performance
across datasets and subjects (in both Figures 3, 4), meaning
this scheme develops features (whether through the transformer
itself, or the BENDR) that generalize to novel subjects, hardware,
and tasks, though their applicability to downstream contexts
remains to be seen.

3.2. Downstream Fine-Tuning
Figure 5 and Table 2 present a picture of how effectively BENDR
could be adapted to specific tasks. Overall, the fine-tuned linear
classification (the downstream configuration in Figure 2.2) that
bypassed the transformer entirely after pre-training was highest
performing four out of five times, although using the transformer
for classification (Figure 2.1) performed consistently similarly
(confidence intervals always overlapped), and surpassed the
bypassed transformer (Figure 2.2) with the P300 dataset (and
was highest performing for this dataset). Deploying the full
network (initial stage and transformer) without pre-training was

FIGURE 4 | Contrastive accuracy vs. evaluation length in seconds (x-axis

logarithmic). Performance is distinctly similar for all datasets, rising for longer

sequences. We suggest that this implies that samples that are further apart are

easier to distinguish between than neighboring samples. Thus, while

BErt-inspired Neural Data Representations (BENDR) encode local signal

characteristics well, there is redundancy.

generally ineffective, though this was not the case with the SSC
dataset, which may have been due to the larger amount of
data available for fully supervised learning. In fact, for both the
full and linear model architectures trained with the SSC data,
fine-tuning the pre-trained model is mostly on par with the
fully supervised counterpart. Considering our results with the
SSC data relative to those of Banville et al. (2019) proposed
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FIGURE 5 | Performance of all downstream datasets for each of the six model configurations considered. Metrics vary by dataset, see Table 2. Metrics were

normalized to range from chance (0) to perfect (1). Individual translucent points are performances of single subjects (within each test fold), solid diamonds indicate

mean performance across all subjects/folds, with surrounding bars showing 0.95 confidence intervals using n = 1000 bootstrap sampling. The discretized pattern of

the MMI dataset is due to the limited trials per subject, which resulted in limited distribution of performance levels. Notably here, (1) or (2) was consistently among the

best performing, yet both remained within the confidence levels of each other and aside from a few cases with the ERN dataset did not result in subject performances

that were worse than chance. (3) and especially (4) and (6) often stayed marginally above chance, indicating that the pre-trained features were not sufficient without

further training. The randomly initialized average-pooled BENDR with linear classifier (5) also performed well, though less consistently, suggesting pre-training was

needed for consistent performance. Model configurations are numbered in accordance with the list presented in section 2.4.2.

contrastive learning for sleep staging (described in section 1.1),
their reported results show that the fine-tuned variants of our
own model (1 and 2) achieved a higher mean balanced accuracy
relative to their two proposed schemes. Taken in concert with
our own approach’s wider applicability and more fine-grained
temporal feature development, we believe this demonstrates that
ours is a promising alternative. Interestingly, with and without
pre-training (Figure 2.2, 2.5) achieved similar performance to
Banville et al.’s fully supervised results (where our configurations
and their architecture employ similar 1D convolution-based
schemes), which is notable as with this dataset, both their
“temporal-shuffling” and “relative-positioning” tasks under-
performed this full supervision performance level (though we
cannot speak to statistical significance of this comparison).

Our fine-tuned approaches similarly appear reasonably
competitive with prior work on the MMI dataset (Dose et al.,
2018; Kostas and Rudzicz, 2020b), particularly when considering
that only 19 channels (rather than the full set of 64) were
being used. Outside of the MMI and SSC dataset, remaining
results are not competitive with more targeted solutions (Kostas
and Rudzicz, 2020b). Whenever pre-training was not used,
despite heavy regularization (and the very low learning rates)
the randomly initialized parameters were consistently prone to
overfitting, all the more so with the full model architecture.
Conversely, the pre-trained networks were slow to fit to the
downstream training data (under the exact same training scheme

for fine-tuning). Despite that these results were not necessarily
state of the art, this single pre-training scheme nonetheless shows
a breadth of transferability that is apparently unique, and aside
from the SSC dataset, consistently here outperforms the fully
supervised counterparts.

4. DISCUSSION

We are unaware of any prior work assessing transformer-
based (Vaswani et al., 2017) DNNs with EEG data (raw or
otherwise). This is perhaps consistent with the ineffectiveness
we observed with the randomly initialized full architecture
(Figure 2.3) and could imply that effective use of this powerful
emerging architecture requires pre-training (or at least enough
data, given the better looking SSC performance). This may be
due to the large number of parameters that these models require,
making training difficult without sufficient hardware resources.
The total number of parameters trained in configuration (1) is
over one billion parameters. Future work should continue to
evaluate this architecture, particularly as it appears to be more
widely applicable than the NLP applications it was originally
proposed for (Baevski et al., 2020; Dosovitskiy et al., 2020).

We believe that our approach can be improved through
adjusting the neural network architecture and pre-training
configuration such that it becomes more data-domain (EEG)
appropriate. Future work will prioritize effective integration of
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spatial information, likely by better isolating temporal and spatial
operations. Evaluation using large downstream datasets that
also feature many channels, such as the Montreal Archive of
Sleep Studies (MASS)13 will be considered. Though available for
public access at the time of writing, these data were unavailable
while experiments were prepared and conducted. Prior work
shows that DNN approaches effective for EEG leverage spatial
information (Chambon et al., 2018), and it is presently unclear
to what degree this is the case with BENDR. In terms of data-
appropriate temporal modeling, which we have considered with
relatively more zeal in this work, recall that Figure 4 presents the
possibility that local representations may be retaining redundant
information, further improvements therefore may be found in
better compressing the temporal resolution of BENDR. Future
work will consider larger downsampling factors in the initial
stage, along with longer sequences, balancing the more difficult
problem of summarizing more data (in effect, further data
compression), with the apparent increased effectiveness of the
contrastive task (as observed in Figure 4) on longer sequences.
A small but potentially fruitful avenue for further improvement
includes reconsidering the additive convolutional layer as a
substitute for explicit position encodings, which are in fact
more common (Vaswani et al., 2017; Devlin et al., 2019; Raffel
et al., 2020). Recall that this was originally for two reasons:
wav2vec 2.0 did the same, and we felt it best to limit excessive
changes to the architecture on a first iteration, and also because
it seamlessly supported flexible input lengths. This latter point
comes however, with a trade-off: our particular position encoder
had a receptive field of 25 (stride of 1), which means a little
over 9 s of input. While it seems that convolutional position
encodings offer better performance (Mohamed et al., 2019),
this input width exceeded the entire length of all but the sleep
classification task (the length we chose was optimized for pre-
training behavior).

After considering these possible avenues for improving
BENDR, we still do not fully discount the validity of some of
the transfer learning paths we appear to exclude above in our
introduction. We will reconsider these paths in future work.
Particularly, given the success we had in crossing boundaries of
hardware in this work, and in prior work (Kostas and Rudzicz,
2020a), it may be possible to construct an aggregate dataset
featuring a variety of EEG classification tasks toward better
ImageNet-like pre-training. The construction of a more coherent
label set that crosses several BCI paradigms would no doubt
be a significant effort (e.g., problems may include: is a rest
period before one task paradigm the same as rest before another?
What about wakeful periods in sleep?). This would no doubt be
imbalanced; the labels would be distributed in a long-tailed or
Zipfian distribution that would likely require well thought-out
adjustment (Cao et al., 2019; Tang et al., 2020).13 Furthermore,
the value of ImageNet pre-training seems to be localized to
very early layers and the internalization of domain-relevant data
statistics (Raghu et al., 2019; Neyshabur et al., 2020). Future
work could look into which of these may be leveraged with a
new aggregate (multiple subjects and tasks) pre-training, or the
common subject-specific fine-tuning. This may provide insight

13http://massdb.herokuapp.com/en/

into better weight initialization, or integration of explicit early
layers similar to Raghu et al. (2019) (one could also argue
that SincNet layers Ravanelli and Bengio, 2018 are some such
layers that could factor here). Additionally, as temporally minded
reconstruction losses continue to develop (Rivest and Kohar,
2020), reconsidering the effectiveness of signal reconstruction
as a pre-training objective (and/or regularization) is warranted,
whether this is within an MLM-like scheme similar to BENDR,
or a seq2seq model (Graves, 2012).

5. CONCLUSION

We have proposed MLM-like training as a self-supervised pre-
training step for BCI/EEG DNNs. This is in the interest of
diversifying the investigations into successful transfer learning
schemes for DNNs applied to BCI and EEG with possible
applicability to neuroimaging more generally. While previous
approaches fashioned DNN transfer learning after ImageNet pre-
training, we find this approach inadequate as there is limited
applicable data availability and it is questionably analogous to
its forebear. While our proposed alternative might similarly
suffer from this latter point to some degree (the most distinct
MLM success is with discrete sequences, not continuous
ones), it is more conducive to leveraging potentially immense
amounts of unlabeled data, it is not limited to long-term
feature developments as with previous proposals, and it seems
to produce representations equally suited to different users
and sessions, which is a problem previous work appears less
suited to solving. In summary, we see strong paths for the
effective deployment of powerful computation and massive
data scales with EEG and BCI. Effective solutions in these
specific applications could help drive application and analysis
solutions in neuroimaging and perhaps physiological signal
analysis generally.
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APPENDIX

Downstream hyperparameters

TABLE A1 | Hyperparameters that varied between datasets, and these were not

changed between different model configurations (see list in section 2.4.2).

Dataset Batch Size Epochs Learning Rate

MMI 4 7 1× 10−5

BCIC 60 15 5× 10−5

ERN 32 15 1× 10−5

P300 80 20 1× 10−5

SSC 64 40 5× 10−5
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Convolutional neural networks (CNNs), which automatically learn features from raw

data to approximate functions, are being increasingly applied to the end-to-end

analysis of electroencephalographic (EEG) signals, especially for decoding brain states

in brain-computer interfaces (BCIs). Nevertheless, CNNs introduce a large number

of trainable parameters, may require long training times, and lack in interpretability

of learned features. The aim of this study is to propose a CNN design for P300

decoding with emphasis on its lightweight design while guaranteeing high performance,

on the effects of different training strategies, and on the use of post-hoc techniques to

explain network decisions. The proposed design, named MS-EEGNet, learned temporal

features in two different timescales (i.e., multi-scale, MS) in an efficient and optimized

(in terms of trainable parameters) way, and was validated on three P300 datasets.

The CNN was trained using different strategies (within-participant and within-session,

within-participant and cross-session, leave-one-subject-out, transfer learning) and was

compared with several state-of-the-art (SOA) algorithms. Furthermore, variants of the

baseline MS-EEGNet were analyzed to evaluate the impact of different hyper-parameters

on performance. Lastly, saliencymaps were used to derive representations of the relevant

spatio-temporal features that drove CNN decisions. MS-EEGNet was the lightest CNN

compared with the tested SOA CNNs, despite its multiple timescales, and significantly

outperformed the SOA algorithms. Post-hoc hyper-parameter analysis confirmed the

benefits of the innovative aspects of MS-EEGNet. Furthermore, MS-EEGNet did benefit

from transfer learning, especially using a low number of training examples, suggesting

that the proposed approach could be used in BCIs to accurately decode the P300

event while reducing calibration times. Representations derived from the saliency maps

matched the P300 spatio-temporal distribution, further validating the proposed decoding

approach. This study, by specifically addressing the aspects of lightweight design,

transfer learning, and interpretability, can contribute to advance the development of deep

learning algorithms for P300-based BCIs.

Keywords: electroencephalography, P300, convolutional neural networks, transfer learning, decision explanation,

brain-computer interfaces
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INTRODUCTION

The P300 response is an attention-dependent event-related
potential (ERP) first reported in electroencephalographic (EEG)
signals by Sutton et al. (1965). This wave is characterized
by a positive deflection that peaks within the time window
between 250 and 500ms after stimulus onset, and it is mostly
distributed on the scalp around the midline EEG electrodes (Fz,
Cz, Pz), increasing its magnitude from the frontal to the parietal
sites (Polich, 2007). The P300 can be evoked in an oddball
paradigm (Farwell and Donchin, 1988), where an infrequent
deviant stimulus immersed in a sequence of frequent standard
stimuli is presented to the user while he/she is attending to
it (e.g., by counting how many times a rare event occurs).
Rare events induce the P300 response; this response can be
used as a neural signal in EEG-based brain-computer interfaces
(BCIs), enabling direct communication between the brain and
surroundings without the involvement of peripheral nerves or
muscles (Nicolas-Alonso and Gomez-Gil, 2012). One of the
first P300-based BCIs was developed by Farwell and Donchin
(1988) using a visual stimulation in the oddball paradigm. These
systems could be especially beneficial for patients suffering from
motor neuron disease (Rezeika et al., 2018) to provide alternative
ways of communication. Furthermore, they may represent viable
training tools for patients with attention deficits as recently
reported in Amaral et al. (2018) where a P300-based BCI
paradigm was tested in patients suffering from autism spectrum
disorder (ASD) to improve their social attention.

Of course, a crucial aspect of a P300-based BCI is the
decoding algorithm that translates brain signals into classes
(e.g., P300 and non-P300 classes). Machine learning (ML)
techniques have been recognized to be powerful tools in
learning discriminative patterns from brain signals. In recent
years, deep learning, a branch of ML originally proposed
in computer vision (Guo et al., 2016; Ismail Fawaz et al.,
2019), has been applied to decoding problems of physiological
signals, such as electroencephalography, electromyography,
electrocardiography, and electrooculography (Faust et al., 2018).
At variance with more traditional ML approaches characterized
by a separation between feature extraction, selection and
classification stages (LeCun et al., 2015), deep learning techniques
automatically learn features from raw or light pre-processed
inputs to maximize between-class discriminability and finalize
the decoding task in an end-to-end fashion.

Among deep learning techniques for classification,
convolutional neural networks (CNNs) are widely used.
These are specialized feed-forward neural networks involving
the convolution operator to process data with a grid-like
topology and are inspired by the hierarchical structure of
the ventral stream of the visual system. Stacking neurons
with a local receptive field on top of others creates receptive
fields of individual neurons that increase in size in deeper
layers of the CNN and increases the complexity of the
features to which the neurons respond (Lindsay, 2020),
realizing different levels of feature abstraction. This way,
CNNs automatically learn hierarchically structured features
from the input data, finalized to the classification. However,

CNNs have some weaknesses: they introduce a large number
of trainable parameters (consequently requiring a large
number of training examples), they introduce many hyper-
parameters (i.e., parameters that define the functional
form of decoder), and learned features are difficult to
be interpreted.

The field of EEG classification (and in particular P300
classification) has been widely exploiting the advantages of
CNNs (Faust et al., 2018; Craik et al., 2019). At the same time,
solutions to mitigate the weaknesses of these algorithms have
been proposed within this field, as reported in the state-of-the-art
(SOA) description below.

In CNN-based EEG classification, EEG signals can be
arranged into a 2D representation with electrodes along a
dimension and time steps along the other, and fed as input to
the CNN that predicts the corresponding label. CNN designs
for EEG classification include both shallow and deep neural
networks, and solutions have been proposed either by performing
spatial and temporal convolutions together (i.e., mixed spatio-
temporal feature learning) or separately (i.e., unmixed spatio-
temporal feature learning). Among the latter, several have been
successfully applied to P300 classification (Cecotti and Graser,
2011; Manor and Geva, 2015; Lawhern et al., 2018; Liu et al.,
2018; Shan et al., 2018; Farahat et al., 2019) and generally
have been proved to outperform traditional ML approaches.
Cecotti and Graser (2011) designed a CNN comprising two
convolutional and two fully-connected layers to decode the
P300 event. Remarkably, this was also the first attempt of
CNN-based P300 decoding. Extensions of this architecture
mainly focused on the increase of depth, and inclusion of
batch normalization and dropout (Manor and Geva, 2015; Liu
et al., 2018). Moreover, Farahat et al. (2019) proposed a dual-
branched CNN (BranchedNet) that learns temporal features in
two different timescales with parallel temporal convolutions,
reporting an increase in performance with respect to a single-
scale convolution. While these CNNs performed better than
traditional ML techniques in P300 decoding, two aspects
deserve attention: (i) they learn spatial features (i.e., spatial
convolution, performed across electrodes) and then temporal
features in the next layers (i.e., temporal convolution, performed
across time samples); (ii) they do not address the challenge
of reducing the number of trainable parameters. Regarding
the first aspect, Shan et al. (2018) pointed out that these
architectures may lose useful raw temporal information related
to the P300 event since temporal features are learned from
spatially filtered signals instead of from raw inputs. The authors
proved that an architecture with the first layer performing
a mixed spatio-temporal convolution (OCLNN) improved the
decoding performance compared with the architecture proposed
by Cecotti and Graser (2011) and other variants (Manor and
Geva, 2015; Liu et al., 2018). Regarding the second aspect,
recently, Lawhern et al. (2018) have designed a shallow CNN
for EEG decoding, which is also applied to P300 detection
(EEGNet). This design, besides performing temporal convolution
in the first layer, uses separable and depthwise convolutions,
i.e., convolutions specifically devoted to reducing the number of
trainable parameters (Chollet, 2016).
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Remarkably, recently, we have proposed a CNN (Borra et al.,
2020a) based on the design of EEGNet that won the P300
decoding challenge issued by the International Federation of
Medical and Biological Engineering (IFMBE) in 2019, where
the dataset (BCIAUT-P300) was a large multi-participant and
multi-session collection of data. The solution of the authors
outperformed significantly a CNN derived fromManor and Geva
(2015) with a spatial convolutional layer as the first layer, long
short-term memories, and traditional ML approaches (Simões
et al., 2020). These results further substantiate that CNNs, which
include a temporal convolutional layer as the first layer, can
represent advantageous solutions for P300 decoding compared
with traditional approaches and other CNN designs.

Techniques have been proposed for interpreting and
understanding what the CNN has learned (Montavon et al.,
2018); in the field of EEG classification, they are fundamental
to validate correct learning, checking that the learning system
does not rely on artifactual sources but on neurophysiological
features. These techniques explain the decoding decision taken
by the CNN, i.e., features on which the CNN mainly relies
to discriminate among classes. In this way, they represent
tools to explore and analyze the underlying neurophysiology
potentially characterizing new features (unknown so far)
and gaining insights into neural correlates of the underlying
phenomena. Montavon et al. (2018) provided a definition for
explanation of CNN decision: “the collection of features of the
interpretable domain, that have contributed for a given example
to produce a decision (e.g., classification or regression).” Among
the explanation techniques proposed in the computer vision
domain (Montavon et al., 2018), saliency maps (Simonyan
et al., 2013), simple representations reporting the gradient of
a target class score with respect to each input pixel, have been
recently transposed to P300 decoding (Farahat et al., 2019).
Furthermore, other techniques were adopted to understand
CNNs for P300 decoding, such as temporal and spatial kernel
visualizations (Cecotti and Graser, 2011; Lawhern et al., 2018),
and kernel ablation tests (Lawhern et al., 2018). In addition to
these techniques, interpretable layers (where the learned features
are directly interpretable without the need for ad hoc techniques)
were recently applied to EEG decoding tasks (Zhao et al., 2019;
Borra et al., 2020b,c).

Within this field of research, the aim of this study is to
further contribute to the development of CNNs for EEG-based
P300 decoding and to their analysis, with particular emphasis on
the following aspects: keeping limited the number of trainable
parameters (also referred to as model size) to realize lightweight
CNNs suitable also for small datasets; assessing the effects of
different learning strategies (including transfer learning) in view
of the practical usage of these algorithms in BCIs; explaining the
CNN decision i.e., the neurophysiological aspects that resulted in
an optimal discriminability between classes. Specifically, themain
contribution points are the following:

i) The realization of a CNN named MS-EEGNet combining
two designs previously proposed in the literature with
unique characteristics but treated separately, with the aim
of jointly exploiting their respective strengths (see section
MS-EEGNet). On one hand, we adopted a branched

architecture in order to extract features in two different
timescales, since this may improve the performance of P300
decoding (as suggested by Farahat et al., 2019). On the
other hand, the branched solution would tend to increase
the number of convolutional layers (since convolutions are
replicated along each branch) and consequently the number
of trainable parameters. Therefore, we adopted solutions
to keep limited the number of trainable parameters by
limiting the overall number of convolutional layers (designing
a shallow network) and at the same time implementing
computationally efficient convolutions, such as depthwise
and separable convolutions (as adopted by Lawhern et al.,
2018). The latter are characterized by a reduced number of
required multiplications, hence by a lower computational
cost, and by a reduced number of trainable parameters
compared with conventional convolutions (as those adopted
by Farahat et al., 2019). In addition, learning compressed
temporal representations in MS-EEGNet helped to further
reduce the overall model size. In this way, we proposed
a multi-scale lightweight design. The so obtained network
was then thoroughly analyzed to evaluate its performance
and potentialities in view of practical applications (see
points below).

ii) Analysis of the main hyper-parameters of the architecture,
evaluating variant designs to investigate the role of multi-
scale temporal feature learning (see section Alternative Design
Choices of MS-EEGNet: Changing Hyper-parameters in the
MST Block).

iii) Application of MS-EEGNet to three different datasets, to
evaluate the proposed approach on variable-sized datasets
and on differently elicited P300 responses, comparing the
performance with other SOA algorithms, including both
CNNs and a traditional ML pipeline (see sections Data and
Pre-processing and State-of-the-Art Algorithms).

iv) Training of MS-EEGNet with different strategies that include
transfer learning. Transfer learning is of relevance as it could
provide important benefits in practical BCI applications,
alleviating the need for a large training set and reducing
training times when using the CNN on a new user (see
section Training).

v) Application of an explanation technique based on saliency
maps to derive the spatial and temporal features that drove
MS-EEGNet decision (see section Explaining P300 Decision:
Gradient-Based Representations).

MATERIALS AND METHODS

In this section, first, we introduce the problem of EEG decoding
via CNNs. Then, we describe the proposed architecture in its
baseline and variant versions, P300 datasets, re-implemented
SOA algorithms, training strategies, and CNN explanation.
Lastly, we illustrate the adopted statistical analyses.

Convolutional neural networks were developed in PyTorch
(Paszke et al., 2017) and trained using a workstation equipped
with an AMD Threadripper 1900X, NVIDIA TITAN V, and 32
GB of RAM. Codes of MS-EEGNet are available at https://github.
com/ddavidebb/P300_decoding_MS-EEGNet.
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EEG Decoding via CNNs
Let us consider an EEG dataset collected from many participants
and recording sessions. Each single participant- and session-
specific dataset is composed of many trials collected by epoching
the continuous EEG recording with respect to the onset of
the stimulus (e.g., standard or deviant stimulus). Thus, each
trial is associated with a specific class (e.g., non-P300 or P300
class), with a total of Nc classes. Indicating with M(s,r) the total
number of trials for the s-th subject and the r-th recording
session, the corresponding dataset can be formalized as: D(s,r)

={(
X
(s,r)
0 , y

(s,r)
0

)
, . . . ,

(
X
(s,r)
i , y

(s,r)
i

)
, . . . ,

(
X
(s,r)

M(s,r)−1
, y

(s,r)

M(s,r)−1

)}
.

X
(s,r)
i ∈ R

C×T represents the pre-processed EEG signals of
the i-th trial (0 ≤ i ≤ M(s,r)

− 1), with C indicating
the number of electrodes and T indicating the number

of time steps. y
(s,r)
i is the label associated with X

(s,r)
i , i.e.,

y
(s,r)
i ∈ L = {l0, . . . , lNc−1}. In the particular case of P300
decoding, i.e., discrimination between standard and deviant
trials, Nc = 2 and L =

{
l0, l1

}
= {“non− P300, “P300′′}.

The objective decoding problem can be formalized as the
optimization of a parametrized classifier f implemented by a

CNN, f
(
X
(s,r)
i ; θ

)
:R

C×T
→ L, with parameters θ , learning

from a training set to assign the correct label to unseen EEG

trials. Therefore, in the following, we refer to X
(s,r)
i as the CNN

input, represented as a 2D matrix of shape(C,T) with time steps
along the width and electrodes along the height. Lastly, each
dataset D(s,r) was divided into a training set used to optimize
the parameters contained in array θ , and a test set used to
evaluate the algorithm on unseen data. Furthermore, a separate
validation set needs to be extracted from the training set to
define a stop criterion of the optimization. As described in section
Data and Pre-processing, here, we used three datasets: dataset
1 was a large public dataset where each participant performed
different recording sessions, while datasets 2 and 3 were two
small private datasets where each participant performed a single
recording session.

The Proposed Convolutional Neural
Network and Its Variants
MS-EEGNet
The proposed shallow architecture was composed of three
fundamental blocks, each consisting of many layers. A schematic
representation of the CNN is reported in Figure 1. The spatio-
temporal (ST) block extracted temporal and spatial features from
the input EEG signals via temporal and spatial convolutional
layers, respectively. Downstream, the multi-scale temporal
(MST) block used lightweight parallel temporal convolutions
to extract temporal patterns in different scales from the
feature maps provided by the previous block. Lastly, multi-scale
activations were provided to the fully-connected (FC) block that
finalized the decoding task using a single fully-connected layer.

In all the layers except for the last two, the output was a
collection of spatio-temporal feature maps and its shape can
be described by a tuple of three integers, with the first integer
indicating the number of feature maps, and the second and

third integers representing the number of spatial and temporal
samples within each map, respectively. In the following, to
describe the CNN, we will refer to the hyper-parameters of
the involved layers. Each convolutional layer is characterized
by the number of convolutional kernels (K), kernel size (F),
stride size (S), and padding size (P). In addition, depthwise
convolution introduced also a depth multiplier (D) specifying the
number of kernels to learn for each input feature map. Hyper-
parameters will be denoted by a superscript and a subscript.
The superscript indicates the specific block to which the layer
belongs using acronyms “ST,” “MST0,” “MST1,” and “FC,” where
the index in the MST block discriminates between the two scales
(in general MSTi, where 0 ≤ i ≤ Nb − 1 and Nb denotes
the number of parallel branches). The subscript indicates to
which convolutional layer inside the block the hyper-parameters
refer (convolutional layers inside each block were labeled with
an increasing index, starting from 0). Lastly, pooling layers
were described by pool size (Fp) and pool stride (Sp), with the
corresponding superscript. Both convolutions and poolings were
2D; therefore, F, S, P, Fp, and Sp were tuples of two integers:
the first referred to the spatial dimension, while the second
referred to the temporal dimension. Lastly, the number of time
samples changed across pooling operators and was denoted with
Tp. Regarding the single fully-connected layer included in the
classification block, the number of neurons was denoted with
NFC and represented the number of classes to decode (Nc).

MS-EEGNet was analyzed in a baseline version and in many
variants by adopting a post-hoc hyper-parameter evaluation
procedure on the main MST block hyper-parameters. The
baseline version is described in the current section, where the
structure and function of each block are presented, while the
variants are described in section Alternative Design Choices of
MS-EEGNet: Changing Hyper-parameters in the MST Block.

i. Spatio-temporal block. This was designed to learn temporal
and spatial features separately. At first, a temporal
convolutional layer was included, learning K0

ST
= 8

temporal kernels with filter size F0
ST

= (1, 65), unitary stride
and zero padding P0

ST
= (0, 32) to preserve the number of

input temporal samples. Then, the D1
ST

= 2 spatial filters
of size (C, 1) were learned for each temporal feature map in
a spatial depthwise convolutional layer, with unitary stride
and without zero padding (Lawhern et al., 2018; Borra et al.,
2020a). Thus, a total number of K1

ST
= K0

ST
· D1

ST
= 16

spatial filters were learned and constrained to have a norm
upper bounded by c = 1 (kernel max-norm constraint) as
in previous studies (Lawhern et al., 2018; Borra et al., 2020a;
Vahid et al., 2020). The feature maps of this layer were not
fully connected with the feature maps of the previous layer.
This not only reduced the number of trainable parameters
but also allowed more straightforward spatio-temporal
feature learning. Indeed, each group of D1 spatial filters was
related to a specific temporal filter (Lawhern et al., 2018)
(i.e., to specific spectral information). Furthermore, the
output activations of the temporal and spatial convolutional
layers were normalized via batch normalization (Ioffe
and Szegedy, 2015). Downstream the spatial depthwise
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FIGURE 1 | Structure of MS-EEGNet. Layers are represented by colored rectangles, reporting the layer name and main hyper-parameters. The tuple outside each

rectangle represents the output shape of each layer. For all outputs except the last two (Flatten and Fully-connected + Softmax), the tuples are composed of three

numbers representing the number of feature maps (channel dimension), number of spatial samples, and number of temporal samples within each map. The input layer

provides an output of shape
(
1, C,T

)
, as it just replicates the original input matrix with shape (C,T ), providing a single feature map as output. The temporal dimension

changed from T to T//32 along the entire CNN (where the symbol // indicates the floor division operator) due to average pooling operations. See sections EEG

Decoding via CNNs and The Proposed Convolutional Neural Network and Its Variants for the meaning of symbols, and see Table 1 for further details.

convolution and its associated batch normalization, the
neurons were activated via an exponential linear unit (ELU)
non-linearity (Clevert et al., 2015), i.e., f (x) = x, x > 0 and
f (x) = α

(
exp (x) − 1

)
, x ≤ 0. We adopted this activation

function, since it was proved to allow faster and more
noise-robust learning than other non-linearities (Clevert
et al., 2015) and to outperform other activation functions
when using CNNs with EEG signals (Schirrmeister et al.,
2017). The α hyper-parameter controls the saturation value
for negative inputs, and α = 1 was set here. Then, an
average pooling layer was introduced to reduce the size of

the activations along the temporal dimension from T to
Tp

ST , with a pool size of Fp
ST

= (1, 4) and pool stride of

Sp
ST

= (1, 4), providing activations sampled in 1/4 of the
sampling frequency of the signals (32Hz when using signals
extracted from dataset 1 and approximately 31.3Hz from
datasets 2 and 3). Lastly, a dropout layer (Srivastava et al.,
2014) (with a different dropout rate p depending on the
training strategy adopted, see section Training) was added.

ii. Multi-scale temporal block. This block was designed to learn
how to summarize along the temporal dimension the feature
maps provided by the ST block. Differently from EEGNet
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where features in a single timescale were learned at this stage,
here the features were learned in Nb different timescales,
inspired by the design of the Inception modules (Szegedy
et al., 2015). In the baseline MS-EEGNet Nb = 2, thus,
two different sets of short and large kernels were separately
learned in the two parallel branches. This was accomplished
via two parallel temporal depthwise convolutional layers
with a unitary depth multiplier, i.e., D0

MST0 = D0
MST1 =

D0
MST

= 1 and K0
MST0 = K0

MST1 = K0
MST

= K1
ST

·D0
MST ,

and with different kernel sizes in the two branches extracting
a summary of roughly 150ms [F0

MST0 = (1, 5)] and 500ms
[F0

MST1 = (1, 17)], for each input feature map. That is, each
output feature map was a sort of weighted moving average
of the input feature map using moving windows of two
different lengths, ∼150 and 500ms (referred to as scales).
The large kernel size was chosen to match the temporal
kernel size used in the single-scale branch of EEGNet (Borra
et al., 2020a). The small kernel size was chosen so that the
ratio between the small and large kernels was approximately
the same as that in BranchedNet (rMST

=
1
4 ), keeping

odd kernel size (i.e., 500 ms/4 = 125ms = four samples at

32Hz, approximated to five samples to have an odd integer).

The small and large temporal filters should be able to learn
high and low-frequency patterns from the input, respectively

(Supratak et al., 2017). Here, unitary stride and zero-padding

of P0
MST0 = (0, 2) and P0

MST1 = (0, 8) were adopted,

preserving the number of the input temporal samples.
After each depthwise convolutional layer, a pointwise
convolutional layer [F1

MST0 = F1
MST1 = F1

MST
=

(1, 1)] was added to learn how to optimally combine the
feature maps in a specific timescale with unitary stride
and without zero-padding. At variance with BranchedNet
(Farahat et al., 2019) where convolutions were not designed
to keep limited the number of trainable parameters, the
proposed multi-scale temporal block was designed using
separable convolutions (i.e. depthwise convolution followed
by pointwise convolution) with the specific aim of reducing
the training parameters. In this same perspective, the number
of output feature maps was set as low as K1

MST0 =

K1
MST1 = K1

MST
= 2 in each branch, learning a

compressed representation of the input feature maps (i.e.,
the 16 input feature maps provided by the depthwise
convolutional layer were recombined into only two different
feature maps, for each branch). Then, for each branch, the
output activations of the pointwise convolutional layer were
normalized via batch normalization (Ioffe and Szegedy, 2015)
and activated with an ELU non-linearity (α = 1). Finally,
an average pooling layer was introduced with a pool size

of Fp
MST0 = F

p

MST1
= Fp

MST
= (1, 8) and pool stride

of Sp
MST0 = Sp

MST1 = Sp
MST

= (1, 8) to reduce the

temporal dimension from Tp
ST to Tp

MST , followed by a
dropout layer (Srivastava et al., 2014) (with different dropout
rate p depending on the training strategy adopted, see
section Training).

iii. Fully-connected block. This block was devoted to produce
output probabilities from the feature maps provided by the

multi-scale temporal block. The input feature maps were
concatenated together along the feature map dimension and
unrolled along a single dimension via a flatten layer. Then,
this multi-scale feature vector was given as input to a fully-
connected layer with NFC

= Nc = 2 neurons (associated
with the P300 and non-P300 classes). These two outputs
were transformed via a Softmax activation function to obtain
conditional probabilities p

(
lk

∣∣∣X(s)
i

)
, k = 0, 1.

A more detailed description of the structural hyper-parameters
and of the number of trainable parameters of the baseline version
of MS-EEGNet can be found in Table 1. The overall number of
trainable parameters (or model size) and the training time (or
computational time) of the baseline MS-EEGNet are reported in
Table 2. Note that in this table, these variables are reported also
for the variant designs of MS-EEGNet (see section Alternative
Design Choices of MS-EEGNet: Changing Hyper-parameters in
the MST Block) and for the examined SOACNNs (see section
State-of-the-Art Algorithms).

Alternative Design Choices of MS-EEGNet: Changing

Hyper-Parameters in the MST Block
In addition to the baseline MS-EEGNet described previously,
we evaluated other alternative designs to better investigate
the behavior of the proposed MST block by modifying some
hyper-parameters (HPs) one at a time. In the following, the
alternative designs are described and indicated via the modified
HP: HPvariant vs. HPbaseline.

i. Nb = {1, 3} vs. Nb = 2: use of one or three branches. In
this post-hoc analysis, we studied whether the proposed dual-
scale temporal feature learning was beneficial compared with
the traditional single-scale learning (Nb = 1) and which scale
was able to learn more relevant class-discriminative temporal
features. To this aim, MS-EEGNet was modified either by
removing the short scale (scale 0), leaving only the large-scale
branch [Nb = 1(large)] or the large scale (scale 1) leaving
only the short-scale branch [Nb = 1(short)]. It is worth
noticing that single-scale variant design Nb = 1 (large) did
not correspond to the EEGNet adaptation used in Borra et al.
(2020a), since here we adopted compressed representations
in separable convolutional layers. In addition, we studied
whether a third timescale (Nb = 3) could be useful by
modifying MS-EEGNet by the inclusion of an additional
timescale between the ones of the baseline version: and this
variant learned summaries of about 125, 250, and 500ms,
corresponding to kernel sizes in the MST block of F0

MST0 =

(1, 5), F0
MST1 = (1, 9), and F0

MST2 = (1, 17), respectively.
ii. F0

MST0 = (1, 9) vs. F0
MST0 = (1, 5): enlarging the kernel

size in the short-scale branch (scale 0 in Table 1). This was
performed to evaluate the effect of a different ratio between
the short- and large-scales of the MST block compared with
the one adopted in the baseline MS-EEGNet. Specifically,
rMST

=
1
2 vs. rMST

=
1
4 leading to 500 ms/2 = 250ms =

eight samples at 32Hz, approximated to nine samples to have
odd integer.

Frontiers in Human Neuroscience | www.frontiersin.org 6 July 2021 | Volume 15 | Article 655840109

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-neuroscience#articles


Borra et al. Lightweight MS-CNN for P300 Decoding

TABLE 1 | Architecture details of MS-EEGNet.

Block Layer name Hyper-parameters Number of trainable parameters

Input K0 = 1 0

ST Conv2D K0
ST

= 8, F0
ST

= (1, 65), P0
ST

= (0, 32) F0
ST

[0] ·F0
ST

[1] · K0
ST

· K0

BatchNorm2D m = 0.99 2 · K0
ST

Depthwise-Conv2D D1
ST

= 2, K1
ST

= K0
ST

· D1
ST ,

F1
ST

= (C, 1), kernel max norm=1

F1
ST

[0] ·F1
ST

[1] · K0
ST

· D1
ST

BatchNorm2D m = 0.99 2 · K1
ST

ELU α = 1 0

AvgPool2D Fp
ST

= Sp
ST

= (1, 4) 0

Dropout p = 0.25 or p = 0.5 0

MST scale 0 Depthwise-Conv2D D0
MST0 = 1, K0

MST0 = K1
ST

· D0
MST0 ,

F0
MST0 = (1, 5), P0

MST0 = (0, 2)

F0
MST0 [0] · F0

MST0 [1] · K1
ST

· D0
MST0

Pointwise-Conv2D K1
MST0 = 2, F1

MST0 = (1, 1) F1
MST0 [0] · F1

MST0 [1] · K1
MST0 ·K0

MST0

BatchNorm2D m = 0.99 2 · K1
MST0

ELU α = 1 0

AvgPool2D Fp
MST0 = Sp

MST0 = (1, 8) 0

Dropout p = 0.25 or p = 0.5 0

MST

scale1

Depthwise-Conv2D D0
MST1 = 1, K0

MST1 = K1
ST

· D0
MST1 ,

F0
MST1 = (1, 17), P0

MST1 = (0, 8)

F0
MST1 [0] · F0

MST1 [1] · K1
ST

· D0
MST1

Pointwise-Conv2D K1
MST1 = 2, F1

MST1 = (1, 1) F1
MST1 [0] · F1

MST1 [1] · K1
MST1 ·K0

MST1

BatchNorm2D m = 0.99 2 · K1
MST1

ELU α = 1 0

AvgPool2D Fp
MST1= Sp

MST1 = (1, 8) 0

Dropout p = 0.25 or p = 0.5 0

FC Concatenate

Flatten

0

Fully-Connected NFC
= 2 NFC

· (Tp
MST0 ·K1

MST0 + Tp
MST1

·K1
MST1 + 1)

Softmax 0

Each layer is provided with its name, main hyper-parameters and the number of trainable parameters. See sections EEG Decoding via CNNs and The Proposed Convolutional Neural

Network and Its Variants for the meaning of symbols. The total number of trainable parameters was 1,154 when using signals from dataset 1 and 1,210 when using signals from datasets

2 and 3. In all layers, unless otherwise noted stride (S) and padding (P) were set to (1, 1) and (0, 0), respectively.

iii. K1
MST

= {1, 8, 16} vs. K1
MST

= 2: different number of
feature maps in the pointwise convolutions. In particular,
K1

MST was set to 1 in each branch in order to analyze
whether the learning of a single recombination of the input
feature maps was enough to provide an accurate decoding
performance. In addition, K1

MST was set to 8 in each branch
in order to analyze another compressed representation, while
maintaining the total number of feature maps across the two
different timescales unchanged as in theMST input (i.e., eight
feature maps in each branch, resulting in 16 feature maps
across the two scales, as in the input of the MST block).
Lastly, K1

MST was set to 16 in each branch, corresponding to
a condition where no compressed representation was learned
in either branch.

iv. Deep MST vs. MST: increasing the depth of the MST block.
This was performed to evaluate the effect on the performance
of an increased depth in the MST block (and thus, learning
more non-linear dependencies) while maintaining the same
overall receptive field of the neurons in the temporal domain.
In each branch, we added another depthwise convolutional
layer after the first one. However, in order to maintain
the same receptive field as when using a single depthwise
convolutional layer in the baseline MST block, the kernel

size of each depthwise convolutional layer was halved with
respect to the baseline values, i.e., F0

MST0 = F1
MST0 =

(1, 3) and F0
MST1 = F1

MST1 = (1, 9). After the second
depthwise convolutional layer, the pointwise convolutional
layer was added [F2

MST0 = F2
MST1 = F2

MST
= (1, 1)],

and the rest of the block was maintained unchanged as in the
baseline version.

Overall, eight variants were designed by changing a specific
hyper-parameter value of MS-EEGNet while keeping all the
other hyper-parameters as in the baseline MS-EEGNet. These
alternative designs were trained with a within-participant and
within-session strategy (as it is the most common strategy
adopted in the literature) and compared with MS-EEGNet
trained with the same strategy. Lastly, the number of trainable
parameters and training time are reported in Table 2 for each
variant design.

Data and Pre-processing
Dataset 1
The first dataset is BCIAUT-P300, a public benchmark dataset
released for the IFMBE 2019 scientific challenge (available
at https://www.kaggle.com/disbeat/bciaut-p300) (Simões et al.,
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TABLE 2 | Number of trainable parameters, also denoted as model size in the

text, and training time (referred to the WS strategy), also denoted as

computational time, of the baseline MS-EEGNet, MS-EEGNet variants, and SOA

CNNs when using signals from dataset 1 and datasets 2–3.

Algorithm Trainable parameters Training time

(dataset 1/datasets 2–3) (dataset 1/datasets 2–3)

Value 1 Value 1

(%) (ms/epoch) (%)

Baseline MS-EEGNet 1,154/1,210 – 220/45.5 –

MS-EEGNet variants

Nb = 1(large) 1,022/1,082 −11.4/−10.6 195/38.1 −11.4/−16.3

Nb = 1(short) 830/890 −28.1/−26.5 172/38.4 −21.8/−15.6

Nb = 3 1,350/1,402 17.0/15.9 282/50.8 28.2/11.6

F0
MST0 = (1, 9) 1,218/1,274 5.5/5.3 221/46.3 0.5/1.8

K1
MST

= 1 1,102/1,162 −4.5/−4.0 224/45.0 1.8/−1.1

K1
MST

= 8 1,466/1,498 27.0/23.8 287/46.1 30.5/1.3

K1
MST

= 16 1,882/1,882 63.1/55.5 240/45.0 9.0/−1.1

deepMST 1,202/1,258 4.2/4.0 295/47.0 34.1/3.3

SOA CNNs

EEGNet 1,386/1,418 20.1/17.2 186/40.5 −15.5/−11.0

BranchedNet 5,418/7,954 369/557 250/50.3 13.6/10.5

OCLNN 1,650/1,874 43.0/54.9 96.2/22.9 −56.3/−49.7

These values were reported for deep learning-based decoders to provide amore complete

comparison between the proposed CNN and SOA CNNs. For each CNN, between

dataset 1 and datasets 2–3, the different number of parameters resulted from the different

number of EEG channels (C = 8 for dataset 1 and C = 12 for datasets 2–3, see section

Data and Pre-processing) and time samples considered (T = 140 for dataset 1 and

T = 113 for datasets 2–3, see section Data and Pre-processing), while the different

training time resulted from the different number of training examples (1,280 trials and

240 trials for each participant and each session, respectively, for dataset 1 and datasets

2–3, see section Data and Pre-processing). In addition, the percentage difference (1)

of trainable parameters and training time between SOA CNNs or MS-EEGNet variants

(“other” condition) and the baseline MS-EEGNet (“baseline” condition) is reported, i.e.,

100 · (valueother − valuebaseline )/valuebaseline.

2020) consisting of a larger number of examples than other public
benchmarks (Blankertz et al., 2004, 2006) or private (Lawhern
et al., 2018; Farahat et al., 2019; Solon et al., 2019) datasets. Signals
were recorded from 15 participants (all males, age of 22± 5 years,
mean ± standard deviation) with ASD during seven recording
sessions (for a total of 4 months) while testing a P300-based BCI
(Amaral et al., 2018). The paradigm consisted of the participants
paying attention to one of eight objects randomly flashing in a
virtual scene, with P300 stimuli corresponding to the flashing
of the attended object (this was repeated several times for each
different attended object). For each participant and recording
session, 1,600 trials were recorded during the calibration stage
(training set), and 2,838 trials were recorded during the online
stage (test set), on average.

Signals were recorded at 250Hz from eight electrodes: C3, Cz,
C4, CPz, P3, Pz, P4, and POz. The reference was placed at the
right ear and the ground at AFz. These signals were acquired
notch filtered at 50Hz and then pass-band filtered between 2 and
30Hz (Simões et al., 2020). EEG signals were pre-processed as
in previous studies (Amaral et al., 2017; Borra et al., 2020a). In
particular, epochs were selected from −100 to 1,000ms relative
to the event stimulus, and signals were downsampled to 128Hz

to reduce the number of time steps to be processed in the CNN.
Architectures were trained as described in section Training using
the training set of the competition for each session, while the
test set was used to test the algorithms. From each participant-
and session-specific training set, a validation set of 20% of the
total training set was extracted (corresponding to 320 trials) to
perform early stopping, while the remaining percentage of the
total training set (corresponding to 1,280 trials) was used to
optimize the architectures.

Datasets 2 and 3
The second dataset was collected from seven participants (all
males, age 25 ± 8 years) recorded in an auditory oddball
study during a single recording session, and the third dataset
was collected from seven participants (5 males, age 22 ±

0.4 years, different from dataset 2 participants) recorded in a
visual oddball study during a single recording session. All the
participants were healthy volunteers not reporting psychological
or hearing disorders. Both experiments were approved by
the Bioethics Committee of the University of Bologna (file
number 29146, year 2019) and were conducted in a controlled
laboratory environment.

The auditory oddball paradigm consisted of 400 tones
presented to the participants through a speaker, with the standard
and deviant stimuli differing by the frequency of tones (500 and
1,000Hz, respectively). The visual oddball paradigm consisted of
400 stimuli presented to the participants through a bicolor LED
with the standard and deviant stimuli differing by the LED color
(blue and red, respectively). In both paradigms, each stimulus was
reproduced for 56ms followed by a pause of 944ms (inter-stimuli
interval); thus, each trial lasted 1 s. This paradigm was similar to
the one adopted by Justen and Herbert (2018). Furthermore, in
each paradigm, a total number of 325 standard and 75 deviant
stimuli were presented to participants in a randomized order.
Thus, for each participant, a total number of 400 trials were
available, with a class imbalance ratio of 75:325 for the P300 and
non-P300 classes. While listening to the tones or while looking
at the LED, the participants were seated in a comfortable chair
in front of a button with their eyes opened, and they were
instructed to respond to the deviant stimuli by pressing a button
with their right index finger as quickly as possible, minimizing
other movements.

Signals of both datasets 2 and 3 were recorded at 125Hz
using a portable EEG recording system (OpenBCI system, using
Cyton and Daisy Biosensing boards) from 12 electrodes: C3,
Cz, C4, CP5, CP1, CP2, CP6, P3, Pz, P4, PO3, and PO4.
The reference was placed at the right earlobe and the ground
at the left earlobe. The same pre-processing was adopted for
datasets 2 and 3. In particular, signals were band-pass filtered
between 2 and 30Hz with a zero-phase second-order filter, and
epochs were extracted from −100 to 800ms relative to the
stimulus onset. For datasets 2 and 3, the architectures were
trained as described in section Training using a 4-fold cross-
validation scheme. Therefore, in each fold, each participant-
specific dataset was divided into a training (75%) and a test (25%)
set, corresponding to 300 and 100 trials, respectively. Lastly,
a validation set of 20% of the training set (corresponding to
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60 trials) was extracted to perform early stopping, while the
remaining percentage (corresponding to 240 trials) was used to
optimize the architectures.

As described in section EEG Decoding via CNNs, X
(s,r)
i ∈

R
C×T represented the CNN input. From the previous dataset

descriptions, C = 8 for dataset 1 and C = 12 for datasets 2 and 3,
while T = 140 for dataset 1 and T = 113 for datasets 2 and 3.

State-of-the-Art Algorithms
The proposed baseline architecture was compared with other
SOA algorithms, such as the winning algorithm of the
IFMBE 2019 challenge based on EEGNet (Borra et al., 2020a),
BranchedNet (Farahat et al., 2019), and OCLNN (Shan et al.,
2018). The first was a single-branched CNN performing
the temporal convolution in the first layer. The second
one, was a dual-branched CNN exploiting parallel temporal
convolutions but at variance with the architecture proposed here,
performed spatial convolution in the first layer and did not
use optimized convolutions aimed to keep limited the number
of trainable parameters, resulting in a less parsimonious multi-
scale CNN. OCLNN was a CNN performing a mixed spatio-
temporal convolution in the first layer without using optimized
convolutions. To allow for a more complete comparison
between MS-EEGNet and other deep learning-based decoders,
the number of trainable parameters and training time of SOA
CNNs are summarized in Table 2.

In addition to these SOA CNNs, we re-implemented
xDAWN+RG, an ML pipeline for P300 decoding. In particular,
this solution included a combination of xDAWN spatial filtering
(Rivet et al., 2009; Barachant and Congedo, 2014), Riemannian
Geometry (Barachant et al., 2012), L1 feature regularization, and
classification based on an Elastic Net regression.

Details about SOA CNNs and xDAWN+RG can be found in
sections 1 and 2 in Supplementary Materials.

Training
MS-EEGNet was trained with different training strategies.

i. Within-participant and within-session training (WS). For
each participant and session, EEG signals (see section
Data and Pre-processing) were used to train, validate, and
test a participant-specific and session-specific CNN. In
addition, we also trained CNNs using only a fraction of
the participant- and session-specific training set, simulating
practical cases of reduced numbers of available calibration
trials, and investigated how the performance changed; this
is an important issue from the perspective of limiting the
calibration time in practical applications. Reduced training
sets were defined by extracting 15, 30, 45, and 60% of the total
training set in the corresponding session (corresponding to
192, 384, 576, and 768 training trials for dataset 1, and 48,
96, 144, and 192 trials for datasets 2 and 3, maintaining
the class imbalance characterizing each dataset. For each
architecture, 105 (15 participants ∗ 7 sessions per participant)
CNNs were trained for dataset 1, while seven (7 participants
∗ 1 session per participant) CNNs were trained for datasets
2 and 3. The WS strategy (with 100% of training trials)

was adopted also with SOA algorithms to perform post-hoc
hyper-parameter evaluation.

ii. Within-participant and cross-session training (CS). This
training strategy was adopted only for the dataset 1 because
of its multi-session dimension and used in the winning
solution of the authors in the IFMBE 2019 challenge
(Borra et al., 2020a) using the same dataset. For each
participant, an overall training set and an overall validation
set were obtained by considering all the session-specific
training and validation sets belonging to that particular
participant. Then, these overall sets were used to train
and validate a participant-specific CNN incorporating inter-
session variability. It is worth noticing that this participant-
specific CNN was then tested separately over each session-
specific test set (relative to that participant) for consistency
with the test procedure adopted in i). For each architecture,
15 CNNs were trained for dataset 1. This strategy was
adopted also with SOA algorithms.

iii. Leave-one-subject-out training (LOSO). The EEG signals of
one participant (i-th participant) were held back, and the
training and validation sets were obtained by collecting EEG
signals from all the session-specific training and validation
sets of the remaining participants (j-th participants ∀j, j 6=
i). Thus, for each held back participant (∀i) an architecture
was trained and validated with signals extracted from 14
participants for dataset 1 and from six participants for
datasets 2 and 3. The so obtained network was then tested
separately over each session-specific test set of the held back
participant, consistently with the testing procedure in (i) and
(ii). The residual signals of the held back participant not
used in the testing procedure remained unused (i.e., 0% of
the dataset of the held back participant was used to train
and validate the model); that is, LOSO models did not learn
from the examples of the held back participant. This training
strategy led to a CNN incorporating inter-participant and
(in case of dataset 1) inter-session variabilities. For each
architecture, 15 CNNs were trained for dataset 1, while
seven CNNs were trained for datasets 2 and 3. This strategy
was adopted also with SOA algorithms. Lastly, to design
LOSO models incorporating the knowledge from a variable
number of participants, we additionally performed trainings
extracting signals from a random subset of participants, i.e.,
using 10, six, and two participants for dataset 1, and using
four and two participants for datasets 2 and 3. Thus, the
performed LOSO strategy was named “LOSO-M,” where
M is the number of participants used (M = {14, 10, 6, 2}
when using signals from dataset 1, while M = {6, 4, 2} for
datasets 2 and 3). It is worth noticing that the LOSO-14
strategy for dataset 1 and LOSO-6 strategy for datasets 2
and 3 corresponded to the conventional LOSO strategies for
these datasets.

iv. Transfer learning (TL) on single sessions (WS). As in the
WS strategy (point i), for each participant and session, EEG
signals (see section Data and Pre-processing) were used to
train, validate, and test a participant- and session-specific
CNN. Differently from the WS strategy where the trainable
parameters were initialized randomly, in the TL-WS strategy,
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the parameters were initialized from the ones obtained with
LOSO trainings when the specific participant of interest
was held back. Therefore, the knowledge learned in the
LOSO strategy (using training examples sampled from many
participants except the held back participant) was transferred
to the held back participant. Then, a fraction of the session-
specific training set of the held back participant was used as
training set, using the same percentages as in theWS strategy
(point i). In this way, we compared the performance of the
WS and TL-WS strategies to investigate if and to what extent
the TL-WS strategy outperformed the WS strategy with a
reduced number of calibration trials. For each architecture,
105 CNNs were trained for dataset 1, while seven CNNs were
trained for datasets 2 and 3.

The transfer learning strategy reflects a practical situation in
which a new user approaches the BCI system in a new session,
and a calibration phase, as short as possible, is needed to obtain
an accurate participant-specific decoder. Therefore, a pre-trained
model that incorporates both inter-participant and inter-session
variabilities as obtained with the LOSO strategy could be a better
initialization point with respect to the random one (as used in
the WS training strategy), leading to performance improvement
especially when using only a small number of training examples
of a new user in a new recording session.

The adopted training strategies had a different definition of
the training set. However, in all cases, CNNs were tested on the
same participant-specific and session-specific test sets, allowing a
fair comparison across different training strategies. In this study,
the adopted metric to quantify the performance for the P300
decoding task at the trial level was the area under the ROC
curve (AUC), as done previously (Lawhern et al., 2018), and was
computed on each participant- and session-specific test set.

EEG signals of the training, validation, and test sets were
standardized by computing the mean and variance on the
training set. Regarding the TL-WS strategy, the first and second
moments were computed on the training set used to train the
pre-trained models. Except for the TL-WS strategy in which
the trainable parameters were initialized from the pre-trained
models, in the other training approaches, the weights were
randomly initialized by adopting a Xavier uniform initialization
scheme (Glorot and Bengio, 2010), and biases were initialized
to zero.

The optimization was performed by minimizing the negative
log likelihood or, equivalently, the cross-entropy between the
empirical probability distribution defined by the training labels
and the probability distribution defined by the model. Adaptive
moment estimation (Adam) (Kingma and Ba, 2014) was used
as an optimizer with β1 = 0.9, β2 = 0.999 for computing the
running averages of the gradient and its square, and ε = 10−8

to improve numerical stability. The learning rate was set to lr =
10−3for the WS, CS, and LOSO strategies, while for the TL-WS
strategy the optimizer state was the same as the one of the pre-
trained models. To address class imbalance, a single mini-batch
of data was composed by a proportion of 50–50% of the two
classes, randomly selecting the trials within the dataset as done
in Borra et al. (2020a). The mini-batch size and the maximum

number of epochs were set to 64 and 500, respectively, and early
stopping was performed by interrupting the optimization when
validation loss did not decrease for 50 consecutive epochs.

In addition to early stopping, which acts as a regularizer,
other regularizer mechanisms were integrated into MS-EEGNet
as mentioned in section MS-EEGNet, comprising batch
normalization (Ioffe and Szegedy, 2015) with a momentum term
of m = 0.99 and ε = 1e − 3 for numerical stability, dropout
(Srivastava et al., 2014) with a dropout probability of 0.5 for WS
and TL-WS trainings and 0.25 for CS and LOSO trainings, and
kernel max-norm constraint.

Explaining P300 Decision: Gradient-Based
Representations
The MS-EEGNet decision was explained using the saliency
maps and post-hoc (i.e., obtained once the CNN training has
ended) gradient-based representations proposed by Simonyan
et al. (2013) to quantify the importance of neurons belonging
to a target layer of interest (commonly the input layer) for
a specific class. These representations are commonly used to
explain CNN decisions when decoding EEG (Farahat et al., 2019;
Borra et al., 2020c; Vahid et al., 2020) and offer the advantage of
requiring the sole computation of backpropagation. Of course,
other more advanced techniques, such as layer-wise relevance
propagation (LRP), can represent a valid alternative but they
introduce many factors that affect representations, such as the
propagation rule (e.g., αβ rule) and propagation parameters (e.g.,
α and β) (Montavon et al., 2018), whose setting would require
preliminary deep investigations. Hence, we preferred to adopt the
saliency maps. Here, these were computed by backpropagating
the gradient of the P300 class score (i.e., the output related to the
P300 neuron, immediately before Softmax activation) back to the
input layer (i.e., the neurons corresponding to the input spatio-
temporal samples), when P300 trials belonging to the test set
were fed as input to the CNN. Thus, each resulting saliency map
was a spatio-temporal representation associated with a test trial,
quantifying how much each spatio-temporal input sample affects
the P300 class score, i.e., how much the P300 class score changes
with respect to a small change in the input EEG signals. For each
dataset, these representations were computed using MS-EEGNet
trained with the LOSO strategy, as this strategy was more likely
to enhance input samples relevant to the decoding task compared
with WS/CS trainings (Farahat et al., 2019). Indeed, during
LOSO trainings, the models were fed with signals recorded from
multiple participants and multiple recording sessions. Therefore,
the neural networks were more prone to learn optimal inter-
participant and inter-session features to generalize properly.
Conversely, during WS/CS trainings, the neural networks were
more prone to learn optimal session-specific/participant-specific
features. Thus, representations associated with the LOSOmodels
were more likely to visualize general task-relevant spatio-
temporal features, while those related to the WS/CS models were
more likely to include also session-specific/participant-specific
and task-irrelevant features.

The saliency maps were computed for each deviant trial
(containing the P300 response) belonging to each participant-
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TABLE 3 | AUC (% mean ± SEM) obtained with MS-EEGNet and the re-implemented SOA algorithms adopting the WS, CS, and LOSO strategies.

Algorithm Dataset 1 Dataset 2 Dataset 3

WS CS LOSO WS LOSO WS LOSO

MS-EEGNet 83.52 ± 1.67 86.38 ± 1.60 75.40 ± 1.81 89.60 ± 1.73 74.82 ± 3.04 92.63 ± 1.77 86.09 ± 1.88

EEGNet 82.53 ± 1.83

**

85.88 ± 1.63

**

75.76 ± 1.71 87.98 ± 2.65 75.15 ± 3.01 91.22 ± 1.92

*

83.30 ± 2.53

BranchedNet 77.43 ± 1.65

***

84.20 ± 1.82

***

76.03 ± 1.86 83.34 ± 2.12

***

72.39 ± 2.89 91.60 ± 1.53 84.84 ± 1.46

OCLNN 75.95 ± 1.64

***

81.28 ± 1.65

***

71.40 ± 1.42

**

79.92 ± 2.78

***

75.21 ± 3.14 89.01 ± 2.03

***

83.73 ± 1.59

xDAWN+RG 79.17 ± 1.43

***

80.89 ± 1.32

***

67.05 ± 1.71

**

82.63 ± 2.07

***

73.83 ± 2.71 90.03 ± 1.87

*

82.40 ± 2.77

The results of the performed Wilcoxon signed-rank tests (see section Statistics-i) are also reported (*p < 0.05, **p< 0.01, ***p< 0.001, corrected for multiple tests). Within each column,

the bold characters are used to denote the best performance among the tested algorithms.

and session-specific test set. Then, these maps were averaged
across trials and folds (only for datasets 2 and 3), obtaining an
average participant-specific and session-specific representation,
named spatio-temporal representation. Then, by averaging spatio-
temporal representations across sessions (seven sessions for
dataset 1 and a session for datasets 2 and 3), a participant-
specific representation was computed normalized between
[−1, 1], and finally averaged across the participants, resulting
in a grand average (GA) spatio-temporal representation. This
representation could be useful to study similarities between
the temporal course of gradients related to more relevant
electrodes and the grand average ERPs of those specific
electrodes. Additionally, the absolute value of each saliency
map was also computed, and the absolute saliency maps were
then averaged across trials, folds (only for datasets 2 and 3),
and either the spatial or the temporal dimension to obtain
an absolute temporal or spatial representation, respectively,
for each participant and session. Then, by averaging the
absolute temporal/spatial representation across sessions, a
participant-specific representation was computed, normalized
between [0, 1], and finally averaged across the participants,
resulting in a GA absolute temporal/spatial representation. These
absolute representations allowed the evaluation of more class-
discriminative time samples and electrodes for the P300 class.

Statistics
Before performing the statistical analyses, AUCs were computed
for each participant- and session-specific test set and then
averaged across sessions (seven sessions for dataset 1 and
1 session for datasets 2 and 3), in order to compare
the performance metric at the level of participant. The
following statistical comparisons were performed on the
performance metric.

i. Pairwise comparisons between MS-EEGNet and the SOA
algorithms (EEGNet, BranchedNet, OCLNN, xDAWN+RG)
trained with the WS, CS, and LOSO strategies. AUCs were
compared between the contrasted conditions separately for
each dataset.

ii. Pairwise comparisons between the baseline MS-EEGNet and
each of its variants, trained with the WS strategy. The AUCs
were merged together across different datasets and compared
between the contrasted conditions using CNNs trained
with the WS strategy; a similar procedure was adopted in
Schirrmeister et al. (2017) and Borra et al. (2020c) in order to
evaluate the overall effect of the hyper-parameters of interest
with the post-hoc evaluation.

iii. Pairwise comparisons between MS-EEGNet trained with the
WS and TL-WS strategies, for each percentage of training
examples of the new user and for each number of participants
(M) from whom the knowledge was transferred to the new
user (see section Training-iv). This test was performed in
order to evaluate the effect of the TL-WS strategy on the
performance as a function of the percentage of training
examples and M. In these pairwise comparisons, the AUCs
were compared between the contrasted conditions separately
for each dataset.

The statistical analysis performed was the same as that used in
Schirrmeister et al. (2017) and Borra et al. (2020c). In particular,
Wilcoxon signed-rank tests were used to check for statistically
significant differences between the contrasted conditions. To
correct for multiple tests, a false discovery rate correction at
α = 0.05 using the Benjamini–Hochberg procedure (Benjamini
and Hochberg, 1995) was applied.

RESULTS

Performance
MS-EEGNet and State-of-the-Art Algorithms
Table 3 reports the AUCs at the participant level (mean ±

standard error of the mean, SEM) obtained with MS-EEGNet
and with SOA algorithms using WS, CS, and LOSO strategies,
together with the results of the performed statistical tests.

MS-EEGNet scored an AUC of 83.52 ± 1.67%, 89.6 ±

1.73%, and 92.63 ± 1.77% when using signals from datasets 1–3
adopting theWS strategy. The proposed architecture significantly
outperformed all the tested SOA algorithms when using dataset
1, and significantly outperformed BranchedNet, OCLNN, and
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FIGURE 2 | Impact of alternative design choices of MS-EEGNet on the performance metric. The figure reports the difference between the AUC scored with the variant

and the baseline design (i.e., 1AUC = AUCvariant − AUCbaseline) for each condition of the hyper-parameter (HP) tested, reported on the x-axis as “HPvariant − HPbaseline.”

The height of each gray bar represents the mean value across the participants of 1AUC, while the error bar (black lines) represents the standard error of the mean. The

results of Wilcoxon signed-rank tests (see section Statistics-ii) are also reported (*p < 0.05, ** p < 0.01, *** p < 0.001, corrected for multiple tests) on top of the figure.

xDAWN+RG with dataset 2, and EEGNet, OCLNN, and
xDAWN+RG with dataset 3. In addition, adopting the CS
strategy, MS-EEGNet confirmed its decoding improvement
with respect to the SOA, scoring an AUC of 86.38 ± 1.6%,
outperforming significantly all the SOA algorithms. Lastly,
adopting the LOSO strategy, MS-EEGNet scored an AUC of 75.4
± 1.81%, 74.82 ± 3.04%, and 86.09 ± 1.88% when using signals
from datasets 1–3. In this strategy, the proposed solution did
not perform significantly better than the other SOA solutions
(see section Performance of MS-EEGNet and Comparison With
State-of-the-Art Algorithms) except for dataset 1 where MS-
EEGNet outperformed OCLNN and xDAWN+RG.

Design Choices of MS-EEGNet
In the post-hoc hyper-parameter evaluation, we investigated
the effect of particular design aspects of MS-EEGNet on the
decoding performance, by statistically evaluating the difference
in the AUCs between each variant MS-EEGNet and baseline MS-
EEGNet (1AUC = AUCvariant − AUCbaseline). The results are
reported in Figure 2. In particular, the adoption ofNb = 1(large),
Nb = 1(short), K1

MST
= 8, K1

MST
= 16 significantly worsened

the performance, with an average drop in performance of 1.28,
3.46, 3.51, and 1.72%.

Variable Number of Training Examples:

Within-Session and Transfer Learning Strategies
The performance obtained by MS-EEGNet in the WS strategy as
a function of the percentage of training examples (reported on
the x-axis) is reported in Figures 3A–C (white bars) for datasets
1–3. In all the datasets, a percentage of training trials of 30–45%
was sufficient to obtain performance only a few points below that
obtained with the entire training set, and in particular close or
above 80%.

In addition, the performance obtained by MS-EEGNet in
the TL-WS strategy is also reported as a function of: (i) the
number of participants (M) adopted to design the LOSO-M
model (gray and hatched bars); and (ii) the percentage of training
examples. Lastly, the AUC difference between the TL-WS strategy
and the WS strategy using the same percentage of training
examples is shown in the lower panels of Figures 3A–C (1AUC =

AUCTL−WS − AUCWS).
In the case of dataset 1, the TL-WS strategy provided

higher performance compared with the WS strategy (see the
distributions of 1AUC reported in Figure 3) for each percentage
of training examples ∀M. This occurred also in the case of dataset
3 except for a couple of conditions (M = 2 using 30 and 60%
of the training examples of the held back participant). Using
dataset 2, TL was found beneficial only with the lowest number
of training examples (i.e., 15%) ∀M and using 60% of training
examples withM = 4.

Explaining P300 Decision: Gradient-Based
Representations
In this section, we analyze the features of the input variables
that most strongly supported the P300 classification decision
in MS-EEGNet.

Spatio-Temporal Representations
Figures 4A–C display the grand average spatio-temporal
representation of MS-EEGNet trained with the LOSO strategy
using signals from datasets 1–3. From these figures, the more
class-discriminative electrodes can be identified, i.e., P4, Pz,
and CP1 for datasets 1–3, respectively. The grand average ERPs
for the standard and deviant stimuli of these representative
electrodes are displayed in Figures 4D–F.
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FIGURE 3 | AUC obtained with MS-EEGNet trained with the WS and TL-WS strategies for datasets 1–3 (panels A–C, respectively). Top plot in each panel: The AUC

obtained in WS (white bars) is reported as a function of the percentage of training examples (reported on the x-axis), while the AUC obtained in TL-WS is reported also

as a function of the number of participants (M) used to optimize the LOSO-M models (gray and hatched bars). The height of each bar represents the mean value of

the performance metric across the participants, while the error bar (black lines) represents the standard error of the mean. Bottom plot in each panel: The AUC

difference between the TL-WS and WS strategies (i.e., 1AUC = AUCTL−WS − AUCWS) using the same percentage of training examples is reported using markers, and

a red line denotes the mean value. For each percentage, a Wilcoxon signed-rank test was performed (see section Statistics-iii) to compare TL-WS vs. WS strategy,

and the statistical significance is reported (*p < 0.05, **p < 0.01, ***p < 0.001, corrected for multiple tests) on top of each plot.
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FIGURE 4 | Grand average spatio-temporal representations. The top panels (A–C) show the grand average spatio-temporal representation of MS-EEGNet trained

with the LOSO strategy using signals from datasets 1–3. Positive gradients are shown in red, while negative gradients are shown in blue. The bottom panels (D–F)

show the grand average ERP for the deviant (black lines) and standard (dashed black lines) stimuli associated with the most relevant electrode (the one with the

largest gradient values) for datasets 1–3.

In the case of dataset 1, P4 appeared as the most important
electrode, in particular from 300 to 550ms. Three main peaks
can be identified: two positives at 350 and 510ms, and a negative
at ∼410ms (Figure 4A). These peaks correspond to the peaks in
the grand average ERP of the deviant stimulus at approximately
the same times (Figure 4D). In the cases of datasets 2 and 3, the
most important sites were Pz from 300 to 400ms and CP1 from
350 to 400ms, respectively. In these cases, a single positive peak
occurred in the spatio-temporal maps at about 350 and 390ms,
respectively (Figures 4B,C) and was associated with the peak in
the grand average ERP of the deviant stimuli at approximately the
same time (Figures 4E,F).

In the following sections, the interpretation of the relevant
input features driving the MS-EEGNet P300 decision is analyzed
separately in the temporal and spatial domains.

Absolute Temporal Representations
Figure 5 displays the grand average absolute temporal
representations of MS-EEGNet trained with the LOSO
strategy using signals from datasets 1–3 (Figures 5A–C).
These patterns highlight, by means of local and global peaks,
the more class-discriminative time samples for the P300
class across all spatial sites. These waveforms confirm the
highest importance of time samples approximately between
300 and 550ms in all the cases, with the peak at about 410,
350, and 390ms for datasets 1–3, in agreement with the
results shown in Figure 4. Interestingly, these waveforms
synthetically highlight how the network learns different temporal

profiles of sample relevance depending on the dataset, e.g.,
more regular waveforms in the cases of datasets 2 and 3 (but
more spiking in the case of dataset 3) and more irregular
waveforms in the case of dataset 1 (with several local maxima,
two in particular just next to the global one, i.e., at 350 and
510ms). These differences may be linked to the different
sensory modalities involved (visual vs. auditory), different
participants (healthy vs. pathological), or different paradigms
used to elicit P300 (oddball paradigm vs. flashing the object
under fixation).

Absolute Spatial Representations
Besides the investigation of the more P300-discriminative
temporal features, it is also interesting to evidence themore P300-
discriminative spatial features. To this aim, Figure 6 shows the
grand average absolute spatial representations of MS-EEGNet
trained with the LOSO strategy using signals from datasets 1–
3 (Figures 6A–C), emphasizing the different spatial profiles of
sample relevance.

The three more class-discriminative electrode sites across
all the time samples were (in increasing order of relevance)
Pz, P3, and P4 when the CNN was trained on dataset 1; C3,
Cz, and Pz when the CNN was trained on dataset 2; and
Cz, CP2, and CP1 when the CNN was trained on dataset 3.
Again, these differences can be associated with differences in
sensory modality, participants, and paradigms adopted across the
three datasets.
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FIGURE 5 | Grand average absolute temporal representations of MS-EEGNet trained with the LOSO strategy using signals from datasets 1–3 (A–C); the mean value

(black line) ± standard deviation (gray shaded areas) across participants are represented.

Progressive Changes in Spatio-Temporal Sample

Relevance While Increasing Training Examples
Lastly, the absolute temporal and spatial representations
were also used to analyze the progressive change in the
importance of the spatio-temporal samples while increasing the
percentage of training examples included when training MS-
EEGNet with the TL-WS and WS strategies. For the TL-WS
condition, only CNNs initialized from LOSO models with the
largest number of participants were considered. The absolute

temporal and spatial representations are reported in Figure 7,
in case of a representative participant and session belonging
to dataset 1.

In particular, Figures 7A,B report the absolute temporal
and spatial representations as obtained in the LOSO strategy.
Figures 7C–G show the effects of the TL-WS strategy, as the
percentage of training examples from the held back participant
increased. While transferring the knowledge from the other
participants and sessions, the CNN inherited the importance
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FIGURE 6 | Grand average absolute spatial representations of MS-EEGNet trained with the LOSO strategy using signals from datasets 1–3 (A–C).

profile from the pre-trained condition. Thus, for each percentage
of training examples (Figures 7C–G), the temporal and spatial
profiles did not change substantially their shape from the LOSO
condition, since the importance in the temporal and spatial
domains was already learned in the LOSO training. Nevertheless,
the amplitude increased both in the temporal and spatial
domains while increasing the percentage of training examples,
indicating progressive accumulation of the importance.
Conversely, adopting the WS strategy (Figures 7H–L), the
CNN was randomly initialized and, therefore, had to learn
from scratch the more class-discriminative spatio-temporal
samples. Thus, the temporal and spatial profiles changed more
with respect to TL-WS as the percentage of training examples
increased. In particular, temporal profiles changed from a nearly
flat profile (e.g., 15% in Figure 7H) to profiles more focused
on time samples in the range of 300–550ms (e.g., 45, 60% in
Figure 7H) peaking at approximately 410ms. Furthermore,
the spatial profiles changed from a diffused distribution
(Figure 7I) to distributions more focused on parietal electrodes
(in particular P3, Pz, and P4 in Figures 7J–L). However, the
absolute gradients resulted lower than in the TL-WS condition,

in particular in correspondence of the more class-discriminative
temporal (i.e., 350, 410, 510ms) and spatial (P3, Pz,
and P4) samples.

DISCUSSION

In this study, a lightweight multi-scale CNN design for EEG
decoding named MS-EEGNet was proposed and applied to
decode the P300 event from three different datasets. This
CNN merges the multi-scale temporal learning proposed by
Farahat et al. (2019) with lightweight characteristics originally
proposed in EEGNet (Lawhern et al., 2018), operating even a
further decrease in the number of trainable parameters while
learning multi-scale features. MS-EEGNet was compared with
many SOA algorithms, such as CNNs (EEGNet, BranchedNet,
OCLNN) and a traditional ML pipeline (xDAWN+RG). To
better analyze the multi-scale feature learning as operated
by MS-EEGNet, we performed a post-hoc analysis on the
hyper-parameters. In addition, MS-EEGNet was extensively
evaluated under four training conditions, each one reflecting
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FIGURE 7 | Grand average temporal and spatial absolute representations of MS-EEGNet trained on dataset 1 for a representative participant and session, adopting

the LOSO, TL-WS, and WS strategies. In particular, the representations obtained using the LOSO strategy in the temporal and spatial domains are reported in (A,B),

respectively. The representations obtained using the TL-WS strategy in the temporal and spatial domains are reported in (C) (colored lines) and (D–G), as the

percentage of training examples of the new participant increased (15, 30, 45, 60%, from D–G). The representations obtained using the WS strategy in the temporal

and spatial domains are reported in (H) (colored lines) and (I–L), as the percentage of training examples of the participant increased (15, 30, 45, 60%, from I–L). Note

that in order to maintain the same scale across the strategies in the spatial absolute representations, in (D–G), the maximum gradient value represented (2.0e−1) was

below the real maximum gradient value (3.3e−1), saturating the value in particular around P4.

a different practical scenario: (i) using participant-specific
signals of single recording sessions (WS); (ii) using participant-
specific signals of multiple recording sessions (CS); (iii) using
signals from the other participants (LOSO); and (iv) using
a fraction of participant-specific signals from a pre-trained
cross-participant CNN (TL-WS). Lastly, we exploited the
saliency maps to obtain representations aimed to explain the
MS-EEGNet decision by visualizing the relevant samples in

the input domain. Both the proposed architecture and the
performed analyses represent significant expansion compared
with the previous study (Borra et al., 2020a), limited to the
application of a design based on EEGNet to solve the P300 task
proposed by the IFMBE 2019 scientific challenge (corresponding
to dataset 1 here). In the following, the performance of
MS-EEGNet and the results of the performed analyses are
critically discussed.
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Performance of MS-EEGNet and
Comparison With State-of-the-Art
Algorithms
The performance of MS-EEGNet using the WS strategy was
above 80% for all the datasets, reaching higher values for datasets
2 and 3 compared with dataset 1 (Table 3). This difference
could depend on several factors, such as different paradigms,
stimuli, and populations (ASD vs. healthy), possibly leading to
different P300 responses, e.g., with lower or higher amplitude.
Regarding this, Figures 4D–F show that the P300 response to the
deviant stimulus in dataset 1 was indeed characterized by a lower
amplitude, perhaps increasing the difficulty in discriminating
between standard/deviant stimuli. Other contributing factors
could be the lower proportion between training and test
examples, and the lower number of electrodes in dataset 1 vs.
datasets 2 and 3. It is worth noticing that this same difference
in the WS performance across the datasets was notable in the
other algorithms, too. Using the CS strategy, the performance
improved compared with the WS strategy for all the algorithms,
and this result is in line with Simões et al. (2020). When
comparing MS-EEGNet to the other algorithms, the design
exhibited the highest performance on each dataset, adopting the
WS and CS strategies. Interestingly, among the tested CNNs,
OCLNN (which uses a mixed spatio-temporal convolution)
and BranchedNet (which performs a spatial convolution first)
performed generally lower thanMS-EEGNet and EEGNet (which
perform temporal convolution first). This is in line with Simões
et al. (2020), where the previous design adapted from EEGNet
outperformed significantly a CNN design inspired by Manor
and Geva (2015) that used a first spatial convolutional layer.
Therefore, these results suggest that a CNN design trained on
participant-specific signals and based on a first temporal filtering
of EEG signals leads to higher P300 decoding performance than
other solutions that use first mixed spatio-temporal or first spatial
filtering of the input signals. Hence, higher performance could
be achieved learning temporal features directly from raw EEG
signals (exploiting useful raw temporal information related to
the P300 event) instead from signals with a higher level of
abstraction. Overall, among the tested SOA CNNs, EEGNet
is the one exhibiting the closest performance to MS-EEGNet;
and this can be explained by the derivation of MS-EEGNet
from EEGNet with the addition of multi-scale temporal feature
learning and compressed representation learning. However, the
results denote that the changes included in MS-EEGNet can
significantly improve the high performance already achieved by
EEGNet, especially using session-specific (WS) and participant-
specific (CS) input distributions, see datasets 1 (p = 2e−3
and p = 3e−3 with the WS and CS strategies, respectively)
and 3 (p = 4e−2) in Table 3, using a lower number of
trainable parameters.

As expected, adopting the LOSO strategy caused an overall
drop of the performance metric across all the tested approaches,
with respect to the WS and CS strategies; and the different
approaches generally provided similar performance (MS-
EEGNet only performed significantly better than xDAWN+RG
and OCLNN in dataset 1).

Hence, overall, MS-EEGNet performed better than the other
SOA algorithms in the WS and CS strategies and behaved
similarly with the other SOA algorithms in the LOSO strategy.
This becomes more relevant considering that MS-EEGNet is the
lightest CNN among the tested ones, as EEGNet, BranchedNet,
andOCLNN introducedmore trainable parameters (seeTable 2).
Indeed, this is particularly important, as in practice it is
common to deal with small EEG datasets. Thus, keeping
limited the number of trainable parameters is crucial when
designing CNNs for EEG decoding in order to avoid overfitting.
Likely, the lightweight design of MS-EEGNet may explain the
absence of higher performance in the LOSO strategy due to
the peculiarities of the LOSO training. In this case, class-
discriminative features are learned from input distributions with
very large variability, involving different participants and possibly
different sessions (e.g., with dataset 1). Thus, the CNN, besides
needing more training examples, may need more capacity (i.e.,
more layers/more parameters) to solve the task with higher
performance. Considering that the CNN is the lightest among the
tested ones (seeTable 2), obtaining performance similar with that
of the other CNNs should not be surprising (and rather can be
still considered a satisfactory result). In the LOSO strategy, MS-
EEGNet significantly outperformed the traditional ML approach
only for dataset 1. This may indicate that in the LOSO strategy
MS-EEGNet can learn more relevant cross-participant features,
leading to significant higher performance, than an ML pipeline
when a larger dataset is used, as in the case of dataset 1. Lastly,
besides performance and parameters to fit, considerations about
the training time are relevant for practical usage. The multi-scale
SOACNN (BranchedNet) was slower to train with respect toMS-
EEGNet, while single-scale SOA CNNs (EEGNet and OCLNN)
were faster to train. Overall, compared with SOA CNNs, MS-
EEGNet represented a good compromise between performance,
model size and computational time.

Performance of MS-EEGNet: post-hoc
Hyper-Parameter Evaluation
We performed a post-hoc hyper-parameter evaluation of eight
variant design choices of MS-EEGNet by varying four different
hyper-parameters of the multi-scale temporal block (Figure 2).
Using a single-scale variant (Nb = 1) that includes only the
large or the short scale, a reduction in trainable parameters
and in training time was observed with respect to the baseline
MS-EEGNet (see Table 2). At the same time, the performance
significantly worsened in both cases, indicating the benefit of
the multi-scale temporal feature learning with respect to single-
scale feature learning for P300 decoding, at the expense of an
increased number of trainable parameters and computational
time. In addition, the different impact on the performance
observed in the design Nb = 1 (large) and Nb = 1 (short)
suggests that the temporal features learned in the large-scale
branch were more class-discriminative. Interestingly, using an
additional intermediate timescale (three-branched variant Nb =

3), a non-significant difference in performance was observed
compared with the baseline MS-EEGNet, while more parameters
and training time were required (see Table 2). These results
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about the number of branches of MS-EEGNet suggest that the
dual-branched design represented good compromise between
performance, model size, and training time.

Furthermore, alternative ratio rMST
=

1
2 between the two

timescales obtained with F0
MST0 = (1, 9) (corresponding to

learning summaries of about 500 and 250ms), resulted in a
small, not significant (p = 0.06) increase in performance with
respect to the baseline MS-EEGNet (rMST

=
1
4 ), requiring

few more parameters and training time. In addition, variants
learning more feature maps (K1

MST
= 8 and K1

MST
=

16), with respect to the compressed representation exploited
in the baseline MS-EEGNet (K1

MST
= 2) not only required

more parameters to fit and were slower (see Table 2) but
worsened the performance significantly. This suggests that
learning compressed representations could be beneficial in
terms of performance, model size, and training time for P300
decoding. Remarkably, the variant architecture including the
most extreme compressed representation (K1

MST
= 1), i.e.,

learning only a feature map for each timescale, scored similar
performance as the baseline MS-EEGNet while lightly reducing
the model size and requiring the same training time (see
Table 2), suggesting that future architectures could also exploit
this design to further reduce the model size without hampering
the performance. Lastly, increasing the depth of the MST block
did not provide any significant improvement in performance,
introduced more parameters to fit, and required more training
time (seeTable 2). Thus, these last results suggest that a shallower
and lightweight MST design, as provided in the baseline MS-
EEGNet, is preferable for P300 decoding.

Performance of MS-EEGNet: Transfer
Learning Strategy and Variable Number of
Training Trials
MS-EEGNet was capable to deal with a reduced number
of training trials when trained from scratch (WS), although
not at the smallest percentage of training trials (Figure 3).
The performance increased in TL-WS. Indeed, transferring
knowledge using the smallest percentage of training examples
of the held back participant (i.e., 15%) resulted in a beneficial
effect, compared with WS across all the datasets and regardless
of the number of participants from whom the knowledge
was transferred (Figure 3). This beneficial effect of the TL-WS
strategy was also found when using more training examples
(30, 45, and 60%) of the held back participant on datasets
1 and 3. As expected, the worst performance was obtained
when transferring knowledge from the LOSO models trained
on the smallest subset of participants (M = 2) for all
datasets and percentages. However, this condition produced a
significant increase in performance compared with randomly
initialized models especially when using a small number of
signals belonging to the new user (i.e., 15%). Therefore, pre-
trained models do not necessarily need to be optimized on a
large set of participants in order to significantly outperform
randomly initialized models, especially when using a small
amount of data during transfer learning (see also section 3 in

Supplementary Materials for comparison between TL-WS and
WS with 100% of training trials).

Overall, these results suggest that the proposed approach
could be used to accurately decode the P300 event even with
a reduced number of standard/deviant stimuli presented to the
user during the calibration stage.

Explaining P300 Decision
The proposed approach achieved high performance,
outperforming the SOA algorithms. As stated by Montavon et al.
(2018), in practice it is also crucial to verify that the decoding
performance results from a proper problem representation and
not from the exploitation of artifacts in the input data. Therefore,
in this study, we explained the MS-EEGNet decision for P300
decoding via the saliency maps, providing GA spatio-temporal,
GA absolute temporal, and GA absolute spatial representations
of the relevance of the input samples.

The GA spatio-temporal representations of MS-EEGNet
(Figures 4A–C) evidenced higher values (both positive and
negative) of the gradients, corresponding to more class-
discriminative input samples, within time intervals (roughly
between 300 and 550ms) matching the P300 temporal
occurrence for all the datasets. The positive/negative peaks
in these gradient patterns corresponded to peaks in the GA
ERPs of the deviant stimulus (Figures 4D–F). Indicating with
i and j are the row and column indices, respectively; and the
positive and negative gradients in the (i, j) location shown in
Figures 4A–C represent the direction in which change in the (i,j)
input feature increased the P300 class score and, consequently,
the CNN decision toward the P300 class. Thus, for example,
analyzing the gradients related to P4 obtained from dataset 1
(Figure 4A), two positive peaks and a negative peak were found.
As the P4 input signal of a deviant trial increased its value at
the two positive peaks (at about 350 and 510ms), the deviant
condition differed more than the standard condition, resulting
in the deviant class being easier to distinguish and providing a
higher score to it. Therefore, these peaks in the deviant GA ERP
were associated with positive gradient peaks. Conversely, as the
P4 input signal of a deviant trial reduced its value at the local
minimum (at ∼410ms), the negative peak resulted more distant
from the standard condition, leading to a higher score for the
deviant class (negative gradient peak). This consideration can
be extended to datasets 2 and 3, by analyzing the Pz and CP1
electrodes. Therefore, as already obtained in Farahat et al. (2019),
higher differences in the ERP between deviant and standard
stimuli are reflected onto the saliency maps by means of positive
and negative gradients.

When computing the absolute value of the saliency maps, the
absolute gradient at the spatio-temporal sample (i,j) reflects how
much a change in this sample affects the P300 class score. We
analyzed the absolute saliency maps separately in the time and
spatial domains (Figures 5, 6) in order to evidence the more
discriminative temporal samples and electrodes independently
on the direction (positive or negative) they contributed to
the decoding result. The GA temporal absolute profile for
each dataset peaked approximately in correspondence with
the peak of the P300 response. Interestingly, the absolute
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temporal representations exhibit different patterns for the three
datasets, evidencing that they are able to detect differences
embedded in the P300 response across the three datasets.
Lastly, the GA absolute spatial distributions represented in a
topological map allowed a direct analysis of the more P300
discriminative electrodes of MS-EEGNet. These were mainly
distributed in the parietal and centro-parietal areas. This may
provide practical hints to reduce the number of electrodes
in the design of P300-BCIs. Overall, the various gradient-
based representations (Figures 4–6) matched the P300 spatio-
temporal distribution, confirming that MS-EEGNet was able
to capture meaningful task-related features, without exploiting
artifactual/noisy input sources.

Interestingly, using a representative example, we show that
while transferring knowledge the importance of temporal and
spatial samples gradually increased from the LOSO condition
(Figures 7A,B) as the percentage of training examples increased.
In particular, it appears that the more task-relevant temporal
and spatial samples were already learned in the LOSO strategy.
However, during transfer learning (Figures 7C–G), the LOSO
temporal and spatial profiles (template profiles) were modeled
on the new participant- and session-specific training distribution,
giving progressively more importance to particular temporal
intervals/electrode sites starting from the template profiles. The
availability of these template profiles allowed rapid learning of the
relevant participant-specific and session-specific input samples
(i.e., needing a low number of training examples of the new
participant). Conversely, when training CNNs from scratch with
theWS strategy, the profile distribution rapidly changed its shape
both in the temporal (Figure 7H) and spatial (Figures 7I–L)
domains but reached lower importance values compared with
the TL-WS strategy. When transferring knowledge, the profile
was more focused on interval 300–550ms with three distinct
main peaks and on sites P4 > P3 > Pz already at the lowest
percentage (15%, Figures 7C,D); while at the same percentage,
theWS strategy was characterized bymore flat and homogeneous
distributions (Figures 7H,I). These considerations could explain
the performance improvement obtained in the TL-WS strategy
(Figure 3): the parameters learned using the LOSO strategy
overall represented a better initialization point in the parameter
space compared with a random one.

CONCLUDING REMARKS

In conclusion, we wish to stress that this study aims to contribute
to uncovering the enormous potentialities of deep learning
via CNNs for EEG decoding and to their exploitation in
practice adopting different training strategies, reflecting different
scenarios. The multi-scale design was the most lightweight and
at the same time outperformed many SOA algorithms when
using three different P300 datasets, indicating that care has to
be taken to design CNNs for EEG decoding, keeping limited
the parameters to fit, especially when handling small datasets
(not as large as the ones adopted in the computer vision field,
e.g., > 100K of examples). In addition, the hyper-parameter
post-hoc analysis confirmed that the innovative aspects of the
architecture, i.e., the design of a lightweight multi-scale temporal

block implemented via separable convolutions and the use of
compressed representation learning were beneficial. Crucially,
the capability of MS-EEGNet to transfer knowledge with high
performance even with a small number of training examples
could be highly useful in practice to reduce the calibration time
of P300-based BCIs on a new user.

Saliency maps confirmed their utility to explain the neural
network decision in P300 decoding tasks; the derived spatial
and temporal representations resulted to match the P300
spatio-temporal distribution. However, the utility of these
representations is not limited to provide an additional validation
of the algorithm. Indeed, the CNN ability to learn automatically
the most meaningful features to perform classification gives
the possibility to use these algorithms as data-driven EEG
analysis tools. Then, the use of the saliency maps (or
similar representations) allows the interpretation of the CNN
decision, and it is possible to take advantage of these
interpretations for increasing the comprehension of brain
dynamics underlying decoded events (e.g., P300 response).
For example, representations derived from saliency maps (in
the time and/or spatial domain) could be used to study the
variability between participants (i.e., which features of the
input samples are more/less consistent across participants) and
within-participant (i.e., by comparing representations associated
with early and late trials, e.g., to investigate the effects of
training or treatment). Furthermore, the analysis of between-
participants and within-participant variabilities could be useful,
in perspective, to develop biomarkers to diagnose and monitor
neurological or psychiatric disorders (Farahat et al., 2019),
e.g., P300 amplitude, latency, and topographical alterations in
mild cognitive impairment (Medvidovic et al., 2013), dementia
(Vecchio andMäättä, 2011), and schizophrenia (Jeon and Polich,
2003). In addition, identifying the more class-discriminative
temporal and spatial input features can also have a relevant
practical impact on the design of BCIs. For example, the
identification of a small subset of more relevant electrodes (as
we found here) may drive the definition of BCI systems with
a very small electrode montage, increasing the comfort of a
participant and reducing preparation time. It is worth noticing
that by performing this analysis on within-participant CNNs,
the optimal electrode montage could also be identified on an
individual basis.

Overall, this study, by specifically addressing the aspects
of lightweight design, transfer learning, and interpretability
of the proposed CNN, can contribute to advance the
development of deep learning-based decoders for P300-
BCIs. Future developments include the application of the
proposed architecture to other ERP decoding tasks, and
the adoption of interpretable and more lightweight layers,
such as the sinc-convolutional layer, to perform band-pass
filtering (Ravanelli and Bengio, 2018; Borra et al., 2020b,c).
In addition, automatic hyper-parameter search (Snoek et al.,
2012) will be exploited to further improve the MS-EEGNet
design and other explanation techniques, such as layer-wise
relevance propagation, will be investigated, carefully analyzing
the effect of different propagation rules and parameters for
EEG decoding.
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Brain-Computer Interface (BCI) is a technology that uses electroencephalographic (EEG)
signals to control external devices, such as Functional Electrical Stimulation (FES).
Visual BCI paradigms based on P300 and Steady State Visually Evoked potentials
(SSVEP) have shown high potential for clinical purposes. Numerous studies have been
published on P300- and SSVEP-based non-invasive BCIs, but many of them present
two shortcomings: (1) they are not aimed for motor rehabilitation applications, and (2)
they do not report in detail the artificial intelligence (AI) methods used for classification,
or their performance metrics. To address this gap, in this paper the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses) methodology was applied
to prepare a systematic literature review (SLR). Papers older than 10 years, repeated
or not related to a motor rehabilitation application, were excluded. Of all the studies,
51.02% referred to theoretical analysis of classification algorithms. Of the remaining,
28.48% were for spelling, 12.73% for diverse applications (control of wheelchair or
home appliances), and only 7.77% were focused on motor rehabilitation. After the
inclusion and exclusion criteria were applied and quality screening was performed,
34 articles were selected. Of them, 26.47% used the P300 and 55.8% the SSVEP
signal. Five applications categories were established: Rehabilitation Systems (17.64%),
Virtual Reality environments (23.52%), FES (17.64%), Orthosis (29.41%), and Prosthesis
(11.76%). Of all the works, only four performed tests with patients. The most reported
machine learning (ML) algorithms used for classification were linear discriminant analysis
(LDA) (48.64%) and support vector machine (16.21%), while only one study used a
deep learning algorithm: a Convolutional Neural Network (CNN). The reported accuracy
ranged from 38.02 to 100%, and the Information Transfer Rate from 1.55 to 49.25 bits
per minute. While LDA is still the most used AI algorithm, CNN has shown promising
results, but due to their high technical implementation requirements, many researchers
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do not justify its implementation as worthwile. To achieve quick and accurate online BCIs
for motor rehabilitation applications, future works on SSVEP-, P300-based and hybrid
BCIs should focus on optimizing the visual stimulation module and the training stage of
ML and DL algorithms.

Keywords: BCI, visual stimulation, classification, performance metrics, steady state visually evoked potentials,
P300, functional electrical stimulation, virtual reality

INTRODUCTION

One of the most traditional neurorehabilitation strategies aimed
at restoring motor functions lost due to various lesions of
the nervous system [stroke, spinal cord injury (SCI), cerebral
palsy, among others] is based on the neurofacilitation approach
for proprioceptive stimulation and guidance of brain plasticity
processes (Carr and Shephered, 2006; Hindle et al., 2012).
These techniques involve passive stretching, contraction and
relaxation of specific muscles groups in order to improve
their flexibility and to stimulate the sensory function, muscle
tone and recovery of movement patterns. Some key elements
for motor and sensory functional recovery (Jang, 2013)
are repetition of movement patterns (Zbogar et al., 2017),
somatosensory stimulation (Hara, 2008) and the application
of stimuli outside the motor and sensory pathways (visual,
auditory, or proprioceptive) (Bach-y-Rita and Kercel, 2003;
Bento et al., 2012; Takeuchi and Izumi, 2012; Galińska,
2015). These neurorehabilitation strategies make possible to
re-educate neural tissue that is not completely damaged or
to reactivate other areas to form new synaptic connections
(Gordon, 2005).

To this end, various technologies (devices and strategies) have
been developed to offer therapies that help patients to recover
impaired motor functions. Brain-Computer Interface (BCI),
Functional Electrical Stimulation (FES), and Neuroprostheses are
devices proposed to improve motor and neurological functions
(Iosa et al., 2012). The theoretical argument is that therapeutic
interventions based on these neurorehabilitation technologies
take advantage of the preserved neuro-muscular structures and
functions, and that they can help to compensate or re-learn
the functions previously performed by the damaged areas,
thus improving the sensory-motor function (Iosa et al., 2012;
Altaf, 2019).

Principles of Brain-Computer Interfaces
The main objective of BCIs is to decipher the user’s intentions,
registered from electrical, magnetic, thermal or chemical
signals generated by the brain, and translate them into
orders that are interpreted and translated by a computer
into commands, in order to establish direct communication
between the brain and external devices. These systems allow
the user to interact with their environment, without using the
peripheral nervous system or the muscular system, and when
used in combination with proper motor or sensory stimuli
and functional tasks, they can be used to assist, increase
or help repair cognitive or sensory-motor functions. BCIs
can be classified as invasive and non-invasive, according to

the sensors that they use to collect brain signals, and as
endogenous and exogenous, depending on if their experimental
strategy requires external stimuli or not. Each type of BCI
has advantages and disadvantages regarding its temporal and
spatial resolution, computational cost, training requirements,
and clinical application (Wolpaw et al., 2000; Birbaumer and
Cohen, 2007).

Invasive BCIs have a high signal-to-noise ratio (SNR) that
allows accurate pattern recognition or continuous decoding of
kinematic parameters. However, this BCI approach face the risk
of surgical complications and infections, short-term and long-
term signal instabilities that degrade neural decoding of intent
(Perge et al., 2013), and the challenge of maintaining stable
chronic recordings (Meng et al., 2016). Due to their ease, non-
invasive nature, high temporal resolution, portability and low
cost, most BCIs use the surface electroencephalography (EEG)
as the preferred method to obtain BCI control signals (Radaman
and Vasilakos, 2017). To implement EEG-based BCI systems
several protocols and paradigms (e.g., imagery or visual tasks)
have been used to modulate the subject’s brain electrical activity
(Abiri et al., 2019; Bonci et al., 2021).

Currently, several research centers are focused on studying
the advantages of endogenous EEG based-BCIs to decode
movement intention. To this end they use paradigms such
as motor imagery to modulate sensorimotor rhythms of the
EEG, which are recorded in the scalp over the sensorimotor
brain area (Ramos et al., 2013; Thomas et al., 2013; Müller-
Putz, 2018; Aggarwal and Chugh, 2019; Baniqued et al., 2021).
Despite the advantages of endogenous BCIs based on motor
related tasks (Aggarwal and Chugh, 2019), they generally need
of a long training period to achieve voluntary control of the
sensorimotor brain signals. Moreover, they present moderate
performance for multiclass decoding (Boernama et al., 2021)
and limited information transfer rate (ITR) (Choi et al., 2020).
These shortcomings, combined with a relatively high inter-
individual variability can limit the use of those systems outside
of a controlled laboratory environment. Unlike endogenous
BCIs, exogenous BCIs operate with brain signals known as
event related potentials (ERPs) or steady state evoked potentials,
which can be spawned by auditory, visual o somatosensorial
stimuli (Wang et al., 2008). In the category of exogenous
BCI paradigms the most widely used are those based on
visually evoked potentials (VEPs)O VEPs are generated in
response to visual stimuli, such as flashing lights presented
to the subject quickly and repeatedly. These potentials can
be controlled and characterized with relative ease, and their
properties depend closely on the type and features of the visual
stimulus (Kubler et al., 2001).
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Brain-Computer Interfaces Based on
Visual Paradigms
If a visual stimulus is presented repeatedly at a fixed frequency
in the 1–100 Hz range, a very stable response over time (in
amplitude and phase) is elicited in the occipital area (Müller-Putz
et al., 2005; Won et al., 2015). Those responses are called steady
state visually evoked potentials (SSVEP) (Vialatte et al., 2010;
Norcia et al., 2015). Recently, SSVEP-based BCIs have received
increased attention because they can provide relatively high bit
rates of up to 325 bits/min, while requiring little training (Vialatte
et al., 2010; Gao et al., 2014; Nakanishi et al., 2018). In addition,
SSVEPs are highly robust to artifacts produced by blinks and
eye movements (Perlstein et al., 2003) and to electromyographic
noise contamination.

On the other hand, exogenous ERPs can also be elicited
when infrequent visual stimuli are interspersed with other more
frequent or routine stimuli. In this case a positive peak called
P300, is evoked at about 300 ms after the stimulus (Blankertz
et al., 2011; Yeom et al., 2014), which can be recorded mainly at
parietal and occipital zones over the scalp. P300 ERPs are typically
elicited during an oddball target detection task, when a target or
relevant stimulus is presented infrequently in a background of
frequent standard stimuli. Its latency reflects processing speed or
efficiency during stimulus evaluation, independent of the motor
preparation time (Kutas et al., 1977). Many BCI applications
based on the P300 ERP use graphical interfaces operating under
the row/column paradigm, that evoke the P300 potential when
the elements attended by the user are visually intensified (the
target stimuli) (Philip and George, 2020). This paradigm requires
the subject to focus his/her attention only in the target stimulus
and not in any other stimuli (Polich, 2007; Guo et al., 2019;
Riggins and Scott, 2019), which implies the ability to inhibiting
attention drifts to irrelevant stimuli.

P300-based and SSVEP-based BCIs have been widely studied
since they are considered robust systems with high ITR (Cheng
et al., 2002; Rupp, 2014; Naeem et al., 2020) and good accuracy.
In both cases the selected parameters of the stimulation pattern
led to a trade-off between ITR and accuracy (Cecotti, 2011).
Moreover, both BCI approaches have a high potential for clinical
use, since they require few subject’s EEG data for training
classification models. This makes them feasible for practical
applications with short-term training (Polich, 2007; Yao et al.,
2012), few recording channels and therefore lower computational
cost than other BCI modalities (Müller-Putz et al., 2005; Kluge
and Hartmann, 2007; McCane et al., 2015; Kundu and Ari, 2017;
Nagel et al., 2017; Han et al., 2018). In this regard, it has been
shown previously that technologies based on these two BCI
modalities, can be transferred to be used not only in the clinical
environment, but even at the patient’s home (Sellers et al., 2010).

Artificial Intelligence Algorithms in
Brain-Computer Interfaces
Traditional machine learning (ML) methods have been widely
used in BCI applications, such as Artificial Neural Networks,
Support Vector Machine (SVM) or Linear Discriminant Analysis
(LDA). This classic ML approach require the use of namely

manually designed techniques for EEG feature extraction (e.g.,
temporal, spectral and time-frequency methods, to name a few).
The feature extraction plus ML technique approach presents
the following problems: (1) it can only learn the features that
researchers focus on, but ignores other potentially informative
ones (Lecun et al., 2015); (2) methods performing well on
certain subjects (with similar age or occupation) may not give
a satisfactory performance on others, yielding a high subject-to-
subject variability in EEG signals. For these reasons, different
deep neural networks (DNN) have been proposed to overcome
the challenges of ML techniques in BCI, allowing automatic
feature extraction and classification, while achieving competitive
performance on the target tasks. Hence, DNN have become
an useful method to improve classification performance of
BCI systems using EEG signals (Craik and Contreras, 2019)
and evoked potentials (Kwak et al., 2017), with reduced
computational cost and improved usability.

Visual Brain-Computer Interface for
Motor Related Applications
Currently, there is a growing interest in the application of
VEP- and VERP-based BCI systems for people with disabilities.
Systematic reviews have shown the potential of VEP-BCIs for
motor rehabilitation purposes (Kaufmann et al., 2013; Lazarou
et al., 2018). These systems allow the control of orthoses,
prostheses, or FES devices to assist disabled patients during
therapy (Stan et al., 2015; Zhao et al., 2016). The most common
application of these BCI systems is for spellers (at least 30%
of papers), but for the device control there are wheelchairs
(Zhang et al., 2014, 2016; Turnip et al., 2015; Lopes et al., 2016;
Waytowich and Krusienski, 2017; Yu et al., 2017; Chen et al.,
2020), robots (Zhao et al., 2015; Çiğ et al., 2017; Venuto et al.,
2017; Erkan and Akbaba, 2018; Yuan et al., 2018; Khadijah
et al., 2019; Wang et al., 2020), and domotics tools (Venuto and
Mezzina, 2018; Hossain et al., 2020; Lee T. et al., 2020).

Although several papers have been published on BCI
applications based on visual paradigms, many of them do
not report the performance of the Artificial Intelligence (AI)
algorithms used for detection and classification of evoked
potentials (P300 or SSVEP). Likewise, although numerous BCI
papers are focused on studying and analyzing the performance of
the classification algorithms, most of them do not report online
tests with a specific application, either for communication, or for
the control of motor assistive or rehabilitation technologies.

Traditionally, manually designed feature extraction
techniques and machine learning algorithms have been used to
detect and classify P300 and SSVEP signals within BCI systems
(Bashashati et al., 2007; Lin et al., 2007). Common examples
of feature extraction algorithms are spectral parameters, time-
frequency representations, parametric models, cross-correlation
and canonical correlation analysis (CCA), and matched filtering.
Regarding ML classifiers used to detect EEG states or activity
in BCI systems, examples are support vector machine (SVM),
Linear Discriminant Analysis (LDA), fuzzy logic algorithms,
and artificial neural networks, Unfortunately, these classification
techniques can only learn from the features the designer focuses
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on, missing out on others that might be useful to improve
their performance. Therefore, in recent years, deep learning
techniques such as convolutional neural networks (CNN),
recurrent neural networks (RNN), or deep belief networks
(DBN) have been used in BCIs to overcome the aforementioned
shortcomings of traditional ML methods (Cecotti, 2011; Cecotti
and Graser, 2011; Manor and Geva, 2015; Liu et al., 2018; Shan
et al., 2018).

The performance of the AI algorithms used in BCI-based
spelling applications (Huang and Huang, 2017) has been
evaluated through metrics such as accuracy, precision and ITR.
On the one hand, BCI spellers based on SSVEP signals have
reported ITR values as high as 4.5 bpm (91.04%) ITR (accuracy)
(Chen et al., 2015), 325 bpm (89.83%) (Nakanishi et al., 2018)
or 701 bpm (74.9%) (Nagel and Spüler, 2019). On the other
hand, BCI spellers based on P300 signals have reported ITR
values of 20.259 bpm (79%) (Lin et al., 2018). For hybrid
spelling systems that integrate P300 and SSVEP, authors have
reported an online classification accuracy of up to 93.85%, with
ITR of 56.44 bpm (Yin et al., 2013). Despite the extensive
number of published studies on P300-based and SSVEP-based
BCI systems, only a few are focused on the rehabilitation or
assistance of movements. Moreover, they generally do not report
the same performance metrics used in spelling systems. Such
is the case of Kaplan et al. (2016), who developed a P300-
based BCI system to control phantom fingers using visual stimuli
placed over them, as an “ideomotor training simulator.” On
the other hand, Giménez et al. (2011) presented the electronic
design of a functional electrical stimulation (FES) system and
its interface with a BCI based on P300. However, these works
focus on the integration of the BCI commands with the
actuator, but there is a lack of information about the feature
extraction methods, the AI-based classifiers, and the performance
metrics they used.

Objectives and Structure of the Paper
To address this gap, in this paper we applied the PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-
Analyses) methodology for a systematic literature review (SLR).
The main aim of this review is to gather all relevant published
works that cover the current state-of-the-art in P300 and
SSVEP-based BCI systems, with an emphasis on those used for
motor rehabilitation applications and the AI algorithms used
for detection and classification by analyzing a large number of
recent publications. It provides a general overview of the topic
of interest, from traditional ML techniques to cutting-edge DL
trends and underlines future challenges in the field.

The review is organized as follows: Section “Introduction”
introduces key concepts and critical issues in SSVEP-based and
P300-based BCI systems, and details the objectives of the review;
section “Materials and Methods” describes how the systematic
review was conducted, and how the studies were selected,
assessed and analyzed; section “Results” focuses on presenting
the papers that reported the most important performance and
efficiency (accuracy and ITR) metrics of the selected studies, and
describes current trends and promising approaches in this type
of BCI systems. Finally, section “Discussion” discusses challenges

in VEP-based BCI systems for motor rehabilitation and provides
recommendations for future research.

MATERIALS AND METHODS

The SLR is based on the PRISMA methodology. To
ensure data quality, we searched in the scientific databases
PubMed/MEDLINE, IEEE Xplore, ScienceDirect, Scopus,
Embase, and Google Scholar. The search was performed in article
titles, abstracts, and keywords of works published in English
language. There was no lower limit for the publication date,
but the databases were searched up to June 2021. Additional
records were identified through other literature sources and
patent search engines like Google Patents, WIPO, and SIGA.

Search Strategy and Selection Criteria
This SLR covers the current state-of-the-art in BCI systems based
on P300 or SSVEP signals, and hybrid modalities, used in motor
rehabilitation applications. In particular, the SLR is focused
on the AI algorithms used for classification and the reported
performance metrics in the context of the BCI applications. Three
reviewers from our team carried out the search of papers to
reduce the risk of selection errors and selection bias.

The three steps involved in the manual literature search
process are summarized in the PRISMA flow diagram (Page et al.,
2021) in Figure 1. In the first step (Step 1- Identification) the
title of articles reporting AI algorithms for SSVEP-, P300-based
BCIs, as well as hybrid SSVEP/P300 BCI systems, were identified
from electronic databases. Then, data extraction from abstracts
and keywords was performed, and duplicate records, unrelated
studies and articles published before 2011 were removed. The
second step was a more detailed review of the full text articles
(according to the inclusion and exclusion criteria), to assess the
eligibility of the selected papers (Step 2-Screening). If the abstract
did not indicate clearly whether the inclusion and exclusion
criteria were met, the full text paper was also read. Papers not
involving a motor rehabilitation application were removed. In
the last step (Step 3-Included), the studies considered relevant
and of recent advances were selected for further analysis in this
SLR. The last filtering was applied to papers after reading the
full text, taking into consideration whether they did not report
any performance metric or did not involve a P300- or SSVEP-
based BCI strategy.

Research Questions
The goals of the SLR were translated into a set of research
questions (RQ), to better explain and summarize the evidence
about the AI algorithms used in P300- and SSVEP-based
BCIs. In this context, the following research questions
(RQs) were proposed.

RQ1: What type of evoked potential (P300 or SSVEP) is
involved in the BCI’s visual paradigm?

RQ2: Is the purpose of the BCI system aimed to some motor
rehabilitation application, including orthosis, prosthesis, virtual
reality (VR) or FES?

RQ3: Is the classification algorithm based on AI methods?
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FIGURE 1 | PRISMA flow diagram for the Systematic Literature Review.

RQ4: Are the validation methods mentioned?
RQ5: Does the paper report the performance metrics values

(accuracy, ITR, etc.) of the algorithms?
RQ6: Are patients or healthy subjects involved in the study?
RQ7: What are the future challenges foreseen by the authors?

Inclusion and Exclusion Criteria
The following medical and technical search terms were used to
query the databases: “BCI,” “P300,” “SSVEP,” “brain computer
interface,” “FES,” “evoked potential visual,” “neurorehabilitation,”
“functional electrical stimulation.” These search terms were
further combined with “artificial intelligence,” “machine
learning,” “deep learning,” and “artificial neural network,” among
others. Articles were also explored based on performance-related
terms such as accuracy and ITR. Articles were discarded if they
were not thematically relevant to the scope of this paper or they
did not include tests with patients or healthy subjects. In addition
to the structured literature search, a manual search of works
cited in the articles included in the SLR was also conducted.
Thus, some articles not identified by the original search were
included in this review, if all other requirements were met. The

level of evidence was not graded due to the exploratory nature of
many of the studies.

Data Extraction and Analysis
According to the proposed taxonomy, described in Figure 2,
only two types of articles were considered: originals and reviews.
The selected articles were divided into three major categories,
the first one being the AI methods cluster, which provides a
general overview of the used AI algorithms. The second category
is a four-tiered research cluster, related to BCIs involving motor
rehabilitation applications. Tier 1 contains articles involving
FES systems, tier 2 provides articles related to prostheses, tier
3 considers orthoses application and tier 4 included studies
aimed to the use of VR. The third category is the performance
measurement cluster, which comprises the metrics employed for
performance assessment of the classification algorithms.

RESULTS

Three thousand six hundred and ninety one studies were
retrieved from the electronic databases (Step 1-Identification), as
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FIGURE 2 | Taxonomy of the SLR: AI methods used in BCI-based P300/SSVEP systems for motor rehabilitation applications.

FIGURE 3 | Number of records identified from each database for the Systematic Literature Review.

shown in Figure 3; the first filtering step was based on the title,
abstract, and keywords of the articles. After the exclusion criteria
were applied, 2303 articles were discarded due to duplication or
publication date prior to 2011. Of the total articles published
after 2011 (1388), 1269 were excluded during full text review

(Step 2-Screening) because 51.02% (702) refer to implementation
and offline analysis of diverse classification algorithmic strategies,
without using them in an actual application. In contrast, 28.48%
(392) deal with BCI (P300- or SSVEP-based) used as speller,
and 12.73% (175) for diverse applications to control wheelchairs,
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home appliances, robots or video games; only the remaining
7.77% (107) are focused on applying (P300- or SSVEP-based)
BCIs for motor rehabilitation purposes.

The remaining 107 articles underwent a quality screening
where 27 studies were eliminated, because they did not refer to
either P300 or SSVEP BCIs; also 46 studies were eliminated for
not specifying the performance metrics of AI algorithms. Finally,
the remaining 34 papers were included as relevant to this SLR
and then selected for data extraction and further analysis (Step 3-
Included).

Categorization of the Results
Table 1 shows the 34 papers considered as relevant for this SLR,
of which 26.47% (9) refer to P300, 55.8% (19) to SSVEP strategy
and 17.64% (6) to the hybrid BCI modality. Of the six hybrid BCIs
articles, three combined P300 and SSVEP signals, and the other
three combined SSVEP (2) or P300 (1) with the motor imagery
paradigm. The papers were divided in five major categories,
corresponding to the actuator device controlled by the P300-
or SSVEP-based BCI system: FES (17.64%, n = 6), VR (23.52%,
n = 8), Orthosis (29.41%, n = 10), Prosthesis/Exoskeleton
(11.76%, n = 4), and RRS (Robotic Rehabilitation System)
(17.64%, n = 6). The main application of the selected works
is rehabilitation of the hand (52.94%, n = 18) and the lower
limb (26.47%), in the latter case by means of exoskeletons
and rehabilitation systems. In the VR category, objects and
proprioceptive stimulation (Tidoni et al., 2017) are controlled in
a virtual smart home environment (Edlinger et al., 2011).

All VEP-based BCI systems were tested on healthy subjects,
and only 4 (11.76%) of them included both abled-bodied
participants and patients, mainly with SCI and amyotrophic
lateral sclerosis (ALS). The remaining (30) works tested their
systems exclusively with healthy subjects. Nine of the identified
studies tested the BCI system in more than ten able-bodied
subjects (Brunner et al., 2011; Horki et al., 2011; Sakurada
et al., 2013; Kwak et al., 2015; Chen et al., 2018; Delijorge
et al., 2020; Son et al., 2020; Zhu et al., 2020). Of the
four studies that recruited both healthy subjects and patients
(Sakurada et al., 2013; Tidoni et al., 2017; Okahara et al.,
2018; Delijorge et al., 2020), only one (Sakurada et al., 2013)
reported the classification accuracy for both patients (88.46%)
and healthy subjects (81.1%). Moreover, all of them used a
different number of EEG electrodes (3–8), BCI paradigms
(P300, SSVEP and hybrid), and visual stimulation patterns.
Also, the four studies were focused on upper limb, but they
used different actuators: neuroprosthesis, orthosis, VR and
rehabilitation system.

Prior to classification, some feature selection algorithm is
commonly applied to (i) reduce redundancy, (ii) choose the
features more related to the target mental states in the BCI, (iii)
reduce the number of parameters to be optimized by the classifier,
or (iv) produce faster predictions for new data. Power Spectral
Density (PSD), Short-time Fourier Transform (STFT), Common
Spatial Patterns (CSP), and Independent Component Analysis
(ICA) are commonly used algorithms for feature extraction, but
amplitude/spectral power (37.83%) and CCA (10.81%) were the
most reported methods in this SLR.

Regarding the use of AI methods for classification, the most
reported ML algorithms were LDA (48.64%) and SVM (16.21%),
with reported accuracy range from 38.02 to 100% and ITR from
1.55 to 49.25 bpm. The best ITR (49.25 bpm) was for the SSVEP
paradigm using an ensemble classifier (Chen et al., 2018). Only
one study used a DL algorithm: CNN, with excellent classification
accuracy (99.28 and 94.93% in static and dynamic conditions)
but unspecified ITR (Kwak et al., 2017). On the other hand,
only five papers reported other performance metrics besides
classification accuracy: true positive rate, positive predictive
value, false positive rate, Area under the ROC Curve (AUC),
sensitivity and specificity. Finally, less than one out of three of
the selected papers reported the validation method they used:
k-fold cross-validation (29.41%, n = 10) and leave one-out cross
validation (2.94%, n = 1).

Other Results
As mentioned, hybrid VEP-based BCI systems were also found,
which use two BCI control signals, each one for a specific
task. For example, the hybrid SSVEP/MI system reported by
Savić et al. (2012) is used to active a FES system, where the
SSVEP signal is used for target selection and the MI strategy for
activation of the FES-assisted reach-to-grasp of a certain object.
Other hybrid BCI systems using P300 and SSVEP signals have
been reported, one for controlling a smart home environment,
where a SSVEP-based toggle switch was implemented to activate
and deactivate the P300 BCI (Edlinger et al., 2011). Another
hybrid BCI allows subjects to simultaneously imagine themselves
moving both hands or both feet, while fixing the sight on one of
two oscillating visual stimuli to activate an SSVEP BCI system
(Brunner et al., 2011).

Regarding EEG electrodes, SSVEP and P300 BCI systems used
a minimum of two recording channels for SSVEP (Li et al.,
2018) and 1 for P300 (Bhattacharyya et al., 2014), and it goes
up to a maximum of 19 for SSVEP (Son et al., 2020) and 32
for P300 BCIs (Duvinage et al., 2012; Huang et al., 2019). They
are placed predominantly over the parietal and occipital (visual
cortex) regions, in the positions P3, Pz, P4, PO3, PO4, T5, T6,
O1, Oz, and O2 of the 10–20 International system for EEG
electrode placement.

A key component in P300-/SSVEP-based BCI systems is
the visual stimulation module. Although this element is not
considered in detail in this paper, it is worth mentioning that
there is a great variety of visual stimulation patterns (Amaral
et al., 2017; Choi et al., 2019), ranging from flashes with variable
duration (tens or hundreds of ms), with matrices of different
types (LEDs, characters, or icons) to evoke P300 signals, and
a range of frequencies (from 5 to 25 Hz) to produce SSVEP
signals. For P300 BCIs, two strategies were used to improve the
performance, 3D virtual visual stimuli (Huang et al., 2019), and
overlay of smiley faces over targets (Delijorge et al., 2020).

However, if a low visual stimulation frequency is used by the
visual stimulation module, the system’s ITR may be limited. To
overcome this limitation, diverse stimuli colors and flickering
frequencies have been proposed for hybrid BCI’s. With these
variations of the visual stimulation paradigm, a good trade-off
is achieved between accuracy (92.30%) and ITR (82.38 bpm),
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TABLE 1 | Artificial Intelligence Algorithms applied for detection and classification of P300 or SSVEP signals in BCI Applications for motor rehabilitation.

First author,
year

BCI signal Application/actuator Subjects # Electrodes Visual stimulation
pattern

Feature
extraction
method

Classifier Performance Validation
Method

Impaired Healthy Accuracy (%) ITR (bpm)

Stan et al.,
2015

P300 Hand orthosis None 9 8 Flashes: 75 ms
Flash-time: 100 ms

NS LDA 100 NS NS

Kwak et al.,
2017

SSVEP Lower limb exoskeleton None 7 8 5 LEDs flashing at 9,
11, 13, 15, 17 Hz with
50% DC

NR CNN Static: 99.28,
Ambulatory:
94.93

NS 10-fold CV

Kwak et al.,
2015

SSVEP Lower limb exoskeleton None 11 8 5 LEDs: 9, 11, 13, 15,
17 Hz with 50% DC

CCA k-nearest
neighbors

91.3 32.9 5-fold CV

Delijorge et al.,
2020

P300 Robotic hand orthosis 8 ALS 18 8 2–30 random flashes CCA RLDA Offline: 78.7
(target), 85.7
(non-target).
Online: 89.83

18.13 5-fold CV

Zhao et al.,
2016

SSVEP FES, upper limb
rehabilitation

None 5 14 Squares flashing at 12,
15, 20 Hz

Power spectrum LDA Offline:
79.37–85.13
Online:
54.32–87.5

Offline: 27.54 10-fold CV

Tidoni et al.,
2017

SSVEP VR, Propioceptive
Stimulation

3 SCI 18 8 3 × 3 grid. flash-time:
133.33 ms dark-time:
83.34 ms

NS LDA 83.33 1.55 NS

Yao et al., 2011 SSVEP FES, upper limb
rehabilitation

None 4 8 White blocks of lights
flickering at 6.82, 7.5,
8.33, 9.37, and 12.5 Hz

5 flickering
frequencies and
their harmonic
components

LDA Online: 82.22 Ns Ns

Brunner et al.,
2011

Hybrid:
SSVEP + P300

Moving both hand or
both feet

None 12 SSVEP: 2. MI:
3.

LEDs flickering at 8 Hz
(top) and LED at 13 Hz
(bottom)

logarithmic band
power: SSVEP and
ERD

LDA ERD: 79.9
SSVEP: 98.1
Hybrid: 96.5

ERD: 3.2.
SSVEP (6.1)
hybrid (6.3)

CV

Edlinger et al.,
2011

Hybrid:
SSVEP + P300

VR, control of virtual
smart home
environment

None 3 SSVEP: 8.
parietal/
occipital. P300:
8 frontal,
central
occipital,
parietal

P300: rectangular
matrix with characters
or icons, flashed in a
random order SSVEP:
flickering lights (LEDs)
or flickering symbols (5
-25 Hz)

SSVEP: minimum
energy (ME)
algorithm, P300:
NA

P300: LDA,
SSVEP: LDA

P300: 100 NS NS

Su et al., 2011 Hybrid:
P300 + MI

VR None 4 P300: 14. MI:
22.

NS P300: piecewise
cubic spline
interpolation+
Butterworth
filter + average. MI:
multiple band-pass
filters

P300: SVM, MI:
FLDA

Offline (MI):
92.5–100

NS NS

(Continued)
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TABLE 1 | (Continued)

First author,
year

BCI signal Application/actuator Subjects # Electrodes Visual stimulation
pattern

Feature
extraction
method

Classifier Performance Validation
Method

Impaired Healthy Accuracy (%) ITR (bpm)

Sakurada et al.,
2013

SSVEP + P300 Upper limb
rehabilitation,.
Occupational therapy

3 (upper
cervical
SCI)

12 SSVEP: 3 SSVEP: 3 LEDs
flickering at 8 Hz (green
and blue). P300: Flash
matrix

power spectrum
(FFT) + CCA

SVM Healthy: 88.46.
Patients: 81.19

NS NS

Choi et al.,
2016

SSVEP + MI FES, hand-wrist
rehabilitation. SSVEP to
stop FES

None 4 MI: 3 central.
SSVEP: 2
occipital.

SSVEP: LED flickering
at 9 Hz

MI: ERD/ERS,
SSVEP: averaged
Pearson’s
correlation (r-value)

MI: FLDA
SSVEP: CCA

MI: 90.485 NS 10-fold CV

Yao et al., 2012 SSVEP FES, knee rehabilitation
(movement training
system)

None 2 8 a red horizontal bar,
flickering light at 6.82,
8.33 and 12.5 Hz

Power spectrum LDA Online:
80.36–96.4

NS 10-fold CV

Duvinage et al.,
2012

P300 Lower limb
rehabilitation. Foot
lifting orthosis

None 5 32 NS xDAWN + two
epochs average

LDA 94.30 NS NS

Ortner et al.,
2011

SSVEP Hand Orthosis None 7 1: O1 2 LEDS, flickering at 8
and 13 Hz

PSD HSD 78 NS NS

Rohani et al.,
2014

P300 VR None 5 4 NS NS SVM NS NS NS

Son et al., 2020 SSVEP FES, upper limb
rehabilitation

None 11 19 flickering action video
at 15 Hz

STFT, Power
average

CSP
(discriminating
2 class)

93.51 NS 10-fold CV

Chen et al.,
2019

High-frequency
SSVEP

Robotic arm None 10 9: parietal or
occipital

Flicker: 30, 31, 32, and
33 Hz

Spectral amplitude FBCCA Online: 97.75 Online: 17 NS

Li et al., 2018 SSVEP Hand prosthesis None 6 2: occipital Scene graph paradigm
-drinking & eating-, (8,
9.24, 10.9, and 12 Hz)

Time-frequency
spectra, STFT

CCA 94.58 19.55 NS

Horki et al.,
2011

SSVEP + MI Prosthesis: artificial
upper limb, elbow
control

None 12 26: occipital
and central

2 bars of red LEDs,
flickering at 8 and
13 Hz

Sequential floating
forward selection

CCA Offline: 91 NS 10-fold CV

Koo et al., 2015 SSVEP VR None 3 8: central,
parietal and
occipital

Flickering lights at 5.5,
6.7, 7.5, and 8.6 Hz

NS CCA for SSVEP
detection

100 24.58 NS

Chu et al.,
2018

SSVEP Robotic rehabilitation
system

None 6 14: frontal,
parietal,
occipital

Three squares flashing
at 12, 15, 20 Hz

Power spectrum LDA (voting) 82.30 27.40 NS

(Continued)
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TABLE 1 | (Continued)

First author,
year

BCI signal Application/actuator Subjects # Electrodes Visual stimulation
pattern

Feature
extraction
method

Classifier Performance Validation
Method

Impaired Healthy Accuracy (%) ITR (bpm)

Gui et al., 2015 SSVEP Lower limb
rehabilitation system
(hip and knee)

None 6 4: occipital and
parietal

Flickering at 6.82, 7.5,
8.33, and 12.5 Hz

Spectral amplitude LDA 92.40 NS NS

Huang et al.,
2019

P300 VR None 6 32 3D stereo visual stimuli NS BLDA 96 42.51 10-fold CV

Yao et al., 2019 SSVEP VR None 10 9: parietal and
occipital

2 stimulus presentation
methods. 3D stimulus
at 9, 10, 11, 12, 45 Hz

NS FBCCA Static mode: 92 Static mode:
22.49

Leave
one-out CV

Touyama and
Sakuda, 2017

Collaborative
SSVEP

VR None 8 2: parieto-
occipital

two virtual cubes
flickering at 6 and 8 Hz

Spectral amplitude FLDA 95.2 NS NS

Bhattacharyya
et al., 2014

P300 Robot arm control for
prosthetics application

None 5 1: Pz Oddball-like paradigm (Temporal) Average
of 4 epochs

SVM (linear
kernel)

Offline: 95.2.
Online: 81.5

Online: 23.83 NS

Chen et al.,
2018

SSVEP Robotic arm control None 12 10: P3, Pz, P4,
PO3, PO4, T5,
T6, O1, Oz, O2

15 targets (8–15 Hz in
0.5 Hz steps)

FBCCA for EEG
decomposition

Ensemble
Classifier

Robotic
movement
task: 92.78

49.25 NS

Casey et al.,
2019

P300 Robotic arm control None 4 6: Pz, P3, P4,
PO3, PO4, and
Oz

P300 speller
programmed to control
a robotic arm

Minimum and
maximum
amplitudes in the
frequency domain
(6 features per
electrode)

2 classifiers:
SVM (RBF
kernel), and
Random Forest

38.023 NS NS

Achanccaray
et al., 2019

P300 Robotic arm Control None 8 16 Two images flashing
randomly: a wheelchair
and a robotic arm

CSP BLDA Training: 91.6.
Test: 82.6.

NS NS

Ding-Guo and
Ying, 2012

SSVEP FES, lower limb None 6 NS NS Frequency-domain LDA 85 NS NS

Huang et al.,
2013

P300 Elbow rehabilitation
robot

None NS NS Panel with 25
commands

NS SVM Online: 90.82 NS NS

Okahara et al.,
2018

SSVEP Neuro-prosthesis 3-ALS NS 1: Oz 4 × 4 LED flicker at
32–54 Hz

PSD Classification
Threshold

Online 83.3 NS NS

Xu et al., 2021 SSVEP Upper Limb
Exoskeleton

None 5 6: O1, O2, Oz,
P3, Pz, P4

4 Flickering squares at
8.57, 10, 12, 15 Hz

Frequency domain CCA Offline: 86.1 NS NS

BLDA, Bayesian linear discriminant analysis; CCA, canonical correlation analysis; CSP, common spatial patterns; DC, duty cycle; FLDA, Fisher’s Linear discriminant analysis; LDA, linear discriminant analysis; NS,
non-specified; SVM, support vector machine; VR, virtual reality; CV, cross validation; FES, Functional Electrical Stimulation; MI, motor imagery; SSVEP, steady state visually evoked potentials; SCI, spinal cord injury;
HSD, harmonic sum decision; STFT, short-time Fourier Transform.
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enhancing the potential to develop P300/SSVEP-based BCIs for
the control of rehabilitation devices (Katyal and Singla, 2020).

DISCUSSION

The results of the SLR are discussed according to the Research
Questions stated in section “Research Questions.”

RQ1: What Type of Evoked Potential
(P300 or Steady State Visually Evoked
Potentials) Is Involved in the
Brain-Computer Interface Visual
Paradigm?
As shown in this SLR, despite the large number of articles
related to BCI systems based on VEPs, most of them report
the implementation and analysis of diverse algorithmic strategies
to train and test their classification performance, without any
actual application, such as motor rehabilitation. We found that
using either P300 or SSVEP signals, it is possible to operate a
BCI system by performing visual attention tasks. EEG signal
features in those systems are extracted in the time or frequency
domain, without compromising greatly the system’s accuracy and
requiring little or no training.

The SSVEP signal has some advantages over the P300: (1)
no mental task is required to induce the intended potential,
(2) enables subjects to use the paradigm without requiring
great mental load, and (3) it achieves higher ITR. However,
the number of command choices in an SSVEP paradigm is
generally represented by frequencies within the band of 5–20 Hz
(Katyal and Singla, 2020).

SSVEP-based BCIs can encode multiple commands without
any extensive user training and show potential for high-speed
communication. For example, Chen et al. (2015) reported an
ITR of 267 bpm in a 45-target system (Chen et al., 2015) and
in Nakanishi et al. (2018) was reported an ITR of 325.33 bpm
in a 40-target system. Although the efficiency and performance
of different algorithms for detecting the P300 and the SSVEP
in BCI applications have already been evaluated in a variety of
laboratory demonstrations (Kluge and Hartmann, 2007; Kundu
and Ari, 2017), many difficulties are still faced to implement
this type of BCI systems for the control of devices with
clinical purposes. One of these problems is the limitation in the
number of available stimulation frequencies (Müller-Putz et al.,
2005). One limitation of those papers is that not all of them
report a full set of technical descriptions, such as the signal
processing techniques for feature extraction and performance
metrics of the classification algorithms, in most cases they
only report classification accuracy. However, from the reported
online performance of SSVEP-based BCIs (Table 1), it is clear
they provide effective communication speed with good average
accuracy after a very short training period (Guger et al., 2012).
However, flickering lights could be disturbing for some people.
In the other hand, P300-based BCIs are less accurate than SSVEP-
based BCIs but are more suitable for people suffering epilepsy or

people having difficulties with accurate control of the eye muscles
(Allison et al., 2010).

RQ2: Is the Purpose of the BCI System
Aimed to Some Motor Rehabilitation
Application, Including Orthosis,
Prosthesis, Virtual Reality or Functional
Electrical Stimulation?
As shown in Table 1 and Figure 2, SSVEP- and P300-based
BCIs have been used in motor rehabilitation applications to
drive primarily four types of actuators and then facilitate brain
plasticity in patients with limb motor dysfunction. They are (1)
Orthosis (Ortner et al., 2011; Duvinage et al., 2012; Stan et al.,
2015; Delijorge et al., 2020) and exoskeleton (Gui et al., 2015;
Kwak et al., 2015; Bhagat et al., 2016), used to perform sequences
of movements to activate the hand, wrist, arm, leg or foot. (2) FES,
which has been reported to be of help to regain coordination and
improve performance in functional tasks (Do et al., 2011; Ding-
Guo and Ying, 2012; Yao et al., 2012; McCabe et al., 2015; van
Dokkum et al., 2015; Choi et al., 2016; Osuagwu et al., 2016; Zhao
et al., 2016; Son et al., 2020). (3) Prosthesis (Li et al., 2018), and (4)
VR (VEP-based BCI systems immersed in virtual environment)
(Su et al., 2011; Koo et al., 2015; Tidoni et al., 2017; Touyama
and Sakuda, 2017; Choi et al., 2019; Huang et al., 2019; Yao et al.,
2019).

RQ3: Is the Classification Algorithm
Based on Artificial Intelligence Methods?
Most algorithms for classification of VEP-based BCI signals
are based on AI methods. The advantages and disadvantages
of each of them depend on the signal and the application.
A simple and efficient ML algorithm, LDA, was among the
best methods in terms of classification accuracy and ITR used
in P300-based (ACC = 100% orthosis) (Stan et al., 2015)
(ACC = 94.3%) (Duvinage et al., 2012), and SSVEP-based BCI
systems selected in the SLR (ACC = 79%, ITR = 27.54 bpm-
FES) (Zhao et al., 2016), (ACC = 83.33%, ITR = 1.55 bpm
-VR) (Tidoni et al., 2017) (ACC = 82.22% -FES) (Yao et al.,
2011), (ACC = 80-96% -FES) (Yao et al., 2012), (ACC = 82.30%,
ITR = 27.4 bpm) (Chu et al., 2018) (ACC = 92.4%) (Gui
et al., 2015), (ACC = 85% -FES) (Ding-Guo and Ying,
2012). Moreover, classification Accuracy obtained with LDA
in P300-based BCI is slightly higher than with SSVEP-
based BCI. Hence, LDA can be considered a first-choice ML
classification algorithm for BCIs based on visual paradigms for
rehabilitation applications.

Some ML classifiers such as FBCCA, FLDA, and BLDA
have been proposed to improve the trade-off between accuracy
and ITR of VEP-based BCI systems. They presented accuracies
over 90% for both modalities (P300 and SSVEP) (Touyama
and Sakuda, 2017; Achanccaray et al., 2019; Chen et al.,
2019; Yao et al., 2019). The FBCCA and BLDA algorithms
were superior to LDA in terms of ITR; for example, using
a FBCCA (Chen et al., 2018) achieved an ACC = 92.78%
with a high ITR (49.25 bpm), when an SSVEP signal was
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used to control a robotic arm. In the other hand, a BLDA-
based classification algorithm was applied in a P300-based BCI
coupled to the VR environment; in this case ACC = 96%
and ITR = 42.51 bpm were achieved (Huang et al., 2019).
The filter bank CCA (FBCCA) method has been extensively
studied by Chen et al. (2018). This method incorporates
the fundamental and harmonic frequency components to
improve the detection of SSVEPs and has demonstrated its
superiority over the standard CCA method (Chen et al., 2015,
2019).

The only work in the SLR that used a DL algorithm
(CNN) for signal classification was (Kwak et al., 2017). In
that study, the authors reported a BCI system for control of
a lower limb exoskeleton via a visual stimulus generator that
produced five different frequencies for SSVEP signals. They used
CCA, Multivariate Synchronization Index (MSI) and CCA with
k-Nearest Neighbors (CCA-KNN) to compare the classification
result with three different classification methods. Using CNN-1
(three-layer network), they achieved an accuracy of up to 91.3%
and an ITR of 32.9 bpm.

Beyond the works included in this SLR, DL methods have
some advantages for classification of SSVEP and P300 BCI signals
in comparison with the traditional ML algorithms, including:

(1) Higher Classification Accuracy (Thomas et al., 2017).
(2) DL methods reduce the dependence on manually designed

feature extraction.
(3) As the size of the dataset increases, DL techniques tend

to perform better than traditional classifiers (Kwak et al.,
2017; Lee J. et al., 2020).

(4) The development of new powerful GPUs (graphics
processing units) and cloud-based AI services have
improved the cost-effectiveness of DL systems.

Despite those advantages, DL techniques have some
disadvantages compared to ML algorithms:

(1) They are complex, computationally expensive, and require
a large amount of data to be trained.

(2) Configuration of the different parameters of DL systems is
still a major challenge.

(3) DL methods have not yet shown convincing improvements
over state-of-the-art ML classification algorithms for BCI
(Lotte et al., 2018).

RQ4: Are the Validation Methods
Mentioned?
Regarding validation methods, about one third of the studies
reported the type of cross validation they used (1: leave one-out,
2: 5-fold, and 7: 10-fold). This data is relevant as an indicator
of the robustness and confidence on the reported performance
(accuracy) of the of the AI-based classification algorithms, and
of their generalization ability. When the validation methods are
not explicitly reported, the certainty about the results may be
questionable (Abdulaal et al., 2018).

RQ5: Does the Paper Report the
Obtained Values of the Performance
Metrics Values (Accuracy, Information
Transfer Rate, etc.) of the Algorithms?
Two important performance criteria for classification algorithms
in BCI systems are accuracy and ITR. According to BCI literature
(Hwang et al., 2013), an accuracy greater that 70% must be
achieved by any subject to be able to use a BCI system effectively
for the control of external devices. The average classification
accuracy of SSVEP-based BCI systems was 90.3% (n = 20), while
for P300 was 85.9% (n = 9), and 93.41% (n = 6) for hybrid systems.
In contrast, few works report the ITR, with a mean value of
20.88 bpm for SSVEP (n = 10), 28.15 bpm for P300 (n = 3), and
6.3 bpm for the only hybrid BCI that reported it (Brunner et al.,
2011). It is worth mentioning that the average accuracy of P300
systems was lower than for SSVEP due to a single paper (Casey
et al., 2019) that reported 38% classification accuracy. Without
taking into consideration that article (n = 8) the average accuracy
of P300 would be very similar to SSVEP (91.88%).

However, the above comparisons must be taken with reserve,
since the number of works reporting the metrics varies a
lot across modalities. Moreover, there is a high heterogeneity
in different aspects of their experimental paradigms, visual
stimulation features (frequencies, colors, signs, figures), subjects
(healthy or patients), rehabilitation application (FES, prosthesis,
orthosis, VR, etc.), length of data analysis windows, signal
acquisition hardware, type (passive, active) and number of
electrodes, etc. Each of those aspects affect different parts of
the system that influence performance metrics, such as the
complexity and execution time of the signal processing and
classification algorithms.

Despite all the differences across the articles in technical
and human aspects that can affect performance metrics, it is
noticeable the high similarity in the average accuracy for the
three BCI types considered. Regarding hybrid BCIs, they did not
significantly increase the classification accuracy in comparison
with single modality BCIs, as was the case for Brunner et al.
(2011), with 96.5% for SSVEP and 98.1% for the MI/SSVEP
hybrid modality. Moreover, most hybrid BCIs did not report the
ITR value. A possible reason for this is, that in comparison with
single modality VEP-BCIs, hybrid BCIs have relatively low ITRs
due to more complex setups, involving one operation stage for
each BCI signal, each one with a signal processing block, plus the
necessary pauses between operation stages. For these and other
reasons, when the users present motor imagery BCI illiteracy,
single modality VEP-based BCI systems could be a better option
that hybrid ones (SSVEP + MI), as suggested by Brunner et al.
(2011) for SSVEP.

RQ6: Are Patients or Healthy Subjects
Involved in the Study?
All VEP-based BCI systems included abled-bodied and only a
handful of them included both healthy subjects and patients
with SCI or ALS disease. Several human factors directly related
with the experimental setup of the BCIs, such as reaction times,
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mental load and fatigue, and user engagement and motivation,
could have impacted the performance metrics results. Those
factors become especially relevant in users with severe motor
impairments. Regarding P300-based BCIs, it has been reported
that the P300’s latency is higher for disabled subjects (around
500 ms) when compared to able-bodied ones (around 300 ms),
and that the amplitude at the P300 peak is smaller for disabled
(around 1.5 µV) than for the able-bodied subjects (around
2 µV) (Hoffmann et al., 2008). As an example, Sakurada et al.
(2013) presented a hybrid (SSVEP + P300) BCI system, that
compared the classification accuracy of healthy subjects (88.46%,
n = 12) and SCI patients (81.1%, n = 3). These differences can be
explained, at least in part, by the difficulty of patients to control
eye gaze, and head or trunk posture during the BCI sessions,
which could have in turn exacerbated physical and mental fatigue.

Beyond Research Questions
Other topics of interest were identified during the development
of the SLR, that fall outside the scope of the above
Research Questions. These topics are discussed in the
following subsections.

Visual Stimulation Patterns
Some studies have suggested that different visual stimuli patterns
produce variations in the VEP signals, and thus have an impact
on the BCI performance (Speier et al., 2017; Li et al., 2020).
Mainly, low- (up to 10 Hz) and medium-frequency (13–25 Hz)
stimuli have been adopted in SSVEP (Kuś et al., 2013). Although
stimulation in these frequency ranges evoke SSVEPs with a
large amplitude, it can be annoying or tiring for some users.
A possible solution to this problem is to use high-frequency
stimulation. High-frequency stimuli can decrease visual fatigue
caused by flickering, thus making the SSVEP-based BCI a
more comfortable system (Wang et al., 2005; Diez et al., 2011;
Volosyak et al., 2011). Other visual stimulation techniques
have been proposed to enhance SSVEP BCIs performance,
like amplitude modulation (Chang et al., 2014), variation of
the duty cycle (Shyu et al., 2013) or interpolation techniques
(Andersen and Müller, 2015).

For P300-based BCIs, variations in color and arrangement
of the visual stimuli (Guo et al., 2019) and overlay of targets
with pictures of faces of famous people (Kaufmann et al.,
2011), have shown to increase the classification performance for
spelling applications. Flashing elements can change the color
from blue to green at the time of intensification, (Takano
et al., 2009), or 3D virtual visual stimuli can also be presented
to the subject (Huang et al., 2019). However, if a low visual
stimulation frequency (interstimulus interval) is used by the
visual stimulation module, the system’s ITR may be limited
(Mainsah et al., 2015). To overcome this limitation, diverse
stimuli colors and flickering frequencies have been proposed
for hybrid BCI’s achieving a good trade-off between accuracy
(92.30%) and ITR (82.38 bpm) (Katyal and Singla, 2020). These
approaches have the potential to enhance the development
and performance of P300/SSVEP-based BCIs for the control of
rehabilitation devices.

Electrode Setup
The configuration of electrodes (number and placement)
determines the suitability of the system for daily use. In the
SLR systems with 4–32 electrodes were found, predominantly
located over the parietal-occipital area for SSVEP and widespread
from frontal to occipital areas for P300. VEP-based BCI systems
using fewer electrodes require also shorter donning times and are
more user friendly than systems with many electrodes. However,
if too few electrodes are used, there is a risk of not capturing
all necessary features for accurate classification. This has been
shown previously for both P300 (McCann et al., 2015) and SSVEP
(Carvalho et al., 2015; Ravi et al., 2019) BCI systems, in studies
that find optimal subsets of channels, that enhance classification
accuracy. Although small subsets of electrodes (even with one or
two) are selected as optimal for some users and feature extraction
algorithms (McCann et al., 2015), in most cases a third or more
of all available electrodes are selected through channel selection
algorithms (Carvalho et al., 2015) to work properly. Interestingly,
in users with low SSVEP responses (BCI illiteracy) the electrode
subsets chosen through channel selection algorithms may include
preferentially those located in regions (central and frontal) not
typical (occipital and parietal) for this BCI modality (Carvalho
et al., 2015). Likewise, it has been proposed in (visually evoked)
P300-based BCIs (McCann et al., 2015) the search of non-
standard sets of electrodes, to optimize the performance in
individuals with motor impairments, who have little or no control
of eye movements.

Steady State Visually Evoked Potentials and P300
Brain-Computer Interfaces for Motor Rehabilitation
Although both SSVEP and P300 BCI systems based on
visual stimuli were found in this SR, there are fundamental
and technical aspects of each one that can influence their
suitability to be incorporated in rehabilitation applications,
to name: the experimental paradigm, the degree of cognitive
and sensory requirements, covert and over attention, and
synchronous/asynchronous operation. These aspects are further
discussed below.

First, their experimental paradigms and neurophysiological
basis are essentially distinct. On the one hand, SSVEP signals
directly reflects the (fixed) frequency of presentation of visual
stimuli in EEG oscillations. These signals are recorded typically in
occipital electrodes over the visual cortex area (Müller-Putz et al.,
2005), and they reflect the sensory processing of visual stimuli.
On the other hand, P300-based BCIs based on visual stimuli
are designed around the oddball paradigm, in which a series of
stimuli (one relevant, or target, and other irrelevant, and ignored)
are presented repeatedly in random order. In this case, the key
variables are the probability of occurrence of the target stimulus
and the inter-stimuli interval, which can be varied randomly.

A main difference in the experimental paradigm of SSVEP and
P300 BCIs is the task required for the subject while looking at
the target. For the SSVEP, the only requirement is to maintain
the gaze fixed on the target visual stimulus. Generally, time
windows of 1–3 s are enough to identify when the subject is
visually attending the target (Liu et al., 2020). In the P300 case,
the user is asked to perform some mental activity for each flashing
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of the visual target that he or she acknowledges consciously,
while ignoring the non-target stimuli. Generally, this mental task
involves counting mentally the number of times that the target
symbol or picture is intensified (visual stimuli) (Arvaneh et al.,
2019). This is performed to engage continuously the working
memory, thus involving a definite cognitive activity besides the
visual attention task. Thus, cognitive (N200, P300) and visual
(P100, N100) potentials are often found on EEG signals from
P300 BCIs (Aloise et al., 2012). In contrast, sinusoidal-like SSVEP
signals directly reflect the frequency (and harmonics) and phase
of the attended stimuli (Sozer, 2018), without the need of any
cognitive or behavioral task. Therefore, while P300-BCIs can be
more cognitive demanding, SSVEP BCIs tend to induce more
visual fatigue, especially when multiple targets are presented
simultaneously (Dreyer et al., 2017). The cognitive demand of
P300 BCIs may explain in part the lower average accuracy of
papers included in the SLR, and why more (twice) papers used
SSVEP instead of P300 signals. Moreover, of the four articles in
the SLR involving patients, three were based on SSVEP and only
one in P300, with relatively good levels of classification accuracy
(80–90%). Therefore, differences in cognitive and visual fatigue
can be also a key factor when choosing a BCI approach for
patients with cognitive and motor impairment, like stroke or SCI.

One shared experimental requirement of SSVEP and P300
BCIs is that, to evoke the expected EEG activity, user attention
must be focused on the current visual target for some time.
For both paradigms the BCI system performs better when the
sight is centered on the visual target (foveal vision) (Walter
et al., 2012; Ron-Angevin et al., 2019). This is known as overt
attention and is one of the key differences of SSVEP-based with
P300-based BCIs, the latter having proved to work well also
when visual stimuli are attended covertly, through the peripheral
vision (Aloise et al., 2012). Although promising efforts have also
been made to develop SSVEP BCIs based on covert attention
(Zhang et al., 2010; Reichert et al., 2020), their performance
still is lower than with overt attention. This aspect of visual
BCIs has implication for the development of applications. In
the case of motor rehabilitation of users with restrained control
of gaze and neck movement (such as those with ALS or
high cervical SCI), the possibility of attending stimuli covertly,
and still obtaining informative EEG signals, would improve its
clinical feasibility.

P300-based BCIs seem to have some advantages over SSVEP
ones, since multi-target systems are feasible even using covert
attention (Aloise et al., 2012), while SSVEP BCIs using this
approach have been limited to a couple of targets (Zhang et al.,
2010). Hence, a P300-based BCI system designed for covert
attention, would allow the subject to attend visual stimuli (for
selection of multiple actions or commands) while performing
functional motor tasks, aided by some of the actuators mentioned
in the SLR (FES, orthosis, robot, etc.). In the other hand,
an SSVEP BCI system, based on overt attention, would be
better suited for VR-based rehabilitation applications, with the
user’s visual attention centered (overtly) in the visual target,
since all stimuli and interactions are designed to be performed
through the virtual environment. The papers analyzed in this
SLR did not consider explicitly covert attention in their design,

which remains an approach to be explored for visual BCI-based
motor rehabilitation.

Another relevant aspect of visual BCI paradigms regarding
their feasibility for motor rehabilitation is their type of
operation: asynchronous or synchronous. In other words, if the
system allows the user to convey commands at any moment
(asynchronous) or only at times established by the system
(synchronous) (Nooh et al., 2011). Clearly, this can be a
key factor in the design of motor rehabilitation systems and
interventions based on visual BCIs. For motor and neurologic
rehabilitation systems and interventions, a key factor is the user’s
active engagement and participation, while performing some
functional tasks by their own voluntary effort or with the help of
assistive technologies. This approach to rehabilitation is known as
activity-based (Backus, 2008), and to develop systems compatible
with this approach, continuous and reliable interaction between
the user and the technology is highly desirable. However,
these requirements are not easy to fulfill when using BCIs
for the control of rehabilitation applications. Motor related
BCI paradigms, such as motor imagery and motor intention,
have been used extensively for BCI-controlled rehabilitation
technologies (Khan et al., 2020). However, they’re limited by
the number of possible commands (Lotte et al., 2010) and BCI
illiteracy (Lee et al., 2019), particularly for patients with severe
disability (Rupp, 2014).

SSVEP and P300-based systems have proved to obtain higher
classification performance and ITR than Motor-related BCI
paradigms (Rupp, 2014). Hence, the importance of developing
and studying visual BCI systems for these applications or
combine them with motor paradigms, like the ones found on
these SLR (Horki et al., 2011; Choi et al., 2016). For P300 BCIs,
multiple repetitions (5 or more) of the whole stimuli sequence are
typically needed to predict accurately the user’s choice (Bianchi
et al., 2021). Depending on the number of possible targets and
interstimulus interval, the selection time for a single command
can be relatively slow (tens of s) (Mainsah et al., 2015). Therefore,
P300-based BCIs are not optimal for continuous control of
actuators (Prosthesis, orthosis, FES, etc.) in the context of motor
rehabilitation applications. Moreover, by its own nature, P300
BCIs operate in a synchronous way, a feature that restricts the
operation of the system to certain times and cues indicated by
the system. Thus, P300-based systems are often used to select and
convey discrete and preprogrammed commands to the actuator,
as those found in this SLR to control orthoses (Stan et al.,
2015), VR systems (Rohani et al., 2014), or rehabilitation robots
(Achanccaray et al., 2019). Interestingly, none of the analyzed
papers combined a P300 BCI with an FES system, being an
interesting possibility for future developments.

Regarding SSVEP BCIs, involving steady state signals they
are suitable to implement asynchronous systems by continuously
presenting the visual stimuli. In such case, the user could choose
to perform a target selection task at any moment, and the system
would be able to recognize it. In contrast to P300 BCIs, SSVEP
BCIs have generally fewer possible targets, which correspond to
the number of discernible frequencies, phases, and other features
of the visual stimuli (and the evoked EEG signals). However,
stimuli in SSVEP BCIs must be carefully designed since the
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system must be capable to identify a zero-class (non-control)
besides the classes associated to the actual commands. When this
is not considered, false positives are very likely to occur, like
Ortner et al. who reported an SSVEP-based BCI for the control
of a hand orthosis (Ortner et al., 2011). Therefore, the orthosis
often opened or closed when the user did not want to convey
any control signal, since the flickering lights were still within their
visual field. In contrast, this would not be an issue with a P300-
based BCI, that requires cognitive engagement of the subject in
the task, as discussed earlier.

Challenges and Future Directions
In this SRL, a large heterogeneity was identified in the reported
BCI signals (P300, SSVEP or hybrid), applications (orthosis,
prosthesis, FES, VR) and feature extraction methods, while
the reported performance metrics were predominantly accuracy
and ITR. Regarding classification methods, classical supervised
ML algorithms (LDA and SVM) and some variations prevail,
letting open the opportunity for the development of DL-
based classification algorithms for visual BCI-based motor
rehabilitation applications. The results of this work suggest
the need to develop standard protocols for assessment of
classification performance, when using VEP-based BCI systems
for motor rehabilitation and assistive applications.

There are few reports of prototypes in pre-clinical stages
of development with online tests. Therefore, there is a great
opportunity to develop VEP-based BCI systems for motor
rehabilitation. In this context, classification accuracy is a key
metric to improve the BCI-user interaction and facilitate their
adoption in clinical settings. Hence, strategies to improve the
system’s performance for users with low accuracy must be
implemented, and the visual interfaces must be closely adapted
to the user needs. Special attention should be paid to the visual
stimulation module since stimulus patterns have a direct impact
on the performance of P300 or SSVEP-based BCIs.

Also, it is important to investigate further the application
of VR combined with BCI systems where patients can be
stimulated simultaneously through multiple sensory modalities:
visual, auditory, and somatosensory. That way, patients can
have a richer experience while playing an active role in
effective rehabilitation interventions, that could potentially
help to improve and accelerate the motor recovery processes.
Furthermore, it is essential to carry out pre-clinical studies
and controlled interventions that include patients with different
conditions such as stroke, ALS or SCI. Once those studies are
performed and clinical scales are evaluated, it will be possible to
validate the use of these systems in the clinic.

Finally, future works should focus on optimizing the
implementation and training of artificial intelligence algorithms
(especially DL-based methods) to enhance classification
performance and achieve faster and more efficient online
P300-based and SSVEP-based BCI systems. Only then, these
systems could enhance their potential for the development of
rehabilitation interventions aimed to help in the recovery of lost
motor functions.
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Galińska, E. (2015). Music therapy in neurological rehabilitation settings. Psychiatr.
Pol. 49, 835–846.

Gao, S., Wang, Y., Gao, X., and Hong, B. (2014). Visual and auditory brain–
computer interfaces. IEEE Trans. Biomed. Eng. 61, 1436–1447.

Giménez, D. A., Arguissain, F. G., and Tabernig, C. B. (2011). “Interfaz BCI-
FES para rehabilitación neurológica: resultados preliminares.” in Proceedings
of the XVIII Congreso Argentino de Bioingeniería SABI 2011 – VII Jornadas de
Ingeniería Clínica (Mar del Plata: IEEE).

Gordon, J. (2005). “A top-down model for neurologic rehabilitation,” in Proceeding
of the Linking Movement Science and Intervention. Proceedings III Step
Conference, (American Physical Therapy Association), 30–33.

Guger, C., Allison, B., Grobwindhager, B., Prückl, R., Hintermüller, C., Kapeller,
C., et al. (2012). How many people could use an SSVEP BCI? Front. Neurosci.
6:169. doi: 10.3389/fnins.2012.00169

Gui, K., Ren, Y., and Zhang, D. (2015). “Online brain-computer interface
controlling robotic exoskeleton for gait rehabilitation,” in Proceeding of the IEEE
International Conference on Rehabilitation Robotics, (IEEE), 931–936.

Guo, M., Jin, J., Jiao, Y., Wang, X., and Cichockia, A. (2019). Investigation of
visual stimulus with various colors and the layout for the oddball paradigm
in evoked related potential-based brain–computer interface. Front. Comput.
Neurosci. 13:24. doi: 10.3389/fncom.2019.00024

Han, C., Xu, G., Xie, J., Chen, C., and Zhang, S. (2018). Highly interactive brain-
computer interface based on flicker-free steady-state motion visual evoked
potential. Sci. Rep. 8:5835.

Hara, Y. (2008). Neurorehabilitation with new functional electrical stimulation for
hemiparetic upper extremity in stroke patients. J. Nippon Med. Sch. 75, 4–14.
doi: 10.1272/jnms.75.4

Hindle, K., Whitcomb, T., Briggs, W., and Hong, J. (2012). Proprioceptive
Neuromuscular Facilitation (PNF): its mechanisms and effects on range of
motion and muscular function. J. Hum. Kinetics 31, 105–113. doi: 10.2478/
v10078-012-0011-y

Hoffmann, U., Vesin, J. M., Ebrahimi, T., and Diserens, K. (2008). An
efficient P300-based brain-computer interface for disabled subjects.
J. Neurosci. Methods 167, 115–125. doi: 10.1016/j.jneumeth.2007.
03.005

Horki, P., Solis-Escalante, T., and Neuper, C. (2011). Combined motor
imagery and SSVEP based BCI control of a 2 DoF artificial upper
limb. Med. Biol. Eng. Comput. 49, 567–577. doi: 10.1007/s11517-011-0
750-2

Hossain, T., Rakshit, A., and Konar, A. (2020). “Brain-computer interface based
user authentication system for personal device security (Domotic assistence),”
in Proceeding of the International Conference on Computer, Electrical &
Communication Engineering (ICCECE), (IEEE).

Huang, T. H., Huang, H. P., Liu, Y. H., Kang, Z. H., and Kuan, J. Y.
(2013). Development of a Brain-Controlled Rehabilitation System
(BCRS). J. Neurosci. Neuroeng. 2, 79–89. doi: 10.1166/jnsne.2013.
1042

Huang, W., and Huang, Z. (2017). “A real-time distributed computing mechanism
for P300 speller BCI,” in Proceeding of the 10th International Congress on Image
and Signal Processing, BioMedical Engineering and Informatics (CISP-BMEI),
(IEEE).

Huang, Y., Qu, J., Xiao, J., and Li, K. (2019). “A novel P300-based
interactive method for virtual reality system,” in Proceeding of the
WRC Symposium on Advanced Robotics and Automation, (IEEE),
309–314.

Hwang, H. J., Kim, S., Choi, S., and Im, C. H. (2013). EEG-based brain-computer
interfaces: a thorough literature survey. Int. J. Hum.-Comput. Interact. 29,
814–826. doi: 10.1080/10447318.2013.780869

Iosa, M., Morone, G., Fusco, A., Bragoni, M., Coiro, P., Multari, M., et al. (2012).
Seven capital devices for the future of stroke rehabilitation. Stroke Res. Treat.
2012:187965. doi: 10.1155/2012/187965

Jang, S. (2013). Motor function-related maladaptive plasticity in stroke:
a review. NeuroRehabilitation 32, 311–316. doi: 10.3233/NRE-13
0849

Kaplan, A. Y., Zhigulskaya, D. D., and Kiriyanov, D. A. (2016). Studying
the ability to control human phantom fingers in P300 brain-computer
interface. Bull. Russian State Med. Univ. 2, 24–28. doi: 10.24075/brsmu.201
6-02-0

Katyal, A., and Singla, R. (2020). A novel hybrid paradigm based on steady
state visually evoked potential & P300 to enhance information transfer
rate. Biomed. Signal Process. Control 59:101884. doi: 10.1016/j.bspc.2020.10
1884

Kaufmann, T., Schulz, S. M., Grünzinger, C., and Kübler, A. (2011). Flashing
characters with famous faces improves ERP-based brain-computer interface
performance. J. Neural Eng. 8:056016. doi: 10.1088/1741-2560/8/5/05
6016

Kaufmann, T., Holz, E., and Kübler, A. (2013). Comparison of tactile, auditory,
and visual modality for brain-computer interface use: a case study with a
patient in the locked-in state. Front. Neurosci. 7:129. doi: 10.3389/fnins.2013.0
0129

Khadijah, N., Aznan, N., Connolly, J., Moubayed, N., and Breckon, T. (2019).
“Using variable natural environment brain-computer interface stimuli for real-
time humanoid robot navigation,” in Proceeding of the International Conference
on Robotics and Automation (ICRA), (IEEE). doi: 10.3724/sp.j.1218.2011.00129

Khan, M. A., Das, R., Iversen, H. K., and Puthusserypady, S. (2020).
Review on motor imagery based BCI systems for upper limb post-stroke
neurorehabilitation: from designing to application. Comput. Biol. Med.
23:103843. doi: 10.1016/j.compbiomed.2020.103843

Kluge, T., and Hartmann, M. (2007). “Phase coherent detection of steady-state
evoked potentials: experimental results and application to brain-computer
interfaces,” in Proceeding of the 3rd International IEEE/EMBS Conference on
Neural Engineering, (IEEE), 425–429.

Koo, B., Lee, H., Nam, Y., and Choi, S. (2015). “Immersive BCI with SSVEP in
VR head-mounted display,” in Proceeding of the 37th Annual International
Conference of the IEEE Engineering in Medicine and Biology Society, (IEEE),
1103–1106. doi: 10.1109/EMBC.2015.7318558

Kubler, A., Kotchoubey, B., Kaiser, J., Wolpaw, J. R., and Birbaumer, N. (2001).
Brain–computer communication: unlocking the locked. Psychol. Bull. 127,
358–375. doi: 10.1037/0033-2909.127.3.358

Kundu, S., and Ari, S. (2017). P300 Detection with brain–computer interface
application using PCA and ensemble of weighted SVMs. IETE J. Res. 64,
406–414. doi: 10.1080/03772063.2017.1355271
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