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Traditionally, music and language have been treated as different psychological faculties. This 
duality is reflected in older theories about the lateralization of speech and music in that 
speech functions were thought to be localized on the left and music functions on the right 
hemisphere. But with the advent of modern brain imaging techniques and the improvement 
of neurophysiological measures to investigate brain functions an entirely new view on the 
neural and psychological underpinnings of music and speech has evolved. The main point of 
convergence in the findings of these new studies is that music and speech functions have 
many aspects in common and that several neural modules are similarly involved in speech and 
music. There is also emerging evidence that speech functions can benefit from music 
functions and vice versa. This new research field has accumulated a lot of new information 
and it is therefore timely to bring together the work of those researchers who have been most 
visible, productive, and inspiring in this field and to ask them to present their new work or 
provide a summary of their laboratory´s work.
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whether subjects suffering from congenital amusia also demonstrate 
impairments of pitch-processing in speech, specifically the pitch 
changes used to contrast lexical tones in tonal languages. Their study 
revealed that the performance of congenital amusics was inferior to 
that of controls for all materials including the Mandarin language, 
this therefore suggesting a domain-general pitch-processing deficit.

Five research papers sought to examine interactions either 
between musical expertise and language functions or whether an 
interaction between musical and language functions is beneficial for 
phonetic perception. Ott et al. (2011) demonstrate that professional 
musicians process unvoiced stimuli (irrespective of whether these 
stimuli are speech or non-speech stimuli) differently than controls, 
this suggesting that early phonetic processing is differently organized 
depending on musical expertise. Strait and Kraus (2011) report per-
ceptual advantages in musicians for hearing and neural encoding of 
speech in background noise. They also argue that musicians possess 
a neural proficiency for selectively engaging and sustaining auditory 
attention to language and that music thus represents a potential ben-
efit for auditory training. Gordon et al. (2011) examined the interac-
tion between linguistic stress and musical meter and established that 
alignment of linguistic stress and musical meter in song enhances 
musical beat tracking and comprehension of lyrics. Their study thus 
supports the notion of a strong relationship between linguistic and 
musical rhythm in songs. Hoch et al. (2011) investigated the effect of 
a musical chord’s tonal function on syntactic and semantic processing 
and conclude that neural and psychological resources of music and 
language processing strongly overlap. The fifth paper of this group 
(Omigie and Stewart, 2011) demonstrates that the difficulties amusic 
individuals have with real-world music cannot be accounted for by 
an inability to internalize lower-order statistical regularities but may 
arise from other factors. Although there are still some differences 
between music and speech-processing, there thus is growing evidence 
that speech and music processing strongly overlap.

Halwani et al. (2011) examined whether the arcuate fascicu-
lus, a prominent white-matter tract connecting temporal and 
frontal brain regions, is anatomically different between singers, 
instrumentalists, and non-musicians. They showed that long-term 
vocal–motor training might lead to an increase in volume and 
microstructural complexity (as indexed by fractional anisotropy 
measures) of the arcuate fasciculus in singers. Most likely, these 
anatomical changes reflect the necessity in singers of strongly link-
ing together frontal and temporal brain regions. Typically, these 
regions are also involved in the control of many speech functions. 
The beneficial impact of music on speech functions has also been 
demonstrated by Vines et al. (2011) in their research paper. They 
examined whether the melodic intonation therapy (MIT) in Broca’s 
aphasics can be improved by simultaneously applying anodal tran-
scranial direct current stimulation (tDCS). In fact, they showed 
that the combination of right-hemisphere anodal-tDCS with MIT 
speeded up recovery from post-stroke aphasia.

Traditionally, music and language have been treated as different 
psychological faculties. This duality is reflected in older theories 
about the lateralization of speech and music in that speech func-
tions were thought to be localized in the left and music functions 
in the right-hemisphere of the brain. For example, the landmark 
paper of Bever and Chiarello (1974) emphasized the different roles 
of both hemispheres in processing music and language information, 
with the left hemisphere considered more specialized for propo-
sitional, analytic, and serial processing and the right-hemisphere 
more specialized for appositional, holistic, and synthetic relations. 
This view has been challenged in recent years mainly because of 
the advent of modern brain imaging techniques and the improve-
ment in neurophysiological measures to investigate brain func-
tions. Using these innovative approaches, an entirely new view on 
the neural and psychological underpinnings of music and speech 
has evolved. The findings of these more recent studies show that 
music and speech functions have many aspects in common and 
that several neural modules are similarly involved in speech and 
music (Tallal and Gaab, 2006). There is also emerging evidence that 
speech functions can benefit from music functions and vice versa. 
This field of research has accumulated a lot of new information and 
it is therefore timely to bring together the work of those researchers 
who have been most visible, productive, and inspiring in this field.

This special issue comprises a collection of 20 review and research 
papers that focus on the specific relationship between music and 
language. Of these 20 papers 12 are research papers that report 
entirely new findings supporting the close relationship between 
music and language functions. Two papers report findings demon-
strating that phonological awareness, which is pivotal for reading 
and writing skills, is closely related to pitch awareness and musical 
expertise (Dege and Schwarzer, 2011; Loui et al., 2011). Dege and 
colleagues even show that pre-schoolers can benefit from a program 
of musical training to increase their phonological awareness.

Three research papers focus on the relationship between tonal 
language expertise and musical pitch perception skills and on 
whether pitch-processing deficits might influence tonal language 
perception. Giuliano et al. (2011) demonstrated Mandarin speakers 
are highly sensitive to small pitch changes and interval distances, a 
sensitivity that was absent in the control group. Using ERPs obtained 
during the pitch and interval perception tasks, their study reveals 
earlier ERP responses in Mandarin speakers compared with controls 
to these pitch changes relative to no-change trials. In their elegant 
paper, Peretz et al. (2011) report that native speakers of a tone lan-
guage, in which pitch contributes to word meaning, are impaired in 
the discrimination of falling pitches in tone sequences as compared 
with speakers of a non-tone language. Taken together, these two 
studies illustrate the cross-domain influence of language experience 
on the perception of pitch, suggesting that the native use of tonal 
pitch contours in language leads to a general enhancement in the 
acuity of pitch representations. Tillmann et al. (2011) examined 
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In addition to these 12 research papers there are 8 review and 
opinion papers that highlight the tight link between music and 
language. Patel (2011) proposes the so-called OPERA hypothesis 
with which he explains why music is beneficial for many language 
functions. The acronym OPERA stands for five conditions which 
might drive plasticity in speech-processing networks (Overlap: 
anatomical overlap in the brain networks that process acoustic fea-
tures used in both music and speech; Precision: music places higher 
demands on these shared networks than does speech; Emotion: 
the musical activities that engage this network elicit strong posi-
tive emotion; Repetition: the musical activities that engage this 
network are frequently repeated; Attention: the musical activities 
that engage this network are associated with focused attention). 
According to the OPERA hypothesis, when these conditions are 
met, neural plasticity drives the networks in question to function 
with higher precision than needed for ordinary speech commu-
nication. While Patel’s paper is more an opinion paper that puts 
musical expertise into a broader context, the seven other reviews 
more or less emphasize specific aspects of the current literature 
on music and language. Ettlinger et al. (2011) emphasize the spe-
cific role of implicitly acquired knowledge, implicit memory, and 
their associated neural structures in the acquisition of linguistic or 
musical grammar. Milovanov and Tervaniemi (2011) underscore 
the beneficial influence of musical aptitude on the acquisition lin-
guistic skills as for example in acquiring a second language. Bella 
et al. (2011) summarize findings of the existing literature con-
cerning normal singing and poor-pitch singing and suggest that 
pitch imitation may be selectively inaccurate in the music domain 
without being affected in speech, thus supporting the separability of 

mechanisms subserving pitch production in music and language. In 
their extensive review of the literature, Besson et al. (2011) discuss 
the transfer effects from music to speech by specifically focusing on 
the musical expertise in musicians. Shahin (2011) article reviews 
neurophysiological evidence supporting an influence of musical 
training on speech perception at the sensory level, and the question 
is discussed whether such transfer could facilitate speech percep-
tion in individuals with hearing loss. This review also explains the 
basic neurophysiological measures used in the neurophysiologi-
cal studies of speech and music perception. The comprehensive 
review by Koelsch (2011) summarizes findings from neurophysi-
ology and brain imaging on music and language processing and 
integrates these findings into a broader “neurocognitive model of 
music perception.” Specific emphasis is placed on the comparison 
of musical syntax and their similarities and differences to language 
syntax. Schon and Francois (2011) present a review in which they 
focus on a series of electrophysiological studies that investigated 
speech segmentation and the extraction of linguistic versus musical 
information. They demonstrated that musical expertise facilitates 
the learning of both linguistic and musical structures. A further 
point is that electrophysiological measures are often more sensitive 
for identifying music-related differences than behavioral measures.

Taken together, this special issue provides a comprehensive sum-
mary of the current knowledge on the tight relationship between music 
and language functions. Thus, musical training may aid in the pre-
vention, rehabilitation, and remediation of a wide range of language, 
listening, and learning impairments. On the other hand, this body of 
evidence might shed new light on how the human brain uses shared 
network capabilities to generate and control different functions.

Jäncke Music and language
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type of musical speech (Fernald, 1991). This is in accordance with 
Koelsch and Siebel’s (2005) assumption that the early developing 
brain processes language as a type of music.

Although musical and linguistic sound systems have differ-
ent organizations of pitch and timbre, both sound systems face 
the challenge of extracting a small number of categories that are 
meaningful from a flow of acoustically variable signals. Moreover, 
the mind must separate variation within a category, e.g., induced 
by variable speakers, from variation that constitutes a change of 
category. These challenges are likely solved by a shared mechanism 
(Patel, 2008). This “shared sound category learning mechanism 
hypothesis” predicts comparable individual differences in language 
and musical abilities. Accordingly, the categorical building blocks 
of language (e.g., phonemes) should be related to the categorical 
building blocks of music (e.g., pitches/notes).

This hypothesis is supported by Lamb and Gregory (1993), 
who revealed a relationship between pitch discrimination and 
phonemic awareness in 4- and 5-year-old children, suggesting a 
general relation between musical abilities and phonological aware-
ness. Phonological awareness describes the ability to analyze and 
manipulate language on two levels. On the word level, phonologi-
cal awareness refers to the ability to manipulate and analyze larger 
phonological units (e.g., rhyming and blending words). On the 
phoneme level, phonological ability refers to the ability to analyze 
and manipulate the individual sound units (phonemes) within a 
word. It has repeatedly been shown that phonological awareness 

IntroductIon
Language and music are specific to humans and share several char-
acteristics such as the use of the auditory domain as the input 
path and the organization of discrete perceptual elements into 
structured sequences (Patel, 2003). McMullen and Saffran (2004) 
postulated that language and music share relevant processing 
mechanisms, especially in childhood. One shared mechanism in 
childhood is the sound category learning mechanism (McMullen 
and Saffran, 2004). Consequently, a relationship between language 
sound categories such as phonemes (phonological awareness) and 
musical sound categories such as notes should be evident. To test 
this relation, the present study applied an experimental design to 
investigate the effect of a music program on phonological aware-
ness in preschoolers. Moreover, the current study compared the 
effect of a music program and the effect of a phonological skills 
program on phonological awareness. If the “shared sound cat-
egory learning mechanism hypothesis” (Patel, 2008) is correct, 
the effects of the two programs on phonological awareness should 
be comparable.

Empirical evidence has supported McMullen and Saffran’s 
(2004) idea that music and language have a common basis in the 
early years of development. Within the first interactions between 
adults and infants, adults use infant-directed forms of language 
and music. Infants prefer these forms of infant-directed speech 
and songs from an early age onward (Trainor, 1996; Masataka, 
1999). Moreover, infant-directed speech is often referred to as a 

The effect of a music program on phonological awareness  
in preschoolers

Franziska Degé* and Gudrun Schwarzer
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The present experiment investigated the effect of a music program on phonological awareness 
in preschoolers. In particular, the effects of a music program and a phonological skills program 
on phonological awareness were compared. If language and music share basic processing 
mechanisms, the effect of both programs on enhancing phonological awareness should be 
similar. Forty-one preschoolers (22 boys) were randomly assigned to a phonological skills 
program, a music program, and a control group that received sports training (from which no 
effect was expected). Preschoolers were trained for 10 min on a daily basis over a period of 
20 weeks. In a pretest, no differences were found between the three groups in regard to 
age, gender, intelligence, socioeconomic status, and phonological awareness. Children in the 
phonological skills group and the music group showed significant increases in phonological 
awareness from pre- to post-test. The children in the sports group did not show a significant 
increase from pre- to post-test. The enhancement of phonological awareness was basically driven 
by positive effects of the music program and the phonological skills program on phonological 
awareness for large phonological units. The data suggests that phonological awareness can 
be trained with a phonological skills program as well as a music program. These results can 
be interpreted as evidence of a shared sound category learning mechanism for language and 
music at preschool age.

Keywords: music, music program, music training, music and language, sound category learning, phonological awareness, 
phonological skills, preschoolers
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is an important predictor of later reading ability (Pratt and Brady, 
1988; Bruck, 1992). Subsequently, Anvari et al. (2002) recruited a 
larger sample of 4- and 5-year-olds and investigated the relation 
between musical aptitude and the development of phonological 
awareness as well as the relation between musical aptitude and the 
development of reading. In both age groups, musical aptitude was 
correlated with phonological awareness. The authors concluded 
that the auditory processing mechanisms necessary for musical 
perception were related to the auditory processing mechanism 
necessary for phonological awareness. This relationship was fur-
ther investigated with respect to the effects of music training on 
phonological awareness. Bolduc (2009) compared the effect of 
two music programs on kindergarten children. One music pro-
gram employed musical activities to increase interest in reading 
and writing in preschoolers with special needs, whereas the other 
music program was primarily designed to enhance musical abili-
ties. The music program that focused on enhancing reading and 
writing was more efficient in enhancing phonological awareness 
than the other music program. Because there was not a control 
group without music training, it remains unclear whether both 
programs significantly enhanced the phonological awareness of 
the children. Additionally, it is not clear whether the advancement 
in phonological awareness was due to the music program. In a 
quasi-experiment, Gromko (2005) investigated the effect of music 
training on phonological awareness (phoneme segmentation flu-
ency in particular). Children in the treatment kindergarten received 
music training for 4 months. Children in the control kindergarten 
received no treatment. Gromko (2005) revealed significantly greater 
gains in phoneme segmentation fluency in the treatment kinder-
garten children than in the control kindergarten children. However, 
because of the pseudo-random assignment of the preschoolers to 
the treatment and the control group, it is not possible to interpret 
the results unequivocally. Children in the treatment group may 
have systematically differed from children in the control group with 
respect to confounding variables. Indeed, Gromko (2005) reported 
differences in socioeconomic status between the groups. Moreover, 
the control group did not receive an alternative training. Therefore, 
the significant gain in the treatment group may simply represent 
an effect of extra attention (Hawthorne effect).

The aim of the present experiment was twofold. Firstly, the effect 
of a music program on phonological awareness was investigated. 
Previous studies demonstrated a relation between musical abilities 
as well as music training and phonological awareness. However, 
because of the correlational and quasi-experimental approaches 
of these studies, it was not possible to establish the specific causa-
tion. Secondly, the current investigation compared the effect of a 
music program and phonological skills program on phonological 
awareness to examine the adaptability of the “shared sound cat-
egory learning mechanism hypothesis.” If this hypothesis is cor-
rect, the effect of the music program and the phonological skills 
program on phonological awareness should be comparable. To 
our knowledge, no study has addressed this question with such 
an approach. To this end, an experiment was conducted that ran-
domly assigned preschoolers to a music program, a phonological 
skills program, and a control group that received sports training 
(from which no effect was expected). All preschoolers were trained 
for 10 min on a daily basis for a period of 20 weeks. Phonological 

awareness was tested prior to the beginning of training (pretest) 
and after the completion of training (post-test). This approach 
allowed inferences of causation and, due to random assignment, 
ruled out systematic differences between the groups. Moreover, the 
control group, which received sports training, offered the possibil-
ity to control for the effects of retesting, maturation, and attention 
(i.e., Hawthorne effect). Furthermore, this approach allowed the 
comparison between the effect of a music program and a program 
that explicitly addressed phonological awareness.

MaterIals and Methods
PartIcIPants
At the beginning of the experiment, the sample consisted of 55 
participants. Some children transferred to a different kindergarten 
during the phase of trainings, and others were not available for the 
post-test. Five participants were excluded from the analysis because 
their pretest phonological skills scores were more than 2 SD from 
the mean. Hence, differences in phonological skills prior to training 
were minimized. Overall, 75% (n = 41) of the original sample was 
included in the analyses. The dropout rate was not significantly 
different between the training groups and the control group. The 
dropouts did not differ significantly in age, gender, socioeconomic 
status, or intelligence from the remaining sample. The remain-
ing participants were 41 (19 girls) preschoolers from three differ-
ent kindergartens in Giessen, Germany. At the beginning of the 
study, the children ranged in age from 5 to 6 years (M = 5 years; 
9 months, SD = 4 months). Participants were randomly assigned to 
a music program (n = 13, six girls), a phonological skills program 
(n = 14, six girls), and a control group that received sports training 
(n = 14, seven girls). All three participating kindergartens had a 
music group, a phonological skills group, and a control group to 
rule out kindergarten effects.

MaterIal
Programs
Children were trained for 10 min on a daily basis for a period 
of 20 weeks. Thus, participants received a total of 100 sessions. 
Preschoolers were trained in groups of five to seven children. The 
programs were implemented by trained research assistants. Each 
assistant implemented every program (phonological skills, music, 
sports). The preschoolers were trained at the kindergarten in a 
quiet room that offered sufficient space for the different tasks. A 
typical session comprised a short welcome (small talk, attendance 
check) and two different tasks that were approximately 5 minutes 
in duration.

The music program was created by the authors. It was based 
on a well-established program for early music education (Nykrin 
et al., 2007) and contained joint singing, joint drumming, rhyth-
mic exercises, meter execution, training of rudimentary notation 
skills, dancing, and playful familiarization with intervals. Typical 
sessions comprised, for example, the learning of a new song and a 
listening exercise. At first, all children listened to the song. Then, 
they attempted to sing along with the CD. Finally, the group sang 
the song without the CD. The second task involved listening to 
music recordings and subsequently identifying the tempo or musi-
cal instruments on the recording. Other typical  sessions involved 
familiarization with different instruments and joint drumming. 
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10 test items. In the detection of rhymes task, children were asked 
whether two words rhyme or do not rhyme (e.g., Do train and rain 
rhyme?). The synthesis of word task requested the synthesis of the 
initial sound and the remaining word (e.g., mouse) into one word. 
Children were asked to segment words by clapping their hands 
in the segmentation into syllables task. The phoneme recognition 
task required recognition of a particular phoneme in a word (e.g., 
Is there a “u” in elephant?). A composite score of all of the subtest 
scores was calculated. In each subtest, a maximum of 10 points was 
possible, resulting in a maximum composite score of 40 points. 
In addition, the following two composite scores were calculated: 
a phonological awareness score for large (words) phonological 
units consisting of subtest (a) and (c), and a phonological aware-
ness score for small (phonemes) phonological units consisting of 
subtest (b) and (d).

Procedure
Prior to the pretest, the informed consent of the parents was 
attained and the demographic questionnaire was sent to the par-
ticipants. A pretest that assessed intelligence and phonological 
awareness was conducted. The intelligence test was performed 
in groups of five to six children, whereas phonological awareness 
was assessed in individual sessions, and the assessments were per-
formed on consecutive days. The pretest was followed by 20 weeks 
of training. Subsequent to training, the post-test was conducted. 
The post-test involved the individual assessment of phonologi-
cal awareness. The same test that was utilized in the pretest was 
applied. At the end of the project, each child received a present 
and a certificate for participation.

results
control varIables
Differences in gender, age, intelligence, and socioeconomic sta-
tus between the music group, the phonological skills group, and 
the control group were controlled. The ratio of male to female 
was not significantly different between the three groups, χ2(2, 
n = 41) = 0.14, p = 0.93. Concerning mean age, the children in all 
three groups were comparable, F(2, 38) = 1.04, p = 0.36, see Table 
1 for mean and SD. With respect to intelligence, no significant dif-
ferences between the music group, the phonological skills group, 
and the control group were revealed, F(2, 38) = 0.16, p = 0.85, see 
Table 1 for details.

Children in all three groups were comparable in socioeconomic 
status, χ2(4, n = 37) = 2.68, p = 0.61, see Table 2 for details. Four 
participating families did not provide details about parents’ educa-
tion. Taken together, the analyses of the control variables indicated 
that the three groups can be considered as equal in gender ratio, 
mean age, mean IQ, and socioeconomic status.

The children were given the opportunity to test several instruments 
that were scattered across the floor on little “islands” and when 
indicated, they switched to the next “instrument isle.” Joint drum-
ming activities involved synchronization with a given beat as well 
as the creation of new beats by the children that had to be learned 
by the other group members. Another typical session comprised 
dancing to certain musical themes or synchronization of particular 
body parts to the music. A second task was joint singing of familiar 
songs and drumming while singing.

The phonological skills program was a well-established pro-
gram that was specifically designed to train phonological aware-
ness (Küspert and Schneider, 2003). It contained listening exercises, 
rhyming exercises, phoneme recognition exercises, syllable exer-
cises, and the introduction of the concepts “word” and “sentence.” 
Typical early sessions contained listening tasks that involved eve-
ryday sounds and rhyming with animal names. Children closed 
their eyes and guessed the sounds that the trainer produced or 
chose words that rhymed with an animal name such as cat. Other 
commonly used tasks were clapping the syllables of the animal, 
plant, or object displayed on a picture card as well as guessing the 
last phoneme of a word given by the trainer. Typical sessions at the 
end of the trainings phase included more difficult tasks such as the 
identification of words in sentences.

The sports training was created by the authors and contained 
exercises to train balance, physical strength, endurance, coordina-
tion, fine-motor abilities, body perception, and relaxation. Typical 
sports sessions contained relaxation exercises and well-directed 
throwing. For relaxation training, children imagined that they were 
an air mattress losing all air, and the throwing exercises included 
throwing balls into boxes and buckets of different sizes. Another 
typical session involved playing football in atypical body positions 
such as walking on their hands and feet with their belly up (crayfish 
football) and mastering a path with closed eyes while relying on 
the instruction of a teammate. Tug-of-war games and balancing 
objects on different body parts were also typical.

Measures
Control variables such as age, gender, intelligence, and socioeco-
nomic status as well as phonological awareness were assessed.

Using a questionnaire designed by the authors, details about 
parents’ education was assessed as a measure of socioeconomic 
status. For statistical purposes, mothers’ and fathers’ education 
were coded as a dichotomous variable, with 0 for “no university 
education” and 1 for “university education,” and a composite vari-
able (i.e., the average of the two scores) was used in the analyses.

To measure intelligence, the culture fair test (CFT1; Weiß and 
Osterland, 1977), which measures fluid intelligence, was employed. 
The test consisted of five subtests (substitution, mazes, classifica-
tion, similarities, and matrices) and was administered in groups that 
did not exceed eight children. The duration of test administration 
was 60 min including instructions and breaks. Age norms were used 
to determine the intelligence score for each participant.

Phonological awareness was assessed with the following four 
subtests of the Bielefelder Screening (BISC; Jansen et al., 2002): 
(a) detection of rhymes, (b) synthesis of phonemes into words, (c) 
segmentation of words into syllables, and (d) phoneme recognition 
in words. Each subtest consisted of two to four practice items and 

Table 1 | Mean and SD for the control variables age and intelligence.

Control variable Music program Phonological Control group  

 M (SD) skills program M (SD) 

  M (SD)

Age (in months) 70.46 (3.9) 69.14 (4.2) 68.21 (4)

Intelligence 113.92 (12.5) 111.64 (10.3) 113.6 (11.9)
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For the comparison between the phonological skills group and 
the control group, phonological awareness scores were entered into 
a 2 (group: phonological skills, control) × 2 (condition: pretest 
vs. post-test) ANOVA with repeated measures on the last factor. 
This analysis revealed a significant group × condition interaction, 
F(1, 26) = 4.84, p = 0.04. For the comparison between the music 
group and the control group, phonological awareness scores were 
entered into a 2 (group: music, control) × 2 (condition: pretest vs. 
post-test) ANOVA with repeated measures on the last factor. This 
analysis also revealed a significant group × condition interaction, 
F(1, 25) = 7.91, p = 0.009.

The comparison of the two treatment groups revealed no sig-
nificant group × condition interaction, F(1, 25) = 0.06, p = 0.81. 
Thus, in both treatment groups, the phonological awareness score 
improved significantly from pre- to post-test, whereas such an 
improvement was not found in the control group.

Subsequently, differences in phonological awareness were ana-
lyzed in greater detail. The groups’ phonological awareness on the 
phoneme level (small phonological units) and on the word level 
(larger phonological units) was compared.

For the small phonological units, a 3 (group: music, phonologi-
cal skills, control) × 2 (condition: pretest vs. posttest) ANOVA with 
repeated measures on the last factor revealed a significant main 
effect of condition, F(1, 38) = 25.39, p < 0.001. No significant inter-
action or main effect for group was revealed (all ps > 0.3). Similarly, 
in all three groups, phonological awareness of small phonological 
units improved significantly from pretest to post-test.

For large phonological units, a 3 (group: music, phonologi-
cal skills, control) × 2 (condition: pretest vs. posttest) ANOVA 
with repeated measures on the last factor revealed a marginal 
significant main effect of condition, F(1, 38) = 3.39, p = 0.073. 

Table 2 | Distribution of parents’ education as a measure of 

socioeconomic status within the music group, the phonological skills 

group, and the control group.

 Music program Phonological Control group 

  skills program 

No. parent  7 5 5

At least one parent  4 7 9

No. parent = no. parent holds a university degree. At least one parent = at least 
one parent holds a university degree. Four participating families did not provide 
details about parents’ education.

Figure 1 | Mean phonological awareness score at pre- and post-test in the music group, the phonological skills group, and the control group.

PhonologIcal awareness
At the pretest, the music group, phonological skills group, and 
control group did not significantly differ in phonological aware-
ness, F(2, 38) = 0.16, p = 0.86. Furthermore, the compositional 
scores for large and small phonological units revealed no group 
differences (all ps > 0.6).

Phonological awareness scores were entered into a 3 (group: 
music, phonological skills, control) × 2 (condition: pretest vs. post-
test) ANOVA with repeated measures on the last factor. This analysis 
revealed a significant main effect of condition, F(1, 38) = 16.12, 
p < 0.001. Phonological awareness improved significantly from 
pretest to post-test. No significant main effect for group was 
revealed (p > 0.5). Furthermore, the analysis revealed a signifi-
cant group × condition interaction, F(2, 38) = 3.24, p = 0.05, see 
Figure 1. Therefore, two ANOVAs comparing each treatment group 
to the control group and one ANOVA comparing the two treatment 
groups were calculated.
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To this end, preschoolers were randomly assigned to a music 
program, a phonological skills program, and a control group that 
received sports training (from which no effect was expected). 
Participants were trained 10 min daily for 20 weeks. Prior to 
 training, participants were administered a pretest on phonologi-
cal awareness. Following training, the participants were retested on 
phonological awareness. At the pretest, no significant differences 
were found between the treatment groups and the control group 
with respect to possible confounding variables (gender, age, intel-
ligence, and socioeconomic status). This supported the assumption 
that the groups did not systematically differ due to random assign-
ment and ruled out the most likely alternative explanations of any 
observed trainings effect. Additionally, at the pretest, no differences 
in phonological awareness (overall score, small phonological units, 
large phonological units) were revealed. Thus, random assignment 
resulted in three groups that did not systematically differ on the 
tested variables prior to training.

A positive effect of the music program and the phonological 
skills program was found on phonological awareness. Preschoolers 
who participated in the music program or the phonological skills 
program significantly increased in phonological awareness, whereas 
such an increase was not found in the control group. Specifically, the 
treatment and control groups showed differential development in 
phonological awareness of large phonological units. Both treatment 
groups improved in phonological awareness of large phonological 
units, whereas such an improvement was not found in the control 
group. All three groups showed a similar development in phono-
logical awareness of small phonological units. Thus, the experiment 
provides evidence of an enhancing effect of the music program on 
phonological awareness, in particular on phonological awareness 
of large phonological units.

No  significant main effect of group was found (p > 0.7). 
Furthermore, the analysis revealed a significant group × con-
dition interaction, F(2, 38) = 4.02, p = 0.026, see Figure 2. The 
individual  comparison of each treatment group to the control 
group yielded significant interactions between group and condi-
tion. A 2 (group: phonological skills, control) × 2 (condition: 
pretest vs. posttest) ANOVA with repeated measures on the last 
factor revealed a  significant group × condition interaction, F(1, 
26) = 4.61, p = 0.041, for the comparison between the phono-
logical skills group and the control group. Similarly, for the 
comparison between the music group and the control group, a 
2 (group: music, control) × 2 (condition: pretest vs. posttest) 
ANOVA with repeated measures on the last factor revealed a 
significant group × condition interaction, F(1, 25) = 10.68, 
p = 0.003. Subsequent analyses (2 × 2 ANOVAs with repeated 
measures on the last factor for the treatment groups) showed 
that both treatment groups significantly increased in their pho-
nological awareness of large phonological units from pretest 
to post-test, F(1, 25) = 7.17, p = 0.009. No significant main 
effect for group and no significant group × condition interac-
tion was revealed (ps > 0.6). Thus, in both treatment groups, 
the phonological awareness of large phonological units score 
improved significantly from pre- to post-test, whereas such an 
improvement was not revealed in the control group.

dIscussIon
The aim of the current experiment was to investigate the effect 
of a music program on phonological awareness in preschoolers. 
Additionally, this effect was compared to the effect of a phono-
logical skills program, which was specifically developed to enhance 
phonological skills.

Figure 2 | Mean phonological awareness of large phonological units score at pre- and post-test in the music group, the phonological skills group, and 
the control group.
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program (Schneider et al., 1997). The current results suggest that the 
music and the phonological skills programs resulted in medium to 
large effect sizes. Considering that the phonological skills program 
was explicitly designed to train phonological awareness, it is notable 
that the music program resulted in a similar effect size. This similarity 
adds evidence to the “shared sound category learning mechanism 
hypothesis” for language and music. During the preschool years, the 
mechanism for sound category learning in music and language seem 
to partly overlap. Thus, the proposed similarity in neuronal process-
ing of music and language at an early age (McMullen and Saffran, 
2004; Koelsch and Siebel, 2005) was supported by the present find-
ings with respect to sound category learning. Future research should 
test whether the revealed influence occurs in the opposite direction. 
This would entail investigating effects of phonological awareness 
programs on pitch discrimination, for example.

A limitation of the experiment is the sample size. The sample 
was quite small due to the time, effort, and cost–intensive nature 
of the experiment as well as the initial matching. Future research 
should attempt to establish causation with a larger sample size. 
Another important limitation was that no explicit measure of 
motivation was employed. It is possible that children enjoyed a 
particular program more than another or that parents influenced 
children’s motivation to participate. Since all activities (phonolog-
ical skills program, music program, sports training) were designed 
for preschoolers, it is highly likely that the children enjoyed all 
programs equally. Nevertheless, this was not explicitly assessed. 
With respect to parental influence, parents were not blind to the 
goal (train phonological awareness) but were blind to their child’s 
particular trainings group. However, it is possible that the child 
reported about the activity in the session and the parents learned 
their child’s group placement. Nevertheless, it remains unclear 
whether parents practiced phonological awareness at home with 
the children or attempted to increase children’s motivation to 
participate. Moreover, it is equally likely that parents of the sports 
training group practiced phonological awareness to prevent defi-
cits or parents of the treatment groups to promote the child’s 
abilities. These issues should be addressed in future research.

Considering the importance of phonological awareness in the 
emergence of literacy, the results point toward music programs 
as valuable preparation for learning to read and write. Hence, a 
music program could either be used as an alternative approach 
to train phonological awareness or used to complement existing 
phonological awareness programs. For a successful combination of 
music programs and existing phonological awareness programs, it 
may be important to identify the specific musical components of 
the music program that contributed to the advancement of phono-
logical awareness. Then, the most important components of both 
training approaches could be combined.

conclusIon
The current results indicate that a music program can enhance 
phonological awareness, in particular phonological awareness of 
large phonological units (e.g., rhyming, segmenting, and blending). 
This enhancement is comparable to the effects of a phonologi-
cal skills program on phonological awareness. Therefore, it seems 
highly likely that language and music share processing mechanisms, 
explicitly sound category learning mechanisms.

This result is in accordance with the previous findings of Anvari 
et al. (2002) as well as Lamb and Gregory (1993), who demonstrated 
an association between musical aptitude and phonological aware-
ness in 4- and 5-year-old children. Additionally, the present results 
are in line with the findings of Bolduc (2009), but emphasize the 
importance of a control group. In the study by Bolduc (2009), it 
is highly likely that both music programs increased phonological 
awareness. However, because there was no control group (receiving 
a non-musical treatment or no treatment), it is impossible to infer 
the degree of increase in phonological awareness caused by the less 
effective music program (that was designed particularly to enhance 
musical abilities). Moreover, the current experiment is in agreement 
with the results of Gromko (2005), who demonstrated an asso-
ciation between music training and phonological awareness. The 
present results extended these findings by establishing the specific 
causation. Because an experimental design was applied, the current 
results can be interpreted unequivocally in terms of an enhancing 
effect of the music training program on phonological awareness 
in preschoolers. Moreover, these results indicate that phonological 
awareness of large phonological units was more intensely affected 
by music training and phonological skills training. Thus, the overall 
enhancement was basically driven by the subtests that assessed pho-
nological awareness of large phonological units. For phonological 
awareness of small phonological units, the treatment groups and 
the control group showed a similar development (an increase) over 
the course of the experiment. This likely represents maturation 
and/or effects of preschool activities in kindergartens. As preschool 
activities and maturation affect all preschoolers regardless of the 
training groups, it seems obvious that all children increased in 
phonological awareness of small phonological units. Additionally, 
the most pronounced advancement in phonological awareness of 
small phonological units occurs when the mapping of graphemes 
onto phonemes is fostered, which typically takes place in first grade 
(Marx, 2007). Neither program (music program or phonological 
skills program) focused on phoneme grapheme mapping, which 
might partly explain why the three groups developed similarly in 
phonological awareness of small phonological units. However, the 
phonological skills addressed small phonological units. Thus, an 
effect of the phonological skills program might have been expected. 
Nevertheless, no differences were observed between the groups in 
phonological awareness of small phonological units. In contrast to 
the similar development in phonological awareness of small phono-
logical units, the development of large phonological units showed 
a differential development due to phonological skills and music 
training. The positive effect of the phonological skills program 
can be attributed to the extensive training of rhyming, segment-
ing, and blending. The children in this group explicitly practiced 
these abilities. The effects of the music training program on large 
phonological units represent indirect training effects. It is possible 
that the rhythmical exercises and the combination of rhythm and 
song lyrics in the children’s play songs indirectly trained the ability 
to rhyme, segment, and blend.

The size of the positive effect of the music program (dcorr
 = 0.9) on 

phonological awareness of large phonological units was comparable 
to that of the phonological skills program (d

corr
 = 0.6) on phonologi-

cal awareness large phonological units. This effect size was similar 
to effect sizes found in former studies of this phonological skills 
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used, respectively. Acquiring the ability to speak a tone language 
demands the establishment of fine-grained associations between 
pitch contours and word meaning, and this appears to lead to gen-
eral enhancements in pitch processing (Pfordresher and Brown, 
2009) and AP abilities (Deutsch, et al., 2009; Deutsch et al., 2006). 
The use of pitch during language acquisition might exclusively 
influence pitch processing of speech stimuli, consistent with the 
view that speech is a specialized, modular ability (Liberman et al., 
1967; Liberman and Mattingly, 1985, 1989; Liberman and Whalen, 
2000). Alternately, if pitch contrasts in speech are processed by 
general auditory mechanisms (Bregman et al., 1990), then tone 
speakers may demonstrate enhanced pitch processing abilities for 
non-linguistic stimuli, such as simple pure tones.

Recent studies have reported several forms of evidence for this 
advantage (though see also Burns and Sampat, 1980; Stagray and 
Downs, 1993; Lee et al., 1996 which have not observed a tone lan-
guage advantage for the processing of non-speech tones). Higher 
accuracy has been found among native speakers of an Asian tone 
language than intonation speakers for discriminating pitch inter-
vals (Pfordresher and Brown, 2009; Hove et al., 2010). Absolute 
pitch (AP) is more prevalent among Chinese than American music 
conservatory students (Deutsch et al., 2006). AP abilities have been 
found to be more accurate in individuals who are very fluent in a 
tone language, compared to those who are moderately or not at all 
fluent (Deutsch et al., 2009). Speakers of Japanese (a pitch accented 

IntroductIon
There is increasing evidence that native experience with a tone lan-
guage changes the perceptual and categorization abilities of listeners 
for both linguistic and non-linguistic stimuli (i.e., Deutsch, et al., 
2006; Krishnan et al., 2009). For example, speakers of Mandarin, 
where the lexical meaning of a word depends on the overall pitch 
height as well as change in pitch (melodic contour) in produc-
tion, are better at discriminating pitch intervals compared to 
native speakers of English (Pfordresher and Brown, 2009; Hove 
et al., 2010), a language that uses tone mainly to convey supra-
segmental or prosodic information concerning stress or sentence 
structure (Cruttenden, 1997; Yip, 2002; Gussenhoven, 2004). It is 
unclear however, whether corresponding temporal dynamics of the 
neural processes underlying pitch perception actually facilitate this 
advantage, and whether or not this advantage for tone language 
speakers transfers to simple non-linguistic stimuli, such as pure 
tones. With this goal, the current study compares native speakers of 
a tonal language to speakers of an intonation language with no tone 
language experience, and measures both accuracy and continuous 
electrophysiological data on two auditory discrimination tasks.

Languages are classified as either “tonal” or “intonation” based 
on whether they use pitch to convey word meaning (Yip, 2002). 
For example, in Mandarin, a Chinese tone language, the word ma 
can mean “mother,” “hemp,” “horse,” or “scold” based on whether 
a level, rising, falling, or bi-directional (falling then rising) tone is 
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language) have been found to be better at detecting mistuning of 
familiar songs than are English speakers (Trehub et al., 2008; but 
see Schellenberg and Trehub, 2008). Similarly, the reverse relation-
ship has also been documented, where Mandarin speakers with 
deficits in processing musical pitch are often also worse at identi-
fying and discriminating Mandarin tones than are other speakers 
(Nan et al., 2010). If indeed tone language experience facilitates the 
processing of pitch, then additional questions are raised about the 
specificity of the underlying changes to neural systems implicated 
in pitch processing, such as whether these changes are limited to 
the processing of pitch contours similar to the tonal contours in 
one’s native language, or whether these changes apply generally to 
processes recruited when discriminating between non-linguistic 
tones differing only in pitch.

In addition to behavioral evidence of a tone language advantage, 
several studies have demonstrated that native tone language experi-
ence leads to changes in the pre-attentive subcortical processing 
of pitch contours, occurring as early as the auditory brainstem-
evoked response. Using the scalp-recorded human frequency 
following response (FFR), a measure of phase-locked activity in 
the rostral brainstem, researchers have observed stronger pitch 
representations, and smoother pitch tracking of Mandarin tonal 
contours in native speakers of Mandarin Chinese than in English 
controls (Krishnan et al., 2005, 2009; Swaminathan et al., 2008). 
Furthermore, this enhanced pitch representation at the brainstem 
level appears to be driven by pitch information in the auditory 
stream, specifically for certain dimensions of pitch contours that 
native tone speakers are familiar with, and not specific to speech 
(Swaminathan et al., 2008; Krishnan et al., 2009). Musical train-
ing may also enhance the extraction of pitch information from 
Mandarin tones in the brainstem, even among individuals with 
no knowledge of Mandarin (Wong et al., 2007). These findings 
suggest that native tone-speaking experience involves plasticity-
related changes that optimize which dimensions of the auditory 
signal are captured at the brainstem and subsequently passed on 
to pitch-relevant processes at the cortical level, and that these pitch 
processing advantages may be shared across linguistic and non-
linguistic domains.

Although the present study addresses the effect of native tone 
language experience on the active processing of pitch during a dis-
crimination task, others have shown tone language effects on pre-
attentive processing during passive listening tasks. Chandrasekaran 
et al. (2007a,b) have observed that native tone speakers demonstrate 
a larger mismatch negativity (MMN) to deviant non-speech homo-
logues of Mandarin pitch contours than English-speaking controls. 
Even when the deviant non-speech tone was a pitch contour not 
found in any language, tone language speakers elicited a larger 
MMN than non-tone language speaking musicians and non-musi-
cians, suggesting that native tone-speaking experience enhances the 
pre-attentive neural representation of pitch-relevant information 
(Chandrasekaran et al., 2009). Kaan et al. (2007, 2008) observed 
an MMN to deviant Thai lexical tones in native speakers of Thai, 
Mandarin, and English, suggesting all are able to pre-attentively 
discriminate among tones. Further, they found that perceptual 
identification training with the tones improved performance on 
a behavioral discrimination task and decreased MMN amplitude 
and latency for all groups. Similar MMN latency decrements with 

pitch training had been reported previously, although they were 
 conversely observed in conjunction with increases in MMN ampli-
tude (Kraus, et al., 1995; Tremblay et al., 1997). Overall, these find-
ings provide evidence of short- and long-term plasticity-related 
changes in the auditory system and suggest that native tone lan-
guage experience will facilitate the timing and magnitude of the 
brain’s response to sound input.

In the few event related potential (ERP) studies that have exam-
ined the effects of pitch change more generally, modulations of 
both early and late ERP components effects have been observed 
in relation to pitch discrimination. Tervaniemi et al. (2005) found 
that both early (MMN, N2b) and late ERP components (P300) 
increased in amplitude to deviant tones in an oddball paradigm 
with increasing amount of pitch change. Similarly, Peretz et al. 
(2005) observed increases in N1 amplitude with the increasing 
amount of pitch change of a deviant tone within a 5-tone sequence. 
Perhaps most relevant to the current study, training-related 
increases in P2 and N1c amplitude have been observed during 
an active-listening task similar to the one employed here, where 
a standard auditory tone was followed by a second tone of same 
or differing pitch to which participants must respond indicating 
whether the two tones were the same or different (Bosnyak et al., 
2004). Given that early auditory ERP components are sensitive to 
modulations in pitch, we predict that a pitch processing advantage 
for native tone speakers will be reflected in ERPs at early stages of 
processing (e.g., N1–P2 complex), indexing facilitated perceptual 
processing.

Herein we present two experiments using ERPs to capture the 
temporal dynamics of the neural response to pure tones during a 
simple pitch discrimination task (Experiment 1) and a more com-
plex pitch interval discrimination task (Experiment 2). For both 
experiments, we first report differences in behavioral performance 
between native tone language speakers and a control group, fol-
lowed by a detailed summary of the ERPs of each group for the 
effect of pitch change and change direction.

ExpErImEnt 1
Experiment 1 follows from Pfordresher and Brown (2009), who 
found a nominal behavioral advantage in accuracy on a simple pitch 
discrimination task for tone vs. non-tone speakers. The range of 
pitch trials used tended toward easily discriminable tones, which 
is exemplified by the near-perfect performance of several partici-
pants in that study and a previous study using an identical task 
(Pfordresher and Brown, 2007). In those studies (Pfordresher and 
Brown, 2007, 2009), contrast trials deviated from the base pitch 
(C5) by 25, 50, 100, 200, 400, 600, and 800 cents, where perfor-
mance reached high accuracy around 100 cents. Here we used a 
more challenging range of pitch changes: 7, 13, 25, 50, 100, and 
200 cents. It should be noted that accurate performance on this 
task depends solely on the ability to extract pitch height informa-
tion from the flat, non-contoured pure tones. Although Asian tone 
languages undoubtedly place heavy emphasis on pitch contour, 
research suggests that pitch height is still relevant to tone judg-
ments in Mandarin, as pitch height information is believed to be 
evaluated separately from, and later integrated with, information 
about pitch contour (Massaro et al., 1985). Considering that pitch 
height information is crucial to accurate performance on our task, 
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Stimuli
The stimuli were pure tones created using Matlab software (The 
Mathworks, Natick, MA, USA) with custom-made scripts, and 
were presented using E-Prime software (Psychological Software 
Tools, Inc., Pittsburgh, PA, USA). Tone amplitudes were shaped by 
an exponential function that resulted in 200 ms attack and 50 ms 
decay times. The first tone in each pair was always 524 Hz (C5), 
and was followed by either the identical sound (240 trials) or a tone 
that was higher (120 trials) or lower (120 trials) in pitch, yielding 
equiprobability of change and no-change trials. (see Pfordresher 
and Brown, 2007, 2009). The pitch difference between the first and 
second note could be 7, 13, 25, 50, 100, or 200 cents (40 trials each), 
corresponding to approximate frequency differences of 2, 4, 8, 15, 
30, and 61 Hz respectively. Like Pfordresher and Brown, we aimed 
for a geometric series based on subdividing 400 cents into equal 
intervals (rounding to the nearest cent) to include critical intervals 
like the semitone and quartertone (50 cents). The order of trials 
was pseudo-randomized, such that no more than two trials in a 
row were presented with the same amount or direction of change, 
with a fixed order presented to all participants.

Procedure
After written consent, participants completed a series of ques-
tionnaires requesting information such as demographics, hearing 
and sight conditions, handedness, language history, and musical 
experience. For the ERP session, participants sat alone in a sound 
attenuating, electrically shielded recording chamber and wear-
ing ER-1 insert earphones (Etymotic Research, Inc., Elk Grove 
Village, IL, USA) to listen to the sound stimuli. Instructions were 
presented on a computer monitor 4.5 feet from the participant. 
An experimenter monitored the continuous recording of EEG 
and a video monitor of the participant throughout the experi-
ment. During a single session, participants performed alternating 
blocks of pitch discrimination trials and interval discrimination 
trials (see Experiment 2). After a set of 8 practice trials, partici-
pants were presented with 480 pairs of tones across 12 blocks 
of the pitch discrimination task, interspersed with 16 blocks of 
interval discrimination trials. During the pitch discrimination 
trials, participants heard two tones lasting 500 ms each, separated 
by 500 ms of silence (see Figure 1). They judged whether the 
two tones were the same or different. Participants were asked to 
fixate their vision on a half-inch white cross on a black screen, 
which appeared 500 ms before the first tone was heard to orient 
the participant, and remained on the screen until 500 ms after 
the end of the last tone to reduce eye movement artifacts in the 
EEG. This was followed by three fixation crosses that remained on 
the screen for 3000 ms or until the participant responded (cued 
delayed-response). Responses before or after the appearance of 
these three crosses were registered as a null response. Participants 
responded by pushing one button for “same” and another for 
“different” with their right hand on a PST serial response box 
(Psychological Software Tools, Inc., Pittsburgh, PA, USA). At the 
end of each trial, the screen went blank for 500 ms before the 
onset of the next trial.

Between each block, participants read a few sentences 
of an entertaining children’s story (king grisly beard by the 
Brothers Grimm) at their own pace, to prevent fatigue from the 

we hypothesize that tone language speakers will be better able to 
discriminate changes in pitch than speakers with no tone language 
experience, particularly on difficult trials (smaller cent change). In 
addition to the behavioral advantage, we expect that the ERPs of 
tone language speakers will reflect enhanced perceptual processing 
in early sensory components like the N1–P2 complex, and possibly 
differences at later stages of processing, such as the P300.

mEthods
Participants
Thirty-three right-handed adults1,2 grouped as native tone lan-
guage speakers and a control group were paid for their participa-
tion. The Tone group consisted of 17 native speakers of Mandarin 
Chinese (9 females; mean age = 26.4 years), who were born and 
raised in China for an average of 22.94 years (range 16–30). They 
reported using Mandarin for an average of 64% of the day (range 
5–90%), all resided in the USA for at least 1 year, and were pro-
ficient in English, with an average of 14.71 years of experience 
in English (range 6–27 years). All were also fluent in at least one 
other language, including another tone language (i.e., Cantonese 
or Taiwanese) for 10 of the Tone speakers. The control group con-
sisted of 16 individuals (7 females; mean age = 28.3 years) of vari-
ous ethnic backgrounds who had no exposure to a tone language. 
Importantly, the Tone and control groups were not significantly 
different on years of musical training (tone, M = 2.30, control, 
M = 1.44; p = 0.27), years of playing an instrument or singing 
(tone, M = 3.41, control, M = 1.63; p = 0.11), hours listening to 
music per week (tone, M = 12.24, control, M = 10.44; p = 0.60), and 
live concerts attended per year (tone, M = 2.53, control, M = 3.19; 
p = 0.60). No participants in either group reported any private 
musical training outside of school activities. Additionally, to control 
for the number of languages spoken as compared to the bilingual 
Tone speakers, all members of the control group were bilingual in 
another non-tone language, such that the groups had similar years 
of experience with a non-native language (tone, M = 26.35 years, 
control, M = 26.81 years; p = 0.80). Tests of hearing thresholds 
with an audiometer confirmed that all participants could detect 
low intensity tones (<35 db) within the frequency range used for 
testing (500–6000 Hz)3.

1Fifty-six individuals took part in this study, however in order to closely match the 
groups, several participants were excluded from data analysis. Four participants 
were outliers in age (>40 years old), 3 were native speakers of Vietnamese, and 16 
others were excluded for an insufficient number of artifact-free trials with correct 
responses (13), not completing the session (2), or failing the hearing test (1). Two 
participants in each group did not perform the hearing test due to a technical error, 
however their performance on the discrimination task was less than one standard 
deviation from the appropriate group mean, indicating that they had no trouble 
hearing the stimuli. Note that there is currently no evidence suggesting that hearing 
sensitivity among normal-hearing populations influences the ability to discrimina-
te pitches (Ayotte et al., 2002).
2Seven people from the control group took part in a parallel fMRI version of this 
study prior to the ERP session. The time between sessions was on average 20 days. 
Note that practice effects would be expected to improve performance, yet the con-
trol group still underperformed the Tone group in accurately detecting change 
trials.
3Although years of experience is an incomplete way of characterizing acquired mu-
sical ability, a lack of a more valid assessment tool for musical experience has lead 
researchers in music cognition to routinely use years of training as an indicator of 
musician/non-musician status (e.g., Bigand and Poulin-Charronnat, 2006).
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at 0.1 Hz (12 db/oct) and high cutoff at 30.0 Hz (12 db/oct). The 
EEG data were segmented in intervals of 1000 ms time-locked to 
stimulus-onset with a 200 ms prestimulus baseline. Epochs con-
taining blinks, eye movement and excessive artifacts were removed 
from the data. Artifact rejection thresholds were adjusted for each 
participant for tests of maximum amplitude to capture blinks, 
maximum voltage step per ms to capture voltage spikes, mini-
mum amplitude per 50 ms to capture flat lining and saccades, 
and maximum amplitude difference in 100 ms to capture signal 
drift. Average waveforms were then calculated for each condition 
time-locked to the second tone in each pair. Only trials for cor-
rectly discriminated tones were included in the grand averages, 
with change and no-change trials averaged separately. For display 
purposes only, a high cutoff filter at 15 Hz was applied to the 
grand average ERPs used in each figure.

rEsults
Behavioral data
Figure 2 contains a summary of performance on the pitch dis-
crimination task. Performance accuracy was analyzed by the 
amount and direction of pitch change using hit rate minus false 
alarm rate, a measure of discrimination accuracy that corrects for 
response bias (Ayotte et al., 2002). In this case a hit corresponded 
to the correct detection of a pitch change, while a false alarm 
corresponded to a response of “different” on a no-change trial. A 
repeated-measures ANOVA with factors of Group (tone vs. con-
trol) × change amount (7, 13, 25, 50, 100, or 200 cents) × change 

 discrimination task. Participants were also given several breaks. 
The entire session lasted approximately 2.5 h, with 1.5 h of EEG 
recording.

ERP recording parameters
Continuous scalp-recorded EEG was acquired using a geodesic 
array of 26 pre-amplified sintered Ag–AgCl electrodes (BioSemi 
active electrodes) embedded in a custom electrode cap (Electro-
Cap International Inc., using BioSemi electrode holders; see 
Giuliano and Wicha (2010). Additional electrodes were placed 
below and at the outer canthi of the left and right eyes to record 
blinks and eye movement, respectively, and on the left and right 
mastoid processes to serve as offline reference. Preamplifiers in 
each electrode were used to reduce induced noise between the 
electrode and the amplification/digitization system (BioSemi 
ActiveTwo, BioSemi B.V. Amsterdam), allowing high electrode 
impedances. Electrode offsets were kept below 35 mV. A first-order 
analog anti-aliasing filter with a half-power cutoff at 3.6 kHz was 
applied (see www.biosemi.com). The data were sampled at 512 Hz 
(2048 Hz with a decimation factor of 1/4) with a bandwidth of 
DC to 134 Hz, using a fifth order digital sinc filter. Each active 
electrode was measured online with respect to a common mode 
sense (CMS) active electrode producing a monopolar (non-dif-
ferential) channel, and was referenced offline to the average of the 
left and right mastoids. Data were processed using BrainVision 
Analyzer 2 (Brain Products GmbH, Munich, Germany). Non-
causal Butterworth digital filters were applied with a low cutoff 

Figure 1 | example trial for experiments 1 (A) and 2 (B). During the pitch discrimination task, a standard tone was presented, followed 500 ms later by a tone of 
identical, lower, or higher pitch. Participants indicated their response (same or different) by button press when the three fixation crosses appeared on the screen. 
ERPs were time-locked to the onset of the second tone.
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between upward and downward pitch changes around 200–400 ms 
post-stimulus, whereas the control group ERPs to upward and 
downward changes did not differ until later stages of processing 
of approximately 400 ms and onward. In the following sections we 
address results separately for effects of pitch change and change 
direction, with planned contrasts between groups when a group 
main effect or interaction with group was present. Mean amplitudes 
were analyzed in a group × change (change vs. no-change) ANOVA 
design including scalp distribution factors of hemisphere (left vs. 
right) × laterality (lateral vs. medial) × anteriority (prefrontal, fron-
tal, central, occipital), such that only 16 of the 26 scalp electrodes 
were included in the omnibus ERP analyses (left lateral sites, LLPf 
(prefrontal), LLFr (frontal), LLTe (temporal), LLOc (occipital); left 
medial sites, LMPf, LMFr, LMCe, LMOc; right lateral sites, RLPf, 
RLFr, RLTe, RLOc; right medial sites, RMPf, RMFr, RMCe, RMOc). 
Greenhouse–Geisser corrections were applied to all repeated-meas-
ures with more than one degree of freedom to correct for errors of 
sphericity, and Bonferoni corrections were used for all pair wise 
comparisons.

Effect of pitch change (change vs. no-change)
Topographic scalp plots of change minus no-change difference 
waves (Figure 3B) suggest that tone speakers differentiated 
between change and no-change trials at very early stages of pro-
cessing, specifically at the P50 (50–100 ms). Both groups showed 
evidence of differentiating between change and no-change trials 
at the subsequent negativity (N1 complex), although the control 
group seemed to take longer to resolve this discrepancy, mani-
festing in a prolonged N1c. At subsequent stages of processing 
indexed by the P300, both groups showed similar differentia-
tion between change and no-change trials. During the same time 
window in which the P300 emerged at central-parietal sites, the 

direction (up vs. down) was performed. Overall, performance 
was better in tone speakers than the control group [group, F(1, 
31) = 7.700, p = 0.009], particularly when discriminating smaller 
changes in pitch [group × change amount, F(5, 155) = 4.405, 
p = 0.014]. Tone speakers were more accurate than controls on 
pitch changes of 13 cents (p = 0.006), 25 cents (p = 0.007), and 
50 cents (p = 0.035). When collapsing across groups, performance 
overall improved as the amount of pitch change increased [change 
amount, F(5, 155) = 230.224, p < 0.001] and was more accurate 
on downward than upward pitch changes [change direction, F(1, 
31) = 10.287, p = 0.003] particularly on small pitch change trials 
[change amount × change direction, F(5, 155) = 5.684, p = 0.002]. 
However, effects of change direction were more pronounced in tone 
speakers [down, 74.5%; up, 68.5%; F(1, 31) = 6.533, p = 0.016] than 
in controls [down, 61.8%; up, 57.0%; F(1, 31) = 3.957, p = 0.056]. 
To explore this pattern further we performed planned contrasts by 
change direction, revealing that tone speakers were more accurate 
than controls at change amounts of 7 cents (p = 0.030), 13 cents 
(p = 0.005), and 25 cents (p = 0.024). On upward changes, tone 
speakers were better at changes of 13 cents (p = 0.038), 25 cents 
(p = 0.006), and 50 cents (p = 0.028).

Event-related potentials analyses
Grand average ERPs time-locked to the second tone in each pair 
can be seen in Figures 3 and 4. For both groups, the early fronto-
central negative deflection (N1) and later central-parietal positiv-
ity (P300) were larger in amplitude for change than no-change 
trials (Figure 3; see also footnote 4 regarding contingent negative 
variation). Upon visual inspection, the ERPs of the control group 
were characterized by larger N1c and P300 amplitudes to change 
trials relative to the tone speakers. Taking the direction of pitch 
change into consideration (Figure 4), tone speakers distinguished 

Figure 2 | experiment 1 behavioral performance (hit rate minus false 
alarm rate) on the pitch discrimination task as a function of the amount 
and direction of pitch change. Significant group differences between tone 
speakers and controls are starred (p < 0.05).

Figure 3 | (A) Event related potentials for change and no-change trials 
time-locked to the second tone of each pair. (B) Topographic scalp plots of 
difference wave activity (change minus no-change trials). Notice the larger P50 
for tone speakers, and the later effects for the control group (N1c).
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LMPf, RMPf, RDFr, LDFr, LMFr, RMFr, and LDCe significance at 
p < 0.05), while this same effect was limited to one electrode in the 
control group (LLPf).

125–250 ms. A right-lateralized N1 was observed for both groups 
independent of change condition during this epoch. Similar to the 
P1, the N1 was larger in amplitude for change than no-change trials 
[change, F(1, 31) = 9.608, p = 0.004], and was most pronounced at 
medial electrodes over the right hemisphere [change × hemisphere, 
F(1, 31) = 11.568, p = 0.002; change × laterality, F(1, 31) = 6.717, 
p = 0.014; change × anteriority, F(3, 93) = 7.292, p = 0.004; 
change × hemisphere × Laterality, F(1, 31) = 10.714, p = 0.003; 
change × hemisphere × anteriority, F(3, 93) = 10.084, p < 0.001; 
change × laterality × anteriority, F(3, 93) = 6.706, p = 0.001; 
change × hemisphere × laterality × anteriority, F(3, 93) = 5.069, 
p = 0.007]. The distribution of the N1 effect for change vs. no-change 
trials differed between groups [group × change × hemisphere × lat-
erality, F(1, 31) = 5.301, p = 0.028], with a more distributed effect 
for control subjects (medial sites in the left, p = 0.022 and right 
hemispheres, p = 0.013 and at right lateral sites, p = 0.001) than 
tone speakers (right medial electrodes, p = 0.033). Additionally, 
only the control group showed an N1 effect at the right lateral 
temporal electrode site (RLTe: p < 0.001; tone speakers, p = 0.173), 
likely indexing the N1c subcomponent of the auditory N1 potential, 
with greater amplitude for change than no-change trials.

350–550 ms. Overall, P300 amplitudes were larger for change 
than no-change trials at frontal, central, and posterior sites [change, 
F(1, 31) = 21.056, p < 0.001; change × anteriority, F(3, 93) = 24.576, 
p < 0.001], while the CNV7 was larger for no-change than change tri-
als at medial prefrontal sites [change × hemisphere, F(1, 31) = 9.529, 
p = 0.004; change × laterality, F(1, 31) = 19.223, p < 0.001; 
change × hemisphere × anteriority, F(3, 93) = 3.995, p = 0.015; 
change × laterality × anteriority, F(3, 93) = 4.674, p = 0.008]. There 
was also an overall amplitude difference between groups [group, 
F(1, 31) = 5.502, p = 0.026], with tone speakers eliciting larger 
negative (CNV) amplitudes than controls at prefrontal and frontal 
sites, while controls elicited larger positive amplitudes (P300) than 
tone speakers at posterior sites [group × laterality × anteriority, F(3, 
93) = 4.640, p = 0.015; group × hemisphere × laterality × anteri-
ority, F(3, 93) = 5.100, p = 0.005]. Interestingly, tone speakers 
elicited larger CNV amplitudes than controls on both change and 
no-change trials, while controls elicited larger P300 amplitudes than 
tone speakers on change trials only [group × change × anteriority, 
F(3, 93) = 4.953, p = 0.021; group × change × laterality × anterior-
ity, F(3, 93) = 3.002, p = 0.046].

Direction of change analyses
Visual inspection of the ERPs for upward and downward pitch 
changes collapsed across amount of change suggests an earlier 
dissociation between upward and downward change for tone 
 speakers than controls (see Figure 4). Mean amplitudes for upward 
and downward trials were extracted for consecutive epochs of 
200–400 ms, 400–600 ms, and 600–800 ms, then subjected to a 
group × change direction (up, down) ANOVA.

200–400 ms. Tone speakers elicited larger negative amplitude 
for downward than upward changes over the right hemisphere 
[group × change direction × laterality, F(1, 31) = 6.297, p = 0.018; 
group × change direction × hemisphere × laterality × anteriority, F(3, 

CNV-like4 sustained negativity was observed at anterior sites. To 
capture these effects, mean amplitudes were extracted in time 
windows of 50–100 ms (P50), 125–250 ms (N1), and 350–550 ms 
(P300/CNV).

50–100 ms. There was a main effect of pitch change at ante-
rior sites, with larger P50 amplitudes for change than no-change 
trials at left anterior sites [change × anteriority, F(3, 93) = 8.701, 
p = 0.002; change × hemisphere × anteriority, F(3, 93) = 3.661, 
p = 0.024; change × hemisphere × laterality × anteriority, F(3, 
93) = 6.450, p = 0.001]. Overall, P50 amplitudes at frontocentral 
electrodes were larger for tone speakers than the control group 
[group × hemisphere × anteriority, F(3, 93) = 4.238, p = 0.019; 
group × hemisphere × laterality × anteriority, F(3, 93) = 5.081, 
p = 0.006]. Although there were no significant interactions between 
group and change, the main effect of change and the differences 
by group seemed to be carried by larger P50 amplitudes to change 
than no-change trials in tone speakers only. Post hoc analyses con-
firmed that tone speakers elicited larger P50 amplitudes to change 
than no-change trials at several bilateral anterior sites (MiPf, LLPf, 

Figure 4 | (A) Event related potentials for upward and downward pitch 
changes, collapsed across the amount of pitch change. Tone speakers showed 
early differentiation between change directions (200–400 ms), whereas the 
control group ERPs showed effects of change direction at later stages of 
processing. (B) Topographic scalp plots of difference wave activity (upward 
minus downward pitch changes) for each analyzed window.

4Both groups also showed a sustained frontocentral negativity peaking around 
500 ms then returning sharply to baseline. Since the task involved a delayed- 
response upon appearance of a visual cue 500 ms after the target tone, this negati-
vity is likely a contingent negative variation (CNV) reflecting response preparation 
processes (e.g., Walter et al., 1964; Tecce, 1972; Bender et al., 2004), or an offset 
potential (Rohrbaugh et al., 1979; Goydke et al., 2004) similar to those observed 
in auditory studies not requiring a response, though the latter tends to be larger 
toward the vertex (Picton et al., 1977).
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Stimuli
Stimuli were pure tones as in Experiment 1. During each trial, 
participants heard two pairs of notes, where the first interval (stand-
ard) always comprised C5 (524 Hz) then G5 (784 Hz), resulting 
in a 700-cent change (where 100 cents = 1 semitone). The second 
interval started on F#5 (740 Hz) and was immediately followed by 
a fourth tone, which varied with trial type.

On “no-change” trials (160 total), the fourth tone was C#6, 
resulting in an equivalent change compared to the previously pre-
sented tone pair. On “change” trials (240 total), the fourth tone was 
either higher or lower in pitch than the no-change note C#6 by 13, 
25, 50, 100, 200, or 400 cents (20 trials each). Thus, relative to the 
standard interval, an “expanded” interval was created by upward 
pitch changes from C#6, while a “shrunken” interval was formed 
by downward changes from C#6. Participants were asked to judge 
the relative size of the two intervals by indicating whether they 
were “same” or “different” via a button press. The order of trials 
was pseudo-randomized, such that no more than two trials in a 
row were presented with the same amount or direction of change, 
with a fixed order presented to all participants.

Procedure
The procedure was the same as in Experiment 1. Participants 
completed a total of 400 trials of interval discrimination across 16 
blocks. During each trial (see Figure 1B), participants were asked to 
fixate on a half-inch white cross on a black screen, which appeared 
500 ms before the first tone to orient the participant, and remained 
on the screen until 500 ms after the end of the last tone to reduce eye 
movement artifacts in the EEG. Participants responded by pushing 
one button for “same” and another for “different” with their right 
hand on a response box. At the end of each trial, the screen went 
blank for 500 ms before the onset of the next trial.

rEsults
Behavioral data
Figure 5 contains a summary of performance on the interval dis-
crimination task. Response accuracy was analyzed using hit rate 
minus false alarm rate in a group × interval distance (13, 25, 50, 
100, 200, and 400 cent change) × change direction (expanded vs. 
shrunken) repeated-measures ANOVA. For both groups, perfor-
mance became more accurate as the amount of interval change 
increased [interval, F(5, 150) = 131.807, p < 0.001] and was more 
accurate on expanded than shrunken intervals [interval × change 
direction, F(5, 150) = 2.702, p = 0.044], particularly at large interval 
distances of 400 cents (p = 0.001). Although there was no main 
effect of group, F(1, 30) = 1.574, p = 0.219, there was a significant 
group × interval interaction, F(5, 150) = 5.926, p = 0.001, where tone 
speakers performed better than controls at the largest interval change 
amounts, specifically 200-cent (p = 0.012) and 400-cent change 
(p = 0.022). Furthermore, there was a group ×  interval × change 
direction  interaction, F(5, 150) = 3.307, p = 0.019, revealing better 
performance in tone speakers than the control on shrunken intervals 
of 200 cents (p = 0.038) and 400 cents (p = 0.008), and on expanded 
intervals of 13 cents (p = 0.046), and 200 cents (p = 0.009). Tone 
speakers were also marginally better on expanded intervals of 100 
cents, p = 0.061 (note that the apparent difference at 25 cent intervals 
in Figure 5 was not significant, p = 0.101).

93) = 3.008, p = 0.043]. Pairwise comparisons show that this difference 
was strongest at the lateral frontal and temporal electrodes (RLFr, 
p = 0.004; RLTe, p = 0.005), as well as medial prefrontal to central sites 
(RMPf, p = 0.053; RMFr, p = 0.009; RMCe, p = 0.015). No significant 
differences were observed for the control group (all p’s > 0.10).

400–600 ms. There were no significant main effects of group 
or change direction, nor interactions of these factors, in this 
window.

600–800 ms. Controls elicited larger positive amplitudes 
to downward than upward changes at medial electrode sites 
[group × change direction × laterality × anteriority, F(3, 93) = 3.532, 
p = 0.028]. Pairwise comparisons revealed that this was signifi-
cant at frontal (p = 0.033), central (p = 0.006) and occipital sites 
(p = 0.002). No differences by change direction were observed for 
tone speakers.

dIscussIon
The behavioral and electrophysiological results both demonstrate 
a clear advantage for native tone speakers on this simple pitch dis-
crimination task. Tone speakers were more accurate at discriminating 
changes in pitch, particularly for smaller change amounts. In addi-
tion, tone speakers elicited an earlier difference between change and 
no-change trials (P50) than was observed in the control group (N1), 
alluding to faster and more sensitive tone discrimination in speakers 
of a tone language. Similarly, the ERPs of tone speakers differentiated 
upward from downward pitch change at an earlier stage of process-
ing (200–400 ms) than controls (600–800 ms), even though the task 
did not require listeners to indicate the direction of pitch change. 
ERPs from the control group also showed larger P300 amplitude on 
change trials compared to tone speakers, indexing a difference in the 
ability to categorize the stimuli perhaps due to categorical percep-
tion requiring more resources for the control group. Finally, subtle 
differences in scalp distribution between the groups imply that non-
tone language speakers employed a more widely distributed neural 
network to perform the task than tone language speakers.

ExpErImEnt 2
Experiment 1 demonstrated an advantage for tone language speakers 
on a simple pitch discrimination task. Experiment 2 was designed 
to test for a similar advantage on a more complex perceptual dis-
crimination task. Experiment 2 required participants to determine 
if two consecutive pairs of tones were of same or different interval 
size. The goal was to uncover the electrophysiological correlates for 
an observed behavioral tone language advantage (Pfordresher and 
Brown, 2009; Hove et al., 2010), using a similar task and stimuli.

mEthods
Participants
Data from right-handed native tone language speakers (n = 16) 
and controls (n = 16) of those who participated in Experiment 1 
were used for this experiment.5

5The sample for Experiment 2 included all participants from Experiment 1, 
 however a single participant was excluded from the Tone group for an insufficient 
number of artifact-free trials in Experiment 2. The exclusion of this participant did 
not significant impact the group matching on music experience, age, education, 
and other variables.
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300–500 ms. For both groups, P300 amplitudes were larger for 
change than no-change trials [change, F(1, 30) = 19.234, p < 0.001]. 
However, this effect was more widely distributed in controls than 
tone speakers [group × change × laterality × anteriority, F(3, 
90) = 3.564, p = 0.037]. This effect was observed at all midline 
sites, as well as lateral central and occipital sites for the control 
group, and only at midline frontal, central, and occipital sites for 
tone speakers.

500–700 ms. Continuing from the previous epoch, the prolonged 
positivity resulted in larger positive amplitudes for change than no-
change trials in both groups [change, F(1, 30) = 11.541, p < 0.001]. 
While both groups showed a larger positivity to change than 
 no-change trials at lateral and medial occipital sites, and medial 
frontal and central sites, this effect extended to lateral  central sites in 
tone speakers only [group × change × anteriority, F(3, 90) = 4.147, 
p = 0.038; group × change × laterality × anteriority, F(3, 90) = 5.161, 
p = 0.008].

Effect of interval change direction
Figure 7 shows ERPs for expanded and shrunken intervals collapsed 
across amount of interval change, as well as difference waves for ris-
ing minus falling intervals. Visual inspection reveals that the ERPs 
of tone speakers differentiated between expanded and shrunken 
change around 75 ms and at later stages of processing, while an 
effect of change direction in non-tone speakers did not emerge until 
approximately 225 ms. To capture these effects, mean  amplitudes 

Event-related potentials
Event related potentials were time-locked to the critical changing 
tone (second tone of the second pair) and analyzed as change rela-
tive to no-change (Figure 6) and by change direction (Figure 7). 
In the following, we describe the results of each analysis in sepa-
rate sections. As with Experiment 1, all ERP analyses included the 
electrode factors of hemisphere (left, right) × laterality (lateral, 
medial) × anteriority (prefrontal, frontal, central, occipital), while 
Greenhouse–Geisser and Bonferroni corrections were applied 
where appropriate.

Effect of interval change (change vs. no-change)
Event related potentials for all interval no-change and change trials 
collapsed across change amount, as well as difference waves of change 
minus no-change activity are shown in Figure 6. Mean amplitudes 
were extracted in epochs where group ERPs  differentiated between 
change and no-change intervals and subjected to a group × change 
(change vs. no-change) ANOVA. The chosen epochs corresponded 
with an early, right-lateralized N1 effect of change that was only 
present in tone speakers (125–225 ms), and a later effect of change 
seen in both groups that was indexed by a P300 and subsequent 
late positivity (300–500 ms, 500-700 ms).

125–225 ms. Overall, N1 amplitudes were larger for change than 
no-change trials [change, F(1, 30) = 14.327, p = 0.001]. However 
this was mitigated by a marginally significant interaction by group 
[group × change, F(1, 30) = 3.969, p = 0.056], such that this effect 
was observed in tone speakers (p < 0.001) but not in the con-
trol group (p = 0.215). Pair wise comparisons confirmed that the 
larger N1 amplitudes for tone speakers on change relative to no-
change intervals was observed broadly across the scalp, yet absent 
in controls.

Figure 5 | Mean hit rate minus false alarm rate on the interval 
discrimination task for tone speakers and controls as a function of the 
amount and direction of change. Significant group differences are starred 
(p < 0.05); the parentheses indicate a marginal group difference (p = 0.61).

Figure 6 | (A) Event related potentials for interval change and no-change 
trials time-locked to the second tone of the second tone pair. (B) Topographic 
scalp plots of difference wave activity (change minus no-change trials). Notice 
the earlier effects of interval change for Tone speakers.
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medial prefrontal, frontal, central, and occipital sites. In contrast, 
no differences by direction of change were observed at any sites in 
the control group.

dIscussIon
Like Experiment 1, Experiment 2 shows strong support for a tone 
language advantage, this time in a more complex perceptual dis-
crimination task. Behaviorally, native tone speakers were more 
accurate at detecting large changes in interval distance of 200 and 
400 cents. In addition, Tone speakers elicited an earlier difference 
between interval change and no-change trials (125–225 ms) than 
controls (300–500), alluding to faster and more sensitive tone dis-
crimination in speakers of a tone language. Similarly, the ERPs of 
Tone speakers showed a difference between expanded and shrunken 
intervals at an earlier (and later) stage of processing (75–175 ms) 
than the control group (225–325 ms).

GEnEral dIscussIon
In this study, native experience speaking a language in which pitch is 
used to express meaning determined how early the brain responded 
to differences in pitch for non-speech sounds, and was accompa-
nied by enhanced performance (i.e., greater accuracy in discrimi-
nating sounds) on pitch and interval discrimination tasks relative 
to controls. Not only were native tone speakers more accurate at 
detecting changes in pitch height and interval distance at various 
increments, their ERPs demonstrated earlier effects of change vs. 
no-change, more focal processing of stimulus change, and earlier 
effects of change direction. These findings support an existing body 
of research demonstrating the impact of language experience on the 
way sound is processed in the brain, replicating previous reports 
of general pitch processing advantages observed in tone language 
speakers, while adding that these effects are driven by facilitation in 
the brain response to auditory stimuli at early stages of processing.

The current results demonstrate greater sensitivity to pitch 
height information in native tone speakers when compared to 
non-tone language speaking bilinguals, even when listeners were 
presented with level-contour tones that did not directly resemble 
linguistic tones used in Mandarin. This is consistent with the view 
that height and contour of pitch are evaluated separately during 
the perception of Mandarin lexical tones (Massaro et al., 1985) and 
coheres with previous findings that native tone-speaking experi-
ence leads to general enhancements in pitch processing that are 
not specific to linguistic input (Deutsch and Henthorn, 2004; 
Deutsch et al., 2006, 2009). Prior to this study, studies using similar 
paradigms did not show an advantage for tone language speakers 
for simple pitch discrimination (Bent et al., 2006; Pfordresher 
and Brown, 2009). There were some differences between this and 
prior  studies. Whereas the composition of the control non-tone 
language group in the current study included bilingual speak-
ers (English, plus another non-tonal language), participants in 
previous studies have primarily been monolingual (English only) 
speakers. It seems plausible that experience with more than one 
language can lead to improved performance on a pitch task based 
on the use of different pitch patterns across languages. For this 
reason we thought it was important to include a bilingual control 
group for the bilingual tone speaker group. However, improved 

were extracted in windows of 75–175 ms, 225–325 ms, and  
425–525 ms, and subjected to a group × change direction (expanded 
vs. shrunken) ANOVA.

75–175 ms. Overall, amplitudes in this epoch were more negative 
for expanded than shrunken intervals [Direction, F(1, 30) = 7.670, 
p = 0.010]. There was a trend toward a Group by Change Direction 
interaction, F(1, 30) = 3.052, p = 0.091. Planned comparisons 
indicated larger negative amplitudes to expanded compared to 
shrunken intervals for Tone speakers (p = 0.003), but no differ-
ence for controls (p = 0.475). Further exploratory comparisons 
revealed that this effect was significant at frontocentral sites in the 
left and right hemisphere for Tone speakers, but was absent at all 
sites for the control group.

225–325 ms. In contrast to the previous epoch, amplitudes 
were more negative for shrunken than expanded intervals 
[Direction, F(1, 30) = 10.527, p = 0.003], and this effect was 
present in both groups (Tone, p = 0.039; controls, p = 0.021). 
No interaction of Group by Change Direction was observed in 
this window.

425–525 ms. Larger positive amplitudes to expanded than 
shrunken intervals were observed exclusively in Tone speakers 
[group × direction × laterality, F(1, 30) = 5.207, p = 0.030]. Planned 
comparisons revealed the presence of this effect in Tone speakers at 

Figure 7 | (A) Event related potentials for rising and falling interval changes, 
collapsed across amount of change. Tone speakers showed larger effects of 
change direction than controls at early (75–175 ms) and later stages of 
processing (425–525 ms). (B) Topographic scalp plots of difference wave 
activity (upward minus downward pitch changes) for each analyzed window, 
showing earlier effects for tone speakers.
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The present results have much different implications in that they 
suggest differences across groups with respect to sensitivity that 
extend to auditory patterns bearing little resemblance to speech. 
Moreover, our ERP results indicate that these differences across 
groups appear early and are related to both perceptual (exogenous, 
stimulus-driven components such as N1) and  categorization 
(P300) processes. We suspect that both findings fill in part of 
the continuum from speech to non-speech processing referred 
to by Bent et al. whereas effects related to response bias may be 
found for more speech-like analogs, effects related to sensitivity 
may appear in materials that less resemble speech. Moreover, as 
mentioned above, effects related to sensitivity as found here may 
require greater statistical power, and more balanced selection of 
control participants, to detect.

The effect of change (change minus no-change collapsing across 
pitch change amount) showed early group differences in brain 
activity at the P50 component, with pitch changes eliciting a larger 
frontocentral positivity for tone speakers at around 50–100 ms 
compared to controls (Figure 3B), consistent with the distribution 
of the auditory P50 (e.g., Potts et al., 1998; Korzyukov et al., 2007). 
Guterman et al. (1992) found that focusing participants’ attention 
on the second click of a click pair increased the P50 amplitude 
elicited by that click, suggesting that the P50 reflects enhancements 
in early stimulus processing. This is supported by similar findings 
of stimulus expectancy and attention effects occurring as early as 
the P50 (Guterman and Josiassen, 1994; Clementz et al., 2002). 
The P50 appears to be generated by separate sources in the fron-
tal and temporal lobes (Potts et al., 1998; Grunwald et al., 2003; 
Korzyukov et al., 2007), where the frontal generator collects and 
retains information from the temporal lobe generator about the 
physical parameters of the auditory stimulus (Korzyukov et al., 
2007). In light of these findings, the larger P50 amplitudes observed 
here for tone speakers may suggest that their native experience with 
a tonal language allows them to extract more information from 
the auditory stream, in this case information about pitch height. 
This interpretation is consistent with findings that tone speakers 
show enhanced processing of pitch in the brainstem (Krishnan 
et al., 2005, 2009; Swaminathan et al., 2008). In the interval task, 
although collapsing across interval change amount did not reveal 
a P50 effect in either group, tone speakers still showed an ear-
lier effect of change than controls indexed by a larger N1-like 
 component (Figure 6). Given the greater complexity of the inter-
val discrimination judgments, it is possible that tone speakers’ 
auditory processing advantage is noticeable only at a later cortical 
stage of processing relative to the simpler pitch discrimination 
task. We should note that there was evidence of a reduction in 
the brain response to pitch change in tone speakers at the P300, 
but this was not replicated in the interval task. Diminished P300 
amplitudes in tone speakers may reflect a less resource-intensive 
category judgment of change or no-change for each pitch, due to 
pitch discrimination involving more automated processing than 
in controls (Linding et al., 2003).

conclusIon
To our knowledge, this study is the first to demonstrate a tone 
language pitch processing advantage with simple tones, where 
accurate performance depends solely upon sensitivity to pitch 

performance based on being bilingual alone would have worked 
against our finding of a tone language advantage. On the contrary, 
the current results might be confounded by ethnicity, given that 
the tone language speakers were all of the same ethnicity, while the 
non-tone speakers were of different ethnic backgrounds. With our 
population samples we cannot separate out any role that genetics 
might play in our findings (c.f., Hove et al., 2010). Nevertheless, 
there is strong evidence that it is experience and not genetics that 
plays the more critical role in pitch processing (Crinion et al., 2009; 
Deutsch et al., 2009). Great care was taken to match the groups 
on all other characteristics6 (see Footnote 1). Finally, the number 
of trials in the current study was significantly more than those of 
the other studies, given that a large number of trials are needed 
for ERP analysis. However, there was no evidence of a practice or 
habituation effect comparing earlier and later trials in our data. 
Our results replicate the behavioral tone language advantage for 
interval discrimination previously reported by Pfordresher and 
Brown (2009), and suggest that this advantage is specific to larger 
interval sizes (200- and 400-cent change) for this more challenging 
perceptual discrimination task. Thus, we provide evidence for a 
robust advantage across both experiments.

Tone speakers also demonstrated greater sensitivity to the direc-
tion of pitch change than controls. On pitch discrimination tri-
als, the hit rate of tone speakers was higher for downward than 
upward changes, particularly at the smallest change amounts (7 
and 13 cents). Considering that falling tones occur with greater 
frequency than rising tones in Mandarin (e.g., Cheng, 1973), this 
difference may be due to Mandarin speakers’ greater experience 
detecting downward than upward changes in pitch. Thus the cross-
domain influence between linguistic and non-linguistic tone pro-
cessing is influenced by the specific characteristic of the sounds to 
which a listener is exposed. The same pattern was observed in the 
ERPs of tone speakers (Figure 4), which differentiated downward 
from upward pitch changes at earlier stages of processing (200–
400 ms) than controls (600–800 ms). Although change direction 
effects were not apparent behaviorally on interval discrimination 
trials, the more sensitive ERP measures showed earlier and more 
robust differentiation between expanded and shrunken intervals 
for tone speakers compared to controls (Figure 7).

On the surface, the fact that Mandarin speakers were more sen-
sitive to pitch direction in the current study is similar to previous 
findings reported by Bent et al. (2006). In that study, Mandarin 
speakers processed rising and falling non-speech contours dif-
ferently in an identification task, whereas English speakers were 
more comparable in their performance across contours. However, 
unlike the current study, Mandarin speakers in Bent et al. differed 
only with respect to response bias, not sensitivity, and group dif-
ferences in that study were only found for non-speech analogs 
of Mandarin tones (i.e., dynamically changing tones). Bent et al. 
concluded that linguistic background shapes categorization, but 
not perception, of auditory signals that resemble speech sounds. 

6To rule out the possibility that the current results were influenced by musical 
 experience, years of musical training3 was entered as a covariate on ANOVAs of both 
behavioral and ERP data. For behavioral and ERP analyses in both experiments, 
there were no main effects of music experience (all p’s > 0.63), nor  significant inte-
ractions with pitch change (all p’s > 0.71) or change direction (all p’s > 0.23) in any 
of the time windows analyzed.
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height information. Utilizing the temporal precision of ERPs, 
we provide evidence that the tone language advantage observed 
on the pitch and interval discrimination tasks was due to an 
enhancement of early sensory processes, indexed by larger P50 
amplitudes to pitch changes and larger N1 amplitudes to the 
more complex interval changes. Together these findings clearly 
show that language  experience can have a significant impact on 
an individual’s ability to process non-linguistic information, 
reflecting the subtle but robust cross-domain influence between 
language and  general perception. Native experience with a tone 
language involves attending to the pitch of spoken syllables in 

daily language use from an early age, and this experience appears 
to enhance the brain’s cortical representation of pitch relative to 
speakers of a non-tone language.
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Song composers incorporate linguistic prosody into their music when setting words to
melody, a process called “textsetting.” Composers tend to align the expected stress of
the lyrics with strong metrical positions in the music. The present study was designed to
explore the idea that temporal alignment helps listeners to better understand song lyrics
by directing listeners’ attention to instances where strong syllables occur on strong beats.
Three types of textsettings were created by aligning metronome clicks with all, some or
none of the strong syllables in sung sentences. Electroencephalographic recordings were
taken while participants listened to the sung sentences (primes) and performed a lexi-
cal decision task on subsequent words and pseudowords (targets, presented visually).
Comparison of misaligned and well-aligned sentences showed that temporal alignment
between strong/weak syllables and strong/weak musical beats were associated with mod-
ulations of induced beta and evoked gamma power, which have been shown to fluctuate
with rhythmic expectancies. Furthermore, targets that followed well-aligned primes elicited
greater induced alpha and beta activity, and better lexical decision task performance, com-
pared with targets that followed misaligned and varied sentences. Overall, these findings
suggest that alignment of linguistic stress and musical meter in song enhances musical
beat tracking and comprehension of lyrics by synchronizing neural activity with strong syl-
lables. This approach may begin to explain the mechanisms underlying the relationship
between linguistic and musical rhythm in songs, and how rhythmic attending facilitates
learning and recall of song lyrics. Moreover, the observations reported here coincide with
a growing number of studies reporting interactions between the linguistic and musical
dimensions of song, which likely stem from shared neural resources for processing music
and speech.

Keywords: rhythm, EEG, beta/gamma oscillations, song perception, textsetting, prosody, language, music

INTRODUCTION
Song is an ecological model for studying the complex relation-
ship between music and speech, and has been examined in recent
studies with cognitive neuroscience methods that have found
interactions between various aspects of the linguistic and musi-
cal dimensions of songs (Lidji et al., 2009; Gordon et al., 2010;
Sammler et al., 2010; Schön et al., 2010). In both music and speech,
temporal patterning of events gives rise to hierarchically organized
rhythms that are perceived as metrical (Palmer and Hutchins,
2006). Songs are created through the process of textsetting, in
which the prosodic features of speech are combined with musi-
cal melody, uniting their separate metrical structures and forming
one rhythmic pattern (Halle and Lerdahl, 1993). Musicologists
have long noted that in the process of textsetting, song composers
often align linguistically strong syllables with musically strong
beats (Kimball, 1996), an observation that has been confirmed in
analyses of corpuses of English songs (Palmer and Kelly, 1992). In
other words, stressed syllables, or syllables that one would expect
to be stressed in speech (“strong” syllables), are more likely than
unstressed (“weak”) syllables to occur on hierarchically prominent

musical beats. Musicians intuitively emphasize this correspon-
dence, by lengthening well-aligned syllables more than misaligned
ones. Furthermore, non-musicians have predictable, consistent
intuitions about aligning lyrics to musical rhythms when asked to
sing novel lyrics (i.e., new verses) to a familiar melody (Halle and
Lerdahl, 1993) or chant lyrics without knowledge of the original
melody (Hayes and Kaun, 1996).

It has been proposed that certain goals of music performance,
including communication and memorization, may be fulfilled by
the temporal alignment of strong syllables with musically strong
beats (Palmer and Kelly, 1992). In fact, Johnson et al. (in revision)
studied comprehension of sung lyrics in a sentence context by
asking listeners to transcribe well-aligned words (strong syllables
occurring on strong beats), and misaligned words (weak syllables
occurring on strong beats). They found that intelligibility of sung
lyrics was better when strong syllables aligned with strong metric
positions in the music. Behavioral results from several studies sug-
gest that songs that are well-aligned are also easier to memorize.
For instance, Gingold and Abravanel (1987) reported that children
had more difficulty learning songs with misaligned textsettings
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than songs with well-aligned textsettings. Experiments with adults
also point to the efficacy of emphasizing both the linguistic (Wal-
lace and Rubin, 1988; Wallace, 1994) and musical (Purnell-Webb
and Speelman, 2008) rhythm during song learning. To summarize,
composers, performers, and naïve listeners appear to prefer well-
aligned textsettings, which may be associated with more efficient
encoding mechanisms.

One explanation for these observations is that attending and
comprehension are facilitated when strong syllables occur on
strong beats. It thus follows that intelligibility of sung lyrics would
be degraded when word stress does not align with strong beats
(Johnson et al., in revision). Misaligned words could be perceived
as prosodically incongruous sung language, which disrupts attend-
ing and hinders comprehension, similar to the way that rhythmic
incongruities in speech disrupt intelligibility (Tajima et al., 1997;
Field, 2005). The present study was designed to uncover the brain
mechanisms underlying the preference for metrical alignment, by
testing the hypothesis that well-aligned textsettings help listeners
to better understand song lyrics, by directing temporal attention
to instances where strong syllables occur on strong beats.

Our approach is based on previous work on perception of
speech prosody and musical meter. Several studies have shown
that prosody is important for speech segmentation in adults (e.g.,
Cutler and Norris, 1988; Smith et al., 1989; Mattys et al., 2005)
and children (e.g., Jusczyk et al., 1993). It has been proposed that
word stress facilitates segmentation of the speech signal by direct-
ing temporal attention toward salient events in speech (Shields
et al., 1974; Pitt and Samuel, 1990; Quené and Port, 2005): listen-
ers attend more to strong syllables than weak syllables. Rhythmic
expectations generated by metrical and syntactic cues also play an
important role in predicting word stress (Kelly and Bock, 1988; Pitt
and Samuel, 1990). Likewise, when the timing of musical notes is
organized to aid the listener in predicting the timing of upcoming
events (Schmidt-Kassow et al., 2009), attention is preferentially
allocated to strong beats in music (Large and Jones, 1999).

Therefore, it is likely that listeners’ temporal attention is focused
by well-aligned, predictable textsettings in song, in which strong
syllables and strong beats coincide. Cortical rhythms entrain to
the temporal structure of acoustic signals (Snyder and Large,
2005; Zanto et al., 2005; Fujioka et al., 2009; Geiser et al., 2009;
Nozaradan et al., 2011), and entrainment of neuronal oscillations
can function as a mechanism of attentional selection (Lakatos
et al., 2008; Stefanics et al., 2010). Entrainment of intrinsic neural
processes explains temporal expectancy and perceptual facilita-
tion of events that occur at expected points in time (Large and
Jones, 1999; Jones, 2010). The experience of meter is posited to
arise from interaction of neural resonances at different frequen-
cies. In light of suggestions of similar mechanisms for perceiving
meter in speech and music (Port, 2003; Patel et al., 2006; Patel,
2008; Marie et al., 2011), we sought to probe a possible influence
of linguistic rhythm on neural correlates of musical rhythm by
investigating prosodically driven changes in these neural responses
to sung stimuli.

An experiment was thus designed to explore the idea that align-
ment of stressed syllables with strong beats in music helps to
temporally focus listeners’ attention, which in turn facilitates syl-
lable segmentation and comprehension of the lyrics of a song.

Using a cross-modal priming paradigm, listeners were presented
with sung sentences (primes) in which all, none, or some of the
strong syllables occurred on strong musical beats. Strong beats
were determined by a series of isochronous metronome clicks
occurring on alternating syllables before and during the sentences.
Three kinds of sentence alignment were used: well-aligned (regular
stress pattern; all strong syllables occur on strong beats), misaligned
(regular stress pattern; all weak syllables occur on strong beats),
varied (irregular stress pattern: some strong syllables occur on
strong beats, some occur on weak beats). To test the influence of
different kinds of sung sentence alignment on a subsequently pre-
sented stimulus, each sentence was followed by a target word or
pseudoword, presented visually, on which listeners were asked to
perform a lexical decision task (i.e., discerning real words from
nonsense words).

This approach exploits the ability of a metronome to induce
different metrical interpretations (i.e. shifting of strong beats; see
Iversen et al., 2009; Geiser et al., 2010; Vlek et al., 2011) on identical
melodies, sung with words. An isochronous metronome click train
was used to set up metrical expectancies before and during sung
sentences, such that the perceived strong musical beats (marked
by the clicks) were either aligned or not aligned with the expected
linguistic stress of each sung syllable. Alignment was manipulated
by shifting the same sung sentence by one quarter note (or shifting
the metronome clicks by one quarter note; see Figure 1).

Our first hypothesis was that well-aligned and misaligned syl-
lables would elicit different neural responses. It was expected that
strong metronome beats would elicit synchronized rhythmic fluc-
tuations in beta and gamma activity, in light of previous studies
suggesting that high frequency EEG/MEG fluctuates with endoge-
nous temporal and metrical expectancies, and persists even in the
absence of a tone (Snyder and Large, 2005; Fujioka et al., 2009). If
similar mechanisms are at work for perceiving rhythm in speech,
then high frequency neural activity may coordinate with strong
beats when they align with strong syllables. On the other hand,
when a weak syllable is aligned with a strong beat, beat track-
ing could be disrupted, and therefore typical beta and gamma
responses would be attenuated or suppressed. If the anti-phase
relationship between strong syllables and strong beats in the mis-
aligned sentences is perceived as syncopation, misaligned syllables
may elicit decreased beta power, as reported for sensori-motor
syncopation (Jantzen et al., 2001; Mayville et al., 2001).

The second hypothesis was that both alignment and regular-
ity facilitate lexical access. If well-aligned and misaligned syllables
are attended to differently online, during the sung sentence primes,
then the interplay between linguistic and musical rhythm may also
have a cumulative effect on attention to and perception of target
words and pseudowords. This may influence the lexico-semantic
search process, as shown in previous work on perception of spoken
language (Schirmer et al., 2002; Dilley and McAuley, 2008). Thus,
we predicted that misaligned and varied sentence primes would
hinder target processing, and would be associated with poorer task
performance [slower reaction times (RTs), more errors], compared
to well-aligned sentence primes. It was therefore predicted that
misaligned and varied primes would be more difficult to process
than well-aligned primes and thus recruit more cognitive resources
for their respective targets. These priming effects could stem from
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FIGURE 1 | Experimental paradigm and stimuli. Auditory sentence primes
were created by aligning a sequence of isochronous metronome clicks with
strong syllables in sung sentences (underlined), and shifting by one beat
relative to metronome clicks on downbeats. The waveforms show that the
same recording of sung sentence can be aligned with metronome clicks on
strong syllables to form well-aligned sentences, or with weak syllables to form

misaligned sentences. Targets consisted of words or pseudowords presented
visually following each auditory prime. The lower section of the figure gives a
schematic view of time windows analyzed for the EEG responses timelocked
to strong and weak beats (metronome clicks and syllables) and targets. Bold
lines show the boundaries of each latency window, and dashed lines show
zero points. See Section “Data Analysis – EEG” for further detail.

differences in domain–general memory mechanisms involved in
lexical search (such as changes reported in alpha band activity by
Doppelmayr et al., 2005; Grabner et al., 2007; Klimesch et al., 2007)
and selective attention to linguistic stimuli, reflected in alpha and
beta band suppression (Shahin et al., 2009; Van Elk et al., 2010).

MATERIALS AND METHODS
PARTICIPANTS
Nineteen volunteers participated in this experiment that lasted
about 2 h including preparation time. The study was approved
by the IRB committees at Florida Atlantic University and Mid-
dle Tennessee State University, and all participants gave written
informed consent. By self-report, all participants had normal hear-
ing, no known neurological problems, and were right-handed,
native speakers of English. Data from three participants was dis-
carded due to excessive ocular artifacts and line noise, thus the
final group of subjects consisted of 16 subjects (nine males, mean
age = 21.4 years, age range 18–34, mean number years of formal
music lessons = 1.9).

STIMULI
Sung sentences
First, a corpus of 144 English sentences was created based on the
type of sentences used in a previous study of meter in speech (Kelly

and Bock, 1988). Each sentence contained six syllables that formed
three types of metrical patterns: trochaic-regular (strong–weak–
strong–weak–strong–weak); iambic-regular (weak–strong–weak–
strong–weak–strong); and mixed-irregular (e.g., weak–strong–
strong–weak–weak–strong). See Table 1 for examples of sentences
used. The irregular sentences were controlled so that the total
number of strong and weak syllables in each syllable position (first
through sixth) was balanced over sentences.

Each sentence from each of the three linguistic conditions was
paired with a melody from a corpus of 24 tonal, isochronous pitch
sequences composed for this experiment. The first and last notes
of each melody were always the tonic, and the second through fifth
notes followed an overall contour of rising then falling. Because
pitch accents can contribute to the perception of linguistic stress
and musical meter (Hannon et al., 2004; Jones, 2009), each melody
was used once in each of the six experimental conditions. As shown
in Figure 2, the peak in melodic contour in a given melody was
held constant across experimental conditions and types of syllable
alignment (strong or weak syllables on strong or weak beats), so
any global effects of metrical alignment could not be attributed to
differences in melodic accents across syllables.

Using the MIDI Toolbox (Eerola and Toiviainen, 2004), the
melodies were exported as MIDI (Musical Instrument Digital
Interface) files in preparation for the digital recording session
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Table 1 | Experimental design and examples.

Well-aligned prime + target word

The pilot flew the plane. + SKY

Well-aligned prime + target pseudoword

Close the open window. + SKULB

Misaligned prime + target word

Close the open window. + GLASS

Misaligned prime + target pseudoword

The pi lot flew the plane. + GLOIL

Varied prime + target word

Scrub the dirt off your bike. + SOAP

Varied prime + target pseudoword

Scrub the dirt off your bike. + BILM

Strong syllables are underlined, and syllables occurring on strong musical beats

are in bold.

FIGURE 2 | Melodic contour of sung sentence stimuli. In these four
sentences sung to the same melody, the same pitch (circled in red) can
belong to different alignment conditions: well-aligned (weak syllable on
weak beat; strong syllable on strong beat) or misaligned (weak syllable on
strong beat; strong syllable on weak beat).

with the software GarageBand (Apple, Cupertino, CA, USA). The
recording session took place in the IAC chamber in the soundproof
booth in the Music Dynamics Lab at FAU. Each sentence was sung
by a trained singer (the first author, a soprano) using a metronome
set at 150 beats-per-minute, targeting a duration of 400 ms per syl-
lable. The sentences were sung with as little variation as possible in
loudness or duration between syllables, regardless of their expected
linguistic stress. Vowels in unstressed syllables were not reduced,
as they would be in speech; instead, they were pronounced fully, as
called for by traditional vocal pedagogy. Each of the 144 sung sen-
tences were edited in Praat (Boersma and Weenink, 2007). Syllable
and vowel boundaries were marked by hand for acoustic analy-
ses, by visually inspecting the waveform and spectrogram, and by
listening to the segments. The wave files containing the sung sen-
tences were normalized in intensity by equalizing the maximum
root-mean-squared (RMS) amplitude across wave files.

Next, acoustic analyses were performed to determine whether
strong and weak syllables differed in duration and amplitude.
There was no overall difference in RMS amplitude between
strong (mean = 0.079, SD = 0.029) and weak (mean = 0.077,

SD = 0.028) syllables [t (359) = 0.759, p = 0.449], measured with
two-tailed paired t -tests. Next, duration of the first five syllables
in each sentence was computed by calculating the inter-vocalic
interval (IVI; the interval between the onsets of vowels in adja-
cent syllables). The analyses showed that strong syllables were
slightly shorter1 (mean = 396 ms, SD = 30) than weak syllables
(mean = 401 ms, SD = 29) [t (359) = −2.458, p = 0.014].

An isochronous metronome click train (woodblock sound;
seven clicks) with an IOI of 800 ms was generated in Praat. The
wave file containing the metronome click sounds was normalized
in intensity to a level that sounded appropriate when played simul-
taneously with the normalized sung sentences. Two versions of
each sung sentence were created by aligning the metronome click
train on alternating sung syllables, from either the vowel onset
of the first syllable of each sentence, or 400 ms post-vowel onset
(corresponding to the onset of the second syllable). This process
created two versions of each sentence, as illustrated in Figure 1, so
that precisely the same syllable in each sentence, defined by a single
set of boundaries, would be heard with and without a click, across
subject lists. Each stimulus was then checked aurally to make sure
that clicks were appropriately synchronized with the intended syl-
lables. The alignment of metronome clicks and sung sentences
yielded 96 well-aligned sentences, 96 misaligned sentences, and 96
varied sentences. Audio examples of stimuli can also be accessed
on the online Supplementary Materials.

Targets
For each of the 144 sentences, a monosyllabic target word that was
different from, but semantically related to, the content of the sen-
tence was designated. Words were four or five letters in length, were
either nouns or verbs, and part of speech was balanced over con-
ditions. A corpus of 72 monosyllabic pseudowords was selected
from the ARC database (Rastle et al., 2002). Pseudowords were
orthographically plausible and were also matched in number of
letters to the real words. Two experimental lists were created, such
that half of the prime sentences in each condition, and in each
list, were assigned to pseudoword targets, and half were assigned
to (semantically related) real word targets. The same list of pseu-
dowords appeared in both experimental lists but with different
prime sentences, and in addition, word frequency was equalized
across the two lists (frequency of occurrence in verbal language was
derived from the London-Lund Corpus of English Conversation
by Brown, 1984).

A Latin Square design ensured that real words and pseudowords
would appear with sung sentences with both metronome click pat-
terns across subjects, and no sentence would be heard in more than
one condition within the list of stimuli heard by one participant.
This counterbalancing created 144 sung sentences × 2 metronome
click patterns × 2 lists of targets, for a total of 576 different pairs
of primes and target, to yield four different experimental lists.

To summarize, an orthogonal manipulation of the factors
“Prime Alignment” (well-aligned, misaligned, and varied) and

1In English, strong syllables typically have longer durations than weak syllables
(Ramus et al., 1999); here the IVI for strong syllables are only 5 ms shorter than for
weak syllables. This small difference, if perceived, could only bias the results in a
direction opposite the hypotheses, i.e., the increased duration would lead to weak
syllables being perceived as stressed despite their expected linguistic stress.
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“Target Lexicality” (Word, Pseudoword) yielded six experimen-
tal conditions listed in Table 1, across which the 144 sentences
were divided evenly to yield 24 sentences per condition.

PROCEDURE
To familiarize participants with the task, each experimental session
began with a block of practice trials consisting of sample stimuli
representing each of the experimental conditions; the examples
were not heard during the actual experiment. Participants were
instructed to fixate on the cross that appeared at the beginning of
each trial and to listen to the sung sentence, paying attention to the
words and not to worry about the melody or rhythm, and then to
decide whether the visual target shown on the screen after the sung
sentence was a real word or a nonsense word. They were instructed
to respond as quickly and accurately as possible by pressing one
of two buttons on the response pad with the index and middle
finger of their right hand. Each trial consisted of: a fixation period
of 1000 ms, followed by wave file containing the sung sentence
prime (6000 ms), and the visual target (2000 ms), which started
1000 ms after the onset of the final beat (see Figure 1 for trial
timing).

Participants then listened through earbuds, adjusted slightly
to comfortable volume level for each individual, to the 144 trials
from the six experimental conditions, presented in a pseudoran-
dom order, and broken up into three blocks of 48 trials with breaks
between each block. They were asked to avoid blinking until a series
of X’s appeared on the computer screen, at the end of each trial.
Response key–finger association and stimulus lists were counter-
balanced across participants. The software E-Prime (Psychology
Software Tools Inc., Pittsburgh, PA, USA) was used for stimulus
presentation and to record behavioral responses [RTs and percent
correct (PC)].

EEG DATA ACQUISITION
Electroencephalogram was recorded continuously from 64
Ag/AgCl electrodes embedded in sponges in the Hydrocel Geodesic
Sensor Net (EGI, Eugene, OR, USA) placed on the scalp with Cz at
the vertex, connected to a NetAmps 300 high-impedance ampli-
fier, using a MacBook Pro computer. Data was referenced online to
Cz. All electrical equipment was properly grounded. The sampling
frequency was 500 Hz with an anti-aliasing lowpass Butterworth
filter of 4 kHz, and impedances were kept below 50 kΩ.

DATA ANALYSIS – BEHAVIORAL (TARGETS)
For each of the six experimental conditions listed in Section
“Targets,” PC was computed on all responses. Mean RTs were
computed on correct behavioral responses only. Analyses of behav-
ioral data were conducted with e-prime and MATLAB (The
MathWorks Inc., Natick, MA, USA) and the statistical software
CLEAVE2 was used to conduct a 3 × 2 ANOVA with factors: Align-
ment (well-aligned vs. misaligned vs. varied), Lexicality (word vs.
pseudoword). The Bonferroni threshold was applied to pairwise
post hoc tests on significant interactions to correct for multiple
comparisons.

2www.nitrc.org/projects/cleave

DATA ANALYSIS – EEG
EEG preprocessing
Electroencephalographic preprocessing was carried out with Net-
Station Viewer and Waveform tools. The EEG data was filtered
offline with a pass band from 0.5 to 100 Hz. The data were then
re-referenced offline to the algebraic average of the left and right
mastoid sensors. To analyze responses to the lead-in metronome
clicks in the primes, data were epoched at ±750 ms from click
onset (strong beats) and from the midpoint between clicks (weak
beats) and then divided into two conditions: strong beats and
weak beats. To analyze the EEG recorded during the sung sen-
tences, data were epoched from −450 to +1050 ms from the onset
of each syllable, which was defined as described in Section “Sung
Sentences” (note that long epoch windows are required for wavelet
calculation, but statistical analyses are not performed on overlap-
ping time windows of the time–frequency representations (TFRs),
as shown in Figure 1 and described in Cluster Randomization
Analysis). Epochs corresponding to prime syllables were divided
into the following three conditions: strong syllable on strong beat;
weak syllable on strong beat; strong syllable on weak beat. The
irregular sentences (varied condition) were excluded from the syl-
lable analysis because they became irregular beginning at different
syllable positions. To analyze responses to the targets, data were
segmented into epochs of −1000 to +2000 ms from the onset
of the target word/pseudoword. Epochs corresponding to tar-
gets were then divided into three conditions: targets following
well-aligned primes, misaligned primes, and varied primes. Arti-
fact rejection was performed on epoched data, such that trials
containing movement or ocular artifacts, or amplifier saturation
were discarded, and likewise, several sensor channels containing
excessive noise (in the occipital area) were excluded from further
analysis in all subjects. Following artifact rejection, the mean (SD
in parentheses) number of remaining trials per participant, in
each dataset was as follows. For metronome click dataset: strong
beats – 353(68), weak beats –362(67); for the syllable dataset:
Strong Syllable on Strong Beat –130(20), Weak Syllable on Strong
Beat – 130(17), Strong Syllable on Weak Beat 129(16); for the target
dataset: Well-aligned – 38(8), Misaligned –38(8), Irregular 38(8).

Time–frequency representations – evoked and induced
Time–frequency analysis was conducted using the FieldTrip open
source toolbox3 (Oostenveld et al., 2011) to calculate both evoked
and induced representations of EEG4. To obtain the evoked
(phase-locked) response, TFRs were computed on the average
waveform for each condition and each subject, at each time point
and frequency, by convolving the average waveform with a Morlet

3http://www.ru.nl/neuroimaging/fieldtrip
4Evoked activity is calculated by averaging EEG/MEG activity across trials and
then performing a time–frequency transformation on the average waveform (ERP),
thus preserving only the oscillations whose phases are time-locked to the stimulus.
Induced activity, on the other hand, is calculated by first performing time-frequency
transformations on the EEG activity in single trials, and then averaging together
the resulting oscillatory power for each single trial, thus preserving the average
amplitude envelope (see Tallon-Baudry and Bertrand, 1999 for more information).
Through this process, the induced activity includes oscillations that are not neces-
sarily phase-locked and thus would have been eliminated from the evoked during
averaging.
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wavelet that had a width of six cycles (see Tallon-Baudry et al.,
1996, and Herrmann et al., 2005 for more details on wavelet analy-
sis of EEG data). The resulting frequency resolution was sf = f/6,
and the temporal resolution was st = 1/sf, where f is the center
frequency for each wavelet, sf is SD in the frequency domain, and
st is the SD in the temporal domain. The convolution of wavelets
was done between 8 and 50 Hz, with a frequency step of 1 Hz and a
time step of 2 ms, between −750 and +750 ms from the zero point
of metronome click data; between −250 and +500 ms for the
sung syllables; and from −200 to +1000 ms for the targets. Only
low gamma band (30–50 Hz) was analyzed, as measuring high
gamma band activity would likely have required more trials per
condition (to establish an acceptable signal-to-noise ratio, due to
heightened effects of small-latency jitter in high frequencies) than
were present in this study. To obtain the induced response (phase-
invariant), TFRs were computed by convolving single trial data
with a Morlet wavelet that had the same parameters as described
for the evoked analysis, and averaging power over trials for each
subject and condition.

In order to compensate for inter-individual variability in
absolute power, a normalization procedure was used for both
evoked and induced analyses. For the targets, the spectra for all six
conditions were averaged together for each subject (and averaged
over time across the entire time period for which power values
were computed as described above), to obtain a value for each
frequency at each channel, which then served as a baseline. For
the metronome clicks and the syllables from the sung sentences,
normalization was conducted by using the average power (across
epochs) of the response to introductory metronome clicks as a
baseline. The power spectra for each condition and each subject
were then normalized with respect to these baseline values, result-
ing in normalized power, expressed as the percent change from the
baseline.

Cluster-randomization analysis
Statistical significance between the normalized power spectra in
different conditions was tested using cluster-randomization pro-
cedure (Maris and Oostenveld, 2007), to identify consistent trends
of activity in time–frequency clusters of electrodes. This is a data-
driven approach that is particularly useful for spatial localization
without having to specify regions of interest a priori. This method
utilizes planned comparisons between pairs of conditions using
cluster-based permutation tests, a solution to the multiple compar-
isons problem for EEG/MEG data that is prevalent in recent studies
of oscillatory activity in language cognition (see Bastiaansen et al.,
2010 for a discussion of the advantages of this method). Clustering
was performed by identifying power values (for each channel, at
each frequency and time point) that showed a similar direction
of effect, and then testing the significance of a cluster in a given
condition compared to another condition in relation to clusters
computed from a random permutation of values drawn from both
conditions.

The power spectra were first divided into frequency bands:
alpha (8–12 Hz), beta (13–29 Hz), and low gamma (30–50 Hz),
and time windows of interest were defined (−100 to 300 ms
for the metronome clicks and prime syllables, and 0–800 ms for
the targets). Frequency bands for the analysis were chosen based

on hypotheses described in the Introduction (primes: beta and
gamma; targets: alpha and beta). In each comparison, within a
given frequency band5, the resulting power values at each time
point and channel underwent two-tailed dependent t -tests, for
each subject. Then, a cluster-level statistic was calculated by tak-
ing the sum of the t -statistics within every cluster. All data points
that did not exceed the preset significance level (p = 0.025) were
zeroed, and clusters were created by grouping together adjacent
non-zero points. The next step was to compute significance prob-
ability of the clusters using the (non-parametric) Monte Carlo
method6. The Monte Carlo significance probability (p-value) was
determined by calculating the proportion of clusters from random
partitions of the data that resulted in a larger test statistic than the
clusters on the observed test statistic. p-Values < 0.05 were con-
sidered significant. Only pairwise comparisons are possible with
the clustering method; these planned comparisons are presented
in Table 2.

RESULTS
BEHAVIORAL RESULTS: INFLUENCE OF PRIME ALIGNMENT ON TARGET
LEXICAL DECISION
In the Reaction Time data (see Table 3), there was a main
effect of Lexicality [F(1,15) = 24.89, p < 0.001]. As predicted,

5There is a statistical trade-off involved in specifying whether the clustering pro-
cedure would be carried out in a each frequency band without averaging over
frequencies, in order to identify only a subset of frequencies showing effects; this was
possible on the metronome click data due to the high signal to noise ratio afforded by
the number of epochs on the metronome clicks (see EEG Preprocessing for number
of epochs kept after artifact rejection). As many fewer epochs were available for each
type of prime syllables and targets, the signal-to-noise ratio was less favorable, and
therefore, power was averaged within each frequency band to optimize statistical
power when carrying out the clustering.
6First, the data from both experimental conditions in a given comparison were col-
lected into a single set. Then, random draws were taken from the combined data set
to form two subsets, on which the test statistic was computed by summing together
the individual t -statistics for each data point in the cluster. This process of random
partition and computing the test statistic was repeated 2500 times, and those results
were collected into a histogram of test statistics, that was then compared to the test
statistic of the actual data.

Table 2 | Planned pairwise comparisons for cluster-randomization

analysis.

Events Conditions to be compared Frequency bands of

planned analysis

Metronome Strong beats (click) vs. weak

beats (no click)

Beta, gamma

Syllables Strong beats: strong vs. weak

syllable

Beta, gamma

Syllables Strong syllables: strong vs.

weak beat

Beta, gamma

Targets All targets for well-aligned vs.

misaligned primes

Alpha, beta

Targets All targets for well-aligned vs.

varied primes

Alpha, beta

Targets All targets for misaligned vs.

varied primes

Alpha, beta
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participants were always faster at detecting words than pseu-
dowords. There was also a significant interaction of Align-
ment × Lexicality [F(2,30) = 4.12, p = 0.0262]: RT differences
were greater on targets following varied and misaligned primes
vs. well-aligned primes (each pairwise post hoc p < 0.001). A
follow-up ANOVA was then conducted on the Reaction Time dif-
ference (Word minus Pseudoword; see Figure 3A). There was a
main effect of Alignment [F(2,30) = 4.12, p = 0.0262]. Post hoc
tests revealed that misaligned led to a larger difference in the
RTs (p = 0.009) compared to well-aligned, and varied vs. well-
aligned also approached significance (post hoc p = 0.0535). Thus,
alignment affects the speed of lexical decision.

In the PC data, performance was nearly at ceiling (see
Table 3), and there were no main effects. However, the Align-
ment × Lexicality interaction was significant [F(2,30) = 4.11;
p = 0.0264]; participants were less accurate for pseudoword than
word targets, but only for varied primes (pairwise post hoc
p < 0.001). A follow-up one-way ANOVA was then conducted
on the difference in PC scores (see Figure 3B), showing a main
effect of Alignment [F(2,30) = 4.11; p = 0.0264]. Post hoc tests
on PC revealed that the difference was significantly larger for
varied than for misaligned (p = 0.013) and for varied vs. well-
aligned (p = 0.028). Thus, predictability of stress patterns in prime
sentences affects the detection of pseudowords.

RESULTS – EEG
Metronome clicks
Time–frequency analyses of the EEG recorded during the lead-in
metronome clicks (prior to each sung sentence), averaged together
over all the trials and over the clicks within each trial, showed
differences in evoked and induced activity between strong beats

FIGURE 3 | Behavioral data. (A) Reaction Times. The difference in lexical
decision was computed by subtracting the mean RT for pseudoword from
the mean RT for word for each type of prime alignment. Error bars indicate
SE. (B) Percent correct. The difference in lexical decision on accuracy
scores.

(clicks) and weak beats (half-way point between clicks). Two wide-
spread clusters of electrodes (both cluster ps < 0.001) showed
increased evoked power in the beta band (13–29 Hz) from −100
to 300 ms and in the gamma band (30–50 Hz) from −30 to 122 ms
(see Figure 4A). Similarly, a cluster of electrodes (p = 0.044) over
frontal–central regions showed increased induced beta (13–24 Hz)
power for strong beats (clicks) vs. decreased power for weak beats,
from −100 to 124 ms (see Figure 4B).

Syllables in sung sentence primes
Well-aligned syllables were compared to misaligned syllables by
comparing strong and weak syllables that occurred on strong beats.
Results from the clustering analysis of the prime syllable condi-
tions are described in the following section and clusters significant
at the p < 0.05 level are reported. Times are given relative to a beat
onset time at 0 ms.

A cluster of electrodes (a tendency was found, p = 0.051)
showed increased induced beta power for strong syllables vs. weak
syllables (on strong beats), from −100 to 54 ms, over mostly frontal
and central regions (see Figure 5A). This result was expected based
on Snyder and Large (2005). Thus, similar to the strong beats dur-
ing the lead-in metronome, strong syllables appear to be associated
with increased early-latency high frequency power. This response
was not observed when weak syllables occurred on strong beats;
instead, the paired comparison showed they were associated with
decreased early-latency power.

Next, we considered strong syllables, asking whether responses
differed depending on whether they occurred to strong vs. weak
beats. Weak and strong beats were compared, holding syllable
strength constant (always strong). A significant cluster (p = 0.035)
of electrodes mostly over left parietal, central, and right fronto-
temporal regions (see Figure 5B) showed increased evoked gamma
power for weak vs. strong beats (on strong syllables), from 116 to
208 ms.

Targets
Contrasting responses to targets preceded by well-aligned vs. mis-
aligned vs. varied primes yielded four significant clusters for
induced alpha and beta activity. All conditions showed increased
power followed by decreased power relative to baseline (see middle
column of Figure 6), but contrasting the conditions revealed dif-
ferences in the degrees of increased and decreased power. Between
238 and 654 ms (cluster p = 0.006) from target onset, greater
induced alpha power overall was observed for targets preceded by
well-aligned compared to varied sentences, over right hemisphere
regions. In a similar latency band (208–650 ms; cluster p = 0.01),
well-aligned primes also led to greater induced alpha power in a

Table 3 | Behavioral data.

Condition Well-aligned prime +
target word

Well-aligned prime +
target pseudoword

Misaligned prime +
target word

Misaligned prime +
target pseudoword

Varied prime +
target word

Varied prime +
target pseudoword

RTs (ms) 586 (122) 639 (131) 565 (114) 659 (145) 567 (124) 650 (113)

PC 96 (5) 95 (8) 96 (6) 96 (9) 98 (4) 93 (8)

Mean reaction times (RTs) in millisecond and percent correct (PC) for each condition, with SD indicated in parentheses.
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FIGURE 4 |Time-frequency representations to lead-in metronome clicks.

In each panel, results of clustering analysis shown on grand averages of each
of the two significantly different conditions in the cluster. Electrodes
belonging to the significant cluster at the time point above each topographic
plot (right) are represented with ∗, and overlay average activity for the data
used in the contrast. The scale (middle) is the percent change from baseline
(i.e., normalized power), with red representing increased power and blue

representing decreased power. Time–frequency representations (left) were
calculated by averaging together all of the electrodes belonging to the
significant cluster; the same power scale applies to both topographic plots
and TFRs. (A) Evoked EEG to the lead-in metronome clicks – strong beats
(top) and weak beats (bottom) in the beta band (13–29 Hz) and gamma band
(30–50 Hz). (B) Induced EEG to the lead-in metronome clicks in the beta band
(13–24 Hz) – strong beats (top) and weak beats (bottom).

widespread cluster of electrodes, compared to misaligned primes
(see Figure 6, left column).

Next, well-aligned primes led to greater early increased induced
beta power for targets compared to misaligned primes, which led
to greater mid-latency decreased power (see Figure 6, right col-
umn). The activity associated with this cluster of electrodes began
in posterior and spread to central regions, stretching from 0 to
526 ms (cluster p = 0.002). Finally, varied compared to misaligned
primes led to greater induced beta power, between 228 and 552 ms
(cluster p = 0.03), starting over right hemisphere regions and then
shifting to left hemisphere around 400 ms. Overall, well-aligned
primes led to greater alpha and beta power on targets, compared
to misaligned and varied. Thus, the pattern of increased followed
by decreased alpha and beta power on visual linguistic targets
seems to be modulated by the sentence alignment of the preceding
prime. No significant clusters were found for the evoked data.

DISCUSSION
In this study, participants listened to sung sentences with dif-
ferent kinds of alignment between linguistic stress and musical
meter, and performed a lexical decision task in which they dis-
cerned words from pseudowords. Time–frequency analysis of EEG
data acquired during the introductory metronome clicks showed
expected patterns of increased high frequency power (evoked beta
and gamma, and induced beta), and during the sung sentences
showed increased induced beta power for well-aligned syllables
(strong syllables on strong beats). However, these patterns of
brain activity were modified for misaligned syllables. Notably,
decreases in induced beta power were associated with the onsets
of weak syllables that occurred on strong beats. Moreover, when
strong syllables occurred on weak beats, a delayed peak in evoked
gamma power was observed. Visual targets primed by misaligned
and varied sentences were associated with greater decreases in
induced alpha and beta power compared to well-aligned sentences,
primarily over central and right regions of the scalp.

FIGURE 5 |Time-frequency representations to well-aligned and

misaligned syllables. The temporal and frequency boundaries of the
cluster are demarcated in the black box. See legend of Figure 4 for
description of plotting. (A) Contrast showing differences in induced beta
power between brain responses to strong vs. weak syllables, on strong
beats. (B) Contrast showing differences in evoked gamma power to strong
vs. weak beats, on strong syllables.
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FIGURE 6 |Time-frequency representations to targets: Induced alpha and

beta. Brain responses to targets (words and pseudowords combined), primed
by three types of sentences: Well-aligned, Misaligned, and Varied.
Time–frequency representations (center column) for each condition were

calculated by averaging together all channels. Results of clustering pairs of
conditions are shown for induced alpha (left column) and induced beta (right
column): topographic plots show difference in scalp power and topography of
cluster at 400 ms, between the pair of conditions indicated.

BEAT TRACKING
The lead-in metronome clicks were associated with increased
induced beta, evoked beta and evoked gamma power at their
onsets, as predicted from the literature on rhythmic tone
sequences. The evoked beta and gamma may reflect the per-
ceived onsets and metrical strength of tones (Zanto et al., 2005;
Iversen et al., 2009), while the induced beta likely reflects top-down
temporal expectancies (Snyder and Large, 2005). By reproduc-
ing previous findings, we were able to show that neural attending
rhythms are set up during these isochronous metronome clicks
prior to the sentence onsets.

EFFECT OF LINGUISTIC AND MUSICAL ALIGNMENT
When strong syllables occurred on strong beats, increased induced
beta power was observed relative to weak syllables on strong beats.
This finding of increased power at strong beats in the lead-in
metronome, and at strong syllables when they occurred on strong
beats during the sung sentences, are consistent with the literature
showing that the timing of high frequency bursts entrains to the
beat in rhythmic tone sequences (e.g., Zanto et al., 2005; Fujioka
et al., 2009). Thus, weak syllables, in this contrast, were associ-
ated with decreased induced beta power, despite the fact that they
occurred on strong musical beats. What is surprising and novel
about this finding is that the high frequency response appears not
to be entrained to the isochronous metronome clicks during the
misaligned sentences. One interpretation of these observations

is that beat tracking is sustained when strong syllables occur on
strong beats, whereas it is disturbed when weak syllables occur
on strong beats. However, the decreased induced beta power on
weak syllables also agrees with results of Mayville et al. (2001)
and Jantzen et al. (2001) showing beta desynchronization while
participants performed syncopated finger movements compared
to synchronized finger movements. Yet if the strong syllables were
perceived as syncopated in relation to metronome clicks (strong
beats), one might still expect to observe some relative increase in
induced beta power on weak syllables that occur on strong beats
(Iversen et al., 2009). Instead, beat tracking itself seems to have
been disrupted to the point that beta and gamma responses were
no longer timelocked to the isochronous metronome, providing
an interesting exception to an otherwise consistent phenomenon
in studies using tone sequences (Snyder and Large, 2005; Zanto
et al., 2005; Fujioka et al., 2009; Iversen et al., 2009).

If beat tracking was disrupted when weak syllables occur on
strong beats, would syllable tracking also be disrupted when
strong syllables occurred on weak beats? Strong syllables on strong
beats were thus contrasted with strong syllables on weak beats. A
decrease in evoked gamma power was observed for strong sylla-
bles on strong beats at around 150 ms post-click-onset, consistent
with the literature showing periodic high frequency synchroniza-
tion followed by desynchronization during perception of rhythmic
patterns (Fujioka et al., 2009). Furthermore, this cluster showed
that strong syllables on weak beats were associated with increased
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evoked gamma power at around 150 ms. Here both conditions
have strong syllables; therefore, syllable tracking seems to be
affected by misaligned syllable and beats. This finding suggests that
the brain shifts attending rhythms toward strong syllables rather
than strong beats during perception of misaligned sung sentences.
It remains to be determined whether the addition of singing is
specifically responsible for the change in brain response to syn-
copation, or whether similar results would be observed in more
complex syncopated sequences consisting of several instruments,
as in orchestral music.

Induced beta activity seems to be involved in predicting the
timing of tones in ongoing musical rhythms (Snyder and Large,
2005; Zanto et al., 2005), which are likely related to beta-mediated
communication between auditory and motor areas (Fujioka et al.,
2009; Fujioka et al., in revision). Evoked beta and gamma fluctu-
ate in response to the presentation of a tone (Snyder and Large,
2005), with evoked beta showing power changes proportional to
perceived metrical strength, even in the absence of physical dif-
ferences in the intensity of tones (Iversen et al., 2009). Evoked
gamma responses also discriminate between speech and non-
speech sounds within 50 ms from stimulus onset (Palva et al.,
2002). Thus, the current findings fit with the literature by dif-
ferentiating functional roles of induced and evoked EEG. Here
induced beta appears to reflects rhythmic anticipation of align-
ment of strong syllables with strong beats, while evoked EEG for
strong syllables appears to be involved in mediating expectations
and perception of the onsets of strong syllables.

Taken together, when the syllables and beats are in-phase,
the neural response appears to easily entrain to the strong
beats/syllables, which occur in alignment. By showing that atten-
tional pulses synchronize to temporally predictable input, this
finding is predicted by the dynamic attending theory (Large and
Jones, 1999), and corroborated by recent studies on dynamic
attending in music (e.g., Snyder and Large, 2005; Geiser et al.,
2009, 2010; Nozaradan et al., 2011) and language (e.g., Port, 2003).
These observations also coincide with phoneme monitoring data
showing that attention is preferentially allocated to strong syllables
(Shields et al., 1974; Pitt and Samuel, 1990; Quené and Port, 2005;
Wang et al., 2005), which aid in segmenting the speech signal (e.g.,
Smith et al., 1989). Analyses of speech production and sensori-
motor synchronization have also indicated that syllable stress acts
as an attractor that captures attention and facilitates production of
periodic, perceptually salient events (Kelso et al., 1983; Port, 2003;
Lidji et al., 2011). In the present study, the metronome seems to
build up expectations that in turn influence the processing of syl-
lable stress in the sung sentences. Given the differences observed
here in prime sentences, the subsequently presented targets were
then analyzed to uncover potential differences in targets primed
by sentences with different types of alignment.

PRIMING EFFECTS ON TARGETS
The brain response to target stimuli was analyzed to investigate
whether different types of rhythmic alignment in the primes would
affect the perception of visual words and pseudowords. Varied and
misaligned sentences, compared to well-aligned sentences, led to
lower levels of induced alpha power during presentation of the
targets. The decrease in alpha power could be due to increased

top-down attentional demands (Fan et al., 2007; Klimesch et al.,
2007) when some or all of the syllables in the prime sentence
are misaligned and therefore do not satisfy the type of prosodic
expectancies that typically facilitate speech comprehension (e.g.,
Dilley et al., 2010). Alpha band (de)synchronization is likely related
to domain–general mechanisms, such as attention and mem-
ory, that play an important role in lexico-semantic processing
(Klimesch et al., 1999; Bastiaansen and Hagoort, 2006; Krause
et al., 2006). This induced alpha activity seen for the alignment
effects on the targets is primarily over the right hemisphere, per-
haps related to fMRI data showing right hemispheric lateralization
for prosodic aspects of speech (Glasser and Rilling, 2008).

Induced beta suppression (i.e., decreased power) was observed
when contrasting targets primed by misaligned vs. well-aligned
sentences. This cluster was already significant at the onset of the
target stimulus and stretched past 500 ms over central regions,
thus beginning earlier and lasting for longer than the induced
alpha effects of alignment on the targets for well-aligned vs. mis-
aligned and varied. As seen with the induced alpha in this same
pair of conditions, this cluster of beta activity included more elec-
trodes over the right than left hemisphere; however, the difference
in lateralization was slight, and only significant at the earlier laten-
cies. The fact that the differences in beta power were still present
around the onset of the target stimulus strongly suggests that it
reflects an ongoing process of rhythmic cognition in which the
brain responds differently to the misaligned primes than the well-
aligned primes, over a sustained time period that continues after
the offset of the auditory stimulus. Furthermore, another cluster
of electrodes showed greater beta suppression for targets primed
by misaligned compared to varied primes, suggesting that the
proportion of misaligned syllables (all, in the misaligned prime)
modulates beta power more than the less predictable alignment
and the irregular stress patterns in the varied sentences do.

Induced alpha and beta suppression have been specifically
linked to the attention-related modulations required to carry out a
semantic task on spoken words (Shahin et al., 2009). In the present
study, misaligned sentences may have required greater attentional
resources as participants attempted to understand them and search
for semantically related targets in the lexicon, leading to the alpha
and beta suppression on the targets. Interestingly, listeners’ highly
focused attentional pulses to the metronome and the lyrics seem to
work together in the well-aligned to actually require fewer cogni-
tive resources to understand sentences and conduct lexical search
on the targets. That efficient use of periodic fluctuations in well-
aligned linguistic and musical rhythms stands in contrast to the less
efficient strong beats and stress in opposition, in the misaligned
and varied, which seem to lead to heavier overall attentional load
and more labored processing of the targets.

Taken together, these results could be interpreted as follows.
In the well-aligned sentences, it is easy for participants to attend
to strong beats and strong syllables, because they occur together
(in-phase). Unified accent structure helps the listener to track
beats (induced beta) and strong syllables (evoked gamma) more
efficiently, which may facilitate word segmentation in the prime
sentences. These well-aligned primes facilitate early stages of pro-
cessing of targets, reflected in increased alpha and beta power. In
the misaligned sentences, strong syllables and strong beats occur in
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anti-phase, which may interfere with beat tracking (induced beta)
and weaken/delay syllable tracking (evoked gamma). Syncopated
structure between linguistic and musical rhythm may hinder seg-
mentation of misaligned words, thus affecting task performance. If
intelligibility, and thus clarity of the linguistic content, is weakened
by the misalignment, then attentional demands would be greater
for the lexical decision task, shown by alpha and beta suppres-
sion. Overall, these results of this study suggest that well-aligned
textsettings improve rhythmic attending and linguistic compre-
hension7. In fact, Magne et al. (2007) reported that metrical stress
violations in French words modulated lexico-semantic process-
ing, even when participants were not attending to the prosodic
dimension. The present results may thus be related to other elec-
trophysiological evidence that prosodic expectations are involved
in lexico-semantic retrieval at the local (word) level.

Perhaps the most intriguing aspect of the present findings is
that induced beta modulations in both the prime syllables and
target stimuli differentiate between well-aligned and misaligned
conditions. Strong syllables on strong beats are associated with
anticipatory beta increased power; increased beta power is also
present at the onset of target stimuli preceded by those same
well-aligned sentences. Weak syllables on strong beats show antic-
ipatory decreased power, and relatively decreased beta power also
characterizes the onset of targets that are preceded by misaligned
sentences. The overall increase in beta power for well-aligned sen-
tences may thus carry over into the presentation of its targets. This
interpretation would be consistent with results on sensori-motor
syncopation (Jantzen et al., 2001; Mayville et al., 2001), suggest-
ing that induced beta suppression on the targets is specifically
linked to syncopation between strong syllables and strong beats
in misaligned sentences. Non-proximal, or distal, prosodic cues in
word sequences can also affect not only perception of subsequently
presented, lexically ambiguous target items, but also visual recog-
nition of previously presented words (Dilley and McAuley, 2008;
Dilley et al., 2010). In interpreting these effects, the authors discuss
the possibility that internal oscillators are involved in building up
periodic expectancies that form prosodic context and affect group-
ing, as in music (Dilley et al., 2010). Future work could utilize
song prosody to bias grouping of lexically ambiguous syllables, by
manipulating linguistic and musical meter in the “song” modal-
ity, thus shedding light on the extent to which metrically driven
hierarchical grouping is shared by language and music.

CONCLUSION
We found that beta power increases when strong syllables align
with strong beats, supporting the idea that metrical attending is
facilitated by alignment; this increase on strong beats disappears
when weak syllables are aligned with strong beats, suggesting that
misalignment disrupts metrical attending. Overall, these results
may provide a first step toward an explanation for the widespread

7While the results do strongly suggest that comprehension is better in the well-
aligned condition, the present experiment does not allow us to determine whether
linguistic comprehension during the well-aligned condition is actually facilitated, or
whether comprehension of well-aligned is similar to speech (which does not usually
have a musical rhythm), but comprehension in the misaligned and varied condi-
tions is in fact hindered. This is often the challenge in the devising experiments to
demonstrate how speech prosody facilitates segmentation.

tendency to align strong syllables and strong beats in songs. Peri-
odic peaks in attentional energy (e.g., as described by Large and
Jones, 1999), manifested in neural responses, would be facilitated
when linguistic stress and musical beats are in-phase, and dis-
rupted when they are in anti-phase. Typical textsetting behaviors
on the part of composers, such as placing stressed syllables on
strong metrical positions, and on the part of performers, such
as lengthening well-aligned syllables more than misaligned ones
(Palmer and Kelly, 1992) could be accounted for by the present
findings. Moreover, by showing that alignment modulates lexi-
cal decision-making, these results are an encouraging first step
in understanding why good textsettings are easier to learn and
memorize (Gingold and Abravanel, 1987) and how the rhyth-
mic dimension of lyrics facilitates memorization (Wallace, 1994;
Purnell-Webb and Speelman, 2008).

Many further studies on song prosody will need to be under-
taken to tease apart these influences; for example, sung words (in
a given grammatical category) whose stress is well-aligned or mis-
aligned with the musical meter, could be presented in isolation, or
in a consistent word position within sentences, to reduce syntacti-
cal processing demands. The comprehension and lexical access of
sung words with varying types of alignment and rhythms could
be tested directly, while controlling for other linguistic and musi-
cal factors that influence intelligibility in songs (Johnson et al.,
in revision). Caution should be exerted in generalizing these ten-
dencies to different linguistic systems, as certain languages may be
more permissible than English toward misalignment in songs (e.g.,
Spanish: Rodríguez-Vázquez, 2006, and French: Dell and Halle,
2005). In addition to stress-to-beat alignment, alignment is usu-
ally achieved through durational accents (Palmer and Kelly, 1992),
which of course, are important markers of stress in speech prosody
(Ramus et al., 1999) and should thus be a focus of future studies
on the neural basis of song prosody. The present work does pro-
vide a starting place for using techniques such as metrical strength
manipulations in songs, time–frequency analysis of EEG data, and
cross-modal priming paradigms, to investigate the neural corre-
lates of textsetting and better understand the interplay between
linguistic and musical rhythm in song. Continuing research in
this area may shed light on the idea that shared mechanisms for
processing linguistic rhythm and musical rhythm contribute to
the universal appeal of song.
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et al., 2006). This fronto-temporal network of brain regions is con-
nected via the arcuate fasciculus (AF), a prominent white-matter 
tract which, in its horizontal part, may share some components with 
the superior longitudinal fasciculus (SLF). The AF has direct fibers 
connecting the middle and superior temporal gyrus (STG) with 
inferior frontal regions, but may also have an indirect fiber system 
connecting the temporal lobe with the inferior parietal lobulus 
and then the parietal lobulus with frontal lobe regions (Catani 
et al., 2005; Glasser and Rilling, 2008). It should be noted that these 
putative “tracts” in fact represent tractography-derived pathways, 
and thus their fidelity to the anatomy is continuously contested, 
in particular with regards to whether or not the AF consists of 
direct fronto-temporal fibers or indirect fibers with synapses and 
relay stations in the parietal lobule (Catani et al., 2005; Frey et al., 
2008; Glasser and Rilling, 2008). The AF and SLF have already 
been implicated in normal and abnormal vocal–motor activities. 
Fiber volume in the AF, and regional fractional anisotropy (FA – a 
measure of the degree of directional preference of water diffusion 
(Basser, 1995) values along its midpoint, are both lower in tone-deaf 
individuals (Loui et al., 2009). The phenotypical characteristic of 

IntroductIon
In recent years, there has been increased interest in the use of musi-
cians to examine brain adaptation in response to intense and long-
term training of musical skills (Trainor et al., 1999; Ross et al., 2003; 
Bengtsson et al., 2005; Koelsch et al., 2005; Zatorre et al., 2007; Hyde 
et al., 2009; Moreno et al., 2009; Oechslin et al., 2009; Schlaug et al., 
2009a; Wan and Schlaug, 2010b). Although most of the previous 
work has focused on instrumental training, one type of musical 
training that may provide additional insights in brain adaptation is 
training in the voice or auditory–vocal domain (Zarate and Zatorre, 
2008; Kleber et al., 2010; Zarate et al., 2010). Singing is an intensive 
auditory–vocal training which is typically started later in childhood 
or adolescence compared to instrumental music training. Singing 
has also received a lot of attention recently, since forms of singing 
have been shown to have positive effects on various neurological 
disorders (Wan et al., 2010b).

Regions in the superior temporal lobe, inferior frontal areas, and 
the associated premotor and motor regions are involved in the feed-
forward and feedback control of singing (Pantev et al., 1998; Maess 
et al., 2001; Levitin and Menon, 2003; Brown et al., 2004; Ozdemir 
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(1), flute (1), and clarinet (1) but were not actively practicing these 
musical instruments at the time of this study or in the year prior to 
enrollment. This group of singers was contrasted with a group of 
11 instrumental musicians who did not report singing as a primary 
musical activity, did not have any formal singing training and were 
not part of any singing group, but had an equal amount of musi-
cal experience as determined by their number of years of musical 
training. This group’s instruments included piano (n = 4), violin 
(4), cello (1), and trombone (2). These two groups of 11 musicians 
each were contrasted with a third group of 11 participants without 
any significant instrumental music training (defined as less than 
1  year of instrumental music training throughout their life, but 
not in the year before enrollment in this study), any formal singing 
training, and no participation in any singing groups. This group 
of non-musicians was recruited through the same mechanisms as 
the other groups and was matched to the musician groups with 
regards to age, gender, and IQ. Singers, instrumental musicians, 
and non-musicians were similar in the mean age [singers = 25.3 
(SD = 2.7) years; instrumental musicians = 27.7 (SD 7.6) years; 
non-musicians = 27.5 (SD 10.3) years], and gender (5m/6f for 
instrumentalists, 3m/8f for singers, and 5m/6f for non-musicians). 
Singers and instrumentalists were matched for number of years 
in musical training (singers’ mean = 15, SD = 5; instrumental-
ists’ mean = 14.3, SD = 9.09) and age of training onset (singers’ 
mean = 6.6, SD = 2.4; instrumentalists’ mean = 7.4, SD = 4.4). 
The three groups were also matched with regards to their IQ as 
assessed by Shipley’s verbal and abstract scaled composite score 
(Shipley, 1940) (singers’ mean = 111, SD = 14, instrumentalists’ 
mean = 114, SD = 10, non-musicians’ mean = 111, SD = 13). This 
study was approved by the Institutional Review Board of the Beth 
Israel Deaconess Medical Center and all participants provided writ-
ten informed consent.

Image acquIsItIon
MR images were obtained using a 3-Tesla General Electric scanner. 
MR sequences included a strongly T1-weighted data set with a voxel 
resolution of 0.93 mm × 0.93 mm × 1.5 mm. DTI was performed 
using a diffusion-weighted, single-shot, spin-echo, echo-planar 
imaging sequence (TE1 = 86.9 ms, relaxation time = 10,000 ms, field 
of view = 240 mm, matrix size = 94 × 94 voxels, no skip, NEX = 1, 
axial acquisition, voxel dimensions = 2.5 mm × 2.5 mm × 2.6 mm). 
Thirty non-collinear directions with a b value of 1000 s/mm2 and 
six volumes with a b value of 0 s/mm2 were acquired.

data ProcessIng
FMRIB’s FSL suite was used for pre-processing of raw images 
(Smith et al., 2004). A 3D affine registration was applied to correct 
for eddy currents and head motion (Jenkinson and Smith, 2001) 
followed by BET for brain extraction (Smith, 2002). Eigenvectors 
and eigenvalues of diffusion tensors were estimated at each voxel 
and FA was calculated using the dtifit function in FSL. Axial diffu-
sivity, a parameter reflecting the principal direction of diffusion in 
white matter (Song et al., 2002), was estimated using the first eigen-
value of the diffusion tensor, λ

1
. The second and third eigenvalues 

were averaged and referred to as the radial diffusivity (λ
2
 + λ

3
)/2 

(Basser, 1995; Xue et al., 1999; Basser et al., 2000; Song et al., 2002). 
Following this, a probability distribution for fiber direction was 

tone-deaf individuals is that they cannot sing in tune and are not 
aware of their vocal feedback. The impairment of the AF in tone-
deaf subjects supports it is presumed role in the feedforward and 
feedback control of vocal output.

In learning to associate motor actions with sounds and in training 
an auditory–motor feedback loop connecting the temporal with the 
frontal lobe, white-matter fiber bundles between these regions might 
change in size, volume, and composition. One common diffusion 
tensor imaging (DTI)-derived measure, FA, is a normalized meas-
ure expressing the directional diffusion of water protons; the more 
aligned fibers are within a tract, the higher the tract or regional FA 
value. FA changes within-group and FA differences between group 
can be regarded as a surrogate marker of structural adaptation in 
the white matter (Lindenberg et al., 2010). Adaptations of the AF 
have been described as a function of normal development (Barnea-
Goraly et al., 2005; Ashtari et al., 2007), and developmental delay 
has been found to be associated with disordered morphology of the 
AF, possibly reflecting delayed myelination (Sundaram et al., 2008).

Previous research has identified regions that may control and be 
strengthened by vocal training (Zarate and Zatorre, 2008; Zarate 
et al., 2010). In addition to the STG and its reciprocal connections 
with the inferior premotor and posterior IFG, the middle temporal 
gyrus (MTG) also has prominent connections with the inferior 
frontal gyrus (IFG). These two branches can be thought of as two 
separate branches with possibly slightly different functions in the 
auditory–motor mapping and auditory–motor control system.

Since the connectivity between STG, MTG, and IFG allows for 
the planning of complex motor sequences as well as the monitor-
ing and correction of feedback and feedforward motor commands 
(Guenther et al., 2006), we hypothesized that the connectivity 
between these regions will be enhanced in musicians as a result of 
training-dependent or use-dependent plasticity in auditory–motor 
integration, and perhaps particularly in singers, given their specific 
auditory–vocal training requiring intense and precise auditory–
motor feedforward and feedback control. We examined the connec-
tivity of the AF and its dorsal and ventral branch, which connects 
the STG, MTG, and IFG, using DTI, an MR imaging technique 
that enables the visualization and quantitative assessment of white-
matter pathways in the brain (Basser et al., 1994, 2000; Makris et al., 
1997, 2005; Catani and Thiebaut De Schotten, 2008). Since fine-
grained perception and feedback control of pitch and motor actions 
are both important aspects of musical training, we hypothesized 
that singers and instrumental musicians would exhibit structural 
 adaptations in the AF relative to non-musicians, although the AF 
and its subdivisions in both hemispheres might be differentially 
affected considering the fine-grained sensory–motor mapping of 
sounds to articulation which we assumed is an important role for 
the dorsal branch of the AF.

materIals and methods
PartIcIPants
Twenty-two musicians were recruited through posting ads on 
Craigslist, bulletins at local music conservatories, and choral groups 
in the greater Boston area. Eleven of these individuals were either 
professional singers or reported to be in training to be professional 
singers; these singers did have some experience in playing musical 
instruments, such as piano (n = 5), cello (2), trombone (1), trumpet 
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As a control for results from tractography of the AF, we extracted 
mean FA and volume for non-zero voxels from each subjects’ whole-
brain FA image, and compared the three groups’ means to control 
for possible whole-brain differences between groups using two 
one-way ANOVAs (one for FA and one for volume).

results
tract statIstIcs – arcuate fascIculus
Tract volume was largest in singers, especially in the left hemi-
sphere. This was confirmed using a three-way ANOVA on the 
dependent variable of tract volume with the between-subjects 
factor of GROUP (with three levels: singers, instrumentalists, and 
non-musicians) and the within-subject factors of HEMISPHERE 
(left vs. right) and TRACT (dorsal vs. ventral). This ANOVA 
revealed an overall significant effect of GROUP [F(2,120) = 9.8, 
p < 0.001], confirming that tract volume was highest in singers, 
second-highest in instrumentalists, and lowest in non-musicians. 
Furthermore, the same ANOVA revealed a significant main effect 
of HEMISPHERE [F(1,120) = 9.2, p = 0.003], with tract volume 
being higher in the left than in the right hemisphere. Finally, the 
interaction between GROUP and HEMISPHERE was significant 
[F(2,120) = 4.4, p = 0.014], confirming that the tract volume in 
the left hemisphere was especially higher among singers relative to 
the other two groups. These results are summarized in Figure 2.

In order to ascertain that tract volume in the left hemisphere was 
especially higher among singers relative to the other two groups, 
we performed pairwise post hoc comparison for each tract between 
singers and instrumentalists, singers and non-musicians, and 
between instrumentalists and non-musicians applying appropri-
ate Bonferroni corrections. The dorsal branch of the left AF showed 
a significantly higher volume in singers relative to instrumentalists 
[t(10) = 3.36, p = 0.007], surviving Bonferroni corrections for two 
hemispheres and two branches of the AF in each hemisphere. The 
same branch’s volume is also significantly higher in singers relative 
to non-musicians [t(10) = 3.76, p = 0.004], also surviving post hoc 
corrections for the four branches of the AF.

Tract FA was lower in singers than in instrumentalists, especially 
in the dorsal branch of the left hemisphere. This was tested using 
a three-way ANOVA on the dependent variable of FA with the 
between-subjects factor of GROUP and the within-subjects factors 
of HEMISPHERE and TRACT. The main effect of GROUP was 
significant [F(2,120) = 8.174, p < 0.001], confirming that FA was 
highest in instrumentalists, followed by singers and then by non-
musicians, although this finding did not survive strict  correction 

calculated for each brain voxel using the bedpostx function in FSL 
(Behrens et al., 2003). To allow for fiber crossings, estimates of two 
directions per voxel were allowed (Behrens et al., 2007).

tractograPhy – arcuate fascIculus
Regions of interest (ROIs) were drawn by hand, on a single sagit-
tal slice of the native FA image of each subject, according to major 
anatomical landmarks, shown in Figure 1. For each hemisphere, 
ROIs were drawn on white matter underlying the gray matter in 
three regions: posterior superior temporal gyrus (pSTG), poste-
rior middle temporal gyrus (pMTG), and posterior inferior frontal 
gyrus (pIFG). Two separate one-way ANOVAs (with the dependent 
measure of ROI volume for one, and FA for the other) showed no 
significant effect of group on either: ROI mean volumes for singers: 
124.2 mm3 (SD = 41.7); instrumentalists’ = 136 mm3 (SD = 39); 
non-musicians’ mean = 124.1 mm3 (SD = 41.7). FA values: sing-
ers’ mean = 0.411, SD = 0.067, instrumentalists’ mean = 0.422, 
SD = 0.059, non-musicians’ mean = 0.401, SD = 0.062).

Probabilistic tractography was applied to constrain white-matter 
tracts to the dorsal and ventral branches of the AF in each hemi-
sphere. Tractography was initiated from one seed region to one-way 
point mask region using the probtrackx function in FSL in two 
separate steps: (1) Tracts traced from the seed region of STG to the 
waypoint mask of IFG were identified as the dorsal AF. (2) Tracts 
traced from the seed region of MTG to the waypoint mask of IFG 
were identified as the ventral AF. These resulting tracts were further 
masked by setting an intensity threshold of the median intensity 
values of each tract, and eliminating voxels with intensity values 
below that threshold. While this provides a way to threshold the 
tracts similarly across subjects, choosing a cut-off intensity value 
is somewhat arbitrary, and since there is currently no convention 
for setting this value (Giorgio et al., 2010), we chose the median 
intensity value for each tract. To compute tract volume, we used the 
number of voxels in each tract after applying the cut-off intensity 
value and multiplied the number of voxels by the voxel size (Loui 
et al., 2011a,b).

statIstIcal comParIsons – arcuate fascIculus
For each tract (dorsal AF, ventral AF) in each hemisphere, measures 
of volume and FA were extracted and compared using a three-
way ANOVA with the between-subjects factor of GROUP (with 
three levels: singers, instrumentalists, and non-musicians) and the 
within-subject factors of HEMISPHERE (left vs. right) and TRACT 
(dorsal vs. ventral).

Figure 1 | region of interest locations displayed on the FA images: (A) iFg, (B) MTg, (C) STg.
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To test whether the between-group differences in the AF could be 
explained by whole-brain differences in FA or volume, separate one-
way ANOVAs were conducted on the dependent variables of FA and 
volume. Results showed no significant between-group differences 
in whole-brain FA or volume (all ps > 0.1), suggesting that differ-
ences in the AF cannot be explained by whole-brain differences.

fa along the arcuate fascIculus
Having identified the left dorsal AF as the main tract of interest 
that showed differences between singers and matched instrumental 
musician controls, we further sought to identify the region along 
the AF that shows maximal between-group differences. Visual com-
parison of the FA maps of tracts identified in singers and instru-
mentalists (Figure 4) suggested that a part of the longitudinal 
portion of the left dorsal AF showed the strongest FA differences 
between groups.

To explore this observed difference along the tract, the longitudi-
nal portion of the left dorsal AF was divided into 4 bins of 10 coronal 
slices each and the mean FA from each bin (mean FA of 10 coronal 
slices) was extracted for each subject, and compared between sing-
ers and instrumentalists using a two-tailed t-test. The comparison 
revealed significantly lower FA for the singers in bin 3 [y = −22 mm 
to y = −13 mm, t(9) = 4.29, p = 0.002], around the midpoint of the 
longitudinal portion of the left dorsal AF. Figure 5 shows bin-by-
bin comparisons between singer and instrumental groups in the 
longitudinal portion of the left dorsal AF, whereas Figures 6 and 7 
show the entire left dorsal AF tract in axial (Figure 6) and sagit-
tal (Figure 7) views, highlighting the section that is significantly 
lower in FA in singers than controls: on average, singers possessed 
lower FA in the longitudinal portion of the left dorsal AF, and more 
specifically in bin 3 (from y = −22 mm to y = −13 mm).

BehavIoral correlates of fa dIfferences
To explore the relationship between singers and FA values in the 
left dorsal AF, we tested the hypothesis that the number of years of 
singing training is predictive of FA value for the left dorsal AF using 
a linear regression (shown in Figure 8). Within the singer group 
only, the reported number of years of singing training inversely pre-
dicted the FA value of each individual’s left dorsal AF (R2 = −0.387, 
p = 0.04). For both FA and volume, a similar relationship was not 
observed in the left dorsal AF of control musicians (R2 = −0.08, 
p > 0.1), nor for any other tracts in both singers’ and instrumental-
ists (all |R2|s < 0.16, all ps > 0.2).

dIscussIon
We report a DTI comparison between singers, instrumental musi-
cians, and non-musicians. Our results showed that the AF, a bundle 
of white-matter fibers that connects regions of the brain known to 
be involved in sound perception and production as well as the feed-
forward and feedback control and vocal output, has a larger volume 
and higher FA values in musicians (both singers and instrumental-
ists) relative to non-musicians. Among musicians, singers showed 
significantly higher volume in the dorsal and ventral branches of 
the left AF, and lower FA in the left dorsal AF, relative to instru-
mentalists. In contrast, GROUP had no effect on whole-brain FA 
measures between the three groups, suggesting that effects could 
not be explained by whole-brain differences. A bin-by-bin analysis 

for multiple tests. The main effect of TRACT was significant 
[F(1,120) = 12.49, p = 0.001], confirming that tract FA was lower 
in the dorsal branch relative to the ventral branch. Finally, an 
interaction between GROUP and HEMISPHERE showed a trend 
toward significance [F(2,120) = 2.73, p = 0.069], showing that 
FA was lower in the left hemisphere of singers compared to both 
hemispheres of instrumentalists. These results are summarized 
in Figure 3.

To explore the potentially differing contributions of axial and 
radial diffusivities to the observed FA difference between singers 
and instrumentalists, we extracted the singers’ and instrumentalists’ 
left dorsal AF’s mean axial (λ

1
) and radial [(λ

2
 + λ

3
)/2] diffusivi-

ties. A direct comparison of these parameters between singers and 
instrumentalists suggested that the finding of lower FA was strongly 
due to higher radial diffusivity [(λ

2
 + λ

3
)/2] in singers relative to 

instrumentalists [t(20) = 2.7, p = 0.01], and not due to differences 
in axial diffusivity [t(20) = 1.01, p = 0.33].

Figure 2 | Mean volume for all branches of the AF in both hemispheres 
for all groups (l = left, r = right, d = dorsal, v = ventral). Error bars represent 
SE of the mean.

Figure 3 | Mean FA for all branches of the AF in both hemispheres for all 
groups (l = left, r = right, d = dorsal, v = ventral). Error bars represent SE of 
the mean.
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By using seed regions in the superior and middle temporal gyri, 
and waypoint masks in the IFG of each hemisphere in each brain, 
we were able to identify the dorsal and ventral branches of the left 
and right AF. Both dorsal and ventral branches of the left AF were 
identified as being larger in singers than in instrumentalists, with 
stronger effects in the dorsal branch. Interestingly, this effect was 
only observed in the left hemisphere.

Previous research has shown that individuals with difficulties in 
pitch perception and production, i.e., tone-deaf individuals, have 
diminished white-matter volume in their right AF, with pitch per-
ception abilities being correlated with the dorsal branch of the right 
AF and pitch perception–production mismatch being correlated 
with the right ventral branch (Loui et al., 2009), suggesting that 
fine-grained control of pitch perception and production abilities 
are related to the dorsal branch (i.e., STG ↔ IFG connections). In 
contrast, both singers and instrumental musicians in this study have 
expertise in pitch perception and production, as the instrumental 
group is matched for number of years of musical training. It is only 
when both the singers and instrumentalists are compared with non-
musicians that differences in the right AF are observed. This might 
suggest that the right AF shows more of a domain general adapta-
tion effect in activities that involve matching sounds with actions 
independent on whether these actions are articulatory actions or 
hand actions. The left AF and in particular the dorsal branch of the 
left AF showed the most profound differences comparing singers 
with instrumentalists. Although this finding is somewhat surpris-
ing, it suggests that the left AF, which already shows an adaptation 
when individuals acquire language (Barnea-Goraly et al., 2005; 
Ashtari et al., 2007) and is usually larger and more complex than 
the right AF (Vernooij et al., 2007; Glasser and Rilling, 2008), might 
be the structure that adapts the most to the specific requirements 
of vocal–motor and auditory–motor integration.

Furthermore, it is also possible that the dorsal (STG ↔ IFG) and 
ventral (MTG ↔ IFG) branches have different functions and there-
fore show different adaptations. The ventral (MTG–IFG) branch 
could be a fast and coarse system that does not rely on precise 
auditory feedback while the dorsal (STG ↔ IFG) branch could be 

of FA differences in the longitudinal portion of the AF among 
musicians shows significantly lower FA among singers along the 
midpoint of the left dorsal AF, relative to instrumentalists.

The finding of higher FA in musicians compared to non-musi-
cians, but lower FA in singers relative to instrumental musicians 
provides support for auditory–motor training-induced differences 
in the AF for musicians in general and singers in particular. The 
lower FA may reflect less aligned fibers or more fiber crossings 
among singers along the course of the AF. While DTI does not 
resolve the directionality of fiber tracts, tractography methods make 
it possible to infer tract volume based on identified tracts that 
connect several endpoints of gray matter (Giorgio et al., 2010). 

Figure 4 | Sagittal slice x = 38 mm, showing left dorsal AF in yellow: 
instrumental controls (top). Singers (middle). All musicians (bottom), with 
region showing significant FA differences at y = −22 to −13 mm, shown 
in green.

Figure 5 | Mean FA by bin number for left dorsal AF of singers and 
instrumental musician controls.
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myelination and axonal coherence. Axial diffusivity is said to be 
related to the integrity of the axons, whereas radial diffusivity is 
said to be related to the degree of myelination (Song et al., 2002; 
Schaechter et al., 2009). However there is much debate about the 
validity of these associations especially when applied to gray–
white-matter boundaries or regions with multiple crossing fibers 
(Wheeler-Kingshott and Cercignani, 2009).

The finding of lower FA due to higher radial diffusivity in sing-
ers, in particular in bin 3 of the tract (around the midpoint of the 
longitudinal portion of the AF, most proximal to regions of the 
motor and somatosensory cortices) suggests that the singers’ AFs 
may be adapted to allow for more connectivity between the primary 
nodes of the AF (STG/MTG and IFG), the motor/somatosensory 
system, and/or the inferior parietal lobule via the AF’s putative 
“indirect pathway” (as described in Catani et al., 2005). Since the 
FA difference is most strong in bin 3 and bin 3 roughly coincides 
with the location of the pre- and postcentral gyrus, this suggests 

a slower, more precise system that is under conscious control and 
heavily relies on auditory feedback to make adjustments in the 
auditory–motor mapping of vocal output.

Similar findings of lower FA values in white-matter regions have 
been reported in other studies comparing experts in a particular 
domain with non-experts. For example, simultaneous interpret-
ers (individuals who translate a source’s speech in real-time) were 
reported to have lower FA relative to controls, in subregions of their 
corpus callosum, as well as in the white matter underlying the left 
anterior insula and inferior parietal lobe, regions thought to be 
involved in articulatory control and sensory–motor mapping for 
speech (Elmer et al., 2010).

Diffusion tensor imaging provides in vivo measures of white-
matter connectivity through its parameters of FA, axial diffusivity, 
radial diffusivity, and shape and volume of white-matter tracts. 
FA is a scalar measure that characterizes the degree of directional 
preference in diffusion of water, and is affected by the degree of 

Figure 6 | Axial view of left dorsal AF across all subjects in green, with region showing significant between-group FA differences indicated by the box.
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 connectivity of this kind in singers might be an adaptation for 
increased sensitivity for feedback information from the inferior 
parts of the somatosensory cortex (homuncular representations of 
sensory feedback from speech areas, e.g., proprioception of jaws, 
tongue, and lips), as well as feedforward information provided to 
the inferior regions of the inferior motor/premotor strip (homun-
cular representations of the tongue, jaw, lips, and larynx). This 
interaction of feedback and feedforward information in which the 
AF may play a critical role has been described in detail in Guenther 
et al. (2006) for syllable production in speaking and might be simi-
lar for intoned syllable production in singing. Functional neuroim-
aging studies have shown an extended activation after vocal skills 
training involving inferior motor/premotor and somatosensory 
regions (Kleber et al., 2010). In contrast to instrumental musi-
cians, who exercise fine non-vocal–motor control while engaging 
their vocal system minimally during a performance, singers must 
always monitor their breathing as well as proprioception from their 
vocal apparatus. This added cognitive demand necessitates stronger 
connectivity between temporal, inferior frontal, as well as inferior 
motor/premotor, and inferior somatosensory regions; this may be 
reflected in differing white-matter architecture in the AF of singers, 
relative to instrumentalists.

Our results suggest that musical training, particularly vocal 
training, is associated with structural adaptations in the AF: a tract 
that is important for linguistic as well as musical functions. In 
individuals who receive primarily vocal musical training, adapta-
tions are observed especially in the left dorsal AF, which is larger in 
volume but lower in FA among singers (relative to instrumental-
ists). This combination of DTI differences may reflect more fiber 

that at least part of the increase in radial diffusivity in singers may 
be reflective of less alignment in one direction and possibly more 
branching in other directions (e.g., perpendicular to the axial plane 
of the tract, toward the pre- and postcentral gyrus). Differences 
in white-matter microstructure of this kind (increased radial dif-
fusivity with no difference in axial diffusivity) are most frequently 
interpreted as indicating differences in myelination (Song et al., 
2002; Alexander et al., 2007; Jito et al., 2008), but changes in myelin 
or axon density due to axonal sprouting are also possible (Dancause 
et al., 2005; Carmichael, 2006), although the extent to which DTI is 
sensitive to such phenomena is not known. Nevertheless, enhanced 

Figure 7 | Sagittal view of left dorsal AF across all subjects in green, with region showing significant between-group FA differences indicated by the box.

Figure 8 | Numbers of years of vocal training (singers’ group only) 
inversely predicts mean FA value of the left dorsal AF.
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violations (Koelsch et al., 2001). In addition, functional imaging 
data have revealed that cortical areas involved in linguistic process-
ing (e.g., Broca’s area) are also involved in music processing (Maess 
et al., 2001; Koelsch et al., 2002; Tillmann et al., 2003). Based on 
these data, Patel (2003) proposed the “shared syntactic integration 
resource hypothesis” (SSIRH): Music and language share neural 
resources for processes linked to the structural integration of events 
(i.e., processing of structural relations between events (chords/
words) in working memory). In contrast, the musical and linguistic 
representations would be stored in distinct neural networks and 
can be selectively damaged, thus reconciling the double dissocia-
tions that had been observed in patients (Basso and Capitani, 1985; 
Peretz et al., 1994, 1997).

The SSIRH predicts that “tasks which combine linguistic and 
musical syntactic integration will show interference between the 
two” (Patel, 2003, p. 679). This hypothesis has been initially sup-
ported by ERP studies showing interactive influences between the 
simultaneous processing of music-syntactic and linguistic-syntactic 
structures (Koelsch et al., 2005; Steinbeis and Koelsch, 2008). Using 
a cross-modal paradigm, visually presented sentences were synchro-
nized with auditorily presented chord sequences. As in previous 
studies investigating either language processing (e.g., Gunter et al., 
2000) or music processing (e.g., Koelsch et al., 2001), syntactically 
incorrect words elicited a LAN, while music-syntactically unex-
pected chords (i.e., Neapolitan chords containing out-of-key tones) 
elicited an ERAN. Most importantly, linguistic and musical syntax 
interacted: A music-syntactically unexpected chord reduced the 
amplitude of the LAN while a linguistic-syntactically unexpected 
word reduced the amplitude of the ERAN. Recently (and in parallel 

IntroductIon
Music and language are rule-governed systems. The rules, which 
organize events (e.g., chords, words) structurally over time, define 
syntactic principles. Acculturated listeners and speakers have 
implicit knowledge of musical and linguistic syntax, allowing them 
to develop expectations about future musical and linguistic events 
(Besson and Schön, 2003; Patel, 2008). Such structural similarities 
have encouraged investigations about the domain-specificity or 
generality of music and language processing.

Evidence of independence between music and language pro-
cessing mainly comes from neuropsychological studies revealing 
a double dissociation between music and language deficits for 
brain-damaged patients (Basso and Capitani, 1985; Peretz et al., 
1994, 1997). While few behavioral and neurophysiological studies 
have reported independent processes (Besson et al., 1998; Bonnel 
et al., 2001), several behavioral and neurophysiological studies have 
reported dependent processes for music and language (Patel et al., 
1998; Bigand et al., 2001; Koelsch et al., 2001, 2002, 2005; Maess 
et al., 2001; Tillmann et al., 2003; Poulin-Charronnat et al., 2005; 
Steinbeis and Koelsch, 2008; Fedorenko et al., 2009; Slevc et al., 
2009). Behavioral studies have shown, for example, that musical 
structures influence syllable (Bigand et al., 2001) and word (Poulin-
Charronnat et al., 2005) processing in vocal music. Event-related 
potential (ERP) studies have shown that (1) the late positivity P600, 
which reflects syntactic integration, is not language-specific but can 
be elicited by music-syntactic violations (Patel et al., 1998), and (2) 
music-syntactic violations can elicit an early right anterior nega-
tivity (ERAN), which is comparable to the left-lateralized (early) 
anterior negativity (i.e., (E)LAN) elicited by linguistic-syntactic 
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to our present study), a behavioral study measuring reading-times 
in a self-paced reading paradigm reported cross-modal interactive 
influences of music-syntactic violations on syntactic complexity 
processing in garden-path sentences (Slevc et al., 2009). Reading-
times showed enhanced garden-path effects (i.e., longer reading-
times for syntactically unexpected words) when sentences were 
presented simultaneously with music-syntactically unexpected, 
out-of-key chords (compared to expected in-key chords).

These cross-modal experiments used strong musical expec-
tancy violations and introduced unexpected, out-of-key chords 
or chords with out-of-key tones that created acoustic violations 
with the preceding context (thus creating a confound with the 
music-syntactic violation). However, previous research investigat-
ing music perception has promoted the need for controlled musical 
materials with the aim to disentangle the influence of acoustic 
deviance from that of music-syntactic processing (Tekman and 
Bharucha, 1998; Bigand et al., 2003, 2006; Koelsch et al., 2007). 
In particular, musical context effects can be due to knowledge-
driven processes (referred to as cognitive priming) or sensory-
driven processes (i.e., sensory priming). The former result from 
the activation of listeners’ knowledge of Western musical syntax, 
the later from the difference in acoustic overlap between prime 
and target (i.e., harmonic spectra, tone repetition vs. novelty). 
Out-of-key tones do not only create an expectancy violation based 
on listeners’ tonal knowledge and musical-syntax processing, but 
create sensory dissonance with the other context tones as well 
(Terhardt, 1984). These perceptual changes define unexpected 
events as sensory deviants. The use of unexpected events with 
out-of-key tones does not allow distinguishing whether context 
effects are due to violations of musical structures or to violations 
of sensory features. Relatively subtle tonal manipulations (such 
as comparing target chords belonging to the same context key, 
i.e., tonic vs. subdominant) avoid creating any contextual disso-
nance and thus allow focusing on cognitive priming and musical 
structure processing.

This kind of experimental control is also relevant for the inves-
tigation of interactions between music and language processing, 
notably to be able to study interactions only due to music-syntactic 
processing (and not due to acoustic deviance processing). Our 
Experiment 1 investigated the interaction between simultaneous 
music-syntactic and linguistic-syntactic processing with more sub-
tle music-syntactic violations than those previously used. For this 
aim, the music-syntactic manipulation used the in-key subdomi-
nant chord as the unexpected chord and the in-key tonic chord as 
the expected chord. With this musical material, previous studies 
have shown faster and more accurate processing for the expected 
tonic chord than for the less-expected subdominant chord (referred 
to as the tonal function effect). Originally, this tonal function effect 
was observed with tasks that focused on a perceptual feature of 
the target chord (e.g., consonance/dissonance judgment, Bigand 
et al., 2003). More recently, the tonal function effect was observed 
with tasks that focused on a simultaneously presented linguistic 
feature, such as sung, spoken, and visual syllables (Bigand et al., 
2001; Escoffier and Tillmann, 2008; Hoch and Tillmann, 2010, 
respectively). The effect of tonal function on syllable processing 
suggests that listeners process musical structures, even when these 
structures are task-irrelevant.

In a cross-modal paradigm (i.e., task-relevant visual informa-
tion presented with a musical background), Escoffier and Tillmann 
(2008) compared target chord processing in tonal sequences (end-
ing with an expected tonic or a less-expected subdominant chord) 
and in tonally neutral sequences (i.e., baseline sequences). The 
comparison to neutral baseline sequences followed a rationale 
previously used in psycholinguistics to study costs and benefits 
of contextual expectations (e.g., Jonides and Mack, 1984). In con-
trast to the tonal sequences (ending on tonic vs. subdominant), 
which install a tonal center and evoke expectations for the tonic 
in particular, the baseline sequences do not install a tonal center 
and thus do not guide listeners’ tonal expectations. In Escoffier and 
Tillmann (2008), the processing of the visual event was faster for 
the tonic condition than for the baseline condition, but was not 
slowed down in the subdominant condition, which did not differ 
from the baseline condition. This comparison to baseline thus sug-
gests that the cross-modal influence of the tonal function on the 
visual processing is not due to a general distraction or attentional 
shift (due to the unexpected subdominant), but rather to a benefit 
of processing thanks to the expected tonic chord.

Our Experiment 1 used a cross-modal paradigm: Sentences were 
presented visually in synchrony with auditorily presented task- 
irrelevant chord sequences, which ended on an expected tonic chord 
or a less-expected subdominant chord. Participants performed a 
lexical decision task on the final word, which was syntactically 
expected or unexpected. If previously reported interactive influ-
ences between music-syntactic and linguistic-syntactic processing 
were not due to the acoustic violation created by the strong music-
syntactic violation (i.e., out-of-key chords or tones, Koelsch et al., 
2005; Steinbeis and Koelsch, 2008), then Experiment 1 should reveal 
an interaction: The linguistic-syntactic expectancy effect should be 
modulated by the tonal function of the final chord and the tonal 
function effect (i.e., the musical expectancy effect) should be modu-
lated by the linguistic-syntactic expectancy. Based on the previously 
reported tonic facilitation in a cross-modal paradigm (Escoffier and 
Tillmann, 2008), interfering processes between music-syntactic and 
linguistic-syntactic processing should be reflected in a reduced or 
vanished tonic facilitation when simultaneously presented with a 
syntactically unexpected word. Such interfering processes between 
music-syntactic and linguistic-syntactic processing would sup-
port the hypothesis of shared structural and temporal integration 
resources, as formulated for syntax in the SSIRH (Patel, 2003).

ExpErImEnt 1: SyntactIc ExpEctancy and muSIcal 
ExpEctancy
mEthod
Participants
Thirty-two students from the University of Lyon 
(M ± SD = 22 ± 2.83 years) participated in Experiment 1. Number of 
years of formal musical practice ranged from 0 to 12 (3.72 ± 4.11 years; 
Mdn = 2 years). All participants gave informed consent, and none of 
the participants reported to have an auditory impairment.

Materials
Musical material. Twelve eight-chord sequences from Bigand 
et al. (2001) were used; half ended on the expected tonic chord 
and the other half on the less-expected subdominant chord. The 
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in the center of the screen. Participants were first trained in the 
lexical decision task with eight isolated words and pseudo-words 
that was followed by training with four sentences accompanied 
by chord sequences. Error feedback was given in the training and 
experimental phases. A 250-ms noise mask followed each trial to 
diminish the trace of the preceding musical sequence in the sensory 
memory buffer and thus its influence on the processing of the fol-
lowing musical sequence (as, for example, in Bigand et al., 2003; 
Escoffier and Tillmann, 2008).

rESultS
The mean accuracy was 94 and 97% for words and pseudo-words, 
respectively. The means of correct response times (RTs) were 588 ms 
(range: 455–826 ms) and 643 ms (range: 495–829 ms) for words 
and pseudo-words, respectively. Correct RTs were individually nor-
malized with a mean of 0 and a SD of 1, providing z-scores. For 
words1, percentages of correct responses (Table 1) and normalized 
RTs (Figure 1) were, respectively, analyzed by two 2 × 2 ANOVAs 
with syntactic expectancy (expected, unexpected) and tonal func-
tion (tonic, subdominant) as within-participant factors and either 
participants (F

1
) or target-words (F

2
) as a random variable.

For correct responses and normalized RTs, the main effect of 
syntactic expectancy was significant, F

1
(1, 31) = 27.99, p < 0.001, 

MSE = 13.61, F
2
(1, 23) = 12.68, p < 0.005, MSE = 28.87, and  

F
1
(1, 31) = 57.68, p < 0.001, MSE = 0.03, F

2
(1, 23) = 39.52, p < 0.001, 

MSE = 0.03, respectively. Expected words were processed more 
accurately and faster than syntactically unexpected words. For the 
normalized RTs, the two-way interaction between syntactic expec-
tancy and tonal function was significant, F

1
(1, 31) = 6.25, p < 0.05, 

MSE = 0.03, F
2
(1, 23) = 8.95, p < 0.01, MSE = 0.02. For expected 

words, a musical expectancy effect was observed: Processing was 
faster when the target word was presented with a tonic rather than 
with a subdominant chord F

1
(1, 31) = 6.12, p < 0.05, MSE = 0.05, 

F
2
(1, 23) = 5.59, p < 0.05, MSE = 0.03. For syntactically unexpected 

words, this tonic facilitation was not observed (F
1
 and F

2
 < 1). In 

addition, the syntactic expectancy effect was decreased when the 
target word was presented together with a subdominant chord, 
F

1
(1, 31) = 10.78, p < 0.005, MSE = 0.03, F

2
(1, 23) = 8.71, p < 0.01, 

MSE = 0.02, rather than with a tonic chord, F
1
(1, 31) = 50.96, 

p < 0.001, MSE = 0.03, F
2
(1, 23) = 38.84, p < 0.001, MSE = 0.03.

dIScuSSIon
In Experiment 1, expected words were processed faster and more 
accurately than syntactically unexpected words, reflecting the influ-
ence of morphosyntactic expectancies (see Colé and Segui, 1994; 
Friederici et al., 1998; Gunter et al., 2000, for similar results). This 
syntactic expectancy effect was modulated by the tonal function 
of simultaneously presented chords: It was reduced for words pre-
sented with a less-expected subdominant chord compared to an 
expected tonic chord. The present interaction also revealed that 

 inter-chord distance was set to zero. The first seven chords sounded 
for 625 ms each (thus a stimulus onset asynchrony of 625 ms), and 
the final chord sounded for 850 ms (due to the timbre’s resonance). 
Sequences were generated with Cubase 5.1 (Steinberg) and Grand 
Piano sound samples using Halion software sampler (Steinberg).

Linguistic material. In 24 French sentences of eight syllables 
(Appendix), the final word of each sentence defined the target, 
which was monosyllabic and syntactically expected. Aiming for 
semantically expected target-words, the syntactically expected sen-
tences were constructed on the basis of a pretest. In the pretest, the 
targets were given as the appropriate final word by at least 60% of 
the participants (students from the University of Lyon that did 
not participate in Experiment 1) in a free-completion task. The 
syntactic expectancy manipulation consisted of a gender violation 
(also named morphosyntactic violation, see Gunter et al., 2000): 
The target word was either syntactically expected or unexpected 
relative to the preceding article (e.g., “Le méchant chien dort dans 
la

[fem.]
niche

[fem.]
/The nasty dog is sleeping in the

[fem.] 
kennel

[fem.]
” vs. 

“Le méchant chien dort dans le
[masc.]

niche
[fem.]

/The nasty dog is sleep-
ing in the

[masc.]
 kennel

[fem.]
,” see Appendix). This manipulation was 

applied to all 24 sentences, leading to 48 experimental sentences.
Pseudo-words were constructed from target-words by altering 

one letter [e.g., “puche” instead of “poche” (pocket)]. This modifica-
tion changed only one phoneme and did not violate  orthographic 
or phonological rules of French. None of the pseudo-words were 
pseudo-homonyms in French.

Each sentence was visually presented, syllable-by-syllable, on the 
center of the screen. For polysyllabic words, a dash was presented at 
the end of the syllable to indicate that the word continued on the 
next screen. The syllable-by-syllable presentation allowed reading 
at a comfortable pace using the chords’ stimulus onset asynchrony 
of 625 ms. The first seven syllables of each sentence were presented 
in white (380 ms followed by an inter-syllable-interval of 245 ms), 
and the target was displayed in red up to the participant’s response, 
with a timeout of 1200 ms.

Audio-visual presentation. The onset of each syllable was syn-
chronized with the onset of each chord so that the target word (or 
pseudo-word) was synchronized with the onset of the final chord. 
The 96 sentences (i.e., the 48 sentences ending on either a word or 
a pseudo-word) were presented with a musical sequence ending 
on either a tonic or a subdominant chord. The resulting 192 trials 
were presented in pseudorandom order, where the presentation of 
the same sentence was separated by at least four other sentences 
and consecutive presentations of each experimental condition 
were limited to five repetitions. A different pseudorandom order 
was created for each participant. The experiment was run with the 
PsyScope Software (Cohen et al., 1993).

Procedure
Participants were informed that sentences containing eight sylla-
bles were presented syllable-by-syllable on successive screens with 
music in the background. Their task was to read the sentences and 
to decide as quickly and accurately as possible whether the last 
element was a word or a pseudo-word (i.e., lexical decision task). 
Before the presentation of the first syllable, a fixation cross appeared 

1Analyses for pseudo-words are reported here for completion. For Experiments 
1 and 2, respectively, percentages of correct responses and normalized RTs were 
analyzed by 2 × 2 ANOVAs with linguistic expectancy and tonal function as within-
participant factors. No significant effects were observed, except a main effect of 
linguistic expectancy in Experiment 1. Pseudo-words that matched expected words 
were processed faster than pseudo-words that matched syntactically unexpected 
ones, F

1
(1, 31) = 4.49, p < 0.05, MSE = 0.04, F

2
(1, 23) = 6.53, p < 0.05, MSE = 0.02.
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reported a different type of interactive pattern between music-
syntactic and linguistic-syntactic processing using a syntactic 
garden-path manipulation(see also Fedorenko et al., 2009, with 
object-extracted sentences): Self-paced reading-times were slower 
for target-words in syntactic garden-path sentences compared to 
simple sentences, but this effect was greater when presented with 
an unexpected out-of-key chord (107 ms) than with an expected 
in-key chord (31 ms). This comparison suggests that the type of 
linguistic-syntactic manipulation might lead to different interac-
tive patterns with music-syntactic processing. Slevc et al. (2009) 
and our Experiment 1 also differed in the type of music-syntactic 
violation tested (i.e., unexpected musical events that were out-of-
key vs. in-key). This difference might also influence the type of 
interactive pattern observed, notably with an additional cost due 
to strong musical violations that include acoustic violations. This 
hypothesis would need to be tested in an experimental paradigm 
that also integrates a baseline condition. However, it is worth not-
ing that in Slevc et al. (2009), the expected words did not show the 
typically observed musical expectancy effect (i.e., faster processing 

the musical expectancy effect was observed only for the expected 
words, but not for the syntactically unexpected words. The expected 
words showed a tonic facilitation as previously observed for sung, 
spoken and visual syllables (Bigand et al., 2001; Escoffier and 
Tillmann, 2008; Hoch and Tillmann, 2010, respectively) and for 
expected words in sung sentences (Poulin-Charronnat et al., 2005). 
In contrast, syntactically unexpected words did not show the tonic 
facilitation. Escoffier and Tillmann (2008) had shown that in a 
cross-modal paradigm the relative facilitation between tonic and 
subdominant chords was due to a benefit of the tonic, rather than 
to a cost of the subdominant. Given that this facilitation requires 
the processing of musical structures and tonal functions, the inter-
ference observed here with the processing of the unexpected word 
suggests that musical structure and linguistic syntax processing tap 
into the same processing resources, thus hindering the otherwise 
observed tonic benefit.

In contrast to the findings of Experiment 1 that were observed 
with morphosyntactic agreement manipulations (see also Koelsch 
et al., 2005; Steinbeis and Koelsch, 2008), Slevc et al. (2009) have 

Figure 1 | Normalized correct response times (z-scores) for words presented as a function of syntactic expectancy (expected, unexpected) and tonal 
function (tonic, subdominant) for experiment 1. Error bars indicate between-participants SE.

Table 1 | Percentages of correct responses (%Cr) and correct response times (rTs, raw latencies in ms) presented as a function of Linguistic 

expectancies (Syntactic for experiment 1 and Semantic for experiment 2) and Tonal Function (Tonic, Subdominant). SE are indicated in brackets.

 experiment 1 experiment 2

 Syntactic expectancy Semantic expectancy

 

Tonal

 Syntactically Syntactically Semantically Semantically 

 

function

 expected unexpected expected unexpected

%CR Tonic 95.83 (0.75) 92.19 (0.89) 97.01 (0.82) 92.19 (1.45)

 subdominant 95.57 (0.77) 92.32 (1.15) 95.18 (1.38) 90.36 (1.52)

RTs Tonic 564.91 (16.67) 603.32 (18.18) 572.15 (18.93) 635.30 (17.39)

 subdominant 582.45 (17.43) 601.47 (17.95) 583.46 (18.95) 646.32 (18.40)
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tonic or the less-expected subdominant chord. For the language 
manipulation, the final word of the sentence was semantically 
expected or unexpected (as in all the previous studies). Thus, 
Experiment 2 investigated whether previously observed interac-
tive influences between music and semantic processing (Poulin-
Charronnat et al., 2005; Steinbeis and Koelsch, 2008) extends 
to a cross-modal presentation with subtle musical expectancy 
violations and with a task focusing on language only. If previ-
ously reported interactive influences between music-syntactic and 
linguistic-semantic processing were not due to the experimental 
task and/or the form of presentation of the materials (i.e., vocal 
music in Poulin-Charronnat et al., 2005, and dual-task paradigm 
in Steinbeis and Koelsch, 2008), then in Experiment 2, the lin-
guistic-semantic expectancy effect should be modulated by the 
tonal function of the final chord, and the tonal function effect 
(i.e., the musical expectancy effect) should be modulated by the 
linguistic-semantic expectancy.

mEthod
Participants
Thirty-two students from the University of Lyon 
(M ± SD = 21 ± 2.38 years) participated in Experiment 2. The 
number of years of formal musical practice ranged from 0 to 14 
(2.78 ± 4.32 years; Mdn = 0). This mean level of musical practice did 
not differ significantly from that of the participants in Experiment 
1 [t(31) = 0.90, p = 0.38]. All participants gave informed consent. 
None of the participants had declared to have an auditory impair-
ment, and none participated in Experiment 1.

Materials and procedure
The musical sequences and the sentences ending on syntactically 
expected words of Experiment 1 were used. These syntactically 
expected words were also semantically expected, and they had been 
chosen, as described in Experiment 1, based on a free-completion 
test. Sentences were then matched by pair so that the semantically 
expected target word of one sentence defined the semantically unex-
pected target word of another sentence (and vice versa), resulting 
in 24 sentences ending on a semantically expected word and 24 
sentences ending on a semantically unexpected word [e.g., “Le mé-
chant chien dort dans la niche (vs. tente)”/“The nasty dog is sleep-
ing in the kennel (vs. tent)”]. These combinations of semantically 
unexpected target-words were pretested (with 29 new participants, 
students of the University of Lyon). The semantically unexpected 
word was never chosen as an appropriate ending among multiple 
choices (including expected/unexpected words and fillers), except 
by two participants for one sentence (sentence 22, see Appendix). 
The procedure was as described for Experiment 1.

rESultS
The mean accuracy was 94% and 95% for target-words and pseudo-
words, respectively. The means of correct RTs were 608 ms (range, 
447–879 ms) and 656 ms (range, 533–880 ms) for words and 
pseudo-words, respectively. As for Experiment 1, correct RTs were 
individually normalized with a mean of 0 and a SD of 1, provid-
ing z-scores (see footnote 1). For words, percentages of correct 
responses (Table 1) and normalized RTs (Figure 2) were, respec-
tively, analyzed by two 2 × 2 ANOVAs with semantic expectancy 

for the expected tonic chord, e.g., Bharucha and Stoeckig, 1986): 
Reading-times of expected words were faster with unexpected out-
of-key chords (i.e., 606 ms) than with expected in-key chords (i.e., 
639 ms, see Slevc et al., 2009 for a discussion).

Despite differences in interactive data patterns between our 
Experiment 1 and the study by Slevc et al. (2009), overall find-
ings showed interactive influences between simultaneous 
 music-syntactic and linguistic-syntactic processing, thus suggest-
ing shared processing resources for musical-syntax and linguistic 
syntax, as proposed by the SSIRH (Patel, 2003).

ExpErImEnt 2: SEmantIc ExpEctancy and muSIcal 
ExpEctancy
To further investigate whether shared resources between music and 
language processing are restricted to linguistic-syntactic processing 
or extend to linguistic-semantic processing, previous studies have 
investigated the simultaneous processing of musical syntax and 
linguistic semantics (Koelsch et al., 2005; Steinbeis and Koelsch, 
2008; Slevc et al., 2009; see also Poulin-Charronnat et al., 2005). In 
contrast to the consistently observed interactive influences between 
the simultaneous processing of syntactic structures in music and 
language, these studies have revealed mixed data patterns. With a 
cross-modal presentation, the processing of a linguistic-seman-
tic violation was not influenced by the simultaneous processing 
of a music-syntactic violation (i.e., out-of-key chords or tones, 
Koelsch et al., 2005; Slevc et al., 2009). However, when partici-
pants were required to perform a dual-task on language (visually 
presented) and music (auditorily presented), interactive influences 
were observed between music processing and semantic process-
ing (Steinbeis and Koelsch, 2008). A similar interactive pattern 
was observed for vocal music and the use of more subtle musical 
expectancy violations in a behavioral priming paradigm (Poulin-
Charronnat et al., 2005): The musical expectancy effect (i.e., faster 
processing for expected tonic chords than for less-expected sub-
dominant chords) was observed only for semantically expected 
words but vanished for semantically unexpected words. This 
interaction also revealed that tonal function modulated semantic 
processing: The semantic expectancy effect (i.e., faster processing 
for semantically expected words than for unexpected words) was 
reduced for words sung on the less-expected subdominant chord 
compared to words sung on the expected tonic chord. In contrast 
to the studies that did not report interactive influences between 
musical and semantic structures (Koelsch et al., 2005; Slevc et al., 
2009), the interactive influences reported by Steinbeis and Koelsch 
(2008) and Poulin-Charronnat et al. (2005) suggest the extension of 
shared resources from syntactic structures to semantic structures.

In view of the previous studies, which revealed mixed data pat-
terns using various materials and tasks, Experiment 2 investigated 
simultaneous linguistic-semantic and music-syntactic processing 
with the musical materials and the linguistic task of Experiment 1. 
The musical and linguistic materials and the linguistic task were 
comparable to Poulin-Charronnat et al. (2005), but here used in 
a cross-modal presentation. As in Experiment 1, Experiment 2 
used music-syntactic manipulation without acoustic confound, 
thus contrasting with all the previous studies using a cross-modal 
presentation (Koelsch et al., 2005; Steinbeis and Koelsch, 2008; 
Slevc et al., 2009): Chord sequences ended on either the expected 
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Experiment 2 did not reveal interactive influences between 
linguistic-semantic and music-syntactic processing. The semantic 
priming effect did not modulate the musical expectancy effect nor 
was it modulated by the musical expectancy effect. The absence of 
interactive influence is consistent with some of the previous data 
observed with stronger musical expectancy violations (Koelsch et al., 
2005; Slevc et al., 2009). As previously argued, it might suggest inde-
pendent resources between music-syntactic and linguistic-semantic 
processing (see however the General Discussion here below).

Further insight can be provided by the comparison of the 
various data patterns of previous experimental studies that 
used similar materials, but differed in material presentation 
or tasks. In contrast to the data of Experiment 2, the data by 
Poulin-Charronnat et al. (2005) suggested shared resources for 
music and semantic processing: They revealed interactive influ-
ences with similar materials and tasks as in Experiment 2, but 
presented as vocal music. The data by Steinbeis and Koelsch 
(2008) also suggested shared resources with the observation of 
interactive influences for the same materials and cross-modal 
presentation as in Koelsch et al. (2005), but using a dual-task 
(instead of a single task leading to a data pattern suggesting inde-
pendent influences). Taken together, these findings suggest that 
the presentation form of the experimental material (as separate 
information streams in a cross-modal paradigm or combined in 
one information stream as in vocal music) and the attentional 
level required for the processing of each material type (in single 
vs. dual-tasks) influence whether interactive data patterns are 
observed between simultaneous music and semantic process-
ing. In particular, interactive patterns might be observed for 
semantics when the tonal function is part of the task-relevant 
information stream(s).

It is worth noting that in contrast to the chord material used 
in the previously cited studies, behavioral and ERPs for sung mel-
odies suggested independent processing of music and semantic 

(expected, unexpected) and tonal function (tonic, subdominant) 
as within-participant factors and either participants (F

1
) or target-

words (F
2
) as random variables.

For correct responses and normalized RTs, the main effect of 
semantic expectancy was significant, F

1
(1, 31) = 20.98, p < 0.001, 

MSE = 35.40, F
2
(1, 23) = 22.31, p < 0.001, MSE = 24.30, and  

F
1
(1, 31) = 127.88, p < 0.001, MSE = 0.08, F

2
(1, 23) = 91.44, 

p < 0.001, MSE = 0.09, respectively: Expected words were processed 
more  accurately and faster than semantically unexpected words. 
The main effect of tonal function was significant for normalized 
RTs, F

1
(1, 31) = 6.05, p < 0.05, MSE = 0.05, F

2
(1, 23) = 7.71, p < 0.05, 

MSE = 0.03, and marginally significant for correct responses, 
F

1
(1, 31) = 3.28, p = 0.08, MSE = 32.41, F

2
(1, 23) = 3.70, p = 0.07, 

MSE = 20.02, target word processing was more accurate and 
faster when presented in synchrony with a tonic chord than with 
a subdominant chord. The two-way interaction between semantic 
expectancy and tonal function was not significant [F

1
(1, 31) = 0.21, 

p = 0.65, MSE = 0.04; F
2
(1, 23) = 0.83, p = 0.37, MSE = 0.03 for 

normalized RTs; and F
1
(1, 31) = 0.000, p = 1.00, MSE = 12.88, 

F
2
(1,23) = 0.005, p = 0.94, MSE = 19.00 for percentages of correct 

responses].

dIScuSSIon
Experiment 2 replicated the well-known semantic priming effect 
(see McNamara, 2005 for a review), with semantically expected 
words being processed faster and more accurately than unexpected 
words. In addition, a main effect of tonal function was observed 
with faster and more accurate processing of words presented in 
synchrony with an expected tonic chord than with a less-expected 
subdominant chord. The facilitated visual word processing when 
simultaneously presented with a tonic chord confirmed the previ-
ously described tonic facilitation, as observed for sung, spoken, and 
visual syllables (Bigand et al., 2001; Escoffier and Tillmann, 2008; 
Hoch and Tillmann, 2010).

Figure 2 | Normalized correct response times (z-scores) for words presented as a function of semantic expectancy (expected, unexpected) and tonal 
function (tonic, subdominant) for experiment 2. Error bars indicate between-participants SE.
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and linguistic structure processing (notably as a function of the 
type of linguistic expectancies, syntax vs. semantics), we ran an 
additional analysis combining Experiments 1 and 2: This combined 
analysis revealed a two-way interaction between musical and lin-
guistic expectancy effects, but this interaction was not significantly 
modulated by the type of linguistic manipulation (syntactic or 
semantic)2. Interestingly, even though the interaction was not sig-
nificant in Experiment 2, the effect sizes suggested a similar interac-
tive pattern as in Experiment 1: The influence of tonal function was 
stronger for expected words (ηp

2 0 16= .  and ηp
2 0 13= .  for syntax 

in Experiment 1, and for semantics in Experiment 2, respectively) 
than for unexpected words (ηp

2 0 00= .  and ηp
2 0 07= . , for syntax and 

semantics, respectively). It is worth noting that also in Slevc et al. 
(2009), the mean RT data for semantics mirrored this interactive 
pattern (see also Poulin-Charronnat et al., 2005), even if not sig-
nificantly: The mean reading-times of semantically expected and 
unexpected words differed more strongly when the simultaneously 
presented chord was the expected in-key chord (i.e., 71 ms) than 
when it was the unexpected out-of-key chord (i.e., 38 ms, see Slevc 
et al., 2009, Table 1, p. 377).

Beyond the influence of the presentation form and the experi-
mental task (see Discussion of Experiment 2), the rather unstable 
data pattern for music and semantic processing, which is observed 
over the currently available studies, might have been based on the 
type of semantic violation that has been used in all the cited studies, 
and that contrasts to the expectancy violations applied to syntax. 
The challenge to aim for comparable violation types and to equate 
the levels of processing difficulty between the to-be-compared 
materials is not only encountered by research investigating lan-
guage and music, but is also well-known in research investigating 
linguistic syntax and semantics (e.g., Friederici et al., 1993, 2003). In 
studies investigating language and music processing, up to now, the 
syntactic expectancy violations consisted of syntactic errors (e.g., 
gender violations, Koelsch et al., 2005; Steinbeis and Koelsch, 2008; 
Experiment 1) or syntactic complex sentences (Fedorenko et al., 
2009; Slevc et al., 2009), while the semantic expectancy violations 
consisted of correct, but low-cloze probability words (Koelsch et al., 
2005; Poulin-Charronnat et al., 2005; Steinbeis and Koelsch, 2008; 
Slevc et al., 2009; Experiment 2). This comparison thus points to the 
potential influence of the strength of the structure manipulations, 
and it raises the question whether the use of stronger semantic vio-
lations (semantic errors, semantically implausible words) or seman-
tically more complex structures might produce more consistent 
interference with simultaneous music processing. The underlying 
hypothesis would be that, as previously suggested by Steinbeis and 
Koelsch (2008), neural resources might be shared for the process-
ing of structure violation and the integration of unexpected events 
for both musical structures and linguistic-semantic structures. As 
phrased by Slevc et al. (2009), music and language processing might 
share “resources for a more general type of processing (e.g., for a 
process of integrating new information into any type of evolving 
representation),” p. 375).

 expectancy violations (Besson et al., 1998; Bonnel et al., 2001). 
However, even for this melodic material, (1) a reduction of the 
N400 for semantically unexpected words sung on an unexpected 
tone can be noticed in the reported ERPs (see Besson et al., 1998, 
Figure 2, p. 496, but not significant), and (2) these studies (Besson 
et al., 1998; Bonnel et al., 2001) used two explicit tasks (i.e., semantic 
and musical coherence judgments) that might lead participants to 
separately analyze musical and linguistic information, thus weaken-
ing interactive influences.

GEnEral dIScuSSIon
Our study manipulated the tonal function of chords together 
with either syntactic or semantic structures in a cross-modal 
paradigm. Experiment 1 revealed interactive influences between 
music-syntactic and linguistic-syntactic processing. The effect of 
linguistic-syntactic expectancy was reduced when the target word 
was simultaneously presented with a less-expected subdominant 
chord, and there was no effect of musical expectancy for syn-
tactically unexpected words. This outcome extends interactive 
influences previously observed with strong violations of musical 
expectancies (Koelsch et al., 2005; Steinbeis and Koelsch, 2008; 
Fedorenko et al., 2009; Slevc et al., 2009) to more subtle viola-
tions of musical expectancies. By contrast, Experiment 2 did not 
reveal interactive influences between music-syntactic and lin-
guistic-semantic processing: Only main effects of tonal function 
and semantic expectancy were observed. The absence of interac-
tive influences is in agreement with some of the previous studies 
investigating music-syntactic and linguistic-semantic processing 
(Koelsch et al., 2005; Slevc et al., 2009), but differs from the inter-
active influences consistently observed for music-syntactic and 
linguistic-syntactic processing (Experiment 1; Koelsch et al., 2005; 
Slevc et al., 2009).

Overall, the findings of our two cross-modal experiments can 
be interpreted as new support for the SSIRH (Patel, 2003), notably 
by revealing interactive influences between music-syntactic and 
linguistic-syntactic processing, but not between music-syntactic 
and linguistic-semantic processing. More importantly, the con-
trolled construction of our musical material allowed focusing on 
the influence of musical structure processing, notably by excluding 
that the observed interference was due to acoustic deviance process-
ing (thus going beyond previous studies using out-of-key events, 
e.g., Koelsch et al., 2005; Steinbeis and Koelsch, 2008). In particular 
here, the influence of the musical structures was based on the tonic 
facilitation (rather than on a subdominant cost), as suggested by 
previous research including a neutral baseline condition (Escoffier 
and Tillmann, 2008).

In the following, we propose to discuss our study together with 
the currently available data on simultaneous musical and lin-
guistic (syntactic or semantic) structure processing, revealing the 
need for future studies and suggesting an extension of the SSIRH. 
Simultaneous music and syntactic processing has consistently 
shown interactive influences (Koelsch et al., 2005; Steinbeis and 
Koelsch, 2008; Slevc et al., 2009; Fedorenko et al., 2009; Experiment 
1), while simultaneous music and semantic processing has either 
shown interactive influences or not (Poulin-Charronnat et al., 2005; 
Steinbeis and Koelsch, 2008 vs. Koelsch et al., 2005; Slevc et al., 
2009; Experiment 2). To further investigate simultaneous musical 

2The two-way interaction between musical and linguistic expectancy manipulation 
was significant, F

1
(1, 62) = 4.01, p < 0.05, MSE = 0.04, but the three-way interaction 

integrating also the type of linguistic manipulation (syntactic or semantic) was not 
significant: F(1,62) = 1.73, p = 0.19, MSE = 0.04.
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concluSIon
Recent research has investigated the hypothesis of neural resources 
shared between music and language processing, in particular 
differentiating syntax and semantics of the language material. 
While musical structure processing interacted consistently with 
linguistic syntax processing, the data patterns observed for 
musical-syntax and linguistic-semantics were less clear, showing 
either interactive patterns or not. Our study tested the simulta-
neous processing of  musical syntax with either linguistic syntax 
(Experiment 1) or semantics (Experiment 2) and the observed 
data pattern is in agreement with these previous findings. A closer 
analysis of material, violation types as well as experimental tasks 
suggests the extended hypothesis of shared structural integration 
resources that goes beyond syntactic integration. This extended 
hypothesis now requires future research to further investigate not 
only music and language processing, but also the behavioral and 
neural correlates of the simultaneous processing of other material 
types that require structural and temporal integration (such as 
action, for example).
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Research in music cognition and psycholinguistics has suggested 
that both music and language processing require integrative pro-
cesses. Each incoming event needs to be integrated on-line into an 
updated mental representation of the global context, notably to 
form a coherent and meaningful representation (Friederici, 2001; 
Jackendoff, 2002; Patel, 2003, 2008; Hagoort, 2005; Tillmann, 2005). 
For language, structural integration of information over time is 
necessary for both syntactic and semantic processing (Gibson, 1998; 
Friederici, 2001; Jackendoff, 2002; Hagoort, 2005). At the sentence 
level, readers or listeners need to integrate newly incoming infor-
mation to update their mental representation, and create a coher-
ent and meaningful situational model (e.g., van Dijk and Kintsch, 
1983; Kintsch, 1988). This research in music and language cogni-
tion, taken together with the observation of interactive influences 
between music and syntactic processing and between music and 
semantic processing (at least in some of the studies), led us to pro-
pose that structural integration resources might be the key concept 
of shared resources in the processing of music, syntax, and seman-
tics. The SSIRH might thus be extended from syntactic to more 
general structural integration resources. This hypothesis of shared 
structural integration resources needs to be further investigated by 
testing (1) stronger semantic expectancy violations (e.g., semanti-
cally implausible words) or sentences with more complex semantic 
structures (e.g., semantic garden-path sentences, role assignment 
violations), which require more complex processes such as a rea-
nalysis and a reinterpretation of the previous information, and (2) 
predictions for interactive influences beyond music and linguistic 
structure processing, notably for the simultaneous processing of 
other structured materials, such as arithmetic, movies, dance, or 
action sequences (see also Jackendoff, 2009)3. This hypothesis inte-
grates in research revealing the role of inferior frontal cortex (in 
particular, Broca’s area and its right-hemisphere homolog) not only 
in language processing for syntax and semantics (e.g., Kotz et al., 
2002), but also in the processing of musical structures (e.g., Maess 
et al., 2001; Tillmann et al., 2003) and artificial grammar structures 
(Petersson et al., 2004, 2010) as well as  sequential manipulation 

3These predictions have been started to be tested in recent works (see Sammler 
et al., 2010 for action; Hoch and Tillmann, submitted, for maths).
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appEndIx

No. Context expected Syntactically unexpected Semantically unexpected 

  target word target word target word

 1 Le bon cam-peur dort dans la tente le tente la niche

 The good camper is sleeping in the[fem.] tent the[masc.] tent the[fem.] kennel

 2 Le mé-chant chien dort dans la niche le niche la tente

 The nasty dog is sleeping in the[fem.] kennel the[masc.] kennel the[fem.] tent

 3 Le beau mou-choir est dans la poche le poche la tasse

 The beautiful handkerchief is in the[fem.] pocket the[masc.] pocket the[fem.] cup

 4 Le pe-tit sucre est dans la tasse le tasse la poche

 The small piece of sugar is in the[fem.] cup the[masc.] cup the[fem.] pocket

 5 Le nou-veau train est dans la gare le gare la classe

 The new train is coming into the[fem.] station the[masc.] station the[fem.] class

 6 Le sage é-lève est dans la classe le classe la gare

 The wise student is in the[fem.] class the[masc.] class the[fem.] station

 7 Le jo-vial bu-veur lève le verre la verre le sort

 The cheerful drinker is rising the[masc.] glass the[fem.] glass the[masc.] fate

 8 Le mé-chant sor-cier jette le sort la sort le verre

 The evil wizard is casting the[masc.] fate the[fem.] fate the[masc.] glass

 9 Le gros gâ-teau gonfle dans le four la four le trou

 The big cake is rising in the[masc.] oven the[fem.] oven the[masc.] hole

10 Le pe-tit rat entre dans le trou la trou le four

 The little rat is coming into the[masc.] hole the[fem.] hole the[masc.] oven

11 Le sé-rieux doc-teur prend le pouls la pouls le nord

 The serious doctor is taking the[masc.] pulse the[fem.] pulse the[masc.] north

12 Le jeune ran-don-neur perd le nord la nord le pouls

 The young hiker loses the[masc.] north the[fem.] north the[masc.] pulse

13 Le vieux bou-lan-ger roule la pâte le pâte la feuille

 The old baker is rolling the[fem.] dough the[masc.] dough the[fem.] sheet

14 Le jeune é-co-lier plie la feuille le feuille la pâte

 The young schoolboy is folding the[fem.] sheet the[masc.] sheet the[fem.] dough

15 Le bon me-nui-sier coupe la planche le planche la viande

 The good carpenter is cutting the[fem.] board the[masc.] board the[fem.] meat

16 Le cos-taud bou-cher coupe la viande le viande la planche

 The strong butcher is cutting the[fem.] meat the[masc.] meat the[fem.] board

17 Le jeune nu-diste est sur la plage le plage la scène

 The young nudist is on the[fem.] beach the[masc.] beach [fem.] stage

18 Le grand chan-teur est sur la scène le scène la plage

 The famous singer is on [fem.] stage [masc.] stage the[fem.] beach

19 Le gour-mand che-val mange le foin la foin le joint

 The greedy horse is eating the[masc.] hay the[fem.] hay the[masc.] gasket

20 Le pe-tit dro-gué fume le joint la joint le foin

 The little drug addict is smoking the[masc.] joint the[fem.] joint the[masc.] hay

21 Le jeune é-co-lier lève le doigt la doigt le clou

 The young schoolboy is lifting the[masc.] finger the[fem.] finger the[masc.] nail

22 Le gauche bri-co-leur plante le clou la clou le doigt

 The clumsy home constructer is planting the[masc.] nail the[fem.] nail the[masc.] finger

23 Le bel a-vion vole dans le ciel la ciel le bus

 The beautiful plane is flying in the[masc.] sky the[fem.] sky the[masc.] bus

24 Le jeune é-lève monte dans le bus la bus le ciel

 The young student is getting into the[masc.] bus the[fem.] bus the[masc.] sky
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perception and phoneme perception might share the same process 
of frequency discrimination. Thus, sensitivity to frequency changes 
may be important for reading ability as well. In previous research, 
phonemic awareness was shown to be correlated with pitch dis-
crimination, pitch awareness (as assessed using the tonal test of 
the Gordon Primary Measures of Audiation (PMMA; Gordon, 
1979), melody discrimination, and tone manipulation tasks (Lamb 
and Gregory, 1993; Anvari, et al., 2002; Peynircioglu et al., 2002; 
Bolduc, 2005; Forgeard et al., 2008a). Additionally, children with 
specific language impairment were shown to be impaired at pitch 
discrimination tasks, further suggesting that the link between pho-
nemic awareness and musical ability holds in the domain of pitch 
(Mengler et al., 2005).

Individuals who are tone-deaf also have impaired pitch process-
ing. Tone-deafness, or congenital amusia, is a deficit of musical 
ability that according to some reports affects up to 17% of the 
normal adult population (Kalmus and Fry, 1980; Cuddy et al., 2005; 
Loui et al., 2009; Peretz et al., 2009). Little is known regarding the 
developmental trajectory of tone-deafness in children, although 
the topic is beginning to be explored (Lebrun et al., in press). 
Adults who are tone-deaf have deficits in pitch production as well 
as perception, and show a mismatch between their pitch percep-
tion and production abilities (Loui et al., 2008). They also show 
impairments in phonemic awareness (Jones et al. 2009a) as well 
as impairments in the processing of speech intonation (Liu et al., 
2010) and in the understanding of lexical tones in a tonal language 
(Nan et al., 2010). Taken together, the research suggests a relation-
ship between phonemic awareness and pitch perception. However, 
the relationship between phonemic awareness and pitch produc-
tion is yet unclear, especially in young children. Understanding 
tone-deaf behavior in children – as characterized by deficits in 

IntroductIon
Developmental dyslexia is a disorder in which children with normal 
intelligence and sensory abilities show learning deficits for reading 
(Démonet et al., 2004). Children with dyslexia are characterized by 
an impairment in phonemic awareness, which is the ability to pro-
cess and manipulate spoken words made up of individual sounds 
or phonemes (Bradley and Bryant, 1983; Stanovich, 1988; Stahl 
and Murray, 1994; Snow et al., 1998). In recent years, the relation-
ship between phonemic awareness and musical ability is a topic of 
increased interest. Studies have demonstrated significant relation-
ships between phonemic awareness and musical sound process-
ing in children as well as adults (Stadler, 1990; Anvari et al., 2002; 
Jentschke et al., 2005; Jones et al., 2009a; Moreno et al., 2009). One 
line of research shows that the processing of rhythm and meter in 
music predicts phonological difficulties in children with dyslexia, 
suggesting that dyslexia may arise from a difficulty in processing 
the fast temporal structure of speech sounds (Tallal and Piercy, 
1973; Merzenich et al., 1996; Overy, 2003; Benasich et al., 2006; 
Huss et al., 2011). Since consonants within a language are largely 
differentiated by temporally rapid sound elements, the ability to 
process temporally rapid changes is important for phonemic aware-
ness. Support for this theory comes from the finding that auditory 
training that involves the gradual increase in temporal frequency of 
tones leads to improvements in auditory processing speed, speech 
discrimination, and language comprehension (Tallal, 2004; Tallal 
and Gaab, 2006).

Another line of research has shown links between phonemic 
awareness and pitch processing, rather than temporal processing, 
of musical sounds. As different consonants and vowels in speech 
are characterized by different frequency as well as temporal con-
tent, and pitch is the direct perceptual correlate of frequency, pitch 
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pitch  perception,  production, and the relationship between the 
two – and the possible relationship between tone-deafness and 
phonemic awareness, is important for characterizing the specificity 
of difficulties that children with developmental language disorders 
might face in their auditory environment.

In what follows, we examine the relationship between pitch per-
ception and production, on the one hand, and phonemic aware-
ness, on the other hand, in children between the ages of seven and 
nine. This age range was chosen because it is the earliest time when 
measurable deficits in literacy development can be readily identified 
(Shaywitz and Shaywitz, 2005). We hypothesized that the degree 
of correlation between perception and production performance 
(which we call pitch awareness) should be positively associated 
with level of phonemic awareness.

MaterIals and Methods
PartIcIPants
Thirty-two children (16 females, 16 males) were recruited 
from Grant School No. 7 in Passaic, NJ, USA, and from schools 
in the greater Boston area. Children’s mean age was 7.6 years 
(SD = 0.7 years). Children had a mean of 0.4 years of musical 
training outside of normal school education (range = 0–3 years, 
with five children having more than a year of musical training). 
Median household income was between US $35,000 and $50,000.

stIMulI and Procedure
Prior to testing, parents were contacted to obtain informed consent 
and to fill out a basic questionnaire. This questionnaire included 
items asking for the family’s contact information as well as the 
child’s date of birth and whether or not they had received any musi-
cal training outside of normal schooling. Each child was tested on a 
battery of tests that assessed phonemic awareness, pitch perception 
and production, and general intelligence. The pitch perception and 
production tests were used previously in our lab with tone-deaf 
adults (Loui, et al., 2008). Phonemic awareness scores were obtained 
from a combination of existing tests, the Sound Categorization tests 
(Bradley and Bryant, 1985) and Auditory Analysis tests (Rosner 
and Simon, 1971).

Phonemic awareness tests
Two phonemic awareness tests were administered: the Sound 
Categorization Test (Bradley and Bryant, 1985) and the Auditory 
Analysis Test (Rosner and Simon, 1971). The Sound Categorization 
Test presents participants with four words per trial, with the instruc-
tion to find the word with the last sound that differed (e.g., “fan cat 
hat mat” – target answer: “fan”), the first sound that differed (e.g., 
“rot rod rock box” – target answer: “box”), and the middle sound 
that differed (e.g., “mop hop tap lop” – target answer: “tap”). Two 
practice trials followed by 10 test trials were administered in each 
category (last sound, first sound, middle sound), yielding a total 
of 36 trials (six practice and 30 test).

The Auditory Analysis Test presents participants with two prac-
tice items followed by 40 test items. Each item consists of a com-
pound word (e.g., “cowboy”) with instructions to say the word 
without one of the compounds (e.g., “say cowboy without boy.” 
Target answer: “cow”).

Pitch perception and production test
The Pitch Perception and Production Test was created in our lab 
and reveals mismatched pitch perception and production abilities 
in the tone-deaf adults (Loui, et al., 2008): while non-tone-deaf 
controls demonstrate similar levels of performance between pitch 
perception and production in this test, tone-deaf individuals show 
varied levels of performance, suggesting that processing streams 
for perception and production might be dissociated in the audi-
tory system. The test presents participants with pairs of pure tones 
forming intervals. Within each pair, the first tone has a fundamen-
tal frequency of 500 Hz and the second tone ranges in frequency 
from 267 Hz to 750 Hz. Each tone was 500 ms in duration, with 
a gap of 500 ms between the two tones. Thirteen tone pairs were 
presented. After each presentation, the tasks were first to reproduce 
the tone pair by humming (pitch production test), and then to state 
whether the second tone was higher or lower than the first (pitch 
perception test). The order of the two tasks was counterbalanced 
across participants.

Non-verbal intelligence test
Non-verbal intelligence was assessed using the Kaufman brief intel-
ligence test (KBIT; Kaufman and Kaufman, 1990). This consisted 
of a series of up to 40 test items. Each test item consists of a puzzle 
matrix with a single missing piece. Children were asked to choose 
the item that fit best within the matrix given a choice of several 
puzzle pieces. The KBIT is a well-established test that has been 
shown to be correlated with non-verbal intelligence in children of 
the age of four and above (Kaufman and Kaufman, 1990). This test 
was administered so that we could control for possible confounds 
of non-verbal intelligence.

data analysIs
Age (years and months) at the time of testing was calculated from 
date of birth as reported by the parents. Socio-economic status of 
each child was estimated based on the median household income 
reported in US census data (http://2010.census.gov/2010census/
data/) for each child’s zip code.

On average, children scored 22 correct out of 40 (74%) on 
the Sound Categorization test (SD = 22%) and 21 correct out of 
40(54%) on the Auditory Analysis test (SD = 27%). Since there 
was no a priori reason to expect that performance on Sound 
Categorization and Auditory Analysis tests might show differ-
ent relationships with pitch perception and production, each 
child’s raw scores (not age-normalized) for Sound Categorization 
and Auditory Analysis tests were summed to form a single 
Phonemic Awareness score for statistical comparisons against 
pitch-awareness measures.

Previous studies have found that the agreement between pitch 
perception and production is low among adults who are tone-deaf 
(Loui, et al., 2008). To obtain an unbiased measure of internal 
consistency of children’s perception and production skills, we cal-
culated a single Pitch Perception–Production index for each child 
using the following procedure. For each trial, the direction of each 
participant’s hummed pitch intervals (i.e., the production task) was 
first coded as +1 (for rising intervals) or −1 (for falling intervals). 
Then the verbal response in the perception task was coded for 
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KBIT, SES, and number of years of musical training controlled. 
Partial correlations revealed significant correlations between Pitch 
Perception–Production and Phonemic Awareness even after par-
tialing out the effects of intelligence, age, SES, and musical training 
(r

partial
 = 0.586, p = 0.008). The relationship between Phonemic 

Awareness and Pitch Perception–Production is shown in Figure 1.
Considering the two separate components of the Pitch 

Perception–Production index, pitch perception-only and produc-
tion-only scores were not significantly correlated with the phone-
mic awareness score (correlation between phonemic awareness and 
perception scores: r = 0.29, p = 0.17; between phonemic awareness 
and production scores: r = 0.062, p = 0.80). Perception-only and 
production-only scores were also not significantly correlated with 
the Sound Categorization and Auditory Analysis tests that made 
up the Phonemic Awareness score (correlation between Sound 
Categorization and pitch perception: r = 0.15, p = 0.47; between 
Sound Categorization and pitch production: r = 0.11, p = 0.60; 
between Auditory Analysis and pitch perception: r = 0.19, p = 0.40; 
between Auditory Analysis and pitch production: r = −0.077, 
p = 0.72). However, the Pitch Perception–Production index was 
significantly correlated with each of the two Phonemic Awareness 
tests (correlation between Perception–Production index and Sound 
Categorization: r = 0.671, p < 0.001; between Perception–Production 

each trial with a + 1 (if they said that the second tone was higher 
than the first) or a − 1 (if they said that the second tone was lower 
than the first). The raw scores for the production and perception 
tasks were then correlated to form the Perception–Production index 
for each participant. A correlation score of 1.0 indicates perfect 
congruence between the perception and production of interval 
directions (i.e., the child always produced an ascending interval 
in the trials where s/he reported perceiving an ascending inter-
val), a score of 0 indicated no correlation between perception and 
production (i.e., on trials where the child produced an ascending 
interval, s/he was equally likely to report hearing an ascending or 
a descending interval), and a correlation of −1.0 indicates oppo-
site performance between perception and production. This cor-
relation was then Fisher-transformed to obtain a z-score for each 
subject. The Pitch Perception–Production Index indicated whether 
the participants hummed back the same pitch directions that they 
perceived from the recordings. This score does not reflect whether 
each of the perception/production responses was correct, but only 
whether there was internal consistency between each child’s percep-
tion and production.

Bivariate pairwise correlations were then performed to evaluate 
relationships between each pair of variables (Phonemic Awareness 
score, Pitch Perception–Production index, KBIT score, and Age). In 
addition, in order to eliminate the possible influences of confound-
ing variables of IQ and age, partial correlations were run between 
Phonemic Awareness scores and the Pitch Perception–Production 
index, while controlling for KBIT, age, SES, and musical training.

results
Pairwise correlations revealed five significant positive correla-
tions: Pitch Perception–Production was correlated with Phonemic 
Awareness (r = 0.795, p < 0.001), KBIT was correlated with Phonemic 
Awareness (r = 0.593, p = 0.001), Pitch Perception–Production was 
correlated with KBIT (r = 0.708, p < 0.001), Pitch Perception–
Production was correlated with Age (r = 0.576, p = 0.003), and KBIT 
was correlated with Age (r = 0.695, p < 0.001), as shown in Table 1.

Having established multiple significant bivariate relationships 
between each set of variables, the next step was to determine 
whether the relationship between Phonemic Awareness and Pitch 
Perception–Production existed even after controlling for general 
intelligence (as measured by the KBIT), age, SES, and musical train-
ing. A partial correlation was run examining the relationship of the 
Perception–Production Index and Phonemic Awareness, with age, 

Figure 1 | Pitch perception–production index as a function of phonemic 
awareness score.

Table 1 | Pairwise correlation coefficients between variables of phonemic awareness scores, pitch perception–production scores, Kaufman brief 

intelligence test scores, age, musical training, and SeS.

 Pitch perception–production KBiT Age Musical training SeS

Phonemic awareness 0.800** 0.593** 0.347 0.582** 0.741**

Pitch perception–production  0.735** 0.576** 0.802** 0.489**

KBIT   0.695** 0.901** 0.742**

Age    0.755** 0.641**

Musical training     0.805**

**p < 0.01.
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tone-deafness in children is unknown, with the first case report of 
amusia having only recently been reported in one child (Lebrun 
et al., in press). Patterns of behavior from some of the children in 
the present study, i.e., children who showed negative correlations 
between perception and production performance, are similar to the 
previously reported perception–production mismatch in tone-deaf 
adults. In that regard, the pitch perception–production tests in the 
current study might be useful in the future as a sensitive screening 
test for early identification of tone-deafness in childhood. While it 
is unclear whether this mismatch behavior is a sign of a develop-
ing auditory-motor system, or whether these children are currently 
tone-deaf, or will develop into tone-deaf adults, the present results 
show that they exhibit behavioral characteristics of tone-deaf adults 
and thus may put them into an at-risk category for tone-deafness.

Neuroimaging work has shown that the behavioral pattern of 
mismatch between pitch interval perception and production is 
associated with atypical white matter connectivity in the arcuate 
fasciculus, which connects the superior and middle temporal gyri 
in the temporal lobe with the posterior inferior frontal gyrus in the 
frontal lobe (Loui, et al., 2009). Notably, individuals who showed 
more congruent perception and production abilities had larger 
inferior branches of the right arcuate fasciculus. Given that arcuate 
fasciculus volume is correlated between the left and right hemi-
spheres (Wahl et al., 2010) but also shows significant hemispheric 
asymmetry (Catani et al., 2005; Vernooij et al., 2007), the present 
results may be a result of structural correspondence between left 
and right arcuate fasciculi during development, such that chil-
dren with a well-developed right inferior arcuate fasciculi will also 
have highly internally consistent pitch perception and production 
abilities and possess well-developed left inferior arcuate fascicu-
lus, which may be involved in phonemic awareness. Alternatively, 
the two domains of sound awareness (pitch and phonemes) may 
involve the same neural structures, providing further support for 
overlapping structures and/or cognitive resources used in language 
and music (Besson and Schon, 2001; Slevc et al., 2009; Sammler 
et al., 2010). In future studies that involve larger groups of children 
with and without the diagnosis of dyslexia, research may be able to 
tease apart the behavioral patterns and neural substrates of pitch 
awareness and phonemic awareness. Determining the extent to 
which pitch and phoneme processing are connected may help us 
explore commonalities between tone-deafness and dyslexia, in the 
hope of designing more refined rehabilitation strategies for dyslexia 
and perhaps even tone-deafness in the future.

conclusIon
The present results demonstrate an association between phonemic 
awareness and pitch awareness. Since phonemic awareness is a crucial 
predictor of reading ability and is disrupted in dyslexia, whereas the 
agreement between pitch perception and production is characteristic 
of tone-deaf behavior, the present results suggest that dyslexia and 
tone-deafness are related and may share a common basis.
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index and Auditory Analysis test: r = 0.791, p < 0.001), suggesting 
that it is the combination of pitch perception and production 
skills, rather than each of the two skills considered separately, that 
accounts for individual differences in phonemic awareness.

dIscussIon
This study demonstrates that phonemic awareness is correlated with 
pitch awareness, as assessed by the degree of agreement between 
pitch perception and pitch production. These results are independ-
ent of age, non-verbal IQ, SES, and musical training. While prior 
studies have shown that phonemic awareness, a crucial predictor 
of reading ability, is related to musical ability (Anvari, et al., 2002; 
Forgeard et al., 2008b; Jones, et al., 2009a), our study is the first 
to demonstrate an association between phonemic awareness and 
level of agreement between pitch perception and pitch production. 
Given that individuals with dyslexia are impaired in phonemic 
awareness (Stahl and Murray, 1994) and tone-deaf individuals show 
mismatches between pitch perception and production (Loui, et al., 
2008), the current results suggest an intriguing association between 
dyslexia and tone-deafness and warrant further investigation of a 
possible shared impairment across these disorders.

The present correlational findings now motivate research into 
whether phonemic processing and pitch processing are mediated 
by a shared neural substrate. It has been shown that tone-deafness 
in adults is characterized by a mismatch between pitch perception 
and production (Loui, et al., 2008; Liu, et al., 2010) as well as to 
deficits in phonemic awareness (Jones et al., 2009b). It has also been 
established that phonemic awareness is deficient in dyslexia (Snow, 
et al., 1998; Stanovich, 1988; Wood et al., 2005). Taken together, 
the present results suggest that tone-deafness and dyslexia may be 
intimately related. Since the task of perceiving and producing pitch 
intervals requires awareness of one’s own voice, the present results 
suggest that a deficit in awareness of one’s own voice may underlie 
both tone-deafness and dyslexia. Although deficits in pitch aware-
ness are certainly not the sole deficit in dyslexia, a pitch-awareness 
deficit could be one of many risk factors for language impairment 
(Leppanen et al., 2002).

The relationship between pitch perception and pitch produc-
tion has been investigated in previous studies involving auditory 
feedback of one’s own voice in adults (Burnett and Larson, 2002; 
Pfordresher, 2005). While auditory feedback is a useful way to 
investigate how one responds to one’s own voice, another meas-
ure of vocal awareness, especially in the domain of pitch, can be 
best assessed by recording subjects’ perception and production of 
pitched intervals (pairs of pitches) and comparing each individual’s 
perceptual response and production output for internal consistency. 
Our previous work has shown that tone-deaf adults lack conscious 
awareness of their own vocal productions of pitched intervals (Loui, 
et al., 2008). Adults identified as tone-deaf by the Montreal Battery 
for Evaluation of Amusia (Peretz et al., 2003) as well as by their 
responses to psychophysically defined frequency discrimination 
thresholds (Foxton et al., 2004) demonstrate a paradoxical mismatch 
between pitch interval perception and production, where they could 
produce small pitched intervals in the correct direction despite being 
unable to perceive the direction of the pitched interval according 
to their own verbal report. Although tone-deafness (or congenital 
amusia) has been described in adults for decades, the incidence of 
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trained musicians to many aspects of musical structure (Cuddy and 
Badertscher, 1987; Hebert, Peretz and Gagnon, 1995; Schellenberg, 
1996; Honing and Ladinig, 2009; Marmel and Tillmann, 2009). 
Importantly, listeners acquire this knowledge in an incidental man-
ner and without any awareness of their doing so, in a process com-
monly referred to as “implicit learning” (Reber, 1992).

A growing body of work suggests that the implicit learning of the 
musical knowledge that is possessed by most listeners is acquired 
via the internalization of statistical regularities (Smith et al., 1994; 
Tillmann et al., 2000; Tillmann and McAdams, 2004; Jonaitis and 
Saffran, 2009), which confers sensitivity to several aspects of musi-
cal structure that can be demonstrated across a range of musical 
tasks. These include making subjective ratings on goodness of fit, 
melodic expectation, and goodness of completion (Krumhansl and 
Keil, 1982; Cuddy and Badertscher, 1987; Schmuckler, 1989; Brown 
et al., 1994; Toiviainen and Krumhansl, 2003) as well as demonstrat-
ing sensitivity to musical tensions and relaxations in sequences of 
chords (Bigand et al., 1996; Bigand and Parncutt, 1999).

One paradigm, originating in the language acquisition litera-
ture, has been particularly influential in demonstrating the ability 
of listeners to compute the statistical properties of their auditory 
environment. Saffran et al. (1996) demonstrated that adult listeners 
exposed to a nonsense speech language comprised of tri-syllabic 
units (which, from now on, will be referred to as “words,” following 
Saffran et al., 1996) were able to discover boundaries between these 
words by computing the transitional probabilities between adjacent 
syllables. The authors showed that even though the speech stream 

IntroductIon
Research into developmental disorders seeks to explain why basic 
abilities that are acquired effortlessly by most humans prove dif-
ficult for others. The capacity to perceive music is one such exam-
ple. While the ability to make sense of music is recognized as a 
fundamental human trait (Blacking, 1995), an estimated 4% of the 
population have pervasive and lifelong difficulties in this domain 
(Kalmus and Fry, 1980). Such individuals cannot discriminate 
between different melodies, recognize music that should be famil-
iar to them without the aid of lyrics, detect anomalous pitches in 
familiar and unfamiliar melodies or judge dissonance in musical 
excerpts (Ayotte et al., 2002; Peretz et al., 2003). The presence of this 
disorder, termed “congenital amusia,” is typically ascertained using 
a diagnostic tool known as the Montreal battery for the evaluation 
of amusia (MBEA: Peretz et al., 2003) and cannot be explained by 
peripheral hearing problems or general cognitive deficits (Ayotte 
et al., 2002; Peretz et al., 2002).

The lack of facility these individuals have with music urges 
us to consider how the more typical human capacity to perceive 
music comes about. Music is composed of a small set of elements 
which combine to form complex hierarchical structures (Lerdahl 
and Jackendoff, 1983; Bod, 2002). Despite this level of complexity, 
it appears that almost all humans possess knowledge of musical 
structure (Bigand and Poulin-Charronnat, 2006). In individuals 
without musical training, such knowledge is implicit and cannot 
be verbalized, but studies which probe listeners’ musical expec-
tations find that non-musicians are just as sensitive as formally 
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was continuous, with no temporal cues between adjacent words, 
listeners in a later test phase were able to successfully discriminate 
between words in the language they had been exposed to versus 
foils containing the same syllables, which were arranged in a dif-
ferent order (so called “non-words”). In a separate experiment, the 
authors demonstrated that listeners were also able to discriminate 
between words and foils in which either the first or third syllable in 
a word from the language had been substituted with a different syl-
lable (so called “part-words”). Importantly for the present research, 
in an analogous study using tonal sequences, the authors reported 
that the learning mechanism by which listeners carried out this 
sequence segmentation was not confined to linguistic materials. 
Saffran et al. (1999) presented participants with a continuous tone 
stream comprised of tone-triplet units (which the authors termed 
“tone words”) made up of musical notes from the octave above 
middle C. They showed that after 21 min of exposure, listeners were 
able to distinguish the tone words they had been exposed to from 
both non-word and part-word foils. While this paradigm focuses 
on transitional probabilities between adjacent tone elements, other 
paradigms have also examined listeners’ sensitivity to transitional 
probabilities within sequences of harmonic elements (Jonaitis and 
Saffran, 2009), pitch intervals (Saffran and Griepentrog, 2001), and 
timbral elements (Tillmann and McAdams, 2004), the statistical 
learning of non-adjacent dependencies in tonal stimuli (Creel et al., 
2004; Kuhn and Dienes, 2005; Gebhart et al., 2009), and the facili-
tative effect of musical information on language learning (Schön 
et al., 2008). Taken together, results from these studies show that 
listeners require only a limited amount of exposure to internalize 
the statistical properties of a completely novel musical system.

Evidence that musical competencies arise largely from implicit 
learning of regularities in our musical environment suggests at least 
two testable hypotheses concerning the nature of musical deficits 
in congenital amusia. One hypothesis may be that such individu-
als lack the learning mechanism that permits internalization of 
regularities from a structured sound stream. The disproportion-
ate difficulties seen with music, as opposed to language, would 
predict that a faulty learning mechanism would be restricted to 
tonal, rather than linguistic material. A second hypothesis may be 
that the learning mechanism is intact, but a difficulty in detection 
and/or discrimination of small pitch changes is the limiting factor 
in building up knowledge of musical structure.

The present study addressed these hypotheses, by testing a group 
of amusic and control participants on their ability to internalize the 
regularities present in structured linguistic and tonal materials, given 
equal amounts of exposure. Following the paradigm used by Saffran 
et al. (1996, 1999) our participants were exposed to streams made 
up of words comprised of either syllables or tones. Critically, only 
the statistical properties within the stream served as a reliable cue 
as to the location of word boundaries. In a subsequent test phase, 
participants were then required to demonstrate their knowledge of 
these word boundaries, by distinguishing between words they had 
heard in the exposure phase and non-words, which were comprised 
of identical syllables or tones that were arranged in a different tem-
poral order. Two types of tonal material were used. In the first, inter-
vals within the tone sequence exceeded psychophysically measured 
thresholds across the amusic group (“supra- threshold” condition) 
while in the second (“sub-threshold” condition)  intervals within the 

tone sequence were smaller, including a semitone. According to the 
literature, many amusics have difficulty with the detection and/or 
discrimination of pitch direction around this level (Foxton et al., 
2004; Hyde and Peretz, 2004; Liu et al., 2010).

If general learning mechanisms are compromised, we would pre-
dict inferior learning across all conditions in the amusic group. If 
learning mechanisms are compromised for tonal material only, we 
would predict inferior learning for both tonal conditions in the amusic 
group but equivalent learning across both groups with the linguistic 
material. Finally, if learning mechanisms are intact, for both linguistic 
and tonal material, but the learning of amusics is limited by a poor sen-
sitivity to pitch change, we would predict equivalent learning in both 
groups for the linguistic material and for the supra-threshold tonal 
condition, but inferior learning for the sub-threshold tonal condition.

In addition to recording accuracy rates for the above tasks, we 
also collected binary confidence judgments on a trial-to-trial basis 
for the sub-threshold tonal condition. Recent studies have suggested 
that amusia may be a disorder of awareness, rather than perception, 
i.e., such individuals can represent pitch changes adequately, but 
these do not reach conscious awareness, resulting in poor perfor-
mance on tests which probe musical perception explicitly (Peretz 
et al., 2009; Hyde et al., 2011). Such a hypothesis would predict 
that even if amusics and controls show comparable learning, as 
indicated by equivalent accuracy in identifying words they had been 
previously exposed to, individuals with amusia may show a bias 
toward reporting low confidence compared to control individuals.

MaterIals and Methods
PartIcIPants
A total of 24 participants (12 amusic, 12 control) took part in this 
study. All participants were recruited via an online assessment based 
on the scale and rhythm subtest of the MBEA (Peretz et al., 2003)1. 
Each participant took the online test twice and if they consist-
ently achieved a score of 22/30 or less, they were invited to come 
in to the lab where assessment could take place under controlled 
conditions. Each participant was administered four MBEA sub-
tests (scale, contour, interval, and rhythm sub-tests) in a sound-
attenuated booth in order to confirm the presence or absence of 
amusia. Previous research had shown that amusia is characterized 
by poor perception in the pitch-based sub-tests of the MBEA (scale, 
contour, interval) while only half of them typically show a deficit 
in the rhythm test (Peretz et al., 2003). Thus we calculated a com-
posite score for the three pitch-based sub-tests, using 65 out of 90 
as a cut off score, whereby individuals were classified as amusic 
if their composite score fell below this value (Peretz et al., 2003; 
Liu et al., 2010). The amusic and control sample were matched 
on age, gender, score on the national adult reading test (NART: 
Nelson and Willison, 1991), Digit span (Weschler adult intelligence 
scale, WAIS: Wechsler, 1997), number of years of formal educa-
tion and number of years of musical education. In addition, two 
pitch threshold tasks were conducted. A pitch change detection 
task and a pitch direction discrimination task, both employing 
a two-alternative forced-choice AXB adaptive tracking procedure 
with pure tones, were used to assess thresholds for the detection 
of a simple pitch change and the discrimination of pitch direction 

1www.delosis.com/listening/home.html
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from 11 syllables obtained by pairing the consonants p, t, b, and d 
with the vowels a, i, and u. Syllabic sounds were excised from the 
recorded speech of a native English speaker who was required to 
read aloud a string of words in which the required syllables were 
inserted. All pitch information was subsequently removed from the 
syllable sounds using Praat software (Boersma, 2001). Subsequently, 
the syllable sounds were stretched or compressed (as necessary) to 
a fixed duration of 280 ms using Audacity software2.

Figure 1 shows the frequencies used in both tonal conditions. 
Following Saffran et al. (1999), the sub-threshold sequences were 
constructed from eleven tones drawn from the chromatic scale 
beginning at C4 (261.3 Hz). As in Saffran et al. (1999), all the 
tones from C4 to B4 were used, excluding A#. The supra-threshold 
sequences were constructed from a novel scale with unfamiliar 
interval sizes, obtained by dividing the two-octave span from C4 
(261.3 Hz) into 11 evenly log-spaced divisions. Thus, the 11 tones 
in the sub-threshold condition were generated using the formula: 
Frequency (Hz) = 261.63*2∧ n/12, with n referring to the number 
of steps along the chromatic scale (0–9, 11) while the 11 tones in 
the supra-threshold condition followed the formula: Frequency 
(Hz) = 261.63*4∧ n/11, where n is the number of equal sized steps 
along the new scale (0–10). Consequently, the tones used in the 
sub-threshold tonal condition were 261.63, 277.18, 293.66, 311.13, 
329.63, 349.23, 369.99, 392.00, 415.30, 440, and 493.88 Hz while 
those used in the supra-threshold tonal condition were 261.63, 
296.77, 336.63, 381.84, 433.13, 491.31, 557.29, 632.14, 717.05, 
813.36, and 922.60 Hz. All tones were sine tones generated in 
Matlab3 with a duration of 330 ms and an envelope rise and fall 
time of 10 ms on either side.

Language construction
For all conditions (linguistic, supra-threshold tonal, sub- 
threshold tonal), two languages analogous in statistical struc-
ture were prepared to ensure that any potential learning could 
not be accounted for by idiosyncratic aspects of one language in 
particular. Both languages were comprised of the same elements 

respectively (see Liu et al., 2010 for further details). Table 1 pro-
vides background information on the two groups, while Table 2 
provides mean scores on the MBEA sub-tests and pitch thresholds. 
In addition to performing significantly worse on four sub-tests of 
the MBEA, the current cohort of amusic individuals differed sig-
nificantly in their thresholds for the discrimination of pitch direc-
tion (Controls: M = 0.18, SD = 0.08, Range = 0.09–0.33; Amusics: 
M = 1.05, SD = 1.07, Range = 0.10–2.97). However the two groups 
did not differ significantly in thresholds for the detection of a pitch 
change with only one amusic individual having a threshold above 
one semitone (Controls: M = 0.15, SD = 0.06, Range = 0.08–0.26; 
Amusics: M = 0.27, SD = 0.33, Range = 0.07–1.29).

stIMulI
Stimuli for the three conditions (linguistic, supra-threshold tonal, 
and sub-threshold tonal conditions) were based on those used by 
Saffran et al. (1996, 1999). The linguistic sequences were created 

Table 1 | Amusic and control participant characteristics; summary of the 

two groups in terms of their mean age, gender, years of musical 

training, and education, NART and total digit span (forward and 

backward).

Group Age Gender Years of Years of NART Digit 

   musical education  span 

   training

Amusic

μ 52.83 5M 0.58 15.92 42.25 22.58

σ 9.65 7F 1.24 1.93 5.69 3.48

coNTRol

μ 51.08 4M 1.10 16.08 44.55 21.17

σ 8.90 8F 1.82 2.71 3.31 3.27

t-TesTs

t 0.46  −0.82 −0.17 −1.21 1.02

p 0.65  0.42 0.86 0.24 0.35

F, female; M, male; R, right; L, left; μ, Mean; σ, SD; t, test statistic of the 
independent samples t-test; p, probability value.

Table 2 | mean scores of the amusic and control groups on sub-tests of the montreal Battery for the evaluation of amusia (mBeA). A pitch composite 

score below the cut off of 65 out of 90 was considered to be diagnostic of amusia.

Group mBeA scale mBeA contour mBeA interval mBeA rhythm Pitch composite Detection threshold Direction threshold

Amusic

μ 19.75 19.58 18.25 24.17 57.58 0.27 1.05

σ 2.26 2.61 2.01 3.13 5.70 0.33 1.07

coNTRol

μ 27.33 27.42 27.33 28.5 82.08 0.15 0.18

σ 2.35 2.27 2.84 1.31 6.17 0.06 0.08

t-TesTs

t −8.06 −7.84 −9.05 −4.42 −10.11 1.24 2.79

p <0.001 <0.001 <0.001 <0.001 <0.001 0.240 0.020

μ, Mean; σ, SD; t, test statistic of the independent samples t-test; p, probability value. The pitch composite score is the mean score based on the scale, contour, 
and interval sub-tests of the MBEA.

2http://audacity.sourceforge.net/
3http://www.mathworks.com/products/matlab
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Procedure
Participants gave written consent to participate in the experiments, 
which were approved by the Ethics Committee at Goldsmiths, 
University of London. All experiments were conducted in a sound-
attenuated booth. Sounds for the listening and test phase were 

that had been arranged to make different words, and differed 
only in the transitional probabilities between elements of the 
words (see Saffran et al., 1999 for further details). For half the 
participants of each group, language 1 was used in the listening 
phase, and words from language 2 were used as the non-word 
foils during the test phase, while the opposite was the case for 
the remaining participants.

Each language comprised six words. In language 1 of the lin-
guistic condition, the six words used were babupu, bupada, dutaba, 
patubi, pidabu, and tutibu while in language 2, they were batida, 
bitada, dutupi, tipuba, tipabu, and tapuba. In the sub-threshold 
tonal condition, language 1 comprised of six tone words taken 
from the chromatic scale beginning at C4; ADB, DFE, GG#A, FCF#, 
D#ED, and CC#D whilst language 2 comprised of a different set of 
six tone words from the chromatic scale beginning at C4; AC#E, 
F#G#E, GCD#, C#BA, C#FD, G#BA. To create tone words that were 
analogous in structure across the two tonal conditions, words in the 
supra-threshold condition were created by substituting frequencies 
in the sub-threshold words with frequencies from the novel scale 
that corresponded in terms of the number of steps from C4. Tone 
words in the two conditions were identical in pattern and differed 
only in the actual frequencies, and consequently the size of interval 
occurring between adjacent tones (Figure 2).

Sequence concatenation
To create each sequence, the six words from the given language 
were concatenated in random order to create six different blocks 
containing 18 words each. Concatenation adhered to two strict 
conditions; that a word could not follow itself and that there were 
no silent gaps between words. The six blocks created in this way 
were then further concatenated to create sequences consisting of 
432 words (72 tokens of each word). As the sequences in the tonal 
conditions consisted of units with a duration of 330 ms, these lasted 
approximately 7 min. The sequences in the linguistic condition, 
consisting of syllable sounds of 280 ms length, were approximately 
6 min long.

FiGuRe 1 | Frequency of tones used in the sub-threshold and supra-threshold tonal conditions. Note numbers 0–9 and 11 in the sub-threshold condition 
correspond to C4 to A4 and B4 while note numbers 0–10 in the supra-threshold condition correspond to tones from a novel scale obtained by dividing the two-octave 
span from C4 (261.3 Hz) into 11 evenly log-spaced divisions.

FiGuRe 2 | Tone words used in language 1 and language 2 for the 
sub-threshold and supra-threshold tonal conditions. For the sub-threshold 
conditions, these correspond to ADB, DFE, GG#A, FCF#, D#ED, and CC#D in 
language 1 and AC#E, F#G#E, GCD#, C#BA, C#FD, G#BA in language 2. For 
the supra-threshold conditions, these correspond to tone-triplets composed 
using a novel scale obtained by dividing the two-octave span from C4 
(261.3 Hz) into 11 evenly log-spaced divisions.
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trials were generated for each condition and following Saffran et al. 
(1999) each participant was randomly assigned to one of the two 
different random orders in each condition.

results
evIdence of learnIng: PerforMance durIng the test Phase
Figure 3 shows scores for all individuals, by group, across all three 
conditions. As shown in Table 3, single-sample t-tests (all two-
tailed) revealed an overall performance that was significantly greater 
than chance for both groups across all conditions. Independent 
sample t-tests revealed no significant differences between the scores 
of individuals assigned to alternative orders of the test trials in any 
of the three conditions (all p > 0.05) so data were treated similarly 
regardless of this factor.

Individual participants’ data were entered into a preliminary 
2 × 2 × 3 split plot ANOVA with condition (linguistic, supra-threshold 
tonal, sub-threshold tonal) as a within subject factor and group (amu-
sic, control) and language set (one, two) as between subject factors. The 
aim of this initial analysis was to observe any effect of the set of lan-
guages to which participants were allocated. There were no significant 
main effects of language set, group, or condition [Language set: F(1, 
20) = 0.03, MSe = 5.69, p = 0.87, Group: F(1, 20) = 0.55, MSe = 5.69, 
p = 0.47; Condition: F(2, 40) = 2.48, MSe = 19.69, p = 0.10], nor were 
there any significant interactions (all p > 0.05).

Given that performance was not differentially affected according 
to the precise set of languages a participant had been allocated to, 
scores were collapsed across this factor to increase the power of the 
main analysis. A 2 × 3 split plot ANOVA with group (amusic ver-
sus control) as a between-subjects factor and condition (linguistic, 
supra-threshold, sub-threshold) as a within-subjects factor was car-
ried out in order to re-assess the main effects of group and condi-
tion. No difference was found between control and amusic subjects:  
F(1, 22) = 0.60, MSe = 5.19, p = 0.45, or across conditions: F(2, 
44) = 2.39, MSe = 20.4, p = 0.10, nor was there a significant interaction 
between group and condition, suggesting that both groups performed 
equally well on all conditions: F(2, 44) = 0.05, MSe = 20.4, p = 0.95.

Having employed a within-subjects design in the current study, 
further analysis investigated the possibility that repeated testing on 
the same individuals may have resulted in order effects during the 
first session, where the linguistic condition and the supra-threshold 
tonal condition conditions were carried within an hour of each 
other. However, an independent samples t-test indicated that par-
ticipants who carried out the linguistic condition first did not per-
form any better in the supra-threshold tonal condition (M = 22.92) 
compared with those who carried out the supra-threshold tonal 
condition first [M = 23.50, t(22) = −0.035, p = 0.73].

Finally, of key interest was whether participants’ performance on 
the two tonal conditions could be accounted for by psychophysi-
cally measured pitch detection and pitch discrimination thresholds. 
Results from correlation analyses with each of the groups treated 
separately (Table 4), showed no significant relationship between 
learning and perceptual thresholds.

confIdence JudgMents
The next stage of analysis evaluated the degree to which partici-
pants’ confidence in their performance predicted their accuracy 
in the test phase of the sub-threshold task, as well as the overall 

presented through an external sound card (Edirol UA-4FX USB 
Audio Capture) at a fixed intensity level of 73 dB using Sennheiser 
headphones HD 202. Programs for stimulus presentation and the 
collection of data were written in Matlab4.

As languages in the sub-threshold and supra-threshold tonal con-
ditions comprised analogous words (but over a different frequency 
range), it was important to eliminate any potential carryover effects 
between the conditions. This was achieved by splitting each group 
in two such that one half of each group was exposed to language 1 
of the linguistic condition, language 2 of the supra-threshold tonal 
condition and language 1 of the sub-threshold tonal condition 
while the other half of each group was exposed to language 2 of 
the linguistic condition, language 1 of the supra- threshold tonal 
condition and language 2 of the sub-threshold condition.

To avoid fatigue effects, testing took place over two sessions. In 
the first session, participants were run on the supra-threshold tonal 
condition and on the linguistic condition. The order in which the 
conditions were presented to participants was counterbalanced for 
both the amusic and control groups. The linguistic and tonal condi-
tions were separated by a period in which participants carried out 
a completely unrelated task. The second testing session was carried 
out on a different day on average 7 months later. In these sessions, 
participants were run on the sub-threshold tonal condition only.

Exposure lasted approximately 21 min in total for the tonal condi-
tions and 18 min for the linguistic condition. Instructions for all three 
conditions were identical for the listening phase. Participants were told 
that they would hear a stream of sounds. They were asked to avoid 
analyzing the stream but also to refrain from blocking out the sounds as 
they would be tested on what they had heard afterward. They were then 
presented with three blocks of one of the sound sequences described 
previously with the opportunity for a short break between blocks.

Immediately after the exposure phase, the testing phase com-
menced, starting with three practice trials. Participants were then 
presented with 36 trials. Each trial comprised two words; one of 
which they had heard during exposure and another which had the 
same constituent parts, but which had not appeared in combina-
tion during the exposure phase. For all three conditions, the 36 
trials were created by exhaustively pairing the six words from both 
languages such that on each trial participants exposed to opposing 
languages were expected to select opposing items. Within a trial, 
words were presented with a 750-ms inter-stimulus interval and 
there was an inter-trial interval of 5 s during which the participant 
was required to make their response.

On each trial of the test phase for the conditions run in the 
first session (the linguistic condition and the supra-threshold tonal 
condition), the participant’s task was to indicate, using the com-
puter keyboard, which word (the first or the second) in the pair 
they had heard during the exposure phase. In the second session 
(the sub-threshold tonal condition), participants were additionally 
required to indicate whether or not they were confident about their 
decision by responding “confident” or “not confident” immediately 
after. As this condition required participants to make two responses 
(compared to one in the previous conditions), responses in this 
session were entered into the computer by the experimenter so as 
to avoid inputting error. Two different random orders of the test 

4http://www.mathworks.com/products/matlab
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FiGuRe 3 | Boxplots showing performance on the linguistic (A) supra-threshold tonal (B) and sub-threshold tonal (c) conditions for amusic and control 
participants. Black dots represent an individual. Median performance is represented by the solid black bar. Chance performance is represented by the dotted line.

Table 3 | means, sD, and results for one sample t-tests (df = 11) against 

chance performance for amusic and control individuals across all three 

conditions.

 linguistic supra-threshold tonal sub-threshold tonal

Amusic

μ 21.50 23.33 24.33

σ 3.32 3.70 4.68

t 3.66 4.99 3.89

p 0.004 <0.001 0.003

coNTRol

μ 20.67 23.08 23.25

σ 3.96 4.52 5.48

t 2.33 3.89 3.32

p 0.040 0.003 0.007

μ, Mean; σ, SD; t, test statistic of the independent samples t-test; p, probability 
value.

Table 4 | Results of Pearson correlations (df = 10) between the overall 

performance of both groups in the two conditions and psychophysically 

measured pitch direction and discrimination thresholds.

  supra-threshold tonal sub-threshold tonal

Amusic

Pitch detection r −0.35 −0.24

 p 0.26 0.46

Pitch direction r 0.01 −0.36

 p 0.99 0.25

coNTRol

Pitch detection r −0.04 −0.29

 p 0.90 0.35

Pitch direction r −0.49 −0.20

 p 0.11 0.53

r, Test statistic of the Pearson’s product moment correlation; p, probability value.

bias in confidence responses reported by the two groups. Analysis 
of the confidence ratings given on a trial-by-trial basis was car-
ried out using Signal Detection Theory (Green and Swets, 1966). 

Following previous studies employing these methods, a “hit” 
was considered to be a correct response with high confidence, 
whereas a “false alarm” was an incorrect response with high 
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dIscussIon
The facility that typical individuals have in perceiving music is built 
upon long term schematic knowledge gained incidentally over a 
life-time of exposure to the statistical properties of one’s own musi-
cal culture (Tillmann et al., 2000). Individuals who exhibit pervasive 
and lifelong difficulties with music may lack such knowledge, either 
due to inadequate learning mechanisms, or intact learning mecha-
nisms, which are rendered less effective owing to an insensitivity 
to small pitch changes. The present study aimed to distinguish 
between these possibilities, as well as to consider the possibility that 
any potential learning deficits were specific to music, rather than 
manifested more generally across the auditory domain.

A cohort of amusic individuals and matched controls were given 
equal opportunity to learn the regularities present within novel 
tonal and linguistic materials. In all conditions, participants were 
exposed to structured sequences made up of discrete “words” (tri-
syllabic or tone-triplets) that were concatenated in such a man-
ner that the only cues to where words began and ended were the 
transitional probabilities between adjacent syllables and tones. 
Following an exposure phase, participants heard pairs of words 
and identified which word had been present in the exposure phase. 
Two tonal conditions were used, spanning one and two-octaves 
respectively, in order to determine whether the use of small intervals 
could explain any potential lack of learning in the amusic group. 
Evidence of learning was seen across all three conditions, and equiv-
alently for amusic individuals and controls. Interestingly neither 
the manipulation of pitch range (and thus interval size), nor the 
degree of familiarity with the tonal materials (the supra-threshold 
was constructed using a novel scale) had any effect on the degree 
of learning, for either group, and measured pitch thresholds did 
not correlate with the degree of learning shown by either group.

The finding of intact learning for the tonal and linguistic mate-
rial suggests that difficulties in real-world music perception are 
unlikely to be explained in terms of a faulty learning mechanism. 
However, the current study has used non-word foils to assess learn-
ing in the test phase and it is possible that the use of part-word 
foils, which differ by just one syllable or tone, and therefore con-
stitute a more difficult discrimination task in the test phase, would 
reveal more subtle deficits. Another issue worthy of consideration 
is that the current design involved multiple testing on the same 
individuals. While the use of a within-subjects design was deemed 
more suitable than a between-subjects design (where any observed 
differences across conditions could not be accounted for solely by 
the nature of the materials) its use resulted in a scenario whereby 
participants were no longer naïve to the task demands following 
the first experiment. It was unlikely that any transfer effects could 
occur between the first and second sessions, which were carried out 
several months apart, however we addressed the issue of repeated 
testing in the first session by counterbalancing the order in which 
individuals undertook the linguistic and supra-threshold tonal con-
ditions. Post hoc analysis of the scores of individuals assigned to one 
or the other condition first verified the absence of any order effects.

The finding that learning was equivalently good for both tonal 
conditions is particularly striking, since previous studies have sug-
gested that an insensitivity to pitch may lie at the heart of the 
disorder (Peretz et al., 2002; Foxton et al., 2004; Hyde and Peretz, 
2004). The theory holds that, owing to the prevalence of small 

confidence (Kunimoto et al., 2001; Tunney and Shanks, 2003). 
Using hit and false alarm rates, computed by expressing the 
number of hits and false alarms as a proportion of correct and 
incorrect responses respectively, two key variables were extracted 
for each participant: their “awareness” or ability to judge whether 
a correct or an incorrect response had been made (the discrim-
inability index, d′) and their tendency to favor one response 
(“confident” versus “not confident”) over the other (the response 
bias, c). The former, d′, was computed as d′ = z (hit rate) − z 
(false alarm rate), while the latter, c, was computed as c = −0.5 
[z (hit rate) + z (false alarm rate)] (Macmillan and Creelman, 
2001). A higher d′ denotes greater awareness compared with a 
lower one and a d′ value significantly greater than zero indicates 
presence of explicit knowledge. A negative value c denotes a 
liberal response bias (more likely to report “confident”), and a 
positive c value denotes a conservative response bias (less likely 
to report “confident”).

Table 5 shows means and SD of the hit rates, false alarm rates, 
d′ and c for both groups. Although the control group had a higher 
mean d′, an independent sample t-test revealed no difference 
between the groups in their ability to discriminate correct responses 
from incorrect ones [t(22) = −0.40, p = 0.70]. Further, neither group 
had a mean d′ significantly greater than zero [amusics: t(11) = 0.74, 
p = 0.48; controls: t(11) = 1.61, p = 0.14] suggesting that knowl-
edge acquired was largely implicit and failed to reach full conscious 
awareness in both groups (Tunney and Shanks, 2003; Dienes and 
Scott, 2005). The next analysis examined whether there were any 
differences in response biases (c) between the two groups using an 
independent samples t-test. This revealed that the amusic group 
exhibited significantly greater conservatism than the control group 
when judging their performance [t(22) = 3.15, p < 0.01]. In order 
words, amusic individuals were less likely than controls to give a 
“confident” response.

Finally, using correlation analyses, it was investigated whether 
either awareness level (d′) or the response bias (c) predicted partici-
pants performance, as defined by the number of correct responses 
out of 36 in the test phase. No relationship was seen between the 
response bias and performance in either the amusic (r = −0.46, 
p = 0.13) or the control group (r = −0.07, p = 0.84). However, 
results shown in Figure 4 revealed that while controls who had a 
greater level of awareness were also more accurate in the test phase 
(r = 0.62, p = 0.03), there was no such relationship in the amusic 
group (r = 0.27, p = 0.40).

Table 5 | mean hit rates, false alarm rates, and d′ and c values for amusic 

and control participants.

 p(H) p(FA) d ′ c

Amusic

μ 0.40 0.34 0.15 0.47

σ 0.29 0.23 0.70 0.81

coNTRol

μ 0.70 0.63 0.25 −0.48

σ 0.21 0.27 0.54 0.65

μ, Mean; σ, SD.
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2010), participants were required to indicate whether the first or 
last tone in a series of three tones contained a pitch glide. The 
forced-choice nature of these tasks makes them “criterion-free” 
(Kershaw, 1985; Macmillan and Creelman, 2001) which eliminates 
the effect of any bias amusic individuals may have toward favoring 
a more conservative “no change” response. Interestingly, results 
from these latter studies suggest that even though thresholds for the 
detection of a pitch change tend to be normal when assessed using 
forced-choice methods, thresholds for the discrimination of pitch 
direction are not, with a sizeable subgroup of amusic individuals 
possessing thresholds of a semitone or more.

This mixed picture regarding pitch thresholds in amusia sug-
gests that performance is highly dependent on the way in which 
knowledge is probed. Neuro-imaging studies have demonstrated 
that individuals with amusia unconsciously process pitch deviations 
which they are unable to report explicitly (Peretz et al., 2009; Hyde 
et al., 2011). Measuring electrical brain activity using EEG, Peretz 
et al. (2009) reported that amusic individuals, showed evidence of an 
early right lateralized negative brain response to notes in melodies 
from the MBEA which had been mistuned by a quarter of a tone. 
Importantly, these same amusic individuals demonstrated no aware-
ness of the incongruous mistuned notes in an equivalent behavioral 
task. Further to this evidence of intact processing in the auditory 
cortex, a recent fMRI study further confirmed that the brains of 
amusic individuals are sensitive to extremely fine pitch changes with 
activation in both the left and right auditory cortices increasing as a 
function of increasing pitch distance (Hyde et al., 2011). Although 

intervals in Western music (Dowling and Harwood, 1986; Vos and 
Troost, 1989), an insensitivity to such small intervals would have 
downstream effects for the acquisition of higher-order music fea-
tures such as contour (Stewart et al., 2006) and the assimilation 
of musical scales which is central to the tonal encoding of pitch 
(Peretz and Hyde, 2003).

In the current cohort, only one amusic individual had a pitch 
detection threshold greater than a semitone. This might seem sur-
prising given the common notion amusia arises from a fine-grained 
pitch discrimination problem (Hyde and Peretz, 2004). However a 
close examination of the literature suggests a mixed picture regard-
ing the issue of pitch sensitivity in amusia (see Stewart, 2011). For 
instance, in one of the first studies to report fundamental pitch 
discrimination deficits in a cohort of amusic individuals, partici-
pants were required to monitor a sequence of five monotonic piano 
notes for a possible change in pitch at the fourth note (Hyde and 
Peretz, 2004). The authors reported that whilst controls were able 
to detect pitch intervals as small as a quarter of a semitone, amusic 
individuals were unable to detect a pitch change of a semitone or 
less. However, results from other studies have suggested that while 
pitch change detection is indeed worse in amusic individuals, their 
thresholds may be reduced to below a semitone when perception is 
assessed using alternative tasks. For instance, Foxton et al. (2004) 
and Tillmann et al. (2009) presented two pairs of sounds, one of 
which consisted of identical tones and the other of two tones of 
different frequencies, and required participants to indicate which 
of the two pairs differed in pitch. In a more recent study (Liu et al., 

FiGuRe 4 | scatter plot showing the significant correlation between d′ and performance for the control group (A) and the null correlation in the amusic group (B).
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Two other possibilities may be considered to explain why amu-
sic individuals have such difficulties in perceiving music, despite 
showing intact learning for statistical regularities in tonal mate-
rial. While exposure time was equated across groups in the pre-
sent study, it could be argued that amusic individuals have had 
insufficient exposure to real-world music. This seems unlikely, 
given that young children are able to show knowledge of musical 
structure despite relatively limited exposure to musical material 
(Krumhansl and Keil, 1982; Trainor and Trehub, 1994), at least 
compared with a life-time of incidental exposure in adult amusics. 
In addition, several amusics have been reported to have engaged 
in protracted attempts to learn music and to have grown up in a 
musically enculturated environment (Ayotte et al., 2002; Stewart, 
2008). More plausible is the possibility that the internalization 
of statistical regularities from real-world music may be more 
complex compared with the first-order transitional probabili-
ties used in the present study. Higher-order transitional prob-
abilities or relational probabilities between non-adjacent tones 
(Creel et al., 2004; Gebhart et al., 2009) may be more relevant 
to the acquisition of knowledge required to support an under-
standing of melodic and harmonic structure compared with the 
simple first-order transitional probabilities used in the present 
study (Tillmann et al., 2000; Jonaitis and Saffran, 2009). Future 
studies might assess the ability of amusic individuals to inter-
nalize the rules guiding more complex musical grammars (Loui 
et al., 2010; Rohrmeier et al., 2011) though it should be borne 
in mind that performance on artificial grammar learning tasks 
simulating more complex musical systems may be limited by the 
short-term memory deficits shown by many individuals with con-
genital amusia (Gosselin et al., 2009; Williamson and Stewart, 
2010; Williamson et al., 2010).

conclusIon
In sum, the present study has provided evidence that while indi-
viduals with amusia may possess some of the fundamental mecha-
nisms required to build knowledge of musical structure, they lack 
confidence in their ability and display different patterns of aware-
ness compared with typical individuals. The striking ability of the 
current cohort to internalize statistical regularities based on a tonal 
sequence of intervals including the semitone, urges a reconsidera-
tion of the view that amusia may emerge owing to an insensitiv-
ity to small pitch changes (Peretz and Hyde, 2003). Whether the 
difficulties that amusic individuals show with real music can be 
related to a failure to internalize higher-order regularities remains 
to be investigated. Results from future studies investigating the state 
of higher-order learning mechanisms and the types of knowledge 
acquired, will have a critical bearing on the extent to which the 
condition may be considered a disorder of awareness, rather than 
perception.
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experimental studies in which participants are exposed to artifi-
cial grammars provide evidence that implicit learning often gives 
way to explicit awareness after sufficient exposure (Shanks and St. 
John, 1994), the confidence ratings collected in the present study 
indicated that neither the control nor the amusic group were able 
to acquire full explicit knowledge of the sequences’ structure. The 
finding of normal learning, as measured via largely implicit knowl-
edge corroborates these previous studies, which suggest a level of 
unconscious knowledge in amusia that is in stark contrast to the 
explicit knowledge required for successful performance in musical 
perception tasks such as the MBEA (Peretz et al., 2009).

Analysis of response biases revealed that individuals with amusia 
were less confident about their performance, though no less accurate 
than controls. While the groups did not differ from each other in 
terms of how aware they were of their performance, a striking posi-
tive association was observed between awareness and performance 
in the control group that was not observed in the amusic group. The 
presence of this relationship in controls is not surprising as increasing 
awareness indicates an increasing tendency toward explicit knowl-
edge acquisition and it is reasonable for performance in a learning 
task to correlate with levels of awareness (when unconscious) or 
explicit knowledge (when conscious). In contrast, the absence of this 
association in the amusic sample suggests a degree of dissociation 
whereby the level of awareness demonstrated by an individual does 
not predict their performance. What this finding suggests is that, in 
contrast to controls for whom performance in learning tasks may 
be largely contingent on awareness (Shanks and St. John, 1994), at 
least some individuals with amusia are able to perform well in the 
absence of any ability to discriminate when they are making a correct 
response from when they are making an incorrect one.

A dissociation between performance and explicit knowledge of 
performance has been frequently reported in the neuropsychologi-
cal literature, for instance with amnesic patients who often show 
preserved memory in priming tasks while lacking any explicit 
memory for the same information (Graf et al., 1984; Knowlton 
et al., 1992; Reber et al., 2003). Such a dissociation has also been 
reported by Tillmann et al. (2007) in an individual with acquired 
amusia, as well as in a group of individuals with congenital amu-
sia (unpublished data), who demonstrate implicit knowledge of 
musical structure in a harmonic priming task. However, attempts 
to disentangle the nature of implicit and explicit processing in 
individuals with congenital amusia suggest that their difficulties 
may not simply be attributed to a lack of confidence or awareness. 
In contrast to studies suggesting that amusic individuals possess 
intact musical knowledge but can not explicitly report it, results 
from other studies that use indirect tasks and electrophysiological 
methods (in which neither attention nor knowledge declaration 
is required) have provided evidence that their deficits include a 
genuine insensitivity to pitch change (Pfeuty and Peretz, 2010) 
and tonal aspects of musical structure (Peretz et al., 2009). The 
failure of control individuals to acquire explicit knowledge in the 
current task makes it impossible to fully address the question of 
the extent to which amusic individuals are able to acquire explicit 
knowledge through incidental listening but the approach of col-
lecting confidence ratings seems promising and future studies using 
tasks in which controls reliably acquire explicit knowledge may 
help to resolve this.
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analysis of spectral acoustic information in the speech signal is 
indeed crucial for auditory language perception, but the same is 
true for temporal cues (Shannon et al., 1995; Davis and Johnsrude, 
2007). As musical training involves melodic, supra-segmental and 
subtle timing issues, the processing of rapidly changing temporal 
cues in the speech signal and the underlying neural substrates may 
also be altered in musicians. Studies which have examined musi-
cians and non-musicians in terms of their ability to discriminate 
segmental phonetic cues mainly focused on the spectral domain and 
generally have revealed negative results. For example, Hillenbrand 
et al. (1990) have demonstrated that musicians are not faster or 
even better in discriminating synthetic speech sounds. A similar 
finding has been provided by Marie et al. (2010a), who examined 
whether musical expertise has an effect on the discrimination of 
tonal and segmental variations in tone language. In addition, they 
measured event-related potentials (ERPs) and identified that musi-
cal expertise did not influence segmental processing as indicated 
by the amplitudes and latencies of early components like the N1. 
These authors, however, demonstrated strong influences of musi-
cal expertise on the later occurring “cognitive” ERP components 
(N2, P3a, and P3b).

IntroductIon
The past 15 years have seen a vast amount of research on music and 
associated neural processes. One of the most prominent findings 
is that the intensive practice and training needed to achieve high 
proficiency in musicianship leads to structural and functional short 
and long-term alterations in the brain (for a review, see Schlaug, 
2001; Münte et al., 2002; Jäncke, 2009). Researchers have therefore 
become increasingly aware of the value of musicianship as a model 
for brain plasticity. In view of this, the question arises whether these 
music-training induced plasticity effects are restricted particularly 
to structures and functions underlying the perception and pro-
duction of music or are more widespread in affecting also other 
domains such as language and speech.

A number of recent studies indicate that the language network 
is affected by plastic alterations due to musical training (e.g., 
Thompson et al., 2003; Schön et al., 2004; Moreno and Besson, 
2006; Besson et al., 2007; Marques et al., 2007; Parbery-Clark et al., 
2009; Gordon et al., 2010; Marie et al., 2010a,b; Colombo et al., 
2011). However, most of these studies focused on pitch processing 
and prosody, nonetheless showing a substantial transfer effect of 
intensive musical training on auditory language functions. Efficient 
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and provide several advantages over the classical ERP analysis, such 
as experimenter and reference independence (for an overview, see, 
e.g., Murray et al., 2008; Michel et al., 2009). This kind of analysis 
benefits mostly from the high topographic resolution that high-
density EEG-recordings provide. Using this approach, we searched 
for stable map topographies before, during, and after the N1 time 
window. Here, we are interested in examining whether the duration 
of these maps are different between musicians and non-musicians.

MaterIals and Methods
subjects
Thirty-one healthy volunteers with no history of neurological 
pathology and with normal audiological status participated in 
this study. All participants were native German or Swiss German 
speakers. One group consisted of 16 musicians (11 women, 5 men, 
mean age ± SD of 26.7 ± 10.1 years), with formal training start-
ing at a mean age of 6.02 ± 2.2 years. All musicians were students, 
music teachers and/or members of an orchestra/band and prac-
ticed their instrument daily for 1–6 h. Most of them play several 
instruments of which the most frequent were piano, violin, and 
clarinet. The other group comprised 15 non-musicians (11 women, 
4 men, mean age ± SD of 26.07 ± 7.9 years) with no formal musi-
cal training and no history of musical instrumental performance. 
According to the Annett-Handedness-Questionnaire (Annett, 
1970), 13 participants within the musician group were consist-
ently right-handed, whereas two were ambidextrous and one was 
left-handed. In the non-musician group, 11 participants were 
consistent right-handers, one was ambidextrous and three were 
left-handed. In order to determine each participant’s degree of 
musical competence, the “Advanced Measures of Music Audiation” 
by Gordon (1989) was applied. All participants performed also a 
short intelligence test (KAI) to rule out significant differences in 
intelligence between groups. Descriptive statistics for the crite-
rion measures completed by the participants are summarized in 
Table 1. All participants gave informed written consent, in accord-
ance with procedures approved by the local ethics committee, and 
were paid for participation.

stIMulI
All participants heard two different classes of auditory stimuli in 
the context of a phonetic categorization task. One class formed 
the “speech condition” consisting of the same CV-syllables used in 
previous studies, such as Jäncke et al. (2002) and Meyer et al. (2007). 
These syllables (/ka/,/ta/,/pa/,/ga/,/da/,/ba/) were digitally recorded 
by a trained phonetician at a sampling rate of 44.1 kHz and a sam-
pling depth of 16-bit. The onset, duration, intensity, and fundamen-
tal frequency of the stimuli were edited and synchronized by means 
of a speech editor. The criterion for temporal alignment of the 
syllables was the onset of articulatory release. The duration of the 
syllables ranged from 310 to 360 ms, depending on the VOT, with a 
vowel duration of 300 ms (VOTs in ms for the stops were approxi-
mately “k” = 59, “t” = 49, “p” = 39, “g” = 19, “d” = 04, “b” = 09). 
The second class, forming the “non-speech condition,” consisted 
of noise-analogs, which were synthesized from the CV-syllables 
used in the speech condition. This was achieved using a variation 
of a formerly published procedure (Shannon et al., 1995). Thus, 
spectral information was removed from the syllables by replacing 

Anyhow, the speech signal carries not only rapidly changing spec-
tral, but also temporal information on a segmental level. Musical 
training on the other hand, includes practising the perception 
of rhythm, meter, and subtle timing issues. Thus, it might be the 
case that when focusing on the temporal domain, musicians and 
non-musicians actually do differ with respect to the processing 
of segmental phonetic cues. One of the most important tempo-
ral acoustic cues carrying linguistically and phonetically relevant 
information is the voice-onset-time (VOT). This mainly refers to 
voicing differences between stop-consonants in a broad range of 
languages. VOT is defined as the duration of the delay between 
release of closure and start of voicing (Lisker and Abramson, 1964). 
Electrophysiological studies have consistently demonstrated VOT-
related auditory evoked potential (AEP) differences in the N1 com-
ponent in humans and animals (e.g., Sharma and Dorman, 1999; 
Steinschneider et al., 1999, 2005; Sharma et al., 2000; Trébuchon-Da 
Fonseca et al., 2005; Zaehle et al., 2007). The N1 component is con-
sidered to be particularly important in reflecting the basic encod-
ing of acoustic information of the auditory cortex (Näätänen and 
Picton, 1987; Picton et al., 1987). Moreover, it has been shown that 
the electrophysiologic patterns elicited by the processing of conso-
nant-vowel (CV) syllables and corresponding non-speech sounds 
with similar temporal characteristics are comparable in humans 
(Liégeois-Chauvel et al., 1999; Zaehle et al., 2007). This indicates a 
general mechanism for encoding and analyzing successive tempo-
ral changes in acoustic signals. Modulations of the N1 component 
reflect the central auditory representation of speech and non-speech 
sounds (Ostroff et al., 1998; Sharma et al., 2000; Meyer et al., 2006; 
Pratt et al., 2007). The present study thus aimed to examine potential 
differences between musicians and non-musicians in the processing 
of changing temporal acoustic cues. This was done by recording 
and comparing scalp AEP’s in response to CV-syllables and corre-
sponding noise-analogs with varying VOT’s and noise-onset times 
(NOT), respectively. Based on the findings of Zaehle et al. (2007), 
which clearly demonstrate that the AEP’s N1 component is especially 
responsive to temporal variations in speech and non-speech stimuli, 
we focused our (“classical”) AEP analysis on amplitude modulations 
at the vertex electrode in the N1 time window. These modulations 
were elicited by brief auditory stimuli that varied systematically 
along an acoustic and a linguistic dimension.

We hypothesized that within the non-musicians group we would 
find stronger N1 amplitudes for stimuli with short (voiced) com-
pared to long (unvoiced) VOT’s/NOT’s, as this has previously been 
shown by Zaehle et al. (2007) and various others (e.g., Simos et al., 
1998; Sharma et al., 2000; Steinschneider et al., 2005). On the other 
hand, if musical expertise has an influence on early phonetic pro-
cessing in the temporal domain, then musicians should show a dif-
ferent pattern in the corresponding neurophysiological indicators 
of early phonetic processing within the time window of the N1.

In order to reveal potential differences between musicians and 
non-musicians in distinct stages of information processing of 
VOT’s/NOT’s, we also analyzed the spatial variations of the scalp 
voltage distribution over time between conditions and groups, an 
approach known as Topographic Pattern Analysis or evoked poten-
tial (EP) mapping. This method searches for time segments of stable 
map topography that represents functional microstates of the brain. 
These are assumed to reflect distinct information processing steps 
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Procedure
The EEG experiment comprised four blocks per condition (i.e., 
“speech” and “non-speech”), resulting in a total of eight blocks and 
an overall duration of the experiment of about 60 min. Each block 
contained 42 trials of each stimulus, thus presenting 252 stimuli 
per block and a total amount of 168 presentations per stimulus. 
In both conditions, stimuli were shuffled in a pseudo-randomized 
order. The condition order was randomized for every subject. 
Stimuli were of two different categories, assigned either “voiced” 
or “unvoiced,” depending on their particular VOT (“voiced” = 
/ga/,/da/,/ba/and corresponding noise-analogs; “unvoiced” =  
/ka/,/ta/,/pa/and corresponding noise-analogs). Participants were 
seated in a comfortable chair in an electrically shielded, dimly 
lit room, and were instructed to listen attentively to the audi-
tory stimuli presented via headphones. They had to decide as 
quickly and accurately as possible whether the heard stimulus 
was of type “voiced” or “unvoiced,” and to indicate their response 
by pressing either the left or right mouse button. We utilized 
this task to ensure the participant’s vigilance throughout the 

the frequency specific information in a broad frequency region 
with band-limited white noise (Band 1: 500–1500 Hz, Band 2: 
2500–3500 Hz) whereas normalized amplitudes and temporal cues 
were preserved in each spectral band, resulting in double-band-pass 
filtered noise with temporal CV-amplitude dynamics. Thus, these 
stimuli are devoid of any phonological, semantic, and syntactic 
cues but imitate the temporal envelope of proper speech signals 
(syllables, words, or sentences).

This non-speech condition was introduced in a non-task- 
relevant manner to reassess whether any found differences are due 
to different VOT processing and not to other varying character-
istics between the speech stimuli. Figure 1 shows both the speech 
and non-speech waveforms of the syllables “pa” and “ba” as an 
example of the stimuli used in the present study. All manipulations 
were carried out with the “Adobe Audition 1.5” software (Adobe 
Systems Incorporated, 1992–2004). All auditory stimuli were pre-
sented binaurally at a sound pressure level of about 70 dB using hi-fi 
headphones. Stimuli were presented and responses recorded using 
Presentation® software (Neurobehavioral Systems, USA).

Table 1 | Descriptive statistics for the criterion measures completed by the subjects are listed group-wise (M = musicians; NM = non-musicians; 

GMA = Gordon musical aptitude).

 Age Gender IQ GMA* Handedness

 Mean SD m f Mean SD Mean SD Left Right Ambi

M 26.7 10.1 5 11 131.4 6.5 68.93 14.28 1 13 2

NM 26.07 7.9 4 11 124.9 11.9 43.26 21.41 3 11 1

*Difference between experimental groups is significant at p < 0.05 [T(29) = −3.951; note that t-tests were only applied to variables “Age,” “IQ” and “GMA.” For 
“Gender” and “Handedness,” Chi-Square tests were used]. All statistical tests shown in this table were conducted comparing the two experimental groups.

FIGuRe 1 | exemplary waveforms of voiced (/ba/; top) and unvoiced (/pa/; bottom) speech (left) and correspondent non-speech (right) stimuli. Time point 
“0” refers to the stimulus onset.
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each subject and grand-averaged across subjects within the two 
groups separately. Had peak values of grand-averages been used 
for statistical analysis, differences between experimental groups 
in the N1 peak values might have been blurred during averaging 
due to individual differences in their latencies. Therefore, grand-
average waves were used only to reassess the N1 time window and 
for illustrative purposes.

In order to statistically confirm relevant differences between 
AEP’s at Cz as a function of experimental group, stimulus category 
and condition, mean amplitude ERP’s time-locked to the auditory 
stimulation were therefore measured in a specific latency window. 
This was individually pre-determined for each subject and stimulus 
by visual inspection of the event-related signal. These individual 
latency windows were centered at the peak of the prominent N1 
component and covered a total signal length of 20 ms around the 
center. Individually chosen latency windows were used to ensure 
that the mean amplitude actually reflect the N1 peak values of 
every subject and stimulus. Mean amplitudes were then averaged 
separately within groups (i.e., “musicians” vs. “non-musicians”), 
depending on their category (i.e., “voiced” vs. “unvoiced”), and 
class (i.e., “speech” vs. “non-speech”). Subsequently, a 2 × 2 × 2 
repeated measure ANOVA with a between-subject factor (group) 
and two within-subjects factors (speechness and voiceness) was 
computed for the central electrode (Cz), and the reported p-val-
ues were adjusted for non-sphericity using Greenhouse–Geisser 
Epsilon when equal variances could not be assumed. Subsequently, 
Bonferroni–Holm adjusted post hoc t-tests were applied. The global 
level of significance was set at p < 0.05 for all statistical analyses.

data analysIs – eeG, toPoGraPhIc Pattern analysIs
Topographic Pattern Analysis was performed using the Cartool 
software (Version 3.43/869; The Cartool Community group)3. 
Subject- and grand-averaged ERP’s were imported into Cartool 
and recalculated against the average reference. To identify the dom-
inant map topographies on the scalp, segments of stable voltage 
topography (or EP maps) were then defined by using a topographic 
atomize and agglomerate hierarchical cluster analysis (T-AAHC) 
in the grand-averaged ERP’s across conditions and groups over 
the full post-stimulus EEG segment length of 400 ms. These tem-
plate maps are the mean maps over the period where the stable 
voltage topography segments were found. The optimal number 
of templates was determined by the combination of a modified 
cross-validation and the Krzanowski–Lai criterion (e.g., Pascual-
Marqui et al., 1995; Murray et al., 2008). In order to assess any 
differences regarding map duration between groups and condi-
tions in and around the N1 time window (i.e., 50–200 ms), the 
presence of each map that was identified in the group-averaged 
data within that particular epoch was verified statistically over 
the same period in the ERP’s of the individual participants (i.e., 
“single-subject fitting”; Murray et al., 2008). This step allowed us 
to determine the duration of any given template map for each con-
dition within the musician’s and control’s group between 50 and 
200 ms. This time window was accordingly chosen to encompass 
the N1 time window itself plus the periods immediately before 
and after it. These duration values were then statistically evaluated 

 experiment, even though it has previously been shown (Baumann 
et al., 2008) that an enhancement of N1 amplitudes in musicians 
rather reflects an influence of expertise than selective attention. In 
order to ensure that participants could solve the task as instructed, 
each participant performed practice trials before the experiment 
until complete comprehension of the task was reported. As each 
stimulus was presented 500 ms after the preceding mouse button 
press, the inter-stimulus interval depended mainly on the speed 
of the participant’s response. When no response occurred, the 
next stimulus was presented automatically after 2 s.

aeP recordInGs
Electroencephalogram was recorded using a high-density Geodesic 
EEG system® (GSN300; Electrical Geodesic Inc., Oregon)1 with 
128-Channel HydroCel Geodesic Sensor Nets@ (HCGSN120). 
Data was sampled at 250 Hz and band-pass filtered at 0.1–100 Hz. 
The vertex electrode (Cz) served as on-line recording reference. 
Impedance was kept below 30 kΩ. For various reasons, such as vio-
lations of attendance criteria regarding age or technical problems 
during EEG recording, behavioral and EEG data of five  participants 
(three musicians and two non-musicians) were discarded from 
further analysis, leading to a total of 26 remaining datasets (13 
per group).

data analysIs – behavIoral data
The number of correct identifications, errors, and misses in each 
block was counted within the two groups (musicians vs. non-
musicians) and averaged for each subject across blocks,  categories 
(i.e., “voiced” vs. “unvoiced”), and classes (i.e., “speech” vs. 
“non-speech”). The same procedure was carried out with reaction 
times (RT), which were analyzed for correct identifications only. 
Thus, a 2 × 2 × 2 repeated measure analysis of variance (ANOVA) 
with factors group (between-subject), voiceness, and speechness 
(within-subject) was computed for each of these variables in order 
to statistically evaluate any differences in identification accuracy 
and RT’s.

data analysIs – eeG, n1 coMPonent analysIs
Electroencephalogram recordings of each participant were 
imported and analyzed in the BrainVision Analyzer2 software 
(Version 2.0.1; Brain Products GmbH, D-82205 Gilching)2. In a 
first step, data was band-pass filtered at 1.5–70 Hz and a 50-Hz 
notch filter was applied. An ICA (independent component analysis) 
was then performed to correct for ocular artifacts (e.g., Jung et al., 
2000). Each EEG recording was visually inspected and trials with 
sweating and muscle artifacts, amplifier saturation, and remaining 
eye blinks or eye movements were excluded. Noisy channels were 
interpolated and the data was then re-referenced to the mastoid 
electrodes for ERP calculation. Each ERP waveform was an aver-
age of more than 100 repetitions of the EEG sweeps evoked by the 
same stimulus type. EEG-recordings were sectioned into 500 ms 
segments (100 ms pre-stimulus and 400 ms post-stimulus) and 
a baseline correction using the signal’s pre-stimulus portion was 
carried out. Finally, ERP’s for each stimulus were averaged for 

3sites.google.com/site/cartoolcommunity

1http://www.egi.com
2http://www.brainproducts.com
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stronger N1 potentials elicited by voiced than by unvoiced stimuli 
[T(12) = −3.480, p < 0.05]. In contrast, neither significant  differences 
were found within the musician group nor between groups. Moreover, 
N1 amplitudes elicited by speech were stronger in general than those 
elicited by non-speech [T(25) = 5.446, p < 0.05].

eeG data – toPoGraPhIc Pattern analysIs
Figure 6 shows the results of the topographical EP mapping of 
the grand-averaged data for each group and condition. In order 
to provide consistency with the examination of the classical N1 
component, we first inspected visually the resulting template maps 
in and around the N1 time window (50–200 ms). Subsequently, 
we restricted our further analyses to the one template map, which 
expressed a typical N1-like auditory topography (map 6) and those 
which appeared immediately before and after that map (maps 3 
and 7). Durations of these maps were then extracted and compared 
by means of a repeated measure ANOVA.

for each map of interest by means of a repeated measures ANOVA 
with the factors group (between-subjects), speechness, and voice-
ness (within-subjects), as in the classical N1 component analysis. 
Subsequently, any significant interactions were further examined 
by applying post hoc t-tests.

results
behavIoral data
We analyzed accuracy and RT using 2 × 2 × 2 ANOVAs with one 
between-subjects factor (group: musicians vs. non-musicians) and 
two repeated measurement factors (voiceness: voiced vs. unvoiced; 
speechness: speech vs. non-speech). With regard to accuracy, sig-
nificant main effects for voiceness [F(1, 24) = 6.096, p < 0.05] and 
speechness [F(1, 24) = 6.742, p < 0.05] were found with higher 
accuracies for speech stimuli in general. Furthermore, there was a 
significant voiceness by speechness [F(1, 24) = 1.217, p < 0.05] inter-
action characterized by higher accuracies for voiced than unvoiced 
non-speech stimuli [T(25) = 5.296, p < 0.05] and for unvoiced 
speech than unvoiced non-speech stimuli [T(25) = 3.929, p < 0.05]. 
There were no significant differences between groups neither for 
the main effects nor the interactions. With respect to RT, neither 
significant main nor interaction effects were found in the 2 × 2 × 2 
ANOVA of speech and non-speech stimuli. Mean reaction times 
for the two experimental groups are shown in Figure 2A. Figure 
2B shows overall accuracies irrespective of group. Note that only 
RT of correct answers were analyzed.

eeG data – n1 coMPonent analysIs
Grand-averaged waveforms evoked by each category and class of 
stimuli recorded at Cz are shown in Figure 3 for the speech and in 
Figure 4 for the non-speech condition, respectively. We observed 
that all stimuli elicited a prominent N1 component. In the non-
musician group, the strongest N1 amplitudes were found for stimuli 
with short VOT’s (i.e., “voiced” stimuli), thus replicating the results 
of Zaehle et al. (2007) and various others (e.g., Simos et al., 1998; 
Sharma et al., 2000). However, in the musician group, no difference 
between N1 amplitudes was revealed. In order to statistically exam-
ine the ERP effects, mean amplitudes of each stimulus category (i.e., 
“voiced” vs. “unvoiced”) and class (i.e., “speech” vs. “non-speech”) 
were analyzed for each subject in a 20-ms latency window around 
the N1 peaks.

Results of the 2 × 2 × 2 repeated measures ANOVA with the 
factors group (musicians vs. non-musicians), voiceness (voiced vs. 
unvoiced), and speechness (speech vs. non-speech) for the N1 ampli-
tudes showed significant main effects for the factors voiceness [F(1, 
24) = 4.733, p < 0.05] and speechness [F(1, 24) = 29.33, p < 0.05]. In 
addition, a significant group by voiceness interaction was revealed 
[F(1, 24) = 6.209, p < 0.05].

Separate post hoc analyses were conducted for the two  experimental 
groups, using Bonferroni–Holm adjusted t-tests and accepting there-
fore differences as significant only when the corresponding p-values 
were below the adjusted significance-level. Figures 3 and 4 show 
group-wise plots of the mean amplitudes recorded at Cz for each 
stimulus category. Figure 5 shows the corresponding results of post 
hoc t-tests collapsed for both the speech and non-speech condi-
tion (i.e., speech and non-speech stimuli are treated as one class). 
In the non-musician group, separate t-tests revealed significantly 

FIGuRe 2 | (A) Reaction times to voiced and unvoiced speech and 
non-speech stimuli for musicians and non-musicians. (B) Overall accuracies 
for voiced and unvoiced speech and non-speech stimuli. *Differences are 
significant at p < 0.05 [differences between stimulus class (i.e., “speech” vs. 
“non-speech”) and stimulus type (i.e., “voiced” vs. “unvoiced”) irrespective 
of experimental group (i.e., “musicians” vs. “non-musicians”), T(25) = 5.296 
and T(25) = 3.929, respectively]. Error bars indicate standard errors.
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Subsequent post hoc Bonferroni–Holm adjusted t-tests revealed 
significant differences regarding the duration of map 3 between 
speech and non-speech stimuli [T(12) = −3.582, p < 0.05] within 
the musician group. In particular, map 3 was longer for musicians 
in the non-speech condition. Non-musicians on the other hand 
showed similar durations for map 3 in both conditions.

The topography of map 6 strongly resembles the typical auditory 
N1 topography. Post hoc t-tests for the durations of this micro-
state revealed significantly longer durations for voiced than for 
unvoiced stimuli within the non-musicians group [T(12) = 2.533, 
p < 0.05]. Within the musicians group, no significant difference in 
the  duration of map 6 was found at all.

dIscussIon
The purpose of this study was to examine the extent to which musi-
cians and non-musicians process phonetic information differently. 
We were specifically interested in the early processing steps within 
the first 200 ms of stimulus onset during which the basic acoustic 
properties of acoustic stimuli are processed. Our hypothesis was 
that musical practice would have shaped the auditory system of 
musicians and that this use-dependent influence might also exert 
its influence on early phoneme perception. We anticipated there-
fore different neurophysiological activation patterns during early 
auditory processing stages.

For this study we used speech and non-speech stimuli with short 
(voiced) and long (voiceless) VOT. High-density EEG-recordings 
were obtained during the early acoustic processing stages and ana-
lyzed in two different ways: Firstly we calculated and analyzed con-
ventional AEP components and focused on the N1 component, 
which is particularly important for auditory analysis (e.g., Sharma 
and Dorman, 1999; Steinschneider et al., 1999, 2005; Sharma et al., 
2000; Zaehle et al., 2007). In addition to the conventional ERP analy-
sis we also applied a topographic pattern analysis. With this method 
we exploit the entire spatial information of our high-density EEG 

Results of the 2 × 2 × 2 repeated measure ANOVA with 
between-subjects factor group and within-subjects factors speech-
ness and voiceness showed significant main effects for the factor 
speechness regarding the durations of map 3 [F(1, 24) = 10.046, 
p < 0.05] and map 7 [F(1, 24) = 5.139, p < 0.05]. Furthermore, a 
significant speechness by group interaction was found for map 3 
[F(1, 24) = 6.684, p < 0.05], whereas map 6 exhibited a significant 
voiceness by group interaction [F(1, 24) = 5.933, p < 0.05].

FIGuRe 5 | Group-wise plots of N1 mean amplitudes for voiced and 
unvoiced stimuli. Speech and non-speech conditions are collapsed. 
*Difference is significant at p < 0.05 [difference between stimulus type (i.e., 
“voiced” vs. “unvoiced”) irrespective of stimulus class (i.e., “speech” vs. 
“non-speech”) within the non-musician group, T(12) = −3.480]. Error bars 
indicate standard errors.

FIGuRe 3 | Grand-averaged waveforms elicited by voiced and unvoiced 
speech stimuli. Time point “0” refers to the stimulus onset.

FIGuRe 4 | Grand-averaged waveforms elicited by voiced and unvoiced 
non-speech stimuli. Time point “0” refers to the stimulus onset.
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As in various aforementioned studies (e.g., Sharma et al., 2000; 
Zaehle et al., 2007), the N1 amplitude is different to voiced and 
unvoiced acoustic stimuli in non-musicians. In particular, the N1 
is larger for voiced than for unvoiced stimuli. Musicians on the 
other hand demonstrated large N1 amplitudes to all stimuli with no 
difference between voiced and unvoiced stimuli. Correspondingly, 

recording and reveal a more detailed activation pattern. Using this 
approach we focused on microstates around the N1 time window. 
Microstates are identified in an entirely data-driven approach, which 
substantially decreases the subjective influence on the data analysis. 
Thus, this method can be considered a more objective method to 
analyze evoked electrical responses (Michel et al., 2009).

FIGuRe 6 | evoked potential data. (A) Segments of stable map topography 
are shown group-wise (left: musicians, right: non-musicians) for each condition 
under the global field power curve from 0 to 400 ms. Auditory N1-like template 
map 6 (blue) was found at ∼100 ms and was significantly longer for voiced than 
for unvoiced stimuli within the non-musicians group whereas within the 
musicians group, durations were comparable. Template map 3 (brown) 
preceded map 6 and lasted significantly longer in the non-speech condition 
compared to the speech condition within the musicians group only. (B) Map 
topography and (C) duration of maps 3 (left) and 6 (right) for musicians and 
non-musicians in the respective conditions (voiced and unvoiced stimuli are 

collapsed for map 3; speech and non-speech conditions are collapsed for map 
6). *Difference is significant at p < 0.05 [left: Difference between stimulus 
class (i.e., “speech” vs. “non-speech”) irrespective of stimulus type (i.e., 
“voiced” vs. “unvoiced”) within the musician group, T(12) = −3.582; right: 
Difference between stimulus type irrespective of stimulus class within the 
non-musician group, T(12) = 2.533]. Note that the data shown in (A,B) are 
derived of grand-averaged waveforms, whereas map durations shown in (C) 
are obtained from individual ERPs (for a detailed description of the microstate 
analysis procedure see, e.g., Murray et al., 2008). Error bars indicate standard 
errors.
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voiced and unvoiced stimuli at least partly similar. Due to their life-
long musical practise to perceive, distinguish and memorize pitch 
and supra-segmental information, they are experts in this regard. 
In this context, the primary and secondary auditory cortex has 
been adapted anatomically and neurophysiologically to effectively 
analyze pitch and supra-segmental information (e.g., Pantev et al., 
1998, 2003; Schneider et al., 2002; Baumann et al., 2008; Brancucci 
et al., 2009; Geiser et al., 2009). This expertise can even be identi-
fied when the musicians pre-attentively process pitch and supra-
segmental information as has been shown in many studies using 
the mismatch negativity potential (e.g., Pantev et al., 2003; Herholz 
et al., 2008, 2009; Chandrasekaran et al., 2009; Nikjeh et al., 2009). 
Because of this preponderance, it might be that musicians are prone 
to use the neurophysiological processes applied for pitch-relevant 
information also to the analysis of unvoiced stimuli. Thus, they 
activate the pitch information analysis mode (voiced analysis mode) 
even during analyses of unvoiced stimuli. A further possibility could 
be that they activate the two analysis modes simultaneously when 
analyzing unvoiced stimuli, namely the voiced and the unvoiced 
mode. This would imply that musicians run a kind of multi-tasking 
analysis, which possibly provides more refined information about 
the spectro-temporal features of an auditory event. It might also be 
the case that highly trained musicians invest processing resources to 
a higher extent in the analysis of unvoiced stimuli, in order to ensure 
the analysis to be as precise as possible. Whether these explanations 
hold true has to be shown in future experiments.

Map 3, a microstate which immediately precedes the microstate 
within the N1 time window (here map 6) also revealed differences 
between musicians and non-musicians. This microstate lies in the 
P1 AEP time window (50–100 ms) and reflects early auditory neu-
rophysiological processes. For this microstate musicians demon-
strate longer durations during processing of non-speech stimuli 
irrespective of whether these stimuli are voiced or unvoiced. Thus, 
this neurophysiological process is longer active in musicians than 
in non-musicians. Even though our experiment was not primarily 
focused on this particular time window and we thus had no a priori 
hypothesis in this respect, we explain this finding as follows: We 
believe that in musicians, non-speech stimuli automatically evoke 
the non-speech processing mode at this very early processing stage. 
This processing mode is most likely specific for musicians because 
they have practised a lot to improve their capabilities to analyze 
speech-unspecific acoustic features (e.g., pitch, rhythm, intensity, 
metrum). Thus, they remain longer in the processing stage during 
which these basic acoustic features are analyzed than non-musicians.

Beside these neurophysiological differences there was also a 
slight advantage with respect to the RT for musicians. Though 
not significant, this was a consistent effect, especially for the speech 
stimuli. Whether this behavioral advantage is related to superior 
auditory processing or due to a more efficient auditory-motor 
coupling (see for example Bangert and Altenmüller, 2003) is dif-
ficult to infer. Future studies need to be conducted using different 
experimental designs in order to disentangle auditory processing 
from audio-motor coupling.

Most of the studies published so far which have examined differ-
ences between musicians and non-musicians with respect to basic 
auditory analyses have focused on supra-segmental acoustic features 
and pitch processing (e.g., Pantev et al., 1998, 2003; Schneider et al., 

for non-musicians the microstate durations around the N1 time 
window are significantly shorter for unvoiced stimuli irrespective 
of whether these stimuli are “speech” or “non-speech.” In addi-
tion, there is no difference between the microstate durations for 
musicians.

The findings with respect to the N1 amplitude and the corre-
sponding microstate supports the idea that non-musicians process 
voiced and unvoiced stimuli differently and utilize different neuro-
physiological processes at least at processing stages around the N1 
component. Simos et al. (1998) found the N1m peak equivalent 
current dipole (ECD) to be shifted toward more medial locations 
with increasing VOT. Due to the authors, this finding suggests that 
the peak of the N1m response elicited by stimuli with short VOT 
values may reflect activity from distinct subpopulations of audi-
tory cortex neurons compared to the N1m response elicited by 
stimuli with long VOT values. That different neurophysiological 
processes are used to analyze voiced and unvoiced stimuli reflects 
the fact that there are qualitative differences between voiced and 
unvoiced phonemes. A pivotal feature in the perception of unvoiced 
phonemes is the relatively long VOT and the characteristic VOT 
differences between different unvoiced phonemes. For example, 
the VOT for/k/is much longer than the one for/p/. The VOT of 
voiced phonemes on the other hand is fairly short in general and 
much harder to resolve. Therefore, the processing of other acoustic 
features such as formant transitions and the specific composition 
of formants becomes more important in order to perceive and 
differentiate voiced phonemes, and spectral information is more 
relevant for this kind of analysis. Voiced phonemes are harder to 
detect in monitoring tasks (not in our study since the task used in 
this experiment was fairly easy) resulting in reduced hit rates and 
longer RT (Jäncke et al., 1992), thus it is possible that the process-
ing of voiced stimuli requires more neurophysiological resources 
indicated by larger N1 amplitudes. Analysis of VOTs for perceiving 
unvoiced stimuli is a bit easier and thus does not need that much 
neurophysiological resource. A further possibility could be that 
the long VOT in unvoiced syllables provides the opportunity for 
some pre-processing after the first consonant, which then limits the 
quantity of processing needed after the occurrence of the following 
vowel. This preparation (or “warning effect”) elicited by the long 
VOT could explain the reduced N1 for unvoiced stimuli. If this 
argument is correct then musicians would show either less of this 
“preparation effect” or their auditory system would recover more 
quickly (or efficiently) after the “warning” initial consonant than 
in non-musicians. Finally, N1 amplitudes in response to unvoiced 
stimuli could also be reduced due to a second positive-going wave 
elicited by voicing onset that truncates the N1 evoked by consonant 
release (e.g., Sharma et al., 2000; Steinschneider et al., 2005).

Taken together, non-musicians utilize different processing 
modes at the time window of the N1 component for voiced and 
unvoiced stimuli.

The major finding of our study is that musicians process 
unvoiced stimuli differently than non-musicians. The N1 ampli-
tude and the corresponding microstate are practically identical for 
voiced and unvoiced stimuli in musicians. Does that mean that 
musicians process voiced and unvoiced stimuli similarly? Although 
we are not in the position to answer this question unequivocally 
on the basis of our data, we believe that musicians indeed process 
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other factors than shared sensory processing. One likely  mediating 
factor is that musicians have enhanced attentional or executive 
control capacities as compared to non-musicians (Bialystok and 
DePape, 2009). Yet, non-musicians might differ in musical capacity. 
In order to measure individual differences in musical abilities, all 
participants were tested with a standardized battery – the Montreal 
Battery of Evaluation of Amusia (MBEA; Peretz et al., 2003) – that 
was developed for Westerners but that showed similar sensitivity 
in speakers of a tone language (Nan et al., 2010).

Materials and Methods
ParticiPants
Twenty-four speakers of a tone language (referred to as tone speak-
ers) and 25 speakers of a non-tone language (referred to as non-tone 
speakers) were tested in Montreal (see Table 1). The native language 
of tone speakers was Mandarin (n = 18), Vietnamese (n = 4), or 
Cantonese (n = 2); all had immigrated to Canada in adulthood 
and had spoken French and/or English as a second language for 
6 years on average (SD = 5). Otherwise, tone and non-tone speak-
ers were matched for age, education, duration of musical lessons, 
and handedness. None of the participants reported any hearing 
disorder and all were paid for their participation.

To screen for any musical deficit and to assess individual differ-
ences in musical abilities, all participants were tested on the MBEA, 
a validated and standardized collection of six tests developed to 
assess normal music perception and memory (Peretz et al., 2003). 
Each test contained 30 same – different classification trials in which 
a standard melody was followed by a comparison melody. For trials 
where the comparison melody differed from the standard, one note 
was altered in one of the following ways: it was out of the scale of 
the melody while preserving the contour (scale test), it changed the 
contour of the melody while preserving the scale (contour test), 
or it changed the intervallic distance between two successive notes 
while maintaining the contour and the scale (interval test). The 
rhythm test also used a same–different classification task with 30 

introduction
A fundamental question that is currently hotly debated is to what 
extent music processing shares perceptual mechanisms with lan-
guage. One way to examine this question is to study transfer effects 
between musical and language abilities, as such a transfer may be 
mediated by shared mechanisms. For example, Slevc and Miyake 
(2006) showed that native Japanese speakers with high musical 
aptitude spoke English with better pronunciation than did their 
peers with less musical aptitude. Similarly, speakers of tone lan-
guages are better able to reproduce musical pitch patterns in singing 
than English speakers (Pfordresher and Brown, 2009). The latter 
domain-transfer effect from language to music suggests that tone 
language acquisition, that makes use of small pitch contrasts to 
convey meaning, fine-tunes pitch perception which in turn can be 
carried over to musical tasks. The objective of the present study 
was to re-examine this issue.

In the present study, we tested whether early exposure to a tone 
language may confer a sensory advantage in discriminating subtle 
pitch deviations in non-speech tone sequences. To this aim, we 
asked both speakers of a tone language, mostly Mandarin, and 
speakers of non-tone languages (mostly French), to detect pitch 
changes that were at or just above threshold. To assess the speci-
ficity of the transfer, we used a control condition in which the 
task was to detect equally subtle time changes. In both conditions, 
participants heard standard sequences of five piano tones presented 
monotonically (constant pitch) and isochronously [constant inter-
tone interval (ITI)], as well as comparison sequences in which the 
fourth tone was displaced in pitch or time. Their task was to detect 
a change in the fourth tone of a sequence.

Musicians were excluded so as to control for possible transfer 
effects due to musical training rather than language experience. 
Indeed, it has been shown that musicians outperformed non- 
musicians in the processing of lexical tones (Wong et al., 2007; Lee 
and Hung, 2008). In such cases, the positive transfer effects observed 
between music and language abilities could be the consequence of 
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trials. In half the trials, the duration of two adjacent notes was 
changed so that the rhythmic grouping of the melody was altered. 
For the metric test, half the 30 trials were written in duple meter and 
half in triple meter and the participant was asked to classify each 
trial as either a march or a waltz. Finally, recognition of melodies 
(memory test) was evaluated. In this last test, participants had to 
discriminate “old” melodies that they heard in the previous five 
tests from “new” melodies similar in structure to the old melodies 
but never heard before. The melodies were novel, written in the 
Western tonal musical system and presented on a piano timbre; 
they contained 10 notes on average.

The scores obtained on the MBEA revealed that one tone speaker 
performed 2 SD below the tone speakers’ average performance 
(M = 84%; SD = 7). The data of this amusic participant were excluded. 
As can be seen in Table 2, the two groups obtained similar scores 
on the MBEA tests, except for the scale test on which tone speakers 
obtained lower scores than non-tone speakers. Nevertheless, there was 
no significant Group effect [F(1, 47) = 1.66, p = 0.20] nor interac-
tion between Group and the MBEA tests [F(4, 184) = 1.38, p = 0.23].

Material and Procedure
The material and procedure were adapted from Hyde and Peretz 
(2004). Stimuli consisted of 21 different sequences, each contain-
ing five successive tones. In the standard sequence, all tones were 

120 ms long, played at the pitch level of C6 (1047 Hz), and synthe-
sized with a piano timbre; the ITI (onset to onset) was 350 ms. In 
the comparison sequences, the fourth tone was altered. In the 10 
pitch-altered sequences, the fourth tone was displaced by one of 
five pitch distances upward or downward from C6; the five pitch 
distances used ranged from 1 Hz (1.56 cents) to 15 Hz (25 cents; 
100 cents corresponds to 1 semitone; Figure 1). The 1 Hz distance 
was chosen so as to be at threshold at a reference frequency above 
1000 Hz (e.g., Moore, 1973). In the 10 time-altered sequences, the 
fourth tone was displaced by one of five temporal increments earlier 
or later than its isochronous position; the five temporal increments 
ranged from 6 to 14% of the ITI.

Participants were tested individually, with separate sessions for 
the pitch and time tasks, presented in a counterbalanced order 
across subjects. In both tasks, they were asked to press a “yes” but-
ton when they detected a change and a “no” button when they 
were unable to detect a change. Trials were randomized, and half 
contained no change (i.e., the standard monotonic, isochronous 
sequence). Participants did not receive feedback but were informed 
about the nature of the possible change and the location where it 
could occur. They also received 20 practice trials with feedback after 
each trial. Each test session comprised 360 sequences (180 standard 
sequences, 18 of each of 10 altered sequences). The stimuli were 
presented bilaterally through Sennheiser HD450 headphones in a 
quiet room, at an intensity level of 70 dB SPL(A).

results
The percentage of hits (corresponding to a “yes” response when 
there was a change) minus false alarms (F.A., corresponding to a 
“yes” response when there was no change) was computed for each 
participant as a function of the type, direction, and size of change. It 
is worth noting that the groups did not differ in correct rejections (a 
“no” response to a trial containing no pitch change) with 68 and 73% 
for the tone and non-tone speakers, respectively, t(47) = 1.28, p = 0.21.

A 2 (group) × 2 (direction) × 5 (distance) mixed-design analy-
sis of variance (ANOVA) was computed on the percentage of 
hits-F.A. obtained in the pitch task. As a three-way interaction 

Table 1 | Participants’ characteristics.

 Tone speakers Non-tone speakers t-testa 

 (n = 24) (n = 25)

Age (SD) 34 (7) 31 (11) n.s.

Gender 13 F 15 F –

Handedness 22 R 22 R –

Education duration in 16 (1) 17 (3) n.s. 

years (SD)

Musical trainingb (SD) 2.36 (1.26) 2.22 (1.45) n.s.

F, female; R, right-handed.
aTwo-tailed.
bBased on a scale of musical training with 1 = less than a year; 2 = 1–3 years; 
3 = 4–6 years; 4 = 7–10 years; 5 = more than 10 years.

Table 2 | Percentage of correct responses (SD) obtained on the Montreal 

Battery of Evaluation of Amusia (MBEA) by speakers of a tone and 

non-tone language.

 Tone speakers Non-tone speakers t-testa 

 (n = 24) (n = 25)

Scale 82 (8) 87 (10) p = 0.04

Contour 82 (10) 87 (8) n.s.

Interval 84 (8) 87 (9) n.s.

Rhythm 90 (7) 88 (9) n.s.

Meter 84 (17) 87 (11) n.s.

Memory 89 (9) 89 (9) n.s.

Global 85 (6) 87 (6) n.s.

aTwo-tailed.

FigurE 1 | Schematic representation of the tone sequences that served 
as stimuli.

Peretz et al. Tone language impairs pitch

Frontiers in Psychology | Auditory Cognitive Neuroscience  July 2011 | Volume 2 | Article 145 | 85

http://www.frontiersin.org/auditory_cognitive_neuroscience/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


In the time task, the ANOVA revealed no main effect or interac-
tion involving Group (F < 1.15; p’s > 0.10), but a main effect of time 
distance, with F(4,188) = 213.29, p < 0.001 (Figure 3).

In order to assess whether the observed difference between 
the groups could be attributed to different experience of a tone 
language rather than to differences in musical aptitude, we 
assessed whether performance on each MBEA test could predict 
performance in the pitch change detection task (all conditions 
pooled together). As can be seen in Table 3, we found significant 
correlations between all pitch-related musical (Scale, Contour, 
and Interval) tests and performance in the pitch change detec-
tion task. It is worth pointing out that this correlation between 
fine-grained pitch perception and musical pitch discrimination 
is a general trend. It is not limited to the tone language speak-
ers (Figure 4). Thus, group differences in musical aptitude are 
unlikely to account for the impairment observed for falling pitches 
in speakers of a tone language. To assess this statistically, the scores 
on the pitch-based musical tests were averaged and included as 
a covariate in a 2 (group) × 2 (direction) × 5 (distance) mixed-
design ANCOVA. Essentially the same results as reported above 
were obtained, with a three-way interaction between all three 

between these factors was obtained, F(4,188) = 4.65, p < 0.01, 
separate ANOVAs for each direction were conducted, with 
Group as the between-subjects factor and Distance as the within-
subjects factor. A significant two-way interaction emerged for 
downward pitch changes, F(4,188) = 5.09, p < 0.01. As can be 
seen in Figure 2A, tone speakers consistently performed below 
non-tone speakers in the detection of downward pitches, except 
at 1 Hz where groups did not differ, t(47) = 1.32, p = 0.19. At this 
smallest interval change distance, 17 tone speakers and 19 non-
tone speakers performed at chance level. Statistically significant 
group differences emerged at 2 Hz, t(47) = 2.05, p < 0.05, and 
remained present at the largest pitch falls of 25 cents. In contrast, 
no interaction [F(4,188) = 1.06, p = 0.38] or main effect involv-
ing Group appeared for upward pitch changes [F(1,48) = 1.67, 
p = 0.20; Figure 2B].

Table 3 | Bivariate correlations between performance on the pitch 

detection task (pooled across all conditions) and performance on each 

test of the MBEA.

MBEA  Pitch detection

Scale 0.299*

Contour 0.345*

Interval 0.490**

Rhythm 0.181

Meter 0.185

Memory 0.184

*p < 0.05; **p < 0.01 (two-tailed).

FigurE 2 | Performance of the tone and non-tone language speakers in 
the pitch change detection task: (A) downward changes; (B) upward 
changes. Bars represent 2 SE.

FigurE 3 | Performance of the tone and non-tone language speakers in 
the time change detection task. Bars represent 2 SE.
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speakers, which is consistent with the direction-specific impairment 
reported here. This response pattern can be attributed to long-term 
exposure to Mandarin tones in which larger pitch ranges are typi-
cally used for falling tones than for rising tones (e.g., Xu, 1994). 
Although the pitch rises and falls are larger in naturally produced 
tones than the rises and falls of the stimuli used here and in Bent 
et al. s’ (2006) study, the differences between rising and falling that 
characterizes lexical tones may have influenced the criteria used for 
non-speech stimuli presented at near-threshold levels. In sum, the 
statistical pitch regularities of tone languages may lead to the use 
of a language-specific perceptual strategy in a non-speech context.

Recourse to a language strategy in pitch discrimination is probably 
optional and promoted by the use of pitch deviations near threshold. 
As we have observed in two other studies (Tillmann et al., 2011; 
Tillmann et al., submitted), the more severe is a pitch perception 
deficit, the more beneficial is the speech context as compared to a 
non-speech context. More specifically, we found that fine-grained 
pitch discrimination was better in spoken syllables than in acousti-
cally matched tones in amusic individuals while normal controls 
showed the reverse pattern (Tillmann et al., submitted). Similarly, in 
another study using lexical tones, we found that amusics with a severe 
pitch disorder performed better on syllables than on musical analogs 
(Tillmann et al., 2011). Thus, speech-specific processes can influence 
pitch perception when differences are difficult to hear. When pitch 
differences are large, there would be no need to use speech processes 
as a compensatory strategy. This may account for the fact we do not 
replicate the perception results obtained by Pfordresher and Brown’s 
(2009). While we test pitch changes that are less than 25 cents apart, 
Pfordresher and Brown (2009) use distances from 25 to 800 cents 
and find both a tone language advantage and no pitch contour effect.

While we find no support for the notion that tone language 
experience fine-tunes pitch perception, we find evidence that indi-
vidual differences in pitch perception carry over to music percep-
tion. In both tone and non-tone language speakers, performance 
in the pitch detection task predicts performance in the pitch-based 
melodic tests of the MBEA. Thus, individual differences in fine-
grained pitch perception are linked to musical abilities indepen-
dently of native language.

In sum, fine-tune pitch perception might be a prerequisite for 
achieving high levels of melodic abilities. In the advent of pitch 
discrimination difficulties, as in near-threshold discrimination or 
in the case of amusia, speech-specific processes may contribute to 
the pitch discrimination task albeit in a less effective manner than 
by a musical or acoustic mechanism.
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factors, F(4,184) = 5.94, p < 0.005, and a significant two-way 
interaction for the falling pitch changes only, F(4, 184) = 4.24, 
p < 0.005.

discussion
Contrary to expectations, we find no evidence for enhanced percep-
tion of pitch in tone language speakers. On the contrary, we find an 
impairment that is limited to downward pitch changes. This impair-
ment appears specific as tone language speakers do not differ from 
non-tone language speakers in their perception of upward pitch 
changes or in their perception of subtle time changes. Moreover, 
this impairment cannot be attributed to low musical aptitude since 
the impairment remains when individual differences in musical 
pitch-based processing are taken into account. Thus, fluency in a 
tone language interferes with the perception of falling pitches in a 
non-speech context.

This negative impact of tone language on pitch perception is not 
an isolated finding. Bent et al. (2006) found a similar pattern in the 
identification of pitch contours as rising, falling or flat. For the ris-
ing pitch contours, the Mandarin and English speakers performed 
similarly. In contrast, the tone language speakers misidentified the 
falling pitch contours more often than did the non-tone language 

FigurE 4 | individual performance pooled across conditions in the pitch 
detection task as a function of melodic scores averaged across scale, 
contour and interval tests of the MBEA, obtained by tone and non-tone 
language speakers.
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Both language and music consist of discrete 
elements organized in embedded hierarchi-
cal structures. Schön and François nicely 
expose in this review that musical exper-
tise facilitates learning of both linguistic and 
musical structures. At the behavioral level, 
the musicians did not outperform the non-
musicians. However, ERP  analyses showed 
that acquisition of boundary perception 
(segmentation) between units improved 
with musical training. The experimen-
tal strategy typically used to investigate 
segmentation relies in a learning phase-
on passive exposition to artificially con-
structed linguistic and musical material 
(cf. Figure 1). The authors plausibly argue, 
also based on a solid literature in this field, 
that such perceptual learning partially relies 
on statistics. The probability that a certain 
element is followed by another is different 
between and within units (words or tone 
sequences). In the test phase, participants 
should discriminate units from non-units. 
Statistical learning is by no means restricted 
to the auditory domain.

Why would musical expertise facilitate 
such learning in language? Musical and 
linguistic syntactical capacities seem corre-
lated (Jentschke et al., 2008; Jentschke and 
Koelsch, 2009, also see the cited sources by 
Schön and François, p. 5). Moreover, brain 
substrates for language and music produc-
tion and perception partially neighbor or 
overlap each other, although hemispheric 
dominances for music and language man-
ifest (Zatorre, 2001; Koelsch et al., 2002; 
Brown et al., 2006). Schön and François 
observed similar ERP responses to lin-
guistic and musical test-items (cf. Figure 4). 

Shared cerebral networks and behavioral 
features involved in processing of complex 
sound suggest common roots. As already 
suggested by Darwin in his book “The 
Descent of Man and Selection in Relation 
to Sex,” a precursor or “proto language” 
may have preceded the emergence of 
separated musical and linguistic human 
capacities, explaining the observed brain 
and behavior commonalities. Vocal learn-
ing capacities possibly contributed to the 
“survival of the fittest.” We share akin vocal 
learning capacities with other higher order 
vertebrates (birds, whales, etc.), as shown 
in recent comparative research (Huron, 
2001; Hauser and McDermott, 2003). More 
precisely, not vocal discrimination as such, 
but learning of vocal discrimination seems 
innate.

Now learning is synonymous with plas-
ticity. We can become experts in very differ-
ent domains, and behavior and brain adapt 
accordingly, comprising brain adaptations 
on the functional and the structural level 
(Maguire et al., 2000; Pascual-Leone, 2001; 
Brecht and Schmitz, 2008; James et al., 
2008; Oechslin et al., 2009; Schlaug et al., 
2009). In this context it is not surprising, 
as the authors also state, that experts in the 
musical domain show increased learning 
capacities for segmentation in both music 
and language. I would argue that trained 
musicians segment more efficiently not 
because their statistical learning is better, 
but because their discrimination and mem-
ory of complex sound is better, therefore 
allowing improved statistical learning as 
compared to non-musicians, also in a non-
musical domain such as language.

In conclusion, joint examination of 
music and language constitutes a power-
ful means to gain further insight into the 
processing of highly structured complex 
sounds in language and music, and their 
shared behavioral and cerebral features. 
Schön and François provide us with com-
pelling examples of such research.
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are conditional probabilities between syllable pairs (high within 
words and lower across word boundaries). A two-alternative forced 
choice test follows in which participants must choose between two 
items based on which sounds the most familiar: one item is a word 
from the language while the other is not.

ImplIcIt learnIng: specIfIc or general?
Eight-month-old infants can learn to segment words in a simple 
artificial language in 2 min (Saffran et al., 1996a). Similar results 
have also been reported for newborns and adults (Aslin et al., 1998; 
Gervain et al., 2008; Teinonen et al., 2009), indicating a certain 
degree of independence from the developmental stage. Statistical 
learning has also been described in non-human primates and rats 
(Toro and Trobalón, 2005; Saffran et al., 2008), suggesting that 
it is not unique to humans. Statistical learning also seems to be 
« modality independent » insofar as several results have shown 
efficient learning using visual stimuli (Fiser and Aslin, 2005), but 
also visual movement or shape sequences (Fiser and Aslin, 2002) as 
well as sequences of tactile stimulations (Conway and Christiansen, 
2005). Finally, learning takes also place when syllables are replaced 
with tones (Saffran et al., 1999). On a similar vein, Tillmann and 
McAdams (2004) replicated previous findings using complex non-
verbal auditory material (sounds of different musical instruments). 
They showed that listeners are sensitive to statistical regularities 
despite acoustical characteristics (timber) in the material that are 
supposed to affect grouping. Thus, although certain processing 
steps such as harmonic processing might be domain dependent 
(Peretz and Coltheart, 2003), these results reveal that this type of 
learning (i.e., statistical learning) is not specific to speech (and thus 
is not modular), but seems to be a more general-domain process.

prosody and segmentatIon
When comparing music and language processing, it is difficult 
not to acknowledge the similarity between the hierarchy of musi-
cal structures and the one of prosodic structures in speech (Nespor 

Language and music are both highly complex and articulated sys-
tems; both involve the combination of a small number of elements 
according to rules that allow the generation of unlimited numbers 
of utterances or musical phrases. Despite the complexity in lan-
guage input, most infants acquire their mother tongue with aston-
ishing ease and without formal instruction. This ability to learn new 
languages continues, though to a lesser extent, during adulthood. 
Musical skills, such as tapping along to a musical beat and singing, 
are also acquired without effort in early life. This similarity between 
speech and music acquisition, along with the extensive periods of 
musical training undergone by musicians allow us make several pre-
dictions. Firstly, that the learning of linguistic and musical structures 
may be similar. Secondly, that the learning of linguistic structures 
may be influenced by musical structures, and vice versa. And thirdly, 
that musical expertise may transfer to language learning.

statIstIcal learnIng and speech segmentatIon
In this paper we will focus on one of the first major difficulties in 
speech perception encountered by infants and second language 
learners: the ability to segment speech into separate units (words). 
Since the speech stream does not provide consistent acoustic cues 
to mark word boundaries, such as pauses or stresses, speech is 
more likely to be perceived as a continuous stream of sounds. The 
challenge for the learner, therefore, is to be able to segment this 
continuous speech stream into separate units, words, that will then 
be mapped onto conceptual representations.

In addition to prosodic cues the statistical structure of language 
is also an important cue for implicit speech segmentation (Saffran 
et al., 1996b; Kuhl, 2004; Rodríguez-Fornells et al., 2009). In general, 
“syllables that are part of the same word tend to follow one another 
predictably, whereas syllables that span word boundaries do not” 
(Saffran et al., 2001). The design typically used in this kind of inves-
tigation begins with a passive listening phase lasting few minutes. 
During this phase, participants listen to a synthetic and artificial 
language built in such a way that the only cues to segment words 
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and Vogel, 1983). Prosody refers to the patterns of rhythm, stress, 
and intonation in speech. Prosodic variations are crucial cues for 
communicating emotions, disambiguating syntax, and also at a 
segmental level. Metrical cues play an important role in word seg-
mentation: for instance, lexical stress typically implies increased 
duration, pitch, and loudness of specific syllables in a word, thus 
creating different perceptual rhythmic patterns (Abercrombie, 
1967) which affect segmentation. These metrical cues constrain 
the ordering of stressed and unstressed syllables and are at the origin 
of the perception of strong and weak points in speech. A similar 
perception of strong and weak beats occurs in music. When pro-
sodic cues are inserted, even subliminally, within the speech stream, 
performance on a speech segmentation task improves (Peña et al., 
2002; Cunillera et al., 2006, 2008; De Diego Balaguer et al., 2007). An 
interesting example of how prosody can ease speech segmentation 
is the specific and exaggerated intonation that is used when talking 
to infants (infant-directed speech, ID speech). Compared to adult 
directed (AD) speech, ID speech is characterized by a slower rate, 
larger pitch and contour variations, and longer pauses (Fernald, 
1992) and is easier to segment (Thiessen et al., 2005). Thus, if ID 
speech can be said to possess more exaggerated and more melodic 
prosodic features, a further step might be to consider how similar 
exaggerated and melodic features of singing might also ease speech 
segmentation.

Better learnIng of lInguIstIc structures In song
Most of the studies investigating the relationship between music 
and language have focused on one domain or the other separately 
and this is also the case for statistical learning investigations. This 
is somewhat problematic insofar as a comparison of results issued 
from different tasks, subjects, and types of analyses is not straight-
forward. Therefore, singing is particularly well-suited to the study 
of the relation between language and music, the advantage being 
that both linguistic and musical information are merged into one 
acoustic signal with two salient dimensions, allowing for a direct 
comparison within the same experimental material. Moreover, this 
allows asking subjects to perform a task while manipulating the 
relation between linguistic and musical dimensions, thus studying 
the potential interferences from one dimension to the other. Of 
course, care must be taken because, in song, the phonological and 
metrical structures of language are strongly influenced by the type 
of melody that is sung. For instance, vowels sung in a very high 
register have the tendency to be less recognizable (Scotto di Carlo, 
1994). We will review here three studies using a sung  language. 

The design we used was very similar to that used by Saffran et al. 
(1999) Participants listened to a continuous stream of sung syllables 
lasting a few minutes. The stream was built by a pseudo-random 
concatenation of 6 (Experiments 1 and 2) or 5 (Experiment 3) 
trisyllabic words. Each syllable was sung at a constant pitch. This 
learning phase was followed by a two-alternative forced choice test 
wherein one item was a word from the language while the other 
was not (i.e., a part-word built by merging the end of a word with 
the beginning of another). Participants had to choose the most 
familiar of the two presented items.

In Experiment 1 (Schön et al., 2008), we compared segmenta-
tion of a spoken language versus segmentation of a sung language 
(see Figure 1). Two groups of participants listened to either 7 min 
of a flat contour artificial language or to 7 min of an artificial lan-
guage with the same statistical structure wherein each syllable was 
sung on a specific pitch. The test, a two-alternative forced choice 
test, was identical for both groups and used spoken words only 
(flat contour).

While 7 min of listening were not enough to segment a lan-
guage when it was spoken, they were sufficient to learn the same 
language when it was sung. These results suggest that redundancy 
in statistical musical and linguistic structures benefits the learn-
ing process, even if more general factors linked to motivation and 
arousal can not be excluded. Indeed, the sung version might well 
have been more « arousing » than the spoken version. To gain a finer 
understanding of the mechanisms responsible for these differences 
between spoken and sung languages we ran a further experiment 
using a sung language, wherein linguistic and musical statistical 
structures mismatched. More precisely, musical boundaries were 
shifted of one step to the right (i.e., one syllable later). Thus, while 
the statistical of linguistic and musical structures were preserved, 
word and pitch boundaries did not occur at the same time anymore. 
Performances laid in between the spoken version and the original 
sung version obtained in the two first experiments. These results 
point to a beneficial effect of both structural (“statistical”) and 
motivational properties of music in the very first steps of language 
acquisition (Thiessen et al., 2005; Schön et al., 2008).

comparIng learnIng of lInguIstIc and musIcal 
structures
The test used in Experiment 1 only contained spoken items. Thus, we 
could not know whether learning of the musical structure took place. 
At this aim and in order to better understand how musical informa-
tion facilitated speech segmentation, we designed a  similar experi-

Figure 1 | illustration of the experimental design used in our three experiments: a learning phase is administered to participants and is followed by one 
(Schön et al., 2008) or two tests (Francois and Schön, 2010, 2011) depending on the experiment. The linguistic test uses spoken items while the musical test 
uses piano tones.
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and Roes, 1990; Hébert and Peretz, 2001; Peretz et al., 2004). 
Altogether, these results seem to suggest that linguistic information 
may be more resistant to interferences than musical information.

The second explanation is more stimulus related. Indeed, while 
the statistical structure of melodic and phonologic information was 
the same in our material, other important factors may come into play 
that make melodic segmentation more difficult than word segmen-
tation. For instance, phoneme discrimination is mostly influenced 
by transient information in the specter (e.g., “py” versus “gy”), while 
pitch discrimination is influenced by more stationary information 
(e.g., fundamental frequency). Moreover, phoneme transitions in 
our language were probably sensitive to the implicit phonotactic 
knowledge humans have in their mother tongue, dictating which 
sound sequences are allowed to occur within the words of a language 
(Friederici and Wessels, 1993). This is hardly transposable to music, 
wherein the implicit knowledge affecting music perception concerns 
tonal relationships between notes (Tillmann et al., 2000). Overall, 
it is very difficult to control and balance the perceptual saliency 
of the linguistic and musical structures and care must be taken in 
comparing and interpreting results across dimensions.

Nonetheless, when pooling the data across the two studies 
(Experiments 2 and 3), we observe a significant positive correla-
tion between performances in music and linguistic tests: the higher 
the performance in the linguistic test, the higher in the music 
test (Figure 3). This fits well with results showing a correlation 
between linguistic and musical abilities. For instance, several studies 
report a positive correlation between phonological awareness and 
music perception (Butzlaff, 2000; Anvari et al., 2002; Foxton et al., 
2003), suggesting that these competences may share some of the 
same auditory mechanisms. Interestingly, phonological awareness 
requires the ability to segment speech into its component sounds 
and to extract the phonological invariants. Similarly, the percep-
tion of music also requires the listener to be able to segment the 
stream of tones into relevant units and to be able to recognize these 
units when played with different timbers tempos, keys, and styles.

ment that tested both learning of musical and linguistic structures 
contained in the sung language, and also recorded event-related 
potentials during the tests (ERPs). Thus, two tests followed the learn-
ing phase, one using spoken items at a fixed pitch, and another 
using piano tone sequences. First, we ran a study with a random 
sample (Francois and Schön, 2010, henceforth Experiment 2), then 
we compared a group of musicians and non-musicians (Francois 
and Schön, 2011, henceforth Experiment 3). At the behavioral level, 
results showed that linguistic structures were better learned than 
musical ones (though significance was reached only when pooling 
the data across the two studies). Comparison of performance with 
chance level (0.5) showed that while the participants’ level of per-
formance was above chance in the test using spoken items, it was 
not in the test using tones. Indeed, as can be seen on Figure 2, the 
distribution of the performances in the musical test were highly het-
erogeneous across participants and only half of the subjects exhib-
ited performances higher than chance level. Several non-exclusive 
explanations can account for this difference.

First, linguistic storage and/or retrieval of “lexical” items might 
have been more efficient or less sensitive to interferences caused by 
part-words/tone-part-words. Schendel and Palmer (2007) recently 
showed that, overall, verbal items were better recalled than musical 
items. Moreover, they found a larger interference effect on musical 
recall than on verbal recall. Researches investigating memory rep-
resentations of song have also shown an advantage for words over 
melodies (Serafine et al., 1984; Crowder et al., 1990; Morrongiello 

Figure 2 | Percentage of correct responses: box plot of performances in 
the linguistic (left) and musical tests (right). Data from Experiments 2 and 
3 (Francois and Schön, 2010, 2011), are pooled together leading to N = 50 
subjects (dashed line = 50%, chance level).

Figure 3 | Correlation between performances in the linguistic and 
musical tests for 50 participants (Francois and Schön, 2010, 2011). The 
correlation is significant (p = 0.05), that is the better participants performance 
in the musical test, the better are performances in the linguistic test.
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 researchers in field of statistical learning typically call “words” are 
in fact nonsense words that are repeated in a random order for 
N minutes during the learning phase. Therefore, “words” do not 
have an entry in the lexicon. However, because they are repeated so 
many times (typically >100 each), they “pop out” of the continuous 
stream of syllables, due to statistical learning or associative mecha-
nisms. Thus, to a certain extent, “words” become familiar, and as 
such they can be distinguished from “part-words” acquiring a kind 
of proto-lexical status (Fernandes et al., 2009; Rodríguez-Fornells 
et al., 2009). Indeed, in an experiment using X words, if, during the 
learning phase, “words” are heard N times each, “part-words” are 
heard N/(X − 1) times (e.g., 216 and 44 times, respectively). This is 
because “part-words” are built by merging the end of a word with 
the beginning of another (and each word can be followed by X − 1 
possible words). Therefore, the linguistic status of the items used 
in the test is that of pseudo-words which are more or less familiar 
(words and part-words, respectively).

The most common use of pseudo-words in the ERP literature 
is found in studies concerned with lexicality. These studies most 
often compare a pseudo-word to a word condition. For instance, 
O’Rourke and Holcomb (2002) used a lexical decision task and 
found a larger negativity for pseudo-words than for words, most 
prominent at anterior sites. Moreover, the negative component to 
pseudo-words peaked around 600 ms, 200 ms later than the classical 
N400 effect described for words. The authors claimed that pseudo-
word processing may undergo an additional time consuming step, 
consisting of a top-down checking process. Interestingly, in our 
studies, the negative component to both familiar and unfamiliar 
items was also peaking around 600 ms.

Turning to familiarity effects, previous ERP studies have shown 
that the amplitude of the N400 is sensitive to familiarity. Indeed, 
low frequency words elicited a larger negativity peaking around 
400 ms compared to high frequency words (Van Petten and Kutas, 

statIstIcal learnIng: comparIng erps and BehavIor
Overall, behavioral data alone could not reveal whether participants 
could or could not segment the musical structure (Experiments 2 
and 3). Indeed, the lack of significance might simply be related to 
a lack in sensitivity of the testing procedure and of the dependent 
variable. ERPs seem to be more sensitive to the subtle mechanisms 
underlying implicit learning. Indeed, McLaughlin et al. (2004), in 
a study focusing on second language learning, showed that ERPs 
can be more sensitive in reflecting implicit learning than do explicit 
categorical judgments and that behavioral assessment might under-
estimate the extent to which learning has taken place. While behav-
ior reflects the combined effects of several processing stages, ERPs, 
thanks to their continuous time resolution, can (sometimes) show 
differences in brain activity even when this is not backed by an overt 
behavioral response. Several examples of ERP-behavior dissocia-
tions have been reported pointing the greater ERP sensitivity, for 
instance in the field of subliminal perception (Sergent et al., 2005) 
and learning (Tremblay et al., 1998).

In our studies (Experiments 2 and 3), ERPs were also more 
sensitive than behavior in that they revealed a significant differ-
ence between familiar and unfamiliar items in both linguistic and 
musical test. Indeed, even subjects with a performance that could 
be hardly interpreted as higher than chance (e.g., subjects with 55% 
of correct responses), did show different ERPs to words and part-
words. These results seem to point to a greater sensitivity of the ERP 
data compared to the behavioral data in implicit learning designs.

lexIcalIty, famIlIarIty, and the n400
Electrophysiological data of the linguistic test showed a negative 
component at fronto-central sites in the 450- to 800-ms latency 
band which was larger for part-words than for words (see Figure 4). 
In order to interpret this ERP difference it is important to clar-
ify the respective “linguistic” status of the two conditions. What 

Figure 4 | grand average across two experiments (Francois and Schön, 2010, 2011; N = 50), for the linguistic (left), and musical test (right) at Cz electrode. 
Solid lines illustrate ERPs to familiar words/tone-words; dashed lines illustrate ERPs to unfamiliar part-words/tone-part-words. Current Source Density Maps illustrate 
the topographic distribution of the familiarity effect in the significant time windows.
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latencies of many ERP components such as the N1, P2, MMN, P300 
(Pantev et al., 1998; Koelsch et al., 1999; Shahin et al., 2003; Van 
Zuijen et al., 2005). In our study on statistical learning (Experiment 
3) the N1 component was larger for musicians than non-musicians 
in both the linguistic and the musical tasks. Interestingly, recent 
results support the view that increased auditory evoked potentials in 
musicians (N1–P2) reflect an enlarged neuronal representation for 
specific sound features of these tones rather than selective attention 
biases (Baumann et al., 2008). Even at the sub-cortical level, musi-
cians show more robust encoding of linguistic and musical features 
as reflected by earlier and larger brainstem responses compared to 
non-musicians (Kraus and Chandrasekaran, 2010). Overall, these 
differences can be interpreted as reflecting a greater efficiency of 
musicians’ auditory system in processing sound features and can 
be accompanied by morphological differences, showing that musi-
cians have a larger gray matter concentration in the auditory cortex 
(Bermudez and Zatorre, 2005), an increased gray matter density 
and volume in the left inferior frontal gyrus, Broca’s area (Sluming 
et al., 2002) and a larger planum temporale (Schlaug et al., 1995; 
Keenan et al., 2001).

The fact that musicians perceive some sound features more 
accurately than non-musicians is not so surprising. After all, they 
spent hours and hours of their life focusing on sounds and the way 
they are generated, paying close attention to pitch, timber, dura-
tion, and timing. It would be rather surprising and even deceiving 
if this did not affect the way they hear, and as a consequence their 
brain functioning. What seems to us less evident is that such an 
intensive musical practice also seems to affect non-musical abilities. 
For example, both adult and child musicians perform better than 
matched controls when asked to detect fine contour modifications 
in the prosody of an utterance (Schön et al., 2004; Magne et al., 
2006). Adult musicians also have better performances and larger 
ERP components to metric incongruities at the end of an utterance 
(Marie et al., 2011). There is also evidence for a possible correlation 
between musical and linguistic aptitudes in both children (Anvari 
et al., 2002; Milovanov et al., 2008, 2009) and adults (Foxton et al., 
2003; Slevc and Miyake, 2006) as well as a benefit of music training 
on linguistic skills (Butzlaff, 2000; Overy, 2003; Gaab et al., 2005; 
Tallal and Gaab, 2006; Forgeard et al., 2008; Moreno et al., 2009; 
Parbery-Clark et al., 2009).

Better segmentatIon of the melodIc structure In musIcIans
When using a sung language in artificial language learning, one 
needs to choose a series of pitches that are mapped onto syllables. 
The choice of pitches is an important one as it determines the tonal 
or atonal character of the stream. Although one may guess that a 
tonal structure will benefit language learning more than an atonal 
one, further work is needed to understand how and to what extent 
the tonality of the musical structure influences learning of the pho-
nological one. In the experiments described here we used a musical 
structure with a rather strong tonal center (10 notes out of 11 were 
in C major). Thus, it is possible that participants keep in memory a 
representation of a tonal center during the post-learning test, which 
influences the processing of the musical items rather early on. In 
fact, once a tonal center is established, each individual pitch can be 
processed and categorized relative to that tonal center, even in the 
absence of absolute pitch abilities. Indeed, musicians, in the musical 

1990; Young and Rugg, 1992). Thus, the N400 amplitude seems 
to be sensitive to the ease of accessing the information from 
long-term memory (Federmeier and Kutas, 2000). In statistical 
learning experiments, during the passive listening phase, only suf-
ficiently reinforced items may “survive” concurrent interference 
and become stored in a long lasting manner (Perruchet and Vinter, 
2002). Therefore, the observed differences between words (famil-
iar) and pseudo-words (unfamiliar) in the negative component, 
might reflect the difficulty of accessing and/or retrieving item 
representations.

Electrophysiological data of the musical test revealed a similar 
ERP component whose amplitude was larger for unfamiliar than 
for familiar items: a fronto-central negative component peaking 
around 900 ms after stimulus onset (Experiments 2 and 3).

In the studies described, insofar as the sung language was built 
by concatenating trisyllabic words, participants were (implicitly) 
familiarized with the three-pitch melodies corresponding to the 
melodic contour of the trisyllabic words. Therefore the same issues 
on lexical representation and familiarity described for linguistic 
items also apply when testing with musical sequences. Interestingly, 
in both Experiments 2 and 3, we found a fronto-central negative 
component larger for unfamiliar than familiar musical items, with 
a topographic distribution quite similar to the one observed in 
the linguistic test for the same contrast (unfamiliar – familiar, see 
Figure 4). However, although sensitive to the same factor (familiar-
ity) and with a similar topography, this negative component peaked 
at around 600 ms to linguistic items and at 900 ms to musical 
items, possibly due to the fact that participants found the musi-
cal test harder than the linguistic test. One may interpret these 
differences in latencies in terms of functional differences, that is, 
different underlying processes. We favor the interpretation of these 
differences in terms of difficulty in item retrieval: participants prob-
ably needed more time to “search” whether an item was familiar 
or not in the musical test than in the linguistic test. Although less 
commonly described in the literature, late negative components 
have been observed in response to musical stimuli following for 
instance, unexpected harmonies (Steinbeis and Koelsch, 2008) but 
also following musical excerpts that do not match the concept of 
a previous verbal context (Daltrozzo and Schön, 2009) or at the 
familiarity emergence point of a melody (Daltrozzo et al., 2010).

musIcal expertIse affects BehavIoral and BraIn IndIces
Comparing experts to non-experts in a given domain is an elegant 
way to study the effect of extensive training on brain plasticity. 
The musicians’ brain has long been considered a model of plas-
ticity (Münte et al., 2002). Thus, comparing musicians to non- 
musicians allows the effects of extensive audio-motor training on 
the functional and structural organization of the brain to be studied 
(even if causation is only showed using a longitudinal design). At 
a perceptual level, it has been shown that musicians outperform 
non-musicians on a variety of music related task: musicians have 
a lower frequency threshold (Spiegel and Watson, 1984; Kishon-
Rabin et al., 2001; Micheyl et al., 2006) and exhibit finer rhythmic 
processing than non-musicians (Yee et al., 1994; Jones et al., 1995). 
Compared to non-musicians, musicians also show an enhanced 
cortical attentive and pre-attentive processing of linguistic and 
musical features as reflected by larger amplitude and/or shorter 
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conclusIon
Based on the similarity between music and speech acquisition we 
made several predictions. Firstly, we predicted that the learning 
of linguistic and musical structures may be similar. We found 
that ERP responses to linguistic and musical test-items present 
a similar (although not identical) morphology and topography 
(Experiments 2 and 3). While this cannot be interpreted in terms 
of a similar learning process, it seems that the linguistic and musi-
cal representations that are a consequence of the learning process 
are similar. This further supports previous findings showing that 
statistical learning can apply to non-linguistic stimuli. Secondly, 
we predicted that speech segmentation may be influenced by 
musical structure. Results of Experiment 1 directly address and 
confirm this hypothesis. By clarifying the structure of the language 
and by increasing the motivation/arousal of participants, music 
seems to facilitate speech segmentation. Finally, we predicted that 
musical expertise may transfer to language learning. Experiment 
3 addressed and confirmed this prediction, by showing that musi-
cians have more robust representations of both musical and lin-
guistic structures, possibly via a more efficient brain network 
involving both auditory and more integrative processing.

future QuestIons
learnIng process versus learnIng outcome
Most studies on word segmentation and language learning rely on 
behavioral measures. These are typically obtained using the head-
turning procedure in infants and a familiarity two-alternative forced 
choice procedure in adults. These procedures are used after the listen-
ing phase, in which learning takes place. Thus, these procedures test 
the result of learning rather than the learning process itself. The data 
presented here (Experiments 2 and 3) suffer from the same limitation. 
Researchers in the field of implicit learning have more recently realized 
the importance of better defining the status of the representations 
derived from the learning processes and promote the combined use 
of both subjective behavioral measures (guessing criterion and zero 
correlation criterion) and EEG or fMRI measures (Seth et al., 2008). 
In this sense, studies measuring EEG during learning are promising, 
pointing to several possible electrophysiological indices, ERPs, or oscil-
lations that may reflect how learning takes place over time (Rodríguez-
Fornells et al., 2009; De Diego Balaguer et al., 2011). The challenge for 
the coming years is to access to a temporally detailed learning curve. 
Ideally, one would want to know how each word presented during 
the learning has been processed. As some studies seem to point out, 
learning curves may differ across individuals (Abla et al., 2008). This 
might be crucial in studying pathology, since similar behavioral results 
(null effects) may rely upon different learning curves.

extendIng musIc and language comparIsons
The literature comparing music and language processing (and 
also in studies on language learning) is mostly focused on the 
perceptual side, with production having received little attention. 
While the statistical learning framework is a brilliant way of study-
ing language learning in a laboratory, it lacks by construction the 
rich context and complex behaviors that are typically found in 
language acquisition. For instance the natural context typically 
implies a word to world mapping: once a unit/word is identified, 
it is mapped onto one or several concepts. Moreover, learning 

test, showed a significant effect of familiarity 200 ms after the first 
tone onset and before the beginning of the second tone on the P2 
component (larger to unfamiliar that familiar items), possibly due 
to a more difficult categorization of the unfamiliar than familiar 
items (Liebenthal et al., 2010). Thus, musicians were sensitive to 
the tonal structure of the language, which in turn influenced their 
perception of the first tone of the items in the test, despite poor 
behavioral performance.

This benefit of musical expertise in segmenting the musical 
structure was also evident in later ERP components. For instance, 
compared to familiar items, unfamiliar items yielded a larger mis-
match negativity (MMN) in response to the second tone of the 
melody (Experiment 3). Overall, both familiarity effects on the P2 
and MMN-like components suggest that musicians did indeed learn 
the musical structure better than non-musicians and this in turn 
affected the way they processed the musical items presented during 
the test. This is in line with previous findings showing that implicit 
learning of 12-tone music is influenced by expertise. Indeed, only 
participants with routine exposure to atonal music do (implic-
itly) perceive the distinction between different types of transforms 
(Dienes and Longuet-Higgins, 2004).

musIcal traInIng facIlItates ImplIcIt learnIng of Both 
lInguIstIc and musIcal structures
The most striking finding of the series of experiments reviewed here 
is that compared to non-musicians, musicians seem to have more 
“robust” representations of both musical and linguistic structures 
that have been shaped during the listening phase. Indeed, musicians 
showed a larger familiarity N400-like effect than non-musicians, 
in both dimensions (Experiment 3).

We interpret these findings as evidence that musical expertise 
facilitates regularity extractions and sequence learning in general 
(Janata and Grafton, 2003). For instance, it is known that musi-
cians can organize a sound sequence according to number regular-
ity, implicitly distinguishing segments containing four tones from 
the segments containing five tones. By contrast, such a percep-
tual organization of sound in terms of number is less relevant for 
non-musicians (Van Zuijen et al., 2005). Moreover, recent findings 
showed that deaf children with cochlear implants are impaired 
in visual sequence learning, suggesting that a period of auditory 
deprivation may have a major impact on cognitive processes that 
are not specific to the auditory modality (Conway et al., 2010). 
Therefore, sound seems to provide a cognitive scaffolding for the 
development of serial-order behavior: whether sound processing is 
impaired or whether it is extensively practiced have opposite effects. 
Interestingly, Sluming et al. (2002) reported an increased gray mat-
ter density and volume in the left inferior frontal gyrus, Broca’s area. 
Moreover, neuroplastic development throughout a musicians’ life 
seems to promote the retention of cortical tissue (Sluming et al., 
2002). Broca’s area is known to be involved in on-line speech and 
tone stream segmentation as well as in music harmonic percep-
tion (Tillmann et al., 2003, 2006; McNealy et al., 2006; Abla and 
Okanoya, 2008; Cunillera et al., 2009). Overall our results support 
an “auditory scaffolding hypothesis” (Conway et al., 2009) as we 
presently show that increased exposure to sounds leads to a benefit 
for implicit learning, putatively via anatomical and/or functional 
modifications going beyond the auditory regions.
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(e.g., prefrontal cortex) to promote increased spiking in neurons 
that represent the attended object (Desimone and Duncan, 1995). 
Variability in the activation of brain networks that underlie  selective 
attention can bring about significant behavioral disadvantages, such 
as attention lapses (Weissman et al., 2006) and symptoms of an 
attention impairment (Depue et al., 2010).

Recently, scientific pursuits concerning attention have invoked a 
hotbed of discussion. With the dawn of attention-fracturing devices 
such as portable music players, texting, and the internet, the act 
of sustaining attention on a single task may be rapidly fading into 
oblivion. More than ever, scientists need to determine the neural 
mechanisms that underlie attention, their behavioral outcomes, 
and how we might strengthen them with training and life experi-
ence. Here, we emphasize the discussion of auditory attention given 
its importance for language processing and the development and 
maintenance of language-related skills, such as hearing speech in 
background noise.

Event-related potentials (ERPs) have provided striking insights 
into the neuronal underpinnings of selective auditory attention 
(Hillyard et al., 1973; Woldorff et al., 1993; Coch et al., 2005), espe-
cially as it relates to everyday auditory function in noise. Standard 
experimental procedures imitate listening requirements in noisy 

“Attention is the holy grail. Everything that you’re conscious of, 
everything you let in, everything you remember and you forget, 
depends on it.”

D. Strayer1

IntroductIon
The human nervous system is constantly faced with an astounding 
amount of sensory input. Despite the fact that our brains house 
over 10 billion neurons with more than 10 trillion synapses, accu-
rate encoding of a complete environmental scene is a functional 
impossibility. Fortunately, the brain has evolved in ways that per-
mit the modulation of neural activity according to environmental 
and systemic demands, permitting the selection, efficient encoding, 
and appropriate behavioral response to the stimuli of greatest bio-
logical interest. Selective attention makes this modulation possible, 
directing the allocation of neural resources to selectively encode 
one aspect of the environment while excluding competing aspects. 
Selective attention resolves the competition imposed by a mass of 
incoming signals through the activation of executive control regions 
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requiring the auditory system to adapt to a variety of listening conditions in order to extract 
signals of interest (e.g., one speaker’s voice amidst others). Brain networks that promote 
selective attention are thought to sharpen the neural encoding of a target signal, suppressing 
competing sounds and enhancing perceptual performance. Here, we ask: does musical training 
benefit cortical mechanisms that underlie selective attention to speech? To answer this question, 
we assessed the impact of selective auditory attention on cortical auditory-evoked response 
variability in musicians and non-musicians. Outcomes indicate strengthened brain networks for 
selective auditory attention in musicians in that musicians but not non-musicians demonstrate 
decreased prefrontal response variability with auditory attention. Results are interpreted in the 
context of previous work documenting perceptual and subcortical advantages in musicians for 
the hearing and neural encoding of speech in background noise. Musicians’ neural proficiency for 
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environments by presenting separate sound streams to the right 
and left ears, asking participants to pay attention to one side while 
ignoring the other. When ERPs to the attended relative to the 
ignored sounds are compared, the negative deflection occurring at 
∼100 ms post-stimulus (i.e., the N100) is deeper in amplitude (i.e., 
more negative). Although more information is needed to precisely 
define the neuronal mechanisms that drive such outcomes and 
their malleability with training, development, and life experiences, 
these findings reveal that attention has the power to modulate early 
sensory processing.

The brains of musicians may provide insight into neural atten-
tion mechanisms and their potential for experience-dependent 
plasticity (Kraus and Chandrasekaran, 2010). Musical practice and 
performance require sustained attentional control for the delicate 
online manipulation of sound and, for ensemble players, to permit 
coordination with other instrumentalists. Given that musicians 
traditionally initiate training during early developmental years, 
attention to sound is regularly practiced during pivotal periods of 
brain development. Recent evidence from our laboratory indicates 
enhanced auditory but not visual attention ability in musicians 
relative to non-musicians, with musicians demonstrating faster 
reaction times to a target sound than non-musicians, but not to 
the task’s visual analog (Figure 1A; Strait et al., 2010; see Materials 
and Methods for task details). This finding may reflect decreased 
variability in musicians’ sustained auditory attention task perfor-
mance. Surprisingly little is known about the impact of musical 
training on the neural correlates of attention. We do know, however, 
that cortical networks that promote attention to music share con-
siderable overlap with those that underlie general attention in other 
auditory domains, such as language. In addition to the primary 
auditory cortex, these sites include the fronto-parietal attention 
and working memory networks that comprise the prefrontal cortex, 
the intraparietal sulcus, the supplementary and presupplementary 
motor areas, and the precentral gyrus (Janata et al., 2002; Kane and 
Engle, 2002). This functional overlap between attention to language 
and music corroborates previous results suggesting that a com-
bination of modality-specific and general attention and working 
memory mechanisms (e.g., the fronto-parietal attention network) 
contribute to sustained auditory attention (Zatorre et al., 1999; 
Petkov et al., 2004). The prefrontal cortex has been particularly 
emphasized for its role in sustaining attention by providing access to 
recently presented stimuli and directs sensory processing according 
to behavioral goals – especially in challenging perceptual environ-
ments (Kane and Engle, 2002). Although we lack direct evidence 
for how musical training shapes brain mechanisms that underlie 
auditory attention performance, that musical training tunes the 
brain’s executive control network for auditory processing beyond 
the music domain – particularly for sustaining attention with mini-
mal variability – would not be surprising.

While little is known about the neural correlates of attention 
ability in musicians, it is well established that musical training 
strengthens cortical and subcortical mechanisms for auditory 
processing. Despite the fact that neural specializations for music 
and speech have been established (Zatorre et al., 2002; Brown et al., 
2006; Abrams et al., 2010; Rogalsky et al., 2011), there is no doubt 
that the human brain also recruits shared mechanisms for process-
ing sound in both domains (Koelsch et al., 2002; Patel, 2003; Zatorre 

and Gandour, 2008; Fedorenko et al., 2009; Slevc et al., 2009). Such 
shared mechanisms may account, at least in part, for musicians’ 
structural (Schmithorst and Wilke, 2002; Schneider et al., 2002; 
Gaser and Schlaug, 2003; Hutchinson et al., 2003; Schlaug et al., 
2009) and functional enhancements for general auditory processing 
that are not constrained to the domain of music but that extend 
to language (Schon et al., 2004; Marques et al., 2007; Musacchia 
et al., 2007; Wong et al., 2007; Moreno et al., 2009) and emotional 
communication sounds (Strait et al., 2009). Neural enhancements 
are particularly evident in musicians in the context of challenging 
listening environments, such as in the presence of background noise 
(Parbery-Clark et al., 2009a) and reverberation (Bidelman and 
Krishnan, 2010), with musically trained adults demonstrating less 
noise-induced degradation in the subcortical encoding of speech 
than non-musicians (Figure 1D). The degree of noise-induced 
subcortical response degradation is functionally correlated with 
speech-in-noise perceptual ability in that individuals with increased 
subcortical resilience to background noise demonstrating better 
speech-in-noise perception (Parbery-Clark et al., 2009a). These 
findings imply that musicians’ nervous systems are fine-tuned 
for the extraction of meaning from a complex soundscape, being 
shaped through their extensive and consistent interactions with 
organized sound to better exclude competing noise and more accu-
rately encode signals of interest.

The precise neurobiological mechanisms that bring about 
musical training-induced neuronal enhancements remain unde-
termined, although strengthened cognitive control over auditory 
processing, as would be directed by attention, provides a plausible 
agency (Strait and Kraus, in press; Strait et al., 2010). Increasing 
evidence has accrued to indicate that musicians more heavily recruit 
extra-sensory cortical areas associated with attention and work-
ing memory, such as the prefrontal, superior parietal, and inferior 
frontal cortices, during challenging auditory tasks that demand 
discriminatory alertness (e.g., when subjects are instructed to listen 
for certain auditory targets) compared to non-musicians (Stewart 
et al., 2003; Haslinger et al., 2005; Baumann et al., 2008). The pre-
frontal cortex has been attributed particular importance, being 
associated with goal-directed behavior and the top-down guiding 
of sensory processing according to internal states or intentions 
(Miller and Cohen, 2001). Whereas musically trained and non-
trained adults demonstrate equivalent auditory cortex activation 
for the completion of pitch discrimination and sound recall tasks, 
musicians more extensively activate parietal and prefrontal extra-
sensory networks – indicating more extensive involvement of atten-
tion and working memory networks that could facilitate heightened 
control over sensory processing (Gaab and Schlaug, 2003; Pallesen 
et al., 2010). Musicians’ recruitment of extra-sensory networks 
involved in attention and working memory may account for their 
enhanced performance on auditory tasks such as pitch discrimina-
tion (Kishon-Rabin et al., 2001; Parbery-Clark et al., 2009a; Strait 
et al., 2010), sound recall and hearing speech in noise (Figure 1; 
Parbery-Clark et al., 2009a, 2011).

That strengthened cognitive control mechanisms guide general 
auditory processing enhancements in musicians in a top-down 
manner is particularly viable given recent observations to this effect 
in animal models, in which auditory training leads to modifications 
in spectrotemporal tuning curves in the primary auditory cortex 

Strait and Kraus Music, attention, and cortical variability

Frontiers in Psychology | Auditory Cognitive Neuroscience  June 2011 | Volume 2 | Article 113 | 100

http://www.frontiersin.org/auditory_cognitive_neuroscience/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


MaterIals and Methods
PartIcIPants
All experimental procedures were approved by the Northwestern 
University Institutional Review Board. Twenty-three normal hear-
ing adults (≤20 dB pure tone thresholds at octave frequencies from 
125 to 8000 Hz) between the ages of 18–35 participated in this study, 
for which they provided informed consent. All participants com-
pleted an extensive questionnaire addressing family history, musical 
experience and educational history. Musicians (Mus, N = 11) were 
self-categorized, began instrumental musical training at < age 7 
and had consistently practiced for ≥11 years (consistently defined 
as practicing at least 3 days weekly; M = 16.5, SD = 5.8). Non-
musicians (NonMus, N = 12) were self-categorized, had <5 years 
of formal musical experience throughout their lifespans (M = 1.2, 
SD = 1.8), began musical training after age 11 and had not played 
a musical instrument in the 5 years leading up to the experiment. 
Nine of the 12 NonMus participants had no degree of musical 
experience. Mus and NonMus groups did not differ according to 
age (F

(1,22) 
= 0.20, p = 0.66), sex (χ2 = 0.35, p = 0.68), non-verbal 

I.Q. as measured by the Wechsler abbreviated matrix reasoning 
subtest (F

(1,22) 
= 0.37, p = 0.55; Harcourt Assessment, San Antonio, 

TX, USA), or performance on the attention task (as measured by 
quiz scores, described below) (F

(1,22) 
= 0.32, p = 0.58).

sPeech-In-noIse and audItory attentIon PerforMance
In order to clarify the relationship between speech-in-noise perception 
and auditory attention, we assessed these skills in 22 18- to 35-year-
old musician and non-musician participants (N = 14; Mus = 8) using 
data collected for two separate experiments, the isolated results of 
which have since been published and are discussed above (Parbery-
Clark et al., 2009a,b; Strait et al., 2010). Five of these participants also 
participated in the electrophysiological paradigm, described below.  
Speech-in-noise (SIN) perception was measured using the Hearing 
in Noise Test (Nilsson et al., 1994), in which participants are asked to 
repeat short sentences presented in speech-shaped background noise 
using a speaker placed one meter directly ahead. The noise presenta-
tion level was fixed at 65 dB SPL and the program adjusted perceptual 
difficulty by increasing or decreasing the intensity level of the target 
sentences until the threshold signal-to-noise ratio was determined. 
Perceptual SIN thresholds were defined as the level difference (in dB) 
between the speech and the noise presentation levels at which 50% 
of sentences are correctly repeated.

Auditory attention was assessed using the IHR Multicentre 
Battery of Auditory Processing’s Auditory Attention subtest (Barry 
et al., 2010), which measures phasic alertness via reaction times 
induced by the presence or absence of a cue that occurred with a 
variable delay (0.5–1.0 s) before a target stimulus. We have pre-
viously reported between-group differences using this measure 
in musicians and non-musicians, with musicians demonstrating 
enhanced performance compared to non-musicians (Figure 1A; 
Strait et al., 2010). Participants were instructed to listen for a “beep” 
(presented at 80 dB SPL) and to press a button on a response box as 
soon as they heard it. Participants were cued by a second sound (a 
“siren,” presented at 70 dB SPL) on some trials and were asked not 
to respond to that cue. Reaction time was measured in milliseconds. 
Results reported here (Figure 1C) reflect subjects’ average reaction 
time to the cued stimulus.

that appear to be facilitated by functional connections with the 
prefrontal cortex (cf. Bajo and King, 2010; Fritz et al., 2010). Even 
with regard to subcortical auditory plasticity, a primary role has 
been established for the reciprocal corticocollicular pathway, with 
training-induced changes in inferior collicular response properties 
being ablated with the targeted cooling of the cortex (Bajo et al., 
2010). This is not surprising given the noted strength of cortical 
descending pathways in modulating subcortical (i.e., collicular) 
neuronal response properties (Suga et al., 2002). The resiliency 
of musicians’ nervous systems for encoding signals of interest 
in the presence of background noise (Figure 1D) may indicate 
increased executive control over auditory function, or, in other 
words, strengthened top-down attentional mechanisms within the 
primary auditory cortex that guide the resolution of competition 
imposed by a mass of incoming signals.

As noted, when multiple auditory streams are present in a 
scene, they compete for cortical representation. Selective auditory 
attention provides a mechanism for determining which sounds 
will be most thoroughly processed and brought to awareness, to 
the exclusion of others. It is unlikely, however, that the human 
brain is able to invariably maintain attention on a specific sound 
stream of interest over a sustained period of time. Consistently 
sustaining attention – with minimal attention lapses – is par-
ticularly difficult in input-rich sensory environments, such as 
when tracking a single individual’s voice amidst other conversa-
tions. Accordingly, Weissman and colleagues have demonstrated 
that brain regions associated with attention routinely demon-
strate performance variability during the execution of sustained 
attention-demanding tasks, decreasing in activity while other 
brain regions increase in activity. Specifically, variability in the 
activation of the attention network during task performance 
has been linked to momentary lapses in attention, with con-
tinued activation of prefrontal and parietal regions underlying 
successful sustained attention performance (Weissman et al., 
2006). Variability in the activation of prefrontal control regions 
is interpreted as the failure to accomplish attention’s goal, being 
to maximally and consistently enhance the sensory processing 
of behaviorally relevant stimuli. Decreases in the fronto-parietal 
network’s activation reduce its suppression of a default – or “day-
dreaming” – network, which corresponds with poorer attention 
task performance.

Here, we aimed to define the impact of musical training on 
neural networks underlying selective auditory attention perfor-
mance in a natural language-listening environment. In light of 
the functional importance of sustained fronto-parietal attention 
network activation combined with musicians’ enhanced reliance 
on this network compared to non-musicians for the execution of 
auditory tasks, we asked two questions. First, we asked whether the 
act of sustaining auditory attention on a target speech stream leads 
to decreases in auditory-evoked response variability across all par-
ticipants, especially within the primary auditory cortex and fronto-
parietal attention areas. Second, we asked whether this decrease is 
larger in musicians. We hypothesized that musicians demonstrate 
less variability in neural responses to speech with auditory atten-
tion compared to non-musicians, particularly in prefrontal and 
parietal cortices, and that this decrease in variability correlates with 
musicians’ training backgrounds.
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(Compumedics). Response variability was computed through gen-
eration of a variability index (VI) for each subject in each condition, 
following a procedure described in Smith and Goffman (1998), who 
applied it to assess variability in speech movements. Continuous 
files were epoched from −100 to 500 ms, referenced to the presen-
tation of the stimulus (0 ms); epochs demonstrating amplitudes 
beyond ±100 μV were rejected as muscular artifact and the first 
500 artifact-free responses from each participant were subjected to 
analysis. Epochs were grouped into twenty subsets of 25 individual 
responses; these 25 individual responses in each subset were then 
averaged, resulting in 20 averaged waveforms (i.e., subaverages). 
The VI was determined through calculation of amplitude variances 
across these subaverages. Specifically, amplitudes were determined 
for each of the 300 points that made up the evoked response sub-
averages. Rather than comparing amplitudes across subaverages 
on a point-by-point basis, we averaged point-by-point amplitudes 
across 50 equally spaced increments (comprised of six points each), 
computed the variances in these increments across the subaverages 
and summed them. This generated a single VI for each subject in 
both attended and ignored conditions. Although evoked response 
variability has been previously assessed in humans (Anderson et al., 
1991), our method is unique in that it enables the assessment of 
variance over the entire evoked response, including early evoked 
potentials that are not observable in individual evoked responses 
(P1/N1). Because these early components are small, we performed 
our analysis on small subaverages. All data processing was executed 
with scripts generated in Matlab 7.5.0 (The Mathworks, Natick, 
MA, USA).

Differences in response variability between attend and ignore 
conditions were compared for all of the 31 electrode sites using a 
Repeated Measures ANOVA. Effects at individual electrode sites 
(Figure 2) were subsequently explored using post-hoc paired and 
independent samples t-tests for all electrode sites except for F7, F8, 
O1, O2, and OZ, which did not demonstrate clear responses char-
acteristic of cortical auditory-evoked activity (i.e., the P1–N1–P2–
N2 complex; all other electrode sites demonstrated clear responses 
characteristic of cortical auditory-evoked activity). Relationships 
among musical practice histories (i.e., age of onset of musical 
practice, years of musical practice) and cortical variability were 
examined with Pearson’s correlations (SPSS Inc., Chicago, IL, USA). 
All results reported herein reflect two-tailed values and normality 
for all data was confirmed using the Kolmogorov–Smirnov test 
for equality.

results
suMMary of results
Within the subset of participants who had both measures (as 
described in Materials and Methods), auditory attention perfor-
mance correlated with speech-in-noise perceptual ability, with bet-
ter auditory attention relating to the ability to accurately perceive 
speech in higher levels of background noise (i.e., at lower signal-
to-noise ratios; Figure 1C).

All participants demonstrated less cortical auditory-evoked 
response variability over a majority of electrode sites in responses to 
the stimulus when it was presented in the attended compared to the 
ignored story (Figure 2). Only musicians, however, demonstrated 
decreased cortical response variability with auditory attention over 

electroPhysIology
We employed a paradigm designed by Helen Neville and colleagues 
that has proven enormously successful for studying neural mechanisms 
of selective auditory attention in children and adults (Coch et al., 2005).

Stimulus
The evoking stimulus was a six-formant, 170 ms speech syllable 
synthesized in Klatt (1980) with a 5 ms voice onset time and a 
level fundamental frequency (100 Hz). The first, second and third 
formants were dynamic over the first 50 ms (F

1
, 400–720; F

2
, 1700–

1240; F
3
, 2580–2500 Hz) and then maintained frequency for the rest 

of the duration. The fourth, fifth and sixth formants were constant 
throughout the entire duration of the stimulus (F

4
, 3300; F

5
, 3750; 

F
6
, 4900 Hz). The stimulus was presented using NeuroScan Stim2 

(Compumedics, Charlotte, NC, USA).

Electrophysiologic recording parameters and procedure
Auditory-evoked potentials were recorded to the speech sound /da/ 
using a 31-channel tin-electrode cap (Electrocap International, Eaton, 
OH, USA) in NeuroScan Aquire 4.3 (Compumedics) while partici-
pants were seated in a sound-attenuated booth. Single electrodes were 
placed on the earlobes and on the superior and outer canthi of the left 
eye, thereby acting as reference and eye-blink monitors, respectively. 
Contact impedance for all electrodes was under <5 kΩ with less than 
3 kΩ difference across channels. Neural recordings were on-line fil-
tered from 0.05 to 100 Hz and digitally sampled at a rate of 500 Hz.

The evoking stimulus was presented in the context of short story 
recitations through two wall-mounted speakers located 1 m to the 
left and right of the participant. Participants were asked to attend 
to one of the two simultaneously presented stories, which differed 
in direction (left/right speaker), presentation voice (male/female), 
and story content. Instructions described both the direction of 
the attended story and its speaker’s sex (listen to the story on your 
right/left, which will be told by a male/female, and ignore the story 
presented from the other side by a speaker of the opposite sex). The 
initial direction of the attended voice was randomized across par-
ticipants to control for potential advantages or disadvantages of 
attending to one voice over the other. The evoking stimulus was 
presented randomly to the left or right (i.e., attended or ignored) 
sides of the head with a randomized inter-stimulus interval (ISI) 
that was either 600, 900, or 1200 ms. The stories and the evok-
ing stimulus were presented with a 10 dB difference between the 
stories (65 dB SPL) and the stimulus (75 dB SPL). The recording 
was paused every 8 min, during which participants were given one 
minute to complete a five-question multiple choice quiz regarding 
the attended story content and one minute to stretch. An average 
score of ≥4/5 correct answers was required for study inclusion. After 
each break, the attended story changed directions and participants 
were asked to change their attended side (left/right) in order to 
continue with the same voice. The entire recording session lasted 
40 min and yielded 600 simultaneously recorded responses in both 
attended and ignored conditions.

Data processing and analysis
Continuous neural data for attended and ignored conditions were 
baseline corrected and the removal of eye-blink artifacts was accom-
plished using the spatial filtering algorithm in NeuroScan Edit 4.3 
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cortIcal resPonse varIabIlIty decreases as a functIon of 
selectIve audItory attentIon
A 2 × 31 × 2 RMANOVA with condition (attend/ignore) and elec-
trode site as within subject variables and group (Mus/NonMus) 
as between subject variable revealed a main effect of condition on 
response variability, indicating that cortical response variability 
varied as a function of attention (F

(1,22) 
= 10.49, p < 0.005). We 

also observed an interaction between condition electrode site, indi-
cating that attention impacted response variability differentially 
across the scalp (F

(1,22) 
= 17.08, p < 0.0001), and an anticipated 

main effect of electrode site (F
(1,22) 

= 17.49, p < 0.0001). Post hoc 
paired t-tests demonstrated that, across all participants, response 
variability decreased to stimuli in the attended compared to the 
ignored story at all analyzed electrode sites except for seven (for 
these seven sites, all t

(22)
 < 1.4, all p ≥ 0.2; Figure 2). An overall effect 

of attention across all participants was not observed for the three 
prefrontal sites (F

(1,22) 
= 0.31, p = 0.40).

effect of MusIcal traInIng on cortIcal resPonse varIabIlIty
Musicians and non-musicians did not differ based on overall 
response variability at any electrode site. That is, neither group was 
more or less variable in auditory-evoked responses to the ignored or 
to the attended stories individually, indicating no group difference 
in general auditory-evoked variability. Rather, differences between 
musicians and non-musicians were observed with regard to the 
extent to which attention decreased auditory-evoked response vari-
ability at prefrontal electrode sites. Specifically, a 2 × 2 RMANOVA 

the prefrontal cortex (Figure 3), a region of particular importance 
for sustaining attention in challenging perceptual environments 
(Kane and Engle, 2002). The degree to which attention decreased 
prefrontal response variability correlated with musical practice his-
tories and is interpreted in the context of musical training’s impact 
on cortical mechanisms of selective auditory attention.

Figure 1 | Musicians, auditory attention, and processing speech in noise. We 
assessed auditory attention, speech-in-noise perception and auditory brainstem 
function in musicians and non-musicians (Parbery-Clark et al., 2009; Strait et al., 
2010). Musicians demonstrated enhanced auditory attention as measured by 
reaction time (A) and were better able to accurately repeat sentences presented in 
noise at poorer signal-to-noise ratios than non-musicians (B). Auditory attention 
performance correlated with speech-in-noise perception across all subjects, with 
individuals having faster reaction times during a sustained attention task 

demonstrating better hearing in noise (C). Although both musicians and 
non-musicians demonstrated robust neural responses to a speech sound when 
presented in a quiet background, non-musicians’ responses were particularly 
degraded with the addition of a six-talker babble noise to the background. In both 
groups, the brainstem response waveform is positively correlated with the acoustic 
waveform of the stimulus. However, when the stimulus is presented in the 
presence of background noise musicians’ brainstem responses represent the 
stimulus more faithfully than non-musicians’ (D). *p < 0.05; **p < 0.01.

Figure 2 | impact of attention on cortical auditory-evoked response 
variability at individual electrode sites. Electrode sites demonstrating a 
significant decrease in response variability in the attend relative to the ignore 
condition are in bold black font. Gray italics denote sites that were not 
subjected to individual analysis. Auditory-evoked activity recorded from PF1/
PF2 demonstrated a decrease in variability with attention in musicians only 
(see Figure 3). ∼p < 0.10; *p < 0.05; **p < 0.01; ***p < 0.001.
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and non-musician adults, consisting of decreased auditory-evoked 
response variability in attended relative to ignored speech. Across all 
participants, attention decreased cortical auditory-evoked response 
variability at central, temporal, and parietal sites (Figure 2), and 
this effect was equivalent in musicians and non-musicians. Only 
musicians, however, demonstrated an impact of selective auditory 
attention on prefrontal evoked activity (Figure 3). These results 
provide evidence for the power of musical training to shape pre-
frontal neural activity involved in sustaining auditory attention and 
may contribute to the definition of a biological mechanism that 
would facilitate musicians’ advantages in auditory tasks (Kraus and 
Chandrasekaran, 2010; Strait et al., 2010).

cortIcal audItory-evoked resPonse varIabIlIty underlIes 
selectIve audItory attentIon
The goal of sustaining attention on a specific task is to reduce 
moment-to-moment variability in one’s performance. Sustaining 
attention becomes particularly difficult in the presence of compet-
ing stimuli, such as when tracking a single voice amidst a noisy 
background. In this situation it is the listener’s goal to absorb the 

with condition (attend/ignore) as within subject variable and group 
(Mus/NonMus) as between subject variable revealed a significant 
condition–group interaction at prefrontal electrode sites FP1 and 
FP2 (F

(1,22) 
= 10.21, p < 0.005). Post hoc within-group paired t-tests 

demonstrated that whereas musicians demonstrated decreased 
response variability over the prefrontal cortex with auditory 
attention (t

(10) 
= 3.0, p < 0.01), non-musicians did not (t

(11) 
= 1.6, 

p = 0.2; Figure 3B). Differences in response variability with atten-
tion between musicians and non-musicians were not observed for 
any of the other electrode sites (all t < 1.4, all p > 0.12).

Across all participants with some degree of musical training 
(N = 14; Mus = 11, NonMus = 3), the age of onset of musical 
training correlated with the extent to which response variability 
decreased in responses to the attended relative to the ignored story 
(r = −0.54, p < 0.05).

dIscussIon
Here, we substantiate a relationship between auditory attention per-
formance and speech-in-noise perception (Figure 1C) and reveal 
a novel neural index for selective auditory attention in musician 

Figure 3 | Cortical auditory-evoked response variability in musicians and 
non-musicians. (A) 31-Channel headplots for musicians (left) and non-musicians 
(right) demonstrate the difference in cortical auditory-evoked response variability 
between ignore and attention conditions, plotting variability across the scalp as a 
function of attention. Because the difference was calculated by subtracting attend 
from ignore variability, positive values (red) indicate a decrease in response 

variability in the attend relative to the ignore condition. Negative values (blue) 
indicate an increase in response variability in the attend relative to the ignore 
condition. (B) Musicians demonstrate an increased impact of attention on 
prefrontal response variability compared to non-musicians. Whereas musicians 
demonstrate a decrease in prefrontal response variability in the attend relative to 
the ignore condition, non-musicians do not. **p < 0.01.

Strait and Kraus Music, attention, and cortical variability

Frontiers in Psychology | Auditory Cognitive Neuroscience  June 2011 | Volume 2 | Article 113 | 104

http://www.frontiersin.org/auditory_cognitive_neuroscience/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


techniques for analyzing electrophysiologic recordings is likely to 
reveal relationships between response variability and both spontane-
ous and averaged evoked activity, such as average peak amplitudes/
latencies and oscillatory activity within different frequency bands.

Although it is possible that cortical evoked response variability 
stems, at least in part, from stochastic noise (Faisal et al., 2008), 
evoked response variability can be predicted by deterministic inter-
actions of sensory responses with ongoing spontaneous activity 
(Arieli et al., 1996; Curto et al., 2009) that can be modulated by an 
individual’s brain state (Steriade et al., 2001) and cognitive capacity 
(Benasich et al., 2008). The decreased evoked response variability 
with selective auditory attention demonstrated here may indicate 
general changes in ongoing spontaneous activity between attended 
and ignored states, revealing a novel neural metric for selective 
auditory attention in behaving humans. Furthermore, group dif-
ferences as a function of musical training reflect more consistent 
prefrontal activity in musicians with auditory attention, which 
may translate into increased control over the sensory competition 
imposed by competing auditory signals. This implication is par-
ticularly relevant given the role of the prefrontal cortex in directing 
goal-oriented behavior and the top-down shaping of sensory pro-
cessing according to internal states or intentions (Miller and Cohen, 
2001). Further studies coupling behavioral and neural indices of 
selective auditory attention are needed in order to better define the 
functional advantage of decreased prefrontal response variability 
in musicians. Furthermore, simultaneous recording of cortical and 
subcortical evoked activity may shed light on relationships between 
prefrontal response variability and subcortical response properties, 
such as to speech in background noise (Figure 1D).

MusIcal traInIng hones cortIcal MechanIsMs of executIve 
control that are IMPlIcated In selectIve audItory attentIon
Our results demonstrate a selective impact of musical training on 
response variability with attention at prefrontal electrode sites. 
This outcome contributes to a growing literature suggesting that 
musical training shapes auditory function by training the brain 
to more extensively recruit extra-sensory mechanisms affiliated 
with cognitive control, such as working memory and attention, 
for the completion of general auditory tasks (Gaab and Schlaug, 
2003; Stewart et al., 2003; Haslinger et al., 2005; Baumann et al., 
2008; Pallesen et al., 2010). Previous experiments, however, have 
not explicitly investigated neural mechanisms of auditory attention 
in musicians but, rather, studied musicians’ brain function dur-
ing the execution of psychophysical auditory discrimination and 
memory tasks. Our data provide the first direct evidence for dif-
ferential brain activation in musicians and non-musicians during 
selective auditory attention to speech. That these data are observed 
in an ecologically valid language-listening environment strength-
ens arguments for musical training’s impact on functional brain 
networks that underlie language processing.

Our findings may indicate that musicians demonstrate more con-
sistent ongoing (i.e., spontaneous) prefrontal activity during selec-
tive auditory attention, compared to non-musicians. As described 
above, the dynamics of ongoing neural activity convincingly predict 
variability in cortical evoked responses. Specifically, evoked activity 
is low when spontaneous activity is low and evoked activity is high 
when spontaneous activity is high, with spontaneous and evoked 

entirety of the attended speaker’s content in order to adequately 
respond, and lapses in attention result in comprehension gaps 
that can lead to conversational confusion. Variability in attention 
performance (i.e., lapses in attention) can also have more dras-
tic consequences, being responsible for accidents while operating 
mechanical equipment (e.g., cars) and, in educational scenarios, 
has the potential to diminish the quality of learning that takes place 
in young brains (Vaurio et al., 2009).

Moment-to-moment behavioral variability has been directly 
linked with variability in the brain’s extra-sensory evoked activity 
during task performance (i.e., prefrontal, frontal, and parietal corti-
ces; Carmena et al., 2005; Fox et al., 2005; Weissman et al., 2006). As 
tasks become more difficult, cortical response variability increases, 
concurrent with poorer task performance (Vogels et al., 1989). Given 
that the most frequent analysis technique for electrophysiologic data 
involves averaging, scientists might regularly overlook a crucially 
informative neural index for attention and human behavior. This 
is because evoked potentials traditionally necessitate the averag-
ing of many individual responses to a repeated stimulus in order 
to maximize that which is consistent across trials (i.e., the average 
evoked response), effectively minimizing that which is inconsistent 
and discarding it as noise. This disregarded “noise,” or response 
variability, is often as large or even larger than the average response 
itself (Figure 4; Vogels et al., 1989; Softky and Koch, 1993; Arieli 
et al., 1996). Arieli et al. (1996) encouraged the revision of what we 
regard as noise in the nervous system, proposing that in doing so we 
may discover that “response variability… provide[s] the neuronal 
substrate for the dependence of sensory information processing 
on behavioral and conscious states”. The data we present here cor-
roborate Arieli’s suggestion by demonstrating a functional relevance 
for variability in cortical evoked potentials in humans, serving as 
an index for selective auditory attention. Further work compar-
ing cortical response variability with more commonly employed 

Figure 4 | Variability in evoked neural activity from intracranial 
recordings in the cat visual cortex (areas 17 and 18). The local field 
potential (LFP) and spike discharges of two isolated neurons were 
simultaneously recorded from a microelectrode in response to repetitive 
visual stimulation that occurred every 3.5 ms (see Arieli et al., 1996 for further 
information). Variability in neuronal activity can be seen within (A) trial-by-trial 
LFPs as well as (B) within the spike trains of individual neurons contributing to 
the LFP.
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Although improving attention and the ability to tune in to a signal 
of interest would benefit the general population, the topic of behav-
ioral and neural variability during selective attention has particular 
relevance for attention deficit/hyperactivity disorder (ADHD). This 
is because ADHD is characterized by moment-to-moment variability 
in behavioral performance (Mullins et al., 2005; Vaurio et al., 2009) 
and neuronal activity (Depue et al., 2010). Furthermore, structural 
and functional prefrontal anomalies have been associated with the 
disorder (Hynd et al., 1990; Casey et al., 1997; Filipek et al., 1997; 
Gilliam et al., 2011) and are reflected in decreased prefrontal activity 
during attention task performance (Bush et al., 1999; Rubia et al., 
1999). Children with ADHD are particularly noted for an inabil-
ity to suppress the neural processing of competing sensory input 
(Suskauer et al., 2008), contributing to frequent distraction. Our 
association between musical training and decreased prefrontal vari-
ability in a neuronal mechanism that underlies selective attention to 
language during the simultaneous suppression of a competing sound 
stream may suggest musical training as a viable remediation strategy 
in children with attention impairment. Still, more work should be 
done to test the efficacy of music as a remedial approach for ADHD. 
Population studies investigating the prevalence of ADHD in children 
and adults with musical training, particularly those with a family 
history of ADHD, could yield interesting insights.

conclusIon
Increasing effort is being expended to define activities that strengthen 
what might be considered the cornerstone of human perception: 
attention. While musical training is known to bolster auditory-spe-
cific cognitive skills, such as auditory short-term memory, and the 
ability to pull out speech signals from competing background noise, 
little is known about how musical training strengthens attention; 
even less is known about how music shapes the neural mechanisms 
that underlie it. Here, we present the first biological evidence for 
musical training’s impact on neural mechanisms of selective audi-
tory attention within a language context. Given the high prevalence 
of developmental attention disorders and their detrimental impacts 
on educational performance, musical training’s power to shape neu-
ral mechanisms that underlie selective attention to speech may be of 
interest to individuals involved in the habilitation and remediation 
of attention and attention-based learning impairment.
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activity positively correlating at an impressive r = 0.9 and p < 10−12 
(Arieli et al., 1996). Decreased variability in musicians’ responses 
would imply increased consistency in ongoing prefrontal activity 
and, given the importance of consistency for sustaining attention 
(Weissman et al., 2006), provides a biological mechanism that could 
account for our previously reported advantage for sustained atten-
tion task performance in musicians (Figure 1A; Strait et al., 2010).

Distinctive neural activity during selective auditory attention in 
musicians and non-musicians may be attributed to the musicians’ 
rehearsal of auditory cognitive mechanisms required for focused 
musical practice and performance, strengthening top-down con-
tributors to auditory processing (Tervaniemi et al., 2009; Kraus and 
Chandrasekaran, 2010; Strait et al., 2010). Although the argument 
can be made for a genetic contributor to structural and functional 
neural differences between musicians and non-musicians, repeated 
evidence substantiates that these differences can be modulated, at 
least in part, by one’s method of musical practice (Seppanen et al., 
2007) or instrument of specialization (Pantev et al., 2001; Shahin 
et al., 2008; Margulis et al., 2009; Strait et al., 2011). Furthermore, 
data consistently reveal correlations between the extent of neural 
enhancement observed in musicians and their years of musical prac-
tice or age of practice onset (Gaser and Schlaug, 2003; Hutchinson 
et al., 2003; Wong et al., 2007; Parbery-Clark et al., 2009a,b; Strait 
et al., 2009). These data, together with the correlation reported 
here between prefrontal response variability and age of onset of 
musical practice, suggest a contribution of experience-induced 
neuroplasticity to musicians’ auditory processing characteristics.

clInIcal and educatIonal IMPlIcatIons
That musical training has the power to shape neural mechanisms 
underlying selective attention to speech carries substantial implica-
tions for educators and clinicians involved in the remediation of atten-
tion-based listening and learning impairments. The ability to attend 
to a target signal and suppress competing noise is a primary concern 
for child educators and clinicians given its primacy in everyday learn-
ing and communication. It is also of concern to those involved in 
the treatment of aging-induced listening impairment, which may be 
prevented through the strengthening of auditory cognitive abilities, 
such as attention (Parbery-Clark et al., 2011). Accordingly, interest 
in learning to attend has increased in recent years (Tang and Posner, 
2009); within the visual domain, outcomes reveal that task-specific 
training can improve the temporal allocation of attention (Makovski 
et al., 2008) and, as required by our paradigm here, increases the 
neural capacity to filter out competing irrelevant input (Dixon et al., 
2009; Kelley and Yantis, 2009). Musical training may provide a natu-
ralistic and entertaining means for strengthening auditory cognitive 
processing through increasing the consistency of prefrontal control 
over auditory function.
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accurate at imitating musical pitch and discriminating intervals than 
English speakers (Pfordresher and Brown, 2009; see also Hove et al., 
2010), as can be also reflected in subcortical pitch tracking (e.g., 
Krishnan et al., 2005). The influence of tone-language background 
has been mostly observed for relative pitch processing (e.g., inter-
vals), and it might even lead to difficulties in pitch contour process-
ing when non-speech target sounds resemble features of linguistic 
tones (Bent et al., 2006). However, it has been found that listeners 
with tone-language background did not differ from listeners with 
non-tone-language background for absolute pitch discrimination of 
non-speech sounds (e.g., Bent et al., 2006; Pfordresher and Brown, 
2009). Interestingly, in musically trained participants, there is a link 
between tone-language background and single pitch processing: 
absolute pitch (i.e., the ability to label a tone without a reference 
pitch) is more prevalent among tone-language speakers than among 
non-tone-language speakers (Deutsch et al., 2006, 2009).

Conversely, it has been shown that musical training or expertise 
can improve pitch perception not only in musical contexts, but also 
in speech contexts. For example, musicians show improved pitch pro-
cessing for the prosody of non-tonal language material (Schön et al., 
2004; Magne et al., 2006) and for tone-language material, such as Thai 
tones (Burnham and Brooker, 2002; Schwanhäußer and Burnham, 
2005) and Mandarin tones (Alexander et al., 2005; Wong et al., 2007; 
Lee and Hung, 2008; Delogu et al., 2010; Bidelman et al., 2011).

Previous research has thus shown some positive influences between 
music and speech due to expertise in music or in tone languages, 
and these effects suggest common pitch-processing  mechanisms in 

IntroductIon
A highly debated question is to what extent music and language 
share processing components (e.g., Patel, 2008). Our study contrib-
utes to this debate by investigating pitch-processing across domains 
in congenital amusia (or tone-deafness). Congenital amusia refers 
to a lifelong disorder of music processing that occurs despite normal 
hearing and other cognitive functions as well as normal exposure 
to music. We investigated here whether the impaired musical pitch 
perception typically found in congenital amusia might reflect a 
domain-general deficit that also affects pitch processing in speech.

Pitch processing is crucial in music, but also in speech process-
ing, notably for discriminating questions and statements, as well as 
for emotional expressions in non-tone intonation languages (e.g., 
English, French); while in tone languages (e.g., Mandarin, Thai, 
Vietnamese), it is used for all these as well as for understanding word 
meaning. Tone-languages comprise 70% of the world’s languages (Yip, 
2002) and are spoken by more than 50% of the world’s population 
(Fromkin, 1978). In these languages, tone variation changes (compris-
ing predominantly FØ height and contour  parameters) at the syllabic 
level have the same effect on word meaning as do vowel and consonant 
variations in non-tone languages. For examples, see Figure 1. In the 
present study, we used natural speech samples of tone languages to 
investigate whether pitch variations in speech might be affected by 
the previously described musical pitch deficit in congenital amusia.

Expertise or training in a tonal language can facilitate pitch 
perception and production with musical material: Mandarin, 
Vietnamese, and Cantonese speakers have been found to be more 
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music and speech. For example, musical training might shape basic 
sensory circuitry as well as corticofugal tuning of the afferent system, 
which is context-general and thus also has positive side-effects on 
linguistic pitch processing (e.g., Wong et al., 2007). Similar find-
ings suggesting experience-dependent corticofugal tuning have been 
recently reported for the effects of tone-language expertise on musical 
pitch processing (Bidelman et al., 2011). In parallel to this previously 
observed training-related improvement of pitch processing from one 
domain to the other, the experiments reported here investigate the 
influence of a pitch perception deficit for music, as observed in con-
genital amusia, on pitch perception in speech.

Up to recently, congenital amusia has been thought to result 
from a musical pitch-processing disorder. Individuals with con-
genital amusia have difficulties recognizing familiar tunes without 
lyrics and detecting an out-of-key or out-of-tune note. They have 

impaired perception of pitch directions for pure tones (Foxton 
et al., 2004) and for detecting pitch deviations that are smaller 
than two semitones in sequences of piano notes (Hyde and Peretz, 
2004) as well as in note pairs (Peretz et al., 2002). Initial reports 
have suggested that the deficit was restricted to pitch processing 
in music, and did not extend to pitch processing in speech mate-
rial. Individuals with congenital amusia have been reported to be 
unimpaired in language and prosody tasks, such as learning and 
recognizing lyrics, classifying a spoken sentence as statement or 
question based on final falling or rising pitch information (e.g., 
Ayotte et al., 2002; Peretz et al., 2002).

Peretz and Hyde (2003) suggested that the difference between 
pitch perception in speech and music is related to the relative size 
of relevant pitch variations. In speech (of non-tonal languages), 
pitch variations are typically coarse (e.g., more than 12 semitones 

Figure 1 | (A) Fundamental frequency contours of the four Mandarin tones 
(spoken by a female speaker of Mandarin). Each tone on the syllable/ma/
represents a different lexical item. “ma1” is the level tone, “ma2” the rising 
tone, “ma3” the dipping tone, and “ma4” the falling tone. (B) Fundamental 

frequency contours of the five Thai tones (spoken by a female speaker of Thai). 
Each tone on the syllable/ma/represents a different lexical item. “ma0” is the 
mid level tone, “ma1” the low level tone, “ma2” the falling tone, “ma3” the 
high level tone, and “ma4” the rising tone.
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tone glides (below one semitone). These higher  thresholds would 
affect music perception more markedly, because pitch in music is 
based upon discrete notes, while the better thresholds for glides might 
lead to less impairment for pitch processing in speech signals, with 
its gliding, continuous pitch changes. However, this is unlikely since 
amusics perform equally poorly on tone analogs of sentences made 
of pitch glides and discrete events (Patel et al., 2005). In a recent study 
using discrete segmented events (a tone for the musical material, the 
syllable/ka/for the verbal material), we have observed that fine-grained 
pitch discrimination (i.e., 25 cents) can be impaired in amusics not 
only for musical sounds, but also for verbal sounds. Interestingly, pitch 
discrimination is better when the pitch is carried by verbal material 
than by musical material (Tillmann et al., submitted).

Pitch perception in congenital amusia might thus be affected 
by the size of pitch changes and the nature of the material (verbal, 
musical). The present study investigates amusics’ pitch process-
ing in tonal language material in order to address the question: 
do congenital amusics show deficits for lexical tone perception, 
thus for speech material with continuous (rather than discrete) 
pitch changes, and with pitch changes larger than those that are 
relevant in music, but smaller than those used in statements/ques-
tions in their mother tongue (see Figures 1 and 2; Fitzsimons et al., 
2001)? We tested French-speaking amusics for their perception of 
Mandarin tones (Experiment 1) and Thai tones (Experiment 2). We 
here used monosyllabic words (in contrast to sentences or phrases 
in previous studies) to keep memory load relatively low, in par-
ticular as amusic individuals show impaired short-term memory 
for pitch information (Gosselin et al., 2009; Tillmann et al., 2009; 
Williamson et al., 2010). Experiment 2 additionally tested the per-
ception of the same pitch changes in non-verbal, musical analogs. 
Furthermore, for both Experiments 1 and 2, we present acoustic 
analyses of the tone-language stimulus materials, and compare the 
acoustic features of the stimulus materials with participants’ behav-
ioral performance, in order to locate the critical acoustic informa-
tion used by amusic and control participants.

The overall objective of our study is to further understand the 
nature of the pitch-processing deficit experienced by individuals with 
congenital amusia, particularly because congenital amusia is now 
known to have neurogenetic correlates (Drayna et al., 2001; Peretz 
et al., 2007), and these may not be music-specific, but apply also to 
speech, as suggested by recent work on amusics’ perception of pitch 
in speech of their mother tongue (e.g., Liu et al., 2010; Nan et al., 
2010). Testing the perception of tone-language materials allowed us 
to use natural speech that contained smaller pitch differences than 
those occurring in native non-tonal speech (English or French), as in 
the sentences used in Patel et al. (2005) and Liu et al. (2010). Another 
advantage of using non-native pitch variations in speech is that, as 
the words have no meaning for the participants, they are free to 
respond to the acoustic parameters of the speech without any added 
complication of semantic significance. This also has the advantage 
that the non-native tones can be presented as speech that has full 
speech-shaped spectral information, albeit devoid of semantic sig-
nificance; and as non-speech – in which the same tones are converted 
to musical stimuli. In this way, the same acoustic aspects of speech, 
notably here the pitch information, can be presented in speech and 
non-speech contexts in which the main difference between speech 
and more musical non-speech stimuli is the differences in spectral 

in the final pitch rise indicative of a question; see Fitzsimons et al., 
2001), whereas in music, these are more fine-grained (1 or 2 semi-
tones; Vos and Troost, 1989; see Figure 2). Accordingly, amusics’ 
pitch deficit would affect music more than speech not because 
their deficit is music-specific, but because music is more demand-
ing in pitch resolution. Thus, congenital amusia would represent 
a music-relevant deficit, not necessarily a music-specific deficit. 
However, when pitch changes of spoken sentences were embedded 
in a non-speech context (i.e., musical analogs preserving gliding-
pitch changes or transforming these into discrete steps), amusics 
failed to discriminate these pitch changes – in contrast with their 
high performance level for the same pitch changes in the sentences 
(Patel et al., 2005). Conversely, recent data have shown that, for 
some amusic cases, the pitch-processing deficit can also affect the 
processing of speech intonation in the amusics’ mother tongue 
(Patel et al., 2008; Jiang et al., 2010; Liu et al., 2010). In particular, a 
slow rate of gliding-pitch change might have deleterious effects on 
pitch perception in English, but not in French speech (Patel et al., 
2008), although the influence of glide rate has not been replicated in 
a subsequent study for English in British amusics (Liu et al., 2010).

In addition to differences in the size of pitch changes, musical, and 
linguistic materials differ in their use of discrete, segmented events 
versus continuous pitch changes (i.e., glides), respectively. Foxton et al. 
(2004) have shown that congenital amusics have higher thresholds 
for segmented tones (exceeding one semitone) than for continuous 

Figure 2 | Fundamental frequency (F0) contours of (A) the spoken 
sentence “She forgot her book” (with the intonation pattern of a 
question (?) and a statement (.), ranging typically more than 12 
semitones), and (B) of the song “Happy Birthday” (with most pitch 
variations ranging between 0 and 2 semitones) [reprinted from Trends 
Cogn. Sci, 7, Peretz, i., and Hyde, K. L., What is specific to music 
processing? insights from congenital amusia. 362–367, Figure 2, 
copyright (2003), with permission from elsevier].

Tillmann et al. Tone language processing in amusia

www.frontiersin.org June 2011 | Volume 2 | Article 120 | 111

http://www.frontiersin.org/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


Method
Participants
The amusic group and the control group each comprised 20 adults 
who were native French speakers (from Canada and France). The 
groups were matched for gender, age, education, and musical train-
ing (see Table 1). All participants completed the Montreal battery 
of evaluation of amusia (MBEA; Peretz et al., 2003), which is cur-
rently widely used in research investigating congenital amusia. The 
MBEA involves six tests that aim to assess the various components 
that are known to contribute to melody processing. The stimuli 
are novel melodic sequences, played one note at a time on a piano; 
they are written in accordance to the rules of the tonal structure 
of the Western idiom. These melodies are arranged in various 
tests so as to assess abilities to discriminate pitch and rhythmic 
variations, and to recognize musical sequences heard in prior 
tests of the battery. Peretz et al. (2003) tested a large population 
and defined a cut-off score (78%) under which participants can 
be defined as amusics or above which participants were normal. 
Participants’ individual scores for the full battery were below cut-
off for the amusic group, but not for the control group (Table 1). 
One amusic participant reported living in China from age 6 to 10; 
he indicated that he took lessons in Mandarin Chinese but with 
difficulty and that he spoke either French (he attended a French 
school) or English, not Mandarin, during that period. Note that 
16 out of the 20 amusics have also participated in the experiment 
testing pitch change detection in verbal and non-verbal materials 
(Tillmann et al., submitted).

Material
The 98 recordings of monosyllabic Mandarin words (produced by 
a native female Mandarin speaker) from Klein et al. (2001) were 
used (see Table 3 for acoustic descriptors). In all there were 51 
different words (13 words with level tone, 10 words with rising 

make-up. In addition, testing amusics who were non-native speakers 
with speech signals that were tone-language materials also allowed us 
to aim for converging evidence with findings on tone-language pro-
cessing recently reported for amusics who were native speakers (Jiang 
et al., 2010; Nan et al., 2010). Note that previous research has shown 
that non-native (non-amusic) listeners still engage a speech listen-
ing mode (as reflected by the linguistic constraints of their mother 
tongue) when processing non-native tone-language materials (e.g., 
Burnham et al., 1996; Burnham et al., submitted).

experIMent 1
Mandarin Chinese uses four tones characterized by their pitch tra-
jectories, traditionally numbered as tones 1–4: tone 1 is high level, 
tone 2 is mid-rising, tone 3 mid-dipping (or mid-falling–rising), 
and tone 4 is high-falling (see Figure 1A). Tone 1 has little funda-
mental frequency (FØ) movement (and so is often referred to as 
a level tone), whereas tones 2–4 have more FØ movement (and so 
often referred to as contour or dynamic tones, Abramson, 1978): 
tone 2 has a rising FØ pattern, tone 3 a falling–rising FØ pattern, 
and tone 4 a falling FØ pattern.

Experiment 1 tested native French-speaking congenital amusics’ 
for their pitch discrimination with this unfamiliar language mate-
rial. Even though normal French listeners do not perceive tone 
contrasts categorically, they are sensitive to tone contour variations 
(Hallé et al., 2004). A same-different paradigm using monosyllabic 
Mandarin Chinese words was employed; it was taken from Klein 
et al. (2001) who showed that normal English or Mandarin speaking 
participants reached high levels of performance (although English-
speakers performed at a level slightly below that of Mandarin speak-
ers, 93 versus 98% accuracy). If the hypothesis of domain-general 
pitch-processing mechanisms is true, then it can be predicted that 
amusics’ musical pitch deficit should lead to impaired performance 
in this discrimination task.

Table 1 | Number of participants per group (amusic/controls) for experiments 1 and 2, followed by mean age (years), gender distribution, mean 

education (years), level of musical instruction as well as mean scores obtained on the Montreal battery of evaluation of amusia (MBeA), for the 

entire test (global score), and the subtests.

 experiment 1 (Mandarin) experiment 2 (Thai)

 Amusics (n = 20) Controls (n = 20) t-Test  Amusics (n = 19) Controls (n = 19) t-Test

Age 48.5 (17.2); 19–71  47.9 (17.1); 19–73 p = 0.91 50.5 (15.9); 21–71 49.5 (15.9); 22–72 p = 0.85

Gender 12 F; 8 M 13 F; 7 M – 11 F; 8 M 12 F; 7 M –

Education (years) 16.1 (2.5) 15.2 (2.6) p = 0.28 16.3 (2.3) 15.3 (2.5) p = 0.19

Musical instruction1 1.6 (0.9) 1.4 (0.7) p = 0.36 1.6 (0.9) 1.5 (0.8) p = 0.68

MBEA2 – – – – – –

 Global 66.4 (6.9) 89.9 (4.2) p < 0.001 65.8 (6.9) 90.1 (4.1) p < 0.001

 Scale 62.1 (8.3) 90.7 (7.0) p < 0.001 62.5 (8.0) 91.2 (7.1) p < 0.001

 Contour 61.1 (8.0) 90.5 (7.1) p < 0.001 60.8 (8.3) 91.1 (6.9) p < 0.001

 Interval 61.4 (9.5) 88.0 (7.0) p < 0.001 60.8 (9.8) 88.1 (7.4) p < 0.001

 Rhythm 76.2 (14.4) 92.2 (5.8) p < 0.001 74.6 (14.4) 91.2 (6.9) p < 0.001

 Meter 66.5 (13.3) 88.3 (6.7) p < 0.001 64.6 (14.0) 88.6 (6.0) p < 0.001

 Memory 71.8 (10.3) 91.2 (6.2) p < 0.001 71.9 (9.9) 92.1 (6.1) p < 0.001

Standard deviations are indicated in brackets. For age, the range is also indicated with minimum and maximum age (years).
F, female; M, male; 1based on an interval scale of musical training (years): 1 = less than a year, 2 = 1–3 years, 3 = 4–6 years, 4 = 7–10 years, 5=more than 10 years; 
2percentage of correct responses.
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An additional analysis separated tone pairs as a function of the 
different tone comparisons (Level–Rising, Level–Dipping, Level–
Falling, Rising–Dipping, Rising–Falling, Dipping–Falling). An 6 × 2 
ANOVA on Hit–FA rates with tone comparisons as within-partici-
pants factor and Group (amusics/controls) as between-participants 
factor revealed a main effect of tone comparison [F(5,190) = 10.81, 
p < 0.0001, MSE = 0.05] and a main effect of group [F(1,38) = 11.31, 
p = 0.002, MSE = 0.17], but no interaction (p = 0.39). Control par-
ticipants performed generally better than the amusic participants, 
but both groups showed higher performance level for the pairs 
comparing level and dipping tones (0.68 for amusics and 0.87 for 
controls) and for pairs comparing dipping and falling tones (0.71 
for amusics and 0.86 for controls) than for the other tone pair 
comparisons (0.48 for amusics and 0.66 for controls).

dIscussIon
Experiment 1 revealed that amusics, who were speakers of a non-
tonal language (French), encountered difficulties in Mandarin 
lexical tone discrimination (in comparison to their matched con-
trols). In addition, amusics’ performance correlated with their 
performance in the interval test of the MBEA, which requires the 
discrimination of tone sequences differing by interval sizes: the 
lower their performance on the interval test with melodies, the 
lower their performance in the lexical tone discrimination for 
Mandarin. These findings support the conclusion that amusics’ 
pitch deficit in melodies extends to the perception of pitch in 
speech material.

While amusics’ average performance was below the group per-
formance of controls, there was considerable overlap in perfor-
mance ranges between the two groups. The relatively comparable 
performance of the amusics might be due to some pitch varia-
tions in the Mandarin tones (or the comparisons in some of the 
pairs) that might exceed amusics’ thresholds (e.g., larger than two 
semitones). To increase the difficulty of the task and to assess the 
generality of the findings, Experiment 2 tested amusics and controls 
with a same-different paradigm using Thai tones.

experIMent 2
Standard Thai uses five tones: three level tones (low, mid, high) 
and two contour tones (rising and falling), referred to as static and 
dynamic tones respectively (see Figure 1B; Abramson, 1962). The 
tone systems of Thai and Mandarin are different in relation to the 
number of tones as well as their pitch height, durations and start/
end points. They also show some similarities. For example, both 
Thai and Mandarin have one rising and one falling contour tone 
and at least one level tone. Thai, however, contains five (not four) 
different tones, and these tones are based on smaller pitch changes 
together with weaker contribution of durational differences than 
in Mandarin. Previous studies have shown that English-speaking 
children and adults can discriminate Thai tones (Burnham et al., 
1996; Burnham and Francis, 1997; Burnham and Brooker, 2002), 
and Experiment 2 tested for the first time congenital amusics on 
this material.

In addition, to further our understanding of domain-generality 
versus -specificity of pitch processing, Experiment 2 compared 
amusics’ performance for the lexical tones to their performance on 
musical analogs thereof (pitch variations of the Thai tones applied 

tone, 15 words with dipping tone, and 13 words with falling tone), 
with multiple recordings of 25 words for use in same-word pairs 
(thus leading to acoustic variability between words used in the 
same-word condition). These words consisted of various conso-
nant–vowel (CV) combinations (e.g., /nju//kuaI//t∫un/). Words 
were presented in 49 pairs: 24 composed of word pairs with the 
same CV combination but differing in the tone, and 25 composed 
of different renditions of the same words, and so having the same 
tone1. For all participants, word combinations presented in a pair 
(and word order within each pair) were the same. Each of the 98 
recordings was used once in the task. The experiment was run with 
E-Prime software (Schneider et al., 2002).

Procedure
Within each pair, the first word was followed by a silent period of 
350 ms, followed by the second word. Following each pair, listen-
ers were asked to judge whether the two words of the pair were 
the same or different, by pressing one of the indicated keys on a 
computer keyboard. Participants were not explicitly told that the 
relevant dimension for discrimination was pitch. Listeners were first 
familiarized with the task by means of three practice pairs followed 
by error feedback, and then moved to the 49 experimental pairs 
without feedback. After participants’ responses, the next pair was 
presented after a delay of 2 s. The order of presentation of word 
pairs was randomized for each participant. The experimental ses-
sion lasted for about 10 min.

results
Performance was analyzed by calculating proportions of Hits (num-
ber of correct responses for different trials/number of different tri-
als) minus False Alarms (FAs; number of incorrect responses for 
same trials/number of same trials). The amusic group performance 
was significantly below that of the control group, F (1,38) = 11.63, 
p = 0.002. Nevertheless, as can be seen in Figure 3A, there was 
substantial overlap between the groups. Only three amusic indi-
viduals performed 2 SD below average control performance. The 
amusic participant who had spent some time in China reached a 
performance level of 0.46, i.e., in the lower performance range of the 
amusic group and within the 2 SD of average control performance.

Correlations2 between performance and the six subtests of the 
MBEA reached significance only for the interval subtest in amusics, 
r(18) = 0.47, p = 0.038.

To specify whether the observed group difference was associated 
with a reduced sensitivity to lexical tone pitch changes, or rather 
to a propensity to judge a “same” pair to entail a change, we ran 
two two-sided, independent t-tests for Hits and FAs, respectively. 
Amusics made fewer hits (0.66) and more FAs (0.09) than con-
trols (0.79 versus 0.05), t(38) = 2.70, p = 0.010, and t(38) = 2.23, 
p = 0.031, respectively. Amusics performed more poorly than con-
trols by both failing to discriminate pairs that were different, and 
erroneously judging same-word pairs to be different. In general 
then, it appears that amusics had a less clear grasp of this speech-
based pitch discrimination task than did controls.

1One “different” pair had to be discarded due to distortion in the acoustic signal.
2All reported correlations were Pearson correlation coefficients that were tested 
with two-tailed tests.
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as some previous work on amusics’ perception of their mother 
tongue, whether non-tonal (Patel et al., 2008; Liu et al., 2010) or 
tonal (Nan et al., 2010).

Impaired pitch processing for speech material has been also 
reported for a task requiring fine-grained pitch change detection in 
sequences of a repeated syllable (/ka/) (Tillmann et al., submitted). 
Even though impaired, amusics’ performance was less impaired for 
these syllable sequences than for sequences with repeated tones 
(carefully matched to the syllables for their acoustic features). This 
performance difference between speech and musical sounds might 
be linked to differences in the energy distribution of the sounds’ 
spectrum, notably by the presence versus absence of formants, and/
or to higher-level processing related to strategic influences (see 

to a violin sound). Previous studies have shown that (1) normal, 
English-speaking listeners performed worse for the speech signals 
than for musical analogs or low-pass filtered versions of the speech 
signals (Burnham et al., 1996; Burnham and Brooker, 2002), and (2) 
musical training boosted overall performance levels, with musicians 
without absolute pitch performing better than non-musicians, and 
musicians with absolute pitch performing the best (Burnham and 
Brooker, 2002). Based on these positive transfer effects of musical 
training, Burnham and Brooker (2002) concluded that speech and 
music perception are not independent, and that musical training 
and absolute pitch ability can affect speech processing. Thus, amu-
sics’ musical deficit would predict impaired processing for pitch in 
the speech material here, in line with data of Experiment 1 as well 

Figure 3 | Performance [expressed as Hits − False Alarms (FA)] for amusic and control participants in experiment 1 with the Mandarin material (A) and in 
experiment 2, with the Thai material (speech) and its musical analogs [music; (B)]. Dots represent individual participants.
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 dimension, the changes were referred to as “different ways of pro-
nouncing the syllable” or “different ways of producing the violin 
sound.” Participants indicated their answers by pressing one of two 
keys on a computer keyboard. Listeners were first familiarized with 
the materials by two example pairs (one different pair, one same 
pair), which could be repeated for clarification if required. The 80 
verbal and 80 musical pairs were each separated into two blocks. 
The four resulting blocks were presented in either the order ver-
bal–musical–musical–verbal or the order musical–verbal–verbal–
musical, counterbalanced across participants. Within each block, 
trials were presented in randomized orders for each participant. No 
feedback was given for the experimental trials, and the next trial 
started when participants pressed a third key. The experimental 
session lasted for about 20 min.

Pretest
A pretest was run to confirm that the musical material newly 
constructed for Experiment 2 replicated the result pattern of 
Burnham et al. (1996). Twenty English-speaking students from the 
University of Western Sydney participated in the pretest (mean age: 
23.2 ± 8.73), with average instruction on a musical instrument of 
0.33 years ± 0.73 and a median of 0 years. Performance was analyzed 
by calculating proportions of Hits (number of correct responses for 
different trials/number of different trials) minus FAs (number of 
incorrect responses for same trials/number of same trials). Results 
replicated better performance for musical material (0.85 ± 0.03) 
than for verbal material (0.78 ± 0.04), F(1,19) = 4.37, p = 0.05, 
as previously observed by Burnham et al. (1996), Burnham and 
Brooker (2002), Burnham and Francis (1997) in non-musicians. 
In addition, as in previous data, performance reflected the degree 
of acoustic changes between the sounds of a pair: performance 
was better for pairs combining two contour tones (rising, falling) 
than for pairs with two level tones (low, mid, high) or mixed pairs, 
F(2,38) = 6.68, p = 0.003.

results
As in Experiment 1, proportions of Hits (number of correct 
responses for different trials/number of different trials) and FAs 
(number of incorrect responses for same trials/number of same 
trials) were calculated. These proportions were analyzed by a 2 × 2 
ANOVA with Material (verbal, musical) as a within-participant 
factor and Group (amusics, controls) as a between-participants fac-
tor. Only the main effect of group was significant, F(1,36) = 46.08, 
p < 0.0001: the amusic group performed below the level of the 
control group, although there was substantial overlap between the 
groups (see Figure 3B). Twelve amusics for the verbal material 
and 11 amusics for the musical material performed 2 SD below 
average control performance. The amusic who had lived in China 
(see Experiment 1) had performance levels of 0.48 and 0.40 for 
verbal and musical materials, respectively. No other effects were 
significant, ps > 0.36. Thus, performance did not differ significantly 
for verbal and musical materials, either for amusics or controls.

For the verbal material, the only correlation between perfor-
mance and scores in the subtests of the MBEA was for the meter 
subtest in controls, r(17) = 0.47, p < 0.04. In amusics, the correla-
tion with the interval test was marginally significant, r(17) = 0.41, 
p < 0.08, in agreement with the findings for the Mandarin material 

below for further discussion). In the Tillmann et al. (submitted) 
study, the to-be-detected pitch changes were instantiated between 
syllables (or tones), thus between segmented events, and not within 
a given event with continuous pitch changes as in the materials of 
Experiments 1 and 2 here. In Experiment 2, we thus hypothesized 
that for the processing of pitch in Thai tones,  amusics’  performance 
should benefit from the speech signal, leading to some boost in 
pitch processing (compared to musical analogs), at least for the 
most severely impaired amusics (Tillmann et al., submitted). 
Controls, however, should perform better for the musical material 
(Burnham and Brooker, 2002; Tillmann et al., submitted).

Method
Participants
The amusic group and the control group each comprised 19 French-
speaking adults (from Canada and France); 18 of the amusics and 17 
of the controls also participated in Experiment 1 with the Mandarin 
tones. As in Experiment 1, the groups were matched for gender, 
age, education, and musical training, with MBEA scores below cut-
off for the amusic group only (Table 1). Note that 14 out of the 
19 amusics tested have also participated in the experiment testing 
pitch change detection in verbal and non-verbal material (Tillmann 
et al., submitted).

Materials
Five tokens of /ba/ for each of the five Thai tones, recorded by a 
female speaker, were taken from Burnham et al. (1996) (see Table 3 
for acoustic descriptors). Instead of using musical stimuli that were 
created by a professional musician imitating the lexical tones on 
the violin as in Burnham et al. (1996), the musical analogs were 
created by applying the pitch contour, temporal envelope, duration, 
and intensity of the Thai tones to a violin sound (a steady-state 
violin sound of an original duration of 1 s, which was then short-
ened to that of the tones). First, overall duration, pitch contour, 
and temporal envelope (computed as the half-wave rectified signal 
low-pass filtered at 80 Hz) were extracted from each of the verbal 
tokens using STRAIGHT (Kawahara et al., 1999). Then, duration 
and pitch contour of the verbal sound were applied to the violin 
sound with STRAIGHT. Finally, the temporal envelope and the 
RMS value of the verbal sound were applied to the transformed 
violin sound. Overall, 25 musical sounds, corresponding to the 
25 verbal sounds (five tokens for each of the five Thai tones) were 
generated. For each type of material (verbal, musical), 40 same 
pairs and 40 different pairs were created. For the 40 same pairs, 8 
pairs were created for each of the five tones. For the 40 different 
pairs, each tone was presented with one of the other four tones four 
times. Same pairs consisted of different tokens of the same tone and 
over all pairs, different tokens were used across participants. The 
experiment was run with PsyScope software (Cohen et al., 1993).

Procedure
Within each pair, the first item was followed by a silent period of 
500 ms, followed by the second item (as in Burnham et al., 1996; 
Burnham and Brooker, 2002). For each pair, listeners were asked to 
judge whether the speaker (or the musician) pronounced (played) 
the two syllables (notes) in the same way or in a different way. As 
in Experiment 1, no explicit references were made to the pitch 
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for the level–level pairs (p = 0.004). Note that for the Level–Level 
pairs, the advantage of the verbal material over the musical material 
observed in the overall mean performance was not significant in 
amusics p = 0.24. No other effects were significant, ps > 0.13. The 
relative difficulty of the pair types was also reflected in the number 
of amusics performing 2 SD below average control performance: 
only 2 amusics (out of 19) performed below average control per-
formance for contour–contour pairs, but 12 for contour–level and 
level–level, respectively (i.e., for verbal materials).

The analyses of the entire amusic group, reported above, did 
not show a significant advantage of the verbal material over the 
musical material, either for the overall material set or for pairs 
comparing two level tones. Following Tillmann et al. (submitted), 
in which the advantage of verbal over musical material was mostly 
observed for amusics who had severe pitch deficits, we divided the 
amusics based on their pitch thresholds. Fifteen of the 19 amusics 
had previously participated in a pitch perception threshold test3; 
their overall average threshold was 1.49 semitones (±1.13), but with 
thresholds ranging from 0.13 to 4. We separated amusics into two 
groups: eight amusics with thresholds below one semitone (mean of 
0.68, ranging from 0.13 to 0.97) and seven amusics with thresholds 
above one semitone (mean of 2.41, ranging from 1.3 to 4).

For amusics with thresholds above one semitone, performance 
was significantly better for the verbal material than the musical 
material for the entire material set (0.55 versus 0.45, p = 0.03) and 
for pairs comparing two level tones (0.52 versus 0.29, p = 0.04). For 
both comparisons, six of the seven amusic showed higher mean per-
formance for the verbal material. This advantage was not observed 
for amusics with thresholds below one semitone, either for the 
entire material set (0.60 versus 0.65, p = 0.38) or for the level–
tone pairs (0.51 versus 0.52, p = 0.90). To further investigate this 
group comparison, we run a 2 × 2 ANOVA with the two subgroups 
of amusics as between-participants factor and material (verbal, 
non-verbal) as within-participants factor. Amusics with thresholds 
below 1 ST tended to perform better than amusics with thresholds 
above one semitone, F(1,13) = 3.49, p = 0.08, MSE = 0.03. The 
main effect of material was not significant (p = 0.38), but material 
interacted with group, F(1,13) = 5.77, p = 0.03, MSE = 0.007: for 
amusics with thresholds below one semitone, performance did not 
differ between the two sets of materials (p = 0.30), while for amu-
sics with thresholds above one semitone, performance was better 
for the verbal material than for the musical material (p = 0.04). 
When the amusics with threshold below one semitone were directly 
compared to the control group in an additional ANOVA, the inter-
action between group and material was not significant (p = 0.41). 
Control participants performed better than amusic participants, 
as shown by the main effect of Group, F (1,25) = 33.28, p < 0.0001, 
MSE = 0.02. In addition, overall performance tended to be bet-
ter for the musical material than the verbal material, even though 
the effect of material failed to reach significance, F(1,25) = 3.21, 
p = 0.09, MSE = 0.004.

in Experiment 1. For the musical material, no correlations were 
significant, although the correlation with the meter subtest for con-
trols was marginally significant, r(17) = 0.45, p < 0.053. Correlation 
for performance between verbal and musical tasks were signifi-
cant both for amusics, r(17) = 0.64, p < 0.003, and for controls, 
r(17) = 0.91, p < 0.0001.

As for Experiment 1, we also analyzed group differences with two-
tailed, independent t-tests for Hits and FAs, respectively (Table 2). 
As in Experiment 1, amusics made fewer Hits and more FAs than 
controls for both the verbal material, t(36) = 6.13, p < 0.0001, and 
t(36) = 3.39, p = 0.001, respectively, and the non-verbal material, 
t(36) = 5.86, p < 0.0001, and t(36) = 2.75, p = 0.009, respectively.

As in Burnham et al. (1996), we separated performance (Hits–
FAs) for pairs combining the two contour tones (i.e., rising, falling), 
or two of the level tones (i.e., low, mid, or high) or mixed pairs 
with one contour tone and one level tone (Table 2). Performance 
was analyzed in a 3 × 2 × 2 ANOVA with Type (contour–con-
tour, level–level, contour–level) and Material (verbal, musical) 
as within-participant factors and Group (amusics, controls) as a 
between-participants factor. The main effects of group and of type 
were significant, F(1,36) = 40.85, p < 0.0001, and F(2,72) = 62.05, 
p < 0.0001, respectively, as was their interaction, F(2,72) = 23.38, 
p < 0.0001. Overall amusics performed worse than controls; this 
difference was smaller for pairs with two contour tones, while 
still being significantly below controls, F(1, 36) = 5.11, p = 0.03. 
Even though the three-way interaction between Group, Type, and 
Material was not significant (p = 0.38), we ran two additional 3 × 2 
ANOVAs with Type and Material as within-participants factors in 
each group separately, with the goal to further investigate amusics’ 
and controls’ sensitivity to the type of comparison pairs. Only the 
main effect of type was significant in both amusics, F(2,36) = 57.54, 
p < 0.0001, MSE = 0.02, and controls, F(2,36) = 7.76, p = 0.002, 
MSE = 0.01. For controls, performance was better for contour–
contour pairs than for contour–level (p = 0.003) and level–level 
pairs (p = 0.01), while these latter two did not differ (p = 0.23). 
For amusics, performance was also better for contour–contour 
pairs than for contour–level pairs (p < 0.0001) and level–level 
pairs (p < 0.0001), but in addition, amusics were sensitive to the 
difference between these two latter pairs, with lower performance 

Table 2 | Discrimination performance for amusic and control 

participants for the Thai tones (speech material) and their musical 

analogs (music) in experiment 2. The two top lines present Hits and False 

Alarms. The three bottom lines present Hits minus False Alarms separated 

for pairs comparing two types of contour tones (rising, falling), two types of 

level tones (low, mid, high) or one contour tone with a level tone.

 Amusic group Control group

 Speech Music Speech Music

Hits 0.71 (0.03) 0.70 (0.04) 0.92 (0.02) 0.94 (0.02)

False alarms 0.11 (0.02) 0.12 (0.02) 0.04 (0.01) 0.05 (0.02)

Contour–contour 0.86 (0.04) 0.86 (0.04) 0.95 (0.02) 0.94 (0.02)

Level–level 0.54 (0.04) 0.47 (0.05) 0.86 (0.03) 0.86 (0.04)

Contour–level 0.58 (0.04) 0.60 (0.04) 0.87 (0.02) 0.90 (0.02)

SE are indicated in brackets.

3To determine pitch perception thresholds, a two-alternative forced-choice task was 
employed with adaptive tracking using a two-down, one-up staircase procedure. 
Participants were presented with two pairs of pure tones: in one pair the tones had 
the same pitch, and in the other pair the tones differed in pitch. They were asked 
to decide whether the first or the second pair contained a pitch difference (see 
 Tillmann et al., 2009, for details).
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et al., 2008, for pitch-processing differences in French- and English-
speaking participants). The comparison of performance patterns 
(0.88 and 0.89 Hits–FAs for matched controls for verbal and musi-
cal material, versus 0.60 and 0.80 in Burnham and Brooker, 2002) 
suggest that both language groups perform similarly for the music 
material, while English-speaking participants show lower perfor-
mance level for the speech materials than did the French-speaking 
participants. This might be linked to the observation that native 
English-speakers disregard supra-segmental cues to stress in word 
recognition (e.g., Cutler 2009), which might thus attenuate their 
performance for the speech material here4. Despite these differences 
between English and French controls, the important point here is 
that the amusics with greater pitch deficits benefitted from speech 
material, whereas for controls, be they French or English speak-
ers, the reverse is the case – there is a benefit for the non-speech, 
musical materials.

AcoustIc correlAtes of perforMAnce
In order to investigate the acoustic information used by amusic 
and control participants in Experiments 1 and 2, we analyzed 
Mandarin and Thai tones for the information contained in the 
pitch dimension (FØ mean, slope and movement, and duration of 
the voiced pitch component of the syllables) as well as the overall 
sound duration of each word and mean intensity. We added these 
latter non-pitch features into the analyses as we reasoned that 
amusic participants might use these alternative cues to aid their 
discrimination. The purpose of these analyses was to estimate the 
difficulty of the same-different task for the experimental pairs on 
the basis of the acoustic differences for the stimuli. Accordingly, 
we calculated for each acoustic feature the distance between the 
two items presented in each pair. If listeners use a given acoustic 
feature in their judgments, then larger differences on this acoustic 
dimension between the items should lead to higher accuracy, and 
smaller differences to lower accuracy.

AcoustIc AnAlyses
All acoustic analyses were conducted in a Matlab computing envi-
ronment. STRAIGHT (Kawahara et al., 1999) was used to compute 
pitch contours for all stimuli. All pitch contours were subsequently 
fitted in a least squares sense with a 4th-degree polynomial to avoid 
fast pitch variation and to capture the overall shape of the pitch 
contour. Prior visual inspection of the pitch contours suggested 
the fitting of this polynomial degree: it allowed for four inflexion 
points or three reversals in the pitch contour. These pitch contours 
are displayed both individually and as average pitch contours in 
Figure 4. Note that the degree of similarity between tokens in the 
Thai material (all based on the syllable /ba/) was understandably 
higher than that between the items of the Mandarin material (which 
were based on various CV syllables).

For each sound file, the following steps were performed. First, 
the duration of the whole spoken sound was extracted. Second, 
several parameters were computed from the fitted pitch contour 

Note that in the 15 amusics considered, thresholds correlated 
with performance level for musical material, r(13) = −0.62, p < 0.02, 
but not for the verbal material, r(13) = −0.29.

dIscussIon
Experiment 2 tested amusics’ perception of Thai tones and their 
musical analogs in a same-different paradigm. Findings sup-
ported those of Experiment 1 on Mandarin tones and suggest 
that amusics’ pitch deficit extends to the perception of pitch in 
speech material. As in Experiment 1, the French-speaking amusics 
encountered difficulties in lexical tone discrimination, and their 
performance tended to correlate with their score on the interval 
test of the MBEA. While we observed again an overlap in perfor-
mance ranges in amusic and control groups, considerably more 
amusics performed below the controls’ distribution (i.e., 12 out 
of the 19 amusics for the verbal material). This observation sug-
gests that for amusics the task with the Thai material was more 
difficult than the task with the Mandarin material. This might 
be due to the larger set of tones used (five instead of four), the 
smaller pitch range covered by Thai tones (see Figure 1B), the 
more standardized material solely using the syllable/ba/(instead 
of using a range of CV syllables), or the fact that Thai tones do not 
vary in duration as much as do Mandarin tones. In addition, the 
delay between the to-be-compared syllables was slightly longer in 
Experiment 2 than in Experiment 1 (500 versus 350 ms). In this 
regard, the recently reported memory deficit of amusics for pitch 
material might thus have contributed to make the task with the 
Thai materials more difficult (e.g., Gosselin et al., 2009; Tillmann 
et al., 2009; Williamson et al., 2010). However, even if we cannot 
exclude the contribution of any pitch memory deficit in amusics, 
its contribution should be rather minor as the delays in our tasks 
were considerably shorter than the delays tested in the previous 
studies (e.g., between 1 and 15 s in Williamson et al., 2010).

The analyses separating pairs as a function of tone categories 
(i.e., pairs comparing contour tones only, level tones only or mixed 
pairs) revealed amusics’ sensitivity to the acoustic features in the 
presented material. As for controls in the present experiment as 
well as participants in previous studies (see Burnham and Brooker, 
2002), amusics performed better with pairs that required the com-
parison of two contour tones, which involve larger acoustic differ-
ences than the comparison of two level tones, for example.

Experiment 2 tested amusics’ perception not only with lexical 
tones, but also with musical analogs of these tones. For amusics, 
the findings support previous conclusions for discrete pitches 
(Tillmann et al., submitted): even though amusics appeared 
impaired overall for speech and musical materials, the amusics 
with the largest pitch deficits benefited from the speech material, 
leading to improved performance. In controls, the reverse pattern 
(worse performance for the speech materials) was only observed in 
the Australian-English language student group in the pretest, but 
not for the French-language matched control group (even though 
the mean performance difference pointed in the expected direc-
tion, but p = 0.14). This difference between the control group and 
participants in our pretest as well as participants in Burnham and 
Brooker (2002) might be attributed to the fact that our controls 
were French-speaking, while participants in the pretest and the 
study by Burnham and Brooker were English-speaking (see Patel 

4Note that for the more artificial speech material (synthesized syllable /ka/ and its 
matched musical analog in Tillmann et al., submitted), the French speakers showed 
a disadvantage for pitch change detection solely for the smallest pitch changes used 
(i.e., 25 cents), but not for the larger changes for which performance was overall high.

Tillmann et al. Tone language processing in amusia

www.frontiersin.org June 2011 | Volume 2 | Article 120 | 117

http://www.frontiersin.org/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


“AcoustIc dIstAnces” between the pAIr MeMbers And lInk to 
behAvIorAl dAtA
Calculation of acoustic distances
For each acoustic feature, we calculated the “acoustic distance” 
between the two items of a pair using Euclidean distance com-
putation. For the Mandarin tones, for which each participant was 
presented with the exact same set of tone pairs with only order of 
trials differing between participants, we calculated the distances 
between the items of each different pair as well as each same 
pair (i.e., consisting of different recordings of the same word, see 

for each wave file: the duration of the pitch contour, the mean pitch 
(average FØ over the entire syllable), the mean slope (in semitone/s), 
which provided an estimate of the direction of variation of the pitch 
contour, and the mean of the absolute value of the slope of the pitch 
contour (in semitone/s), which provided an estimate of the overall 
pitch movement. Third, the mean RMS value was calculated using 
an arbitrary dB scale. These values were then averaged for each 
of the linguistic categories for Mandarin tones (level tone, rising, 
dipping, falling) and for Thai tones (low, mid, high, rising, falling) 
and are presented in Table 3.

Table 3 | Mean values of the acoustic descriptors for the four Mandarin tones and the five Thai tones.

Language Tone Pitch, FØ (Hz) Slope (ST/s) Absolute slope (ST/s) Pitch duration (s) Sound duration (s) rMS (arb dB)

Mandarin Level 243.41 (8.03) −4.90 (3.95) 13.18 (5.26) 0.28 (0.03) 0.41 (0.04) 47.05 (2.80)

 Rising 204.64 (5.31) 8.35 (3.74) 28.80 (7.20) 0.32 (0.03) 0.38 (0.05) 47.78 (3.34)

 Dipping 184.03 (5.94) −0.85 (4.44) 28.75 (6.15) 0.40 (0.07) 0.51 (0.05) 45.61 (2.29)

 Falling 212.22 (5.56) −14.42 (10.53) 32.21 (7.70) 0.30 (0.07) 0.37 (0.05) 47.33 (3.24)

Thai Low 158.99 (1.42) −4.38 (1.01) 5.20 (0.81) 0.66 (0.05) 0.67 (0.06) 66.24 (2.84)

 Mid 188.75 (3.94) −3.07 (1.35) 5.99 (1.88) 0.71 (0.03) 0.72 (0.02) 69.01 (1.53)

 High 199.64 (2.31) 9.91 (2.58) 10.39 (2.48) 0.61 (0.02) 0.66 (0.06) 65.53 (2.73)

 Rising 164.53 (1.71) 6.58 (0.74) 10.64 (1.56) 0.64 (0.06) 0.75 (0.05) 62.56 (1.13)

 Falling 209.04 (3.76) −9.30 (1.78) 23.75 (1.79) 0.63 (0.02) 0.69 (0.05) 68.47 (1.64)

Mean values were calculated over all items in one linguistic category. For Mandarin, there were 23 items for level tone and rising tone, 25 for the dipping tone, and 
27 for the falling tone. For Thai, there were five items in each category. SD are indicated in brackets. ST, semitones; arb dB, arbitrary dB units.

Figure 4 | Pitch contour representations issued from the acoustic analyses: tokens of the five Thai tones are presented in the right column (from top to 
bottom: low, mid, high, rising, and falling); tokens of the four Mandarin tones in the left column (from top to bottom: level, rising, dipping, and falling). The 
gray curve indicates the pitch contour averaged over items.
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controls; r(8) = 0.09 for amusics], although this correlation in con-
trols did not reach significance, which might be related to controls’ 
overall high performance level.

In sum, these correlational analyses suggest that amusics’ per-
formance was influenced by changes in pitch parameters, notably 
mean pitch or absolute slope (i.e., pitch movement). While this 
information correlated positively and thus facilitated performance 
for the Thai material, which was based on the same CV syllable, it 
was misleading for the Mandarin material. In addition, the amusic 
participants also erroneously used the duration of the pitch infor-
mation in Mandarin, which resulted in attenuated performance. As 
Mandarin tones do differ considerably in duration, it appears that 
the amusics focused on this cue (given their impaired sensitivity 
to pitch), but that this cue was ultimately misleading.

To further investigate the link between acoustic distances and 
behavioral performance, we performed an additional analysis for 
the Thai material (both verbal and musical). For this, we related for 
each participant the acoustic distances to performance differences as 
follows: we selected among the 10 different tone pairs, the three pairs 
with the largest acoustic distance and the three pairs with the smallest 
acoustic distance, for each of the descriptors. For these subgroups of 
test items, we computed mean performance (in Hits–FAs) for each 
participant. Figure 5 represents the performance difference between 
stimulus pairs with large and with small acoustic distances. Positive 
differences represent better performance when the items of a pair 
differing markedly on the acoustic descriptor. Negative differences 
represent better performance when the items of a pair differed only 
weakly on the acoustic descriptor. Two-tailed t-tests on amusics’ data 
showed that the observed differences were significantly different from 
0 for all predictors and both the verbal and the musical materials 
(ps < 0.05), except for pitch duration in both speech and musical 
materials (ps > 0.42) and for RMS in the musical material (p = 0.11).

Method of Experiment 1). For the Thai tones, we calculated acoustic 
distances using the average values over the five tokens because the 
specific associations of tokens for tones varied across participants. 
Consequently, distances were calculated for different pairs only, as 
the average distance in the same pairs would be 0.

Link with behavioral performance
To investigate whether acoustic distances correlated with partici-
pants’ performance, we calculated mean performance (percent-
age correct) for the 24 same pairs and the 25 different pairs with 
Mandarin tones and for the 10 different pairs with Thai tones 
in each set of material (verbal or musical). Mean performance 
over item pairs was then correlated with mean distances for each 
acoustic descriptor.

For Mandarin “same pairs,” negative correlations were observed 
in amusics for mean pitch [r(23) = −0.44, p < 0.05] and pitch dura-
tion [r(23) = −0.44, p < 0.05]: the larger the changes in pitch and 
in pitch duration, the lower their performance. This suggests that 
amusics detected some changes in mean pitch and pitch duration, 
and that these changes led them to respond “different” and thus 
to err. In contrast to amusics, controls showed such a “distraction” 
effect only for the absolute slope [r(23) = −0.49, p < 0.05]. For 
Mandarin “different pairs,” no correlations were significant.

For Thai “different pairs,” positive correlations (ps < 0.05) 
were observed in both amusics and controls for distances in mean 
pitch [amusics: r(8) = 0.79 (verbal), r(8) = 0.74 (musical); con-
trols: r(8) = 0.80 (verbal only)] and in absolute slope [amusics: 
r(8) = 0.64; controls: r(8) = 0.75, both for musical materials]: the 
larger the changes in pitch and in absolute slope, the higher partici-
pants’ performance for the different pairs. Finally, it is interesting 
to point out that the slope seems to have been used more strongly 
by controls than amusics in the musical material [r(8) = 0.54 for 

Figure 5 | Performance differences of amusic participants (left) and the 
control participants (right) for the Thai material (speech and musical 
analogs) between trials selected for large acoustic differences and trials 
selected for small acoustic differences. Positive values represent better 
performance when the items of a pair differed strongly on a given acoustic 

descriptor. Negative values represent better performance when the items of a 
pair differed only weakly on a given descriptor. Note that controls’ data were 
presented here only for the sake of completeness as control participants 
reached relatively high performance levels, thus leaving little room for measuring 
changes as a function of acoustic differences.
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speech material, even though it is not systematic (not all amusics 
show the deficit), relatively mild (both quantitatively and quali-
tatively small), and is not as pronounced as in musical analogs.

Experiments 1 and 2 revealed that congenital amusics, as a group, 
showed deficits in tasks requiring discrimination of Mandarin and 
Thai tones, respectively. This deficit also correlated with amusics’ 
deficit in a musical task that required interval processing between 
tones (i.e., a subtest of the MBEA). The additional analyses of the 
Thai tone pairs further showed that amusics performed only 9% 
below controls for the contour–contour pair (the rising versus 
falling tones), but dropped to 33% below controls for other pairs 
requiring finer pitch contour discriminations (averaged over verbal 
and musical materials; Table 2).

In Experiment 2 with the Thai tones, the comparison between 
speech material and musical analogs suggests that in the presence 
of a severe musical pitch deficit, pitch information might be slightly 
better perceived in speech materials. Speech might thus enhance 
pitch processing in amusics, even if it does not restore normal pro-
cessing. As discussed in Tillmann et al. (submitted) for discrete pitch 
changes, it remains to be investigated whether this boost for verbal 
material might be due to acoustic features of the speech sound that 
facilitate pitch extraction, or whether top-down influences come 
into play to modulate pitch-processing depending on material type 
(speech, music). According to the latter view, which suggests influ-
ences related to strategies, attention or memory, pitch extraction of 
tones in congenital amusia might not be the sole impairment, but 
rather the deficit may also incorporate later processing stages and 
be related to material-specific top-down processes.

Comparisons between Experiments 1 and 2 suggested that the 
amusics’ deficit affected more strongly the processing of Thai tones 
than of Mandarin tones: for Thai, 63% of the amusics performed 
2 SD below the controls’ mean, whereas this was only the case of 
15% of the amusics for Mandarin. The greater difficulty level of 
the Thai material might be linked to the set of five tones and the 
acoustic features of the to-be-detected changes, which were less 
varied in the Thai than Mandarin stimuli. We further acknowledge 
that the difference in performance for the two experiments might 
be exacerbated by the longer delay between the two items for the 
Thai tone pairs, which may have selectively influenced amusics’ per-
formance due to their pitch memory deficit (Gosselin et al., 2009; 
Tillmann et al., 2009; Williamson et al., 2010). Furthermore, the 
discrimination of Mandarin tones (but less so of Thai tones) might 
also be partly based on cues other than pitch, such as length and 
intensity contours (Whalen and Xu, 1992; Hallé et al., 2004), even 
if those cues are less reliable, and as was found here, misleading.

Even though the group of amusics performed below the level 
of the group of controls, our findings showed some overlap in per-
formance between the groups (see Figure 3). This overlap might 
reflect the influence of large individual differences reported in the 
normal population, notably for the perception of pitch change and 
pitch direction (Semal and Demany, 2006; Foxton et al., 2009) as 
well as for the learning of pitch contours in syllables (Golestani and 
Zatorre, 2004; Wong and Perrachione, 2007). Some of these previous 
findings also suggest that pitch processing/learning is not independ-
ent between music and speech: for example, Wong and Perrachione 
(2007) reported an association between-participants’ ability to learn 
pitch patterns in syllables and their ability to perceive pitch  patterns in 

The difference graph (Figure 5) shows that amusics benefited 
from large differences in mean pitch and in absolute slope, but 
less so from differences in slope. This might be due to amusics’ 
previously described difficulty in using pitch direction informa-
tion (see Foxton et al., 2004). For total sound duration and for 
intensity, however, smaller differences led to better performance 
(or larger differences led to worse performance). When the two 
items in a pair differed markedly on these features (i.e., these were 
misleading cues), amusics seemed to use this rather irrelevant 
information and thereby perform less accurately. When, however, 
the two items differed only minimally on these features, the strat-
egy to base judgments on these cues (duration, intensity) was less 
disruptive. In such cases, amusics might then also consider other 
features that might be more difficult for them to perceive (but that 
are more relevant, such as pitch), leading to better performance.

GenerAl dIscussIon
The present study investigated pitch perception in congenital amusia 
for tone-language materials (Experiments 1 and 2) and musical 
analogs (Experiment 2). Our goal was to investigate whether the 
previously described musical pitch-processing deficit of congenital 
amusics might also impair pitch processing in tone-language speech 
signals. Overall, our findings suggest that this is indeed the case: 
amusics showed impaired performance for lexical tones. This find-
ing is consistent with recent studies showing mild deficits of amusics 
in speech intonation discrimination, identification, and imitation in 
their native language, notably British English (Liu et al., 2010) and 
Mandarin Chinese (Jiang et al., 2010). In Mandarin Chinese, Nan 
et al. (2010) further showed that a subgroup of native speakers who 
are amusic shows impaired identification of lexical tones.

Our results show that amusics’ pitch deficit can extend to non-
native, meaningless speech material, that is when no semantic 
content might distract listeners’ attentional focus away from the 
task-relevant pitch information. The use of non-native speech 
material (Mandarin, Thai) also allowed us to investigate French 
native speakers (who are amusic) with natural speech material that 
required the processing of pitch changes smaller than those used in 
previous intonation tasks (Patel et al., 2008; Liu et al., 2010). The 
comparison of the observed deficits for Mandarin and Thai materi-
als, respectively, further shows the impact of the size of the to-be-
processed pitch changes on amusics’ performance (see below). In 
addition, it is worth noting that the deficit was here observed with 
an experimental task that required the comparison of two syllables 
rather than two sentences (as in Patel et al., 2005; Liu et al., 2010), 
thereby decreasing memory load. Our results further reveal that 
amusics’ deficit is less important for speech than for music, at least 
in the most severe cases of amusia. Combined with the acoustic 
analyses, the present study provides new insights into the nature of 
the pitch-processing deficit exhibited by amusics as set out below.

Amusics’ pitch deficit was first documented with musical mate-
rial (thus leading to the term “amusia”). Subsequent tests of the 
consequences of this pitch deficit on speech processing have impli-
cations for the understanding of the overall phenomenon of what 
has been labeled “amusia”: the pitch deficit does not seem to be 
domain-specific and restricted to musical material, but is rather a 
domain-general deficit that was first discovered in a musical setting. 
Indeed, the findings show that a pitch deficit can be observed in 
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In sum, the various acoustic analyses suggest that same-different 
task performance might not be based on single features, but that 
participants (in particular controls who have better performance on 
the task) used a weighted combination of acoustic features. Relative 
weighting of acoustic cues in lexical tone perception has been pre-
viously shown for native and non-native speakers (for example, 
for Yoruba and Thai, see Gandour and Harshman, 1978). Amusic 
individuals might (a) use the various pitch features less efficiently 
(because of their pitch deficit), (b) not weight/combine them in the 
adequate way (or also under-use some components), and (c) get 
waylaid by other, irrelevant but, for them, more easily discriminable 
cues (duration, intensity). Based on our findings, future experiments 
can now directly (i.e., parametrically) manipulate the various pitch 
and non-pitch cues in extent as well as in combination to further 
investigate the importance of these parameters, their relative weight-
ing, as well as the deficits of amusics in processing these parameters.

This study provides evidence that the pitch deficit of congenital 
amusics previously observed for musical material extends to speech 
material, notably lexical tones of Mandarin and Thai. Our findings 
provide further motivation to investigate processing of pitch in 
amusics’ native language (e.g., non-tonal languages). Specifically, 
future studies should focus not only on statements/questions, as 
has been done up to now, but investigate also prosody-based per-
ception of emotion and humor, as well as the use of subtle pitch 
cues. Regarding this latter aspect, pitch variations can make a syl-
lable more salient, create focus stress in syllables or allow for dif-
ferentiation between, for example, “a hot dog” and “a hotdog.” For 
example, Spinelli et al. (2010) tested the influence of FØ changes 
in the first vowel for word segmentation in French (e.g., “la fiche” 
versus “l’affiche”). Future research should investigate the use of 
these subtle pitch cues in amusics’ native language perception (e.g., 
English, French), and even extend this to language production. 
Finally, our results further suggest that congenital amusics may 
experience difficulties in acquiring a tonal language. Actually, this 
possible relation between amusia and tone-language processing 
has been recently confirmed by Nan et al. (2010) who reported 
cases of congenital amusia among native speakers of Mandarin. 
Importantly, the musical deficit was found to be associated to 
impairments in lexical tone discrimination and identification, but 
not production – a finding that mirrors the previously observed 
mismatch between perception and production of musical intervals 
in congenital amusia (Loui et al., 2008).
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non-lexical contexts as well as with their previous musical experience. 
Finally, in light of the observed variability in learning, Golestani and 
Zatorre (2004) discussed a “connectivity hypothesis,” notably that 
fast and slow learners might differ in white matter connectivity, with 
greater myelination leading to more rapid neural transmission. This 
suggestion, along with our present findings, even if based on behavior 
only, might be related to recent data in congenital amusics having 
neural anomalies in white matter concentration, cortical thickness 
and fiber tracts in the right hemisphere (Hyde et al., 2006, 2007; Loui 
et al., 2009), and in functional connectivity between the auditory 
and inferior frontal gyrus (Hyde et al., 2011). Previous brain imag-
ing research has suggested that pitch processing in tone-languages 
involves a right-hemisphere network rather than a left-hemisphere 
network for non-native listeners (e.g., Hsieh et al., 2001). This might 
explain the overall deficit for the amusic group observed here for 
the  tone-language material (all non-native listeners). However, 
other brain imaging data have suggested the implication of left-
hemisphere networks in speech processing independently of lan-
guage background, but rather depending on the acoustic features of 
verbal sounds (see Zatorre and Gandour, 2007 for a review). In our 
study, the observed advantage of Thai tones over non-verbal, musical 
analogs in the amusics who exhibited higher pitch thresholds might 
suggest some implication of the left-hemispheric network, which 
seems to be unimpaired in congenital amusia.

Aiming to further understand amusics’ performance and deficits, 
we calculated a series of acoustic measures and conducted analyses 
to investigate their relation to the behavioral data. These analyses 
provide some interesting insights into features related to amusics’ 
discrimination performance. It was found that that amusics’ tone 
discrimination is related not only to some pitch characteristics of 
the sounds, but also to features that are unrelated to pitch changes 
or pitch movement. Regarding first the pitch-related features, the 
analyses of the Thai material (Figure 5) suggested that small dif-
ferences in FØ mean and absolute slope are associated with more 
difficult item pairs: amusics benefited from large differences in FØ 
mean and absolute slope (i.e., mean of the absolute value of the 
slope of the pitch contour), but this was less the case for slope (i.e., 
providing information about the direction of the pitch movement). 
This finding is in agreement with previous observations suggesting 
that amusics can detect pitch movement, but that they have difficul-
ties in perceiving the direction of these movements (e.g., Foxton 
et al., 2004; Patel et al., 2008). Another pitch-related feature that 
seemed to be used by the amusics for the Mandarin materials is 
the duration over which pitch information was present in the tones 
but here, larger differences in pitch duration was a misleading cue; 
it led to more rather than less errors.

The acoustic analyses further showed that, in contrast to control 
participants, amusics seemed to use non-pitch-related information, 
notably sound duration and intensity, which are less relevant for 
lexical tone discrimination. The result pattern suggests that amusics 
use these acoustic features as some kind of replacement strategy: 
as amusics are less efficient in using pitch cues, they focus on these 
cues, whose variations they can discriminate well and this errone-
ously results in lower performance levels. When, however, items of 
a pair differ less strongly on these non-pitch features, amusics seem 
able to use other cues (probably also pitch-related cues), leading to 
higher performance levels.
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Research has suggested that a fronto-temporal network in the right hemisphere may be
responsible for mediating melodic intonation therapy’s (MIT) positive effects on speech
recovery. We investigated the potential for a non-invasive brain stimulation technique, tran-
scranial direct current stimulation (tDCS), to augment the benefits of MIT in patients with
non-fluent aphasia by modulating neural activity in the brain during treatment with MIT.The
polarity of the current applied to the scalp determines the effects of tDCS on the underlying
tissue: anodal -tDCS increases excitability, whereas cathodal tDCS decreases excitability.
We applied anodal -tDCS to the posterior inferior frontal gyrus of the right hemisphere, an
area that has been shown both to contribute to singing through the mapping of sounds to
articulatory actions and to serve as a key region in the process of recovery from aphasia,
particularly in patients with large left hemisphere lesions.The stimulation was applied while
patients were treated with MIT by a trained therapist. Six patients with moderate to severe
non-fluent aphasia underwent three consecutive days of anodal -tDCS + MIT, and an equiv-
alent series of sham-tDCS + MIT. The two treatment series were separated by 1 week,
and the order in which the treatments were administered was randomized. Compared to
the effects of sham-tDCS + MIT, anodal -tDCS + MIT led to significant improvements in flu-
ency of speech.These results support the hypothesis that, as the brain seeks to reorganize
and compensate for damage to left hemisphere language centers, combining anodal -tDCS
with MIT may further recovery from post-stroke aphasia by enhancing activity in a right
hemisphere sensorimotor network for articulation.

Keywords: melodic intonation therapy, transcranial direct current stimulation, tDCS, Broca’s aphasia, stroke,

neurorehabilitation, singing

INTRODUCTION
Of the more than 750,000 strokes that occur every year in the
US, approximately 20% of the survivors suffer from some form of
aphasia, an impairment in the ability to express and/or under-
stand speech and language (Kertesz and McCabe, 1977; Mohr
et al., 1978; Pedersen et al., 2004; Schlaug et al., 2008a). Though
traditional therapies for post-stroke language recovery have been
shown to have a beneficial effect (Robey, 1994; Holland et al.,
1996), in most cases, patients’ recovery is incomplete, particularly
when they have large lesions in the left hemisphere. To date, rel-
atively few speech therapy techniques have succeeded in helping
these severely impaired patients. However, an intonation-based
intervention, melodic intonation therapy (MIT), may offer hope
for patients who suffer from severe non-fluent aphasia (Albert
et al., 1973; Sparks et al., 1974; Schlaug et al., 2008a,b, 2010). In
addition, the synthesis of effective behavioral therapy with com-
plimentary brain stimulation methods to further engage neural
centers that are important for recovery and to facilitate neuro-
plastic changes (Stefan et al., 2000; Adkins-Muir and Jones, 2003;
Nair et al., 2008; Celnik et al., 2009; Baker et al., 2010; Lindenberg
et al., 2010; Floel et al., 2011; Fridriksson et al., 2011) is a promising
frontier for post-stroke neurorehabilitation. Indeed, a combined

peripheral and central stimulation approach has recently been
shown to enhance synaptic plasticity more than central stimu-
lation alone in an experimental animal study (Fritsch et al., 2010).
Thus, combining a speech or intonation-based therapy with non-
invasive brain stimulation may be particularly effective as a means
for treating non-fluent aphasia.

A stroke affecting the left frontal lobe can cause a form of apha-
sia known as “non-fluent” or “Broca’s” aphasia (Goodglass and
Geschwind, 1976; Kertesz et al., 1977; Mohr et al., 1978). Broca’s
aphasia is characterized by either a deficit in speech output without
significant impairment to comprehension,or an impairment in the
ability to organize the elements of speech (e.g., phonemes) into
streams of sound that form meaningful utterances. Prior research
has suggested that there are two neural pathways with the potential
to facilitate recovery from Broca’s aphasia. One pathway primar-
ily recruits peri-lesional cortex in the left hemisphere, and may
also elicit varying degrees of engagement from the right hemi-
sphere for recovery of language function. This route for recovery
is only possible when patients have smaller left hemisphere lesions
that have not completely destroyed Broca’s region or the sur-
rounding cortex, and thus, may have enough peri-lesional cortex
remaining to support language and speech output. Typically, these
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patients have a milder form of aphasia. The other route to recov-
ery relies almost exclusively on the right hemisphere, and may be
the only recovery option for patients with large lesions that have
destroyed all language-capable structures in the left hemisphere
(Mimura et al., 1998; Pizzamiglio et al., 2001; Thiel et al., 2001;
Blasi et al., 2002; Winhuisen et al., 2005; Schlaug et al., 2008b). Nat-
ural outcome studies in patients with lesions of this kind provide
evidence that neural centers in the right hemisphere are capable of
supporting vocal–motor output and compensating for damaged
“eloquent” areas in the left hemisphere to facilitate language recov-
ery (Mimura et al., 1998; Rosen et al., 2000; Winhuisen et al., 2005;
Heiss and Thiel, 2006; Saur et al., 2006). What remains unde-
termined is how to specifically engage these right-hemispheric
vocal–motor centers and enhance their contribution to the recov-
ery process. Based upon the existing literature and our own data,
it appears that these right fronto-temporal centers respond well to
interventions that emphasize melodic contour and re-map sounds
to articulatory actions with the help of a right-hemispheric senso-
rimotor network that is engaged by rhythmic activities involving
the left hand (Schlaug et al., 2008a,b, 2009, 2010; Wan et al.,
2010). Although impairments in melodic and temporal music
information processing have been associated with acquired lesions
in both right and left hemispheres, right hemsiphere-lesioned
patients have revealed more of an impairment in melodic contour
and meter (Schuppert et al., 2000) suggesting that interventions
emphasizing these aspects of an intonation-based therapy might
particularly engage right hemisphere structures.

Neuroimaging studies have revealed both unique and overlap-
ping brain networks for speaking and singing (Brown et al., 2004;
Ozdemir et al., 2006); although speaking tends to be lateralized to
the left hemisphere and singing to the right (Riecker et al., 2000;
Jeffries et al., 2003; Sparing et al., 2007), these two behaviors involve
some of the same brain areas. In an fMRI study from our group
(Ozdemir et al., 2006) we found that singing and speaking shared
some bilateral fronto-temporal neural correlates, but singing, or
intoned speaking, led to additional activation of the right more
than left superior temporal and right more than left central oper-
culum compared to the speaking condition. Thus, singing could be
a way to access language-capable regions in the right hemisphere
for the purpose of facilitating language recovery (Racette et al.,
2006; Schlaug et al., 2008a,b, 2009, 2010; Wan et al., 2010).

One speech therapy that capitalizes on the possible rehabili-
tative effects of singing in patients with motor aphasias is MIT.
This technique was inspired by the common clinical observation
that severely aphasic patients can sing the lyrics of songs bet-
ter than they can speak them (Goldstein, 1942; Gerstman, 1964;
Geschwind, 1971; Keith and Aronson, 1975; Kinsella et al., 1988;
Hebert et al., 2003). MIT uses a simplified, exaggerated prosody
to train patients to intone and tap out high probability words
and phrases syllable by syllable. Research has found MIT to be
effective in facilitating significant improvements in language pro-
duction (Albert et al., 1973; Sparks et al., 1974; Laughlin et al., 1979;
Bonakdarpour et al., 2000; Wilson et al., 2006; Schlaug et al., 2008a,
2009). MIT’s efficacy may be due to its unique ability to engage
language-capable brain regions in both hemispheres, but most
particulary, in the right hemisphere (Albert et al., 1973; Sparks
et al., 1974; Schlaug et al., 2008a). The posterior inferior frontal

gyrus (IFG) very likely plays a critical role in the network under-
lying the rehabilitative effect of MIT (Schlaug et al., 2008a), and
it is important to note that this brain region, which includes the
right hemisphere homolog of Broca’s area, is easily accessible for
application of non-invasive brain stimulation.

Transcranial direct current stimulation (tDCS) is a technique
that influences excitability in the brain by modulating the spon-
taneous firing rate of neurons (Priori et al., 1998; Nitsche and
Paulus, 2000). Research suggests that the polarity of the current
determines the effects of tDCS: anodal-tDCS increases cortical
excitability, whereas cathodal tDCS decreases excitability. Activ-
ity in sodium and calcium ion channels as well as the efficacy
of NMDA receptors may mediate the effects of tDCS (Liebetanz
et al., 2002; Nitsche et al., 2003a). Applying tDCS has been shown
to improve cognitive and behavioral performance on tasks involv-
ing the stimulated brain area (Nitsche et al., 2003b; Antal et al.,
2004; Kincses et al., 2004; Fregni et al., 2005; Boggio et al., 2006a;
Vines et al., 2006a). For example, studies have found that apply-
ing anodal-tDCS to regions in the left frontal cortex significantly
improved fluency in healthy participants (Iyer et al., 2005; Cat-
taneo et al., 2011). We have also recently shown (Zheng et al.,
2011) that tDCS can lead to modality dependent regional blood
flow increases in targeted brain regions, and that resting regional
blood flow after tDCS is turned off shows longer lasting effects that
differ between anodal and cathodal stimulation. These findings
are in agreement with the longer-term electrophysiological effects
of either increased excitability (anodal) or decreased excitability
(cathodal). Researchers have already employed tDCS as a tool to
facilitate recovery from dysfunctions caused by a stroke (Schlaug
and Renga, 2008; Schlaug et al., 2008c; Baker et al., 2010; Fiori et al.,
2010; Lindenberg et al., 2010; Floel et al., 2011; Fridriksson et al.,
2011; Schlaug et al., 2011). In the context of speech recovery, at least
one study has investigated the potential for tDCS alone to facil-
itate recovery from non-fluent aphasia (Monti et al., 2008). And
there is a precedent for combining tDCS with a behavioral speech
therapy with positive results (Baker et al., 2010; Floel et al., 2011;
Fridriksson et al., 2011). We sought to combine tDCS with the
intonation-based speech therapy, MIT, for two reasons: (1) prelim-
inary imaging results indicate a leading role for the right posterior
IFG in the MIT-induced recovery process, and (2) no study has yet
tested whether applying anodal stimulation vs sham stimulation in
combination with MIT to undamaged right hemisphere structures
will lead to an improvement in speech output/fluency for patients
with non-fluent aphasia (see also Hamilton et al., 2011 and Schlaug
et al., 2011 for more details).

The present study contrasted the effects of two tDCS condi-
tions (anodal and sham) when applied over the right IFG during
MIT sessions. We hypothesized that, compared to sham, applying
anodal-tDCS concurrently with MIT would enhance neural activ-
ity, and synaptic plasticity in the right-hemispheric brain regions
that drive the positive effects of MIT on speech production and
fluency, and thereby promote a greater degree of recovery.

MATERIALS AND METHODS
PARTICIPANTS
Six patients (all males) with non-fluent aphasia participated in this
study. The protocol was approved by the Beth Israel Deaconess
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Medical Center Institutional Review Board and all participants
gave written informed consent. All patients were at least 1 year
post-onset of their first (and only) ischemic stroke. All patients’
strokes affected their left frontal lobe (see combined lesion map of
all six patients shown in Figure 1). Lesion volumes ranged from
60 to 218 cc (see Table 1; for more details on lesion calculations see
Marchina et al., 2011). Based on our baseline assessments which
included the Boston Diagnostic Aphasia Examination (BDAE),
our patients were classified as having moderate to severe non-
fluent Broca’s aphasia with relatively unimpaired comprehension.
All six patients had previously been part of a “proof-of-concept”
study in our laboratory assessing the behavioral and neural effects
of MIT (for more details on preliminary results of this study see
Schlaug et al., 2008a,b, 2009, 2010), which they had completed at
least 6 months prior to participating in the current protocol of
tDCS + MIT. Thus, our patients were familiar with MIT, but had
not participated in any study involving MIT for at least 6 months
prior to being enrolled into the current study. All patients had
a stable baseline prior to enrollment in this study. The ages of
the patient participants ranged from 30 to 81 years. Five of the
patients were right handed and one was mixed-handed. One of
the six participants was bi-lingual (Russian and English); all other
participants were native speakers of English.

PROCEDURE
Participants underwent two series (one series per tDCS condi-
tion) of three therapy sessions each. Treatment sessions were

administered one per day for three consecutive days. The two
series were separated by 1 week. During the treatment sessions,
we applied tDCS to the right posterior IFG with the electrode
angled toward the temporal lobe. The stimulation period lasted
for 20 min and overlapped with a 20-min session of MIT admin-
istered by a trained therapist. The therapist tailored each MIT
session to the skill level of the participant. For one 3-day therapy
series, we applied anodal-tDCS, and for the other, sham-tDCS.
The ordering of the two stimulation conditions was counter-
balanced across participants such that half of them received the
sham-tDCS series first, and whether participants started with the
sham or anodal stimulation was determined in a randomized
fashion. tDCS was applied for 20 min, with the active electrode
positioned over the participants’ right IFG, and centered approx-
imately 2.5 cm posterior to F8 of the 10–20 International EEG
system for electrode placement. Neuroimaging studies have con-
firmed the correspondence between F8 and the right midportion
of the IFG (Homan et al., 1987; Okamoto et al., 2004), includ-
ing our own pilot study using high resolution (1 mm three voxel
size) structural MRI (N = 5). We chose to position the active
electrode slightly posterior to F8 (about 2.5 cm) based upon our
pilot study investigating the location of the right hemisphere’s
homolog of Broca’s area. A number of TMS and tDCS studies
have used the 10–20 EEG system to identify the location of brain
structures for stimulation (Kincses et al., 2004; Rogalewski et al.,
2004; Fregni et al., 2005; Iyer et al., 2005; Vines et al., 2006a,b,
2008a,b). Due to the size of the active electrode (area = 16.3 cm2),

FIGURE 1 | Overlay lesion maps. This figure shows a plot of all lesion maps
superimposed onto an individual, spatially standaridzed T1-weighted image
(NB: images are displayed in neurological orientation: left side of the image is

the left hemisphere). The color scale indicates the extent of overlap among
patients with green, yellow, and red indicating overlapping voxels of lesion
maps of 4, 5, and 6 patients respectively.

Table 1 | Age at treatment (in years), time post-stroke (in years), total lesion volume (in cubic centimeter), lesion volume overlying a canonical

arcuate fasciculus derived from a group of healthy elderly control subjects (AF lesion-load; for more details see Marchina et al., 2011), and

fluency changes (in seconds) either after three sessions of anodal-tDCS + MIT or after three sessions of sham-tDCS + MIT.

Age @Tx Times post-stroke

(years)

Lesion volume (cc) AF-lesion-load (cc) Fluency, percentage

Δ in duration (s)

Fluency, percentage

Δ in duration (s)

After anodal-tDCS + MIT After sham-tDCS + MIT

31.3 10.0 191.7 10.6 −8.3 12.9

48.8 2.5 154.8 7.6 −19.8 1.1

80.9 1.3 60.0 3.8 −12.8 5.3

55.3 5.8 218.4 14.8 −3.0 −6.9

58.2 5.1 93.2 4.0 −9.7 9.0

62.7 2.8 86.1 7.3 −11.9 −6.3
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the stimulation may have extended into anterior temporal cor-
tex and ventral premotor cortex, which make up the network
of fronto-temporal regions that may underlie MIT’s therapeu-
tic effect. The reference electrode (area = 30 cm2) was positioned
over the left supraorbital region. This location for the reference
electrode was functionally ineffective in the experimental design
(Nitsche et al., 2003b).

A battery-driven, constant-current stimulator (Phoresor,
Iomed Inc., Salt Lake City, UT, USA) delivered 1.2 mA of electrical
current to a participant’s scalp by means of saline-dampened elec-
trodes. For the anodal stimulation, the tDCS current ramped up
over the first few seconds, and then remained on during the 20-min
stimulation period. The sham-(control) tDCS was identical to the
anodal stimulation, except that the experimenter reduced the cur-
rent to zero after it ramped up for 30 s; the current then stayed at
zero for the remaining time period. Participants reported a tingly
or itchy sensation at the start of the stimulation, which typically
faded away after a few seconds. This sensation was present for both
anodal- and sham-tDCS. Gandiga et al. (2006) found that naive
participants were not able to distinguish between actual tDCS and
sham-tDCS as we applied them in the present study. The applica-
tion of tDCS began 5 min after the start of MIT, and continued for
5 min after the end of the MIT session. During the 5-min break
after the end of MIT and before the end of the stimulation, the
patients rested before completing the verbal fluency tasks.

TASK
Participants completed a battery of verbal fluency tests before and
after each stimulation session. The tasks included the automatic
production of verbal sequences (e.g., counting from 1 to 21, recit-
ing the days of the week, months of the year, and the United
States’ Pledge of Allegiance), describing flash card-like scenes, and
picture naming. We chose the flash card-like scenes from draw-
ings associated with the MIT intervention (Helm-Estabrooks and
Albert, 1991). For the naming task we selected a set of colored
pictures from the Snodgrass–Vanderwart inventory for naming,
and a black and white line drawing of a scenario from the (BDAE
2nd Edn; Goodglass and Kaplan, 1983). Participants completed
the automatic response items in the same order for each testing
session. Pictures for the naming task were shown in a new ran-
dom order for each session. We determined the number of items
used in the automatic speech and picture naming tasks based on
the ability of the participant, so that no testing session exceeded
30 min. We limited the duration of the testing sessions in order
to avoid excessive fatigue for the patients. Patients were instructed
to simply try their best during each testing session, both pre- and
post-therapy.

This was a randomized, cross-over, sham-controlled, double-
blind study in which the participants, the therapist, and the
experimenter conducting and scoring the testing were all blind
to stimulation condition.

DATA ANALYSIS
We calculated the dependent variable as the percentage of change
(“proportional change”) in the sum duration of fluency mea-
sures from before the first of three stimulation sessions to after
the last of three stimulation sessions. This calculation produced

two values for each participant: (1) (post-anodal series – pre-
anodal series)/(pre-anodal series), (2) (post-sham series – pre-
sham series)/(pre-sham series). To ensure equality for all four
time-points of interest (pre-anodal, post-anodal, pre-sham, post-
sham), the calculation of the dependent variable only included
durations for fluency items, or portions thereof, that were intact
at all of these time-points. For example, on the task of count-
ing from 1 to 21, if a participant was able to count to 21 at all
time-points except one, during which he only made it to 18, the
duration for counting from 1 to 18 was used at all time-points.
Similarly, we only used pictures that a participant was able to
name at all four time-points of interest. Doing this ensured that
the material at each time-point was identical in terms of con-
tent and what was actually spoken clearly. (Please see Table A1
in Appendix for details on individual participants’ verbal output
that met these criteria for inclusion in the analysis.) A rater who
was blind to experimental condition measured the duration of the
participants’ fluency-test utterances using a waveform editor. The
dependent variable was not sensitive to changes in the amount of
verbal production, but to changes in the rate of verbal production,
that is, how quickly the participant was able to utter appropriate,
intelligible responses. The measure reflects fluency, with regard to
ease of speech production. We compared the percentage of change
for anodal- and sham-tDCS combined with MIT using a planned,
two-tailed paired-samples t -test.

RESULTS
All six participants completed the experimental procedure. All
patients tolerated the tDCS well and no adverse effects related
to the application of tDCS were experienced. Averaged data for
the effects of combining anodal and sham stimulation with MIT
appear in Figure 2; and individual data for each participant are
shown in Figure 3. We tested normality using the Kolmogorov–
Smirnov test and found that the data were normal for both the
sham [Z (6) = 0.48, p = 0.98] and anodal [Z (6) = 0.49, p = 0.97]
conditions. The t-test comparing the effects of anodal- and sham-
tDCS yielded a significant result [t (5) = 3.22, p = 0.02]. We mea-
sured the effect size as Cohen’s d = 1.98. There was no difference

FIGURE 2 |The results for six participants with Broca’s aphasia,

represented as means ± SEM. Note that a decrease in the total duration
signifies an improvement in verbal fluency. Anodal-tDCS led to a
significantly greater improvement compared to sham-tDCS.

Frontiers in Psychology | Auditory Cognitive Neuroscience September 2011 | Volume 2 | Article 230 | 127

http://www.frontiersin.org/Psychology
http://www.frontiersin.org/Auditory_Cognitive_Neuroscience
http://www.frontiersin.org/Auditory_Cognitive_Neuroscience/archive


Vines et al. Combining tDCS with MIT

FIGURE 3 | Data shown separately for each participant. The trend for all
but one participant is in the direction of greater improvement in the
anodal -tDCS condition compared to sham.

between baseline performance in the anodal-tDCS condition and
baseline performance in the sham condition. A paired-samples
t -test comparing pre-anodal performance to pre-sham perfor-
mance did not yield a significant result [t (5) = −0.31, p = 0.77].
Thus, compared to sham-tDCS, applying anodal-tDCS to the right
IFG during MIT produced a significantly greater improvement in
verbal fluency while the verbal fluency in the sham-tDCS–MIT
condition did not change significantly.

DISCUSSION
The results of this study provide evidence that applying “real”
anodal-tDCS to the right IFG during MIT can augment the
beneficial effects of the intonation-based speech therapy. By up-
regulating excitability in the right IFG, the anodal-tDCS may have
increased synaptic plasticity in brain areas that are engaged by
MIT and likely, drive the MIT-induced recovery process. We posit
that increasing excitability in the right IFG with tDCS further
engaged that area of the brain and thus, facilitated verbal output
and fluency.

Future research will investigate whether the positive effects of
tDCS were due to the particular placement of the anodal elec-
trode over the right posterior IFG, or if anodal stimulation over
other brain areas, such as the right anterior temporal cortex, could
also improve upon the beneficial effects of MIT. It also remains
unknown whether tDCS, as applied in this study, exerts a posi-
tive influence on language recovery only when combined with a
behavioral speech therapy, or if tDCS could be effectively used
on its own to improve verbal fluency for stroke patients such
as those who participated in this study. The evidence from sev-
eral recent cross-over studies suggests that beneficial effects are
achieved only when real tDCS is simultaneously combined with
behavioral therapy – neither behavioral nor speech therapy alone
led to beneficial effects in these studies (Baker et al., 2010; Floel
et al., 2011; Fridriksson et al., 2011), although one must consider
the relatively few behavioral/speech therapy sessions that were
done in these studies, as well as the total number of MIT ses-
sions (3) in our current study. Nevertheless, the effects that were
achieved by adding brain stimulation to behavioral interventions

suggest that the combined approach might lead to much greater
effects than a behavioral intervention alone. A previous review
examining the intensity of the behavioral intervention in experi-
mental aphasia studies (Bhogal et al., 2003) concluded that positive
studies testing behavioral interventions had applied at least 60 h
of treatment. This is many more hours than has been tested
in the sham-control arm of experimental studies (Baker et al.,
2010; Floel et al., 2011; Fridriksson et al., 2011; current study).
Nevertheless, effects in the real-stimulation arm of recent exper-
imental studies suggest that the addition of simultaneous brain
stimulation to behavioral interventions might lead to stronger
effects with fewer therapy sessions. Because the brain’s plastic-
ity that facilitates post-stroke language recovery may involve the
development of latent neural connections in the undamaged
brain, it is possible that modulating cortical excitability with non-
invasive brain stimulation will have its greatest impact when a
behavioral therapy takes advantage of the resulting neuro-plastic
changes, as has been suggested in experimental animal studies
(Fritsch et al., 2010).

While some aspects of other studies that also applied tDCS to
facilitate recovery from non-fluent aphasia may have been similar
to ours, a striking difference was that we stimulated a different
area of the brain. Monti et al. (2008), for example, stimulated left
fronto-temporal cortex, centered on Broca’s area, and found an
effect when applying 2 mA of cathodal stimulation over the left
fronto-temporal electrode. Of particular interest here is that the
anodal electrode in the Monti et al. (2008) design was placed over
the right supraorbital region. Baker et al. (2010) and Fridriksson
et al. (2011) both targeted peri-lesional areas in the left hemisphere
with 1 mA and found increased accuracy on trained items in non-
fluent patients (Baker et al., 2010; as well as an improvement in
reaction time on trained items and a trend on untrained items
in fluent patients; Fridriksson et al., 2011). We did not include
a left hemisphere stimulation condition in the current study for
three primary reasons. First, the patients in our study had little
or no surviving brain tissue in the posterior IFG and surround-
ing brain structures of the left hemisphere (Figure 1; shows that
at least four patients had lesions that involved the posterior IFG
directly). For these patients, the best, and possibly only chance of
recovery involved recruitment of brain regions in the right hemi-
sphere to compensate for damaged language centers in the left
hemisphere. Second, we chose to stimulate the right hemisphere
because preliminary brain-imaging research provided evidence
that MIT-induced improvements in speech output correlated with
increased activity in the right IFG (Schlaug et al., 2008a). Our
choice of location for stimulation was aimed at complementing
the effects of MIT on brain activity. And third, stimulating over
the damaged hemisphere of patients with relatively large lesions
could generate an unpredictable current distribution and lead to
correspondingly unpredictable effects on brain activity. This may
explain some of the variability in results obtained from stimulat-
ing the left hemisphere in the treatment of non-fluent aphasia –
Fridriksson et al. (2011) and Baker et al. (2010) found that anodal
stimulation led to speech improvements, whereas Monti et al.
(2008) found that cathodal but not anodal stimulation produced
improvements. Furthermore, a new study was just published in
which anodal stimulation was applied to the right hemisphere
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and coupled with picture naming training (similar to Baker et al.,
2010; Fridriksson et al., 2011), which led to a significant increase
in accuracy on trained items (Floel et al., 2011).

The question of whether it would be best to apply tDCS before,
during, or after a behavioral therapy also remains unanswered. If
the effect of tDCS is greatest on performance, then applying the
stimulation before or during therapy would be ideal for priming
the brain in a specific area. However, if the beneficial effect of tDCS
is on consolidation, then applying the stimulation either during or
after therapy would have a greater effect. We chose to apply tDCS
during MIT for the following reasons: (1) a number of tDCS stud-
ies have found effects on performance during stimulation (Antal
et al., 2001; Nitsche et al., 2003b; Kincses et al., 2004; Rogalewski
et al., 2004; Fregni et al., 2005; Hummel et al., 2005; Iyer et al., 2005;
Boggio et al., 2006b; Hesse et al., 2007); (2) in the context of neu-
rorehabilitation, applying stimulation during behavioral therapy
is more efficient as it saves time for both the patient and the thera-
pist/physician; (3) stimulation during the therapy has the potential
to influence both the performance and the consolidation phases of
learning; and (4) experiments in animals have shown that the com-
bination of peripheral and central stimulation enhances synaptic
plasticity more than central stimulation alone (Fritsch et al., 2010).

One primary limitation of this study was that we did not collect
data to measure the longevity of any positive effect. As a result, we
cannot comment on how long the effects of combined tDCS and
MIT might last beyond the treatment period. For example, will
the effects on performance continue for several days or weeks after
the end of the combined therapy? It will be important to answer
this question in order to determine whether and how often to use
maintenance sessions to prolong potential benefits of the treat-
ment. It also remains unknown how many tDCS + MIT sessions
would be most effective. The current study used three, however, the
benefits are likely to grow with additional sessions. Future studies
will investigate the dose effects of combining tDCS with MIT to
identify the optimal number of sessions.

Another limitation of this study concerns determining the exact
site of stimulation. Based on previous research and our own pilot

study, we located the right posterior IFG as the right hemisphere
homolog of Broca’s area, using the 10–20 International EEG system
for electrode placement. Considering the anatomical variability
from one participant to the next, we may have stimulated slightly
different brain areas in each of the six patients. The use of frame-
less stereotaxy in combination with MRI structural images for
each participant would have enabled us to center the stimulation
electrode with greater accuracy. However, due to the size of the
electrode we used, it is highly likely that we did stimulate the area
of interest even if there was some variability in its exact location
across participants.

Given the positive nature of the results, this study shows that
tDCS has the potential to augment the benefits of an intonation-
based speech therapy. We found that three sessions of real
tDCS + MIT led to a significant improvement in verbal fluency
compared to an equivalent series of sham-tDCS + MIT. Although
this is a preliminary finding with only six patients, the general
implications extend beyond the domain of speech recovery, and
into other areas of rehabilitation, such as motor recovery, cogni-
tive training, and psychiatric treatment. Potentially, adding tDCS
to any behavioral therapy may augment the positive effects. In
the domain of speech therapy for severe non-fluent aphasia, this
study provides evidence that anodal-tDCS + MIT applied to the
right posterior IFG in non-fluent aphasic patients can facilitate
improvements in linguistic fluency, and, presumably, in quality of
life for stroke survivors.
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APPENDIX

Table A1 | For each participant, this table includes spoken material that was intact at all four time-points, and thus, was used in the analysis.

Task category Specific task Intact portion(s)

PARTICIPANT 1

Automatic speech Pledge of allegiance “I pledge allegiance to the flag of the United States of America”

Counting 1–15

Days of the week Thursday through Sunday

Months of the year March through May

Picture description Describe these scenes “Cup of tea,” “cream and sugar,” “call the doctor,” “. . .are my shoes,” “brush

your teeth,” “clean it up” “my name is _______, what’s your name?” “turn off

the light,”

Picture naming Name the object pictured Abacus, acorn, apple, bathroom, beaver, cactus, giraffe, helicopter, money,

pelican, pencil, pyramid, scissors, unicorn, water, whistle, window, zebra

PARTICIPANT 2

Automatic speech Pledge of allegiance “I pledge allegiance to the flag of the United States of America, and to the

Republic for which it stands, one nation under God, indivisible, with liberty and

justice for all.”

Counting 1–10

Days of the week Monday through Sunday

Months of the year January through October

Picture description Describe these scenes “Open up,” “go to bed,” “call the doctor,” “close the window,” “where are my

shoes?” “brush your teeth,” “wait for me,” “hi, my name is ______,” “cup of

coffee,” “cream and sugar,” “turn off the light,” “I don’t understand,” “pass the

butter”

Picture naming Name the object pictured Abacus, accordion, acorn, asparagus, beaver, cactus, camel celery compass,

dominoes hammock, hanger, harmonica, igloo, mushroom, octopus, over-

alls, palette, pelican, piano, pretzel, racket, rhinoceros, seahorse, strawberry,

toothbrush, tripod, unicorn, volcano, wheelchair

PARTICIPANT 3

Automatic speech Pledge of allegiance –

Counting 1–8

Days of the week Monday through Tuesday

Months of the year March through June

Picture description Describe these scenes “Butter,” “call the doctor, please,” “shut the window, please,” “brush your

teeth,” “where are my shoes?” “come over here,” “my name is ______,” “. . .you

doing?” “coffee,” “. . .and cream,” “turn off the light,” “I don’t understand”

Picture naming Name the object pictured Bathroom, cat, celery, dominoes, flower, giraffe, hammer, money, overalls,

pencil, piano, scissors, strawberry, toaster, whistle, zebra

PARTICIPANT 4

Automatic speech Pledge of allegiance –

Counting 1–11

Days of the week Monday through Wednesday

Months of the year January through August

Picture description Describe these scenes “Money”

Picture naming Name the object pictured –

PARTICIPANT 5

Automatic apeech Pledge of allegiance –

Counting 1–5

Days of the week Monday through Tuesday

Months of the year –

Picture description Describe these scenes “Open up,” “money,” “ice cream,” “I am hot,” “fine,” “bathroom,” “I am sick,”

“I am hungry,” “Where are my keys?” “watch TV,” “what’s your name?”

Picture naming Name the object pictured Duck, nose, pizza, sock, watch

(Continued)
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Table A1 | Continued

Task category Specific task Intact portion(s)

PARTICIPANT 6

Automatic speech Pledge of allegiance “. . .pledge allegiance to the flag of the United States of America, and to the

Republic for which it stands, one nation under God, indivisible . . .”

Counting 1–20

Days of the week Monday through Sunday

Months of the year February through December

Picture description Describe these scenes –

Picture naming Name the object pictured –
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A commentary on

Disorders of pitch production in tone 
deafness
by Dalla Bella, S., Berkowska, M., and 
Sowiński, J. (2011). Front. Psychol. 2:164. 
doi: 10.3389/fpsyg.2011.00164

Researchers have recently intensified their 
efforts to investigate the underlying neural 
correlates of music perception and process-
ing (for an overview see Koelsch, 2011), 
music production, in comparison, has been 
studied rather sparsely.

The review article by Dalla Bella et al. 
(2011) on the other hand focuses on the 
cognitive and neural underpinnings of 
the human music production system that 
enables us to sing. Humans, as vocal learn-
ers, are not only capable of singing, but the 
authors point out that “singing is as natu-
ral as speaking for the majority of people.” 
Indeed, the ability of vocal learning, i.e., 
to imitate our auditory environment can 
be observed extremely early in human 
development: Newborns’ cry melody is 
influenced by the speech prosody of the 
surrounding spoken language (Mampe 
et al., 2009).

The review by Dalla Bella et al. (2011) 
defines the term “singing” and impor-
tantly categorizes and introduces us to 
several methods used to investigate sing-
ing. First, singing is an umbrella term for 
many different processes involving pitch 
production that differ in complexity: Pitch 
matching or repetition of tone sequences 
involve working memory to a different 
degree, whereas singing a well-known 
song requires the support of long-term 
memory. Second, there are different tech-
niques to analyze singing, for example (i) 
the subjective rating of the singing out-
put or (ii) the computing of an objective 
measurement of accuracy (deviation of 
produced pitch/interval from the target 
pitch/interval) and precision (consistency 
in producing pitch/interval). It is empha-
sized that different criteria – the type of 

singing as well as the analysis used – can 
lead to very different estimates of the abil-
ity to sing.

Mainly based on functional neuroim-
aging studies, the authors developed the 
vocal sensorimotor loop (VSL) model to 
explain the cognitive and neural processes 
underlying singing. The model depicts 
the interplay between memory compo-
nents, motor and auditory sensory areas, 
and emphasizes the role of sensorimotor 
integration for human singing. The pro-
cess of sensorimotor integration (Hickok 
et al., 2011) has also been observed during 
verbal working memory and speech pro-
duction in humans (Hickok et al., 2003, 
2011; Koelsch et al., 2009) as well as for 
singing in songbirds (Prather et al., 2008; 
Mooney, 2009).

Furthermore, research that investigated 
the influence of perception on singing is 
reviewed. Studies do not provide a consist-
ent picture so far, but a dissociation between 
perception and production is suggested: 
Whereas poor-pitch singing and percep-
tual deficits are in general associated in 
congenital amusia, cases of spared vocal 
performance and a deficient pitch percep-
tion and vice versa cases of intact perception 
and poor-singing have been reported. In 
line with the latter results, there are reports 
indicating that some musicians with abso-
lute (perfect) pitch, a rare ability to name 
tones, are similarly not able to sing perfectly 
in tune (for an overview see Takeuchi and 
Hulse, 1993).

An important aspect of the review is the 
question of how much the neural networks 
supporting music and language produc-
tion overlap, especially because research 
has mainly focused on comparing the per-
ception and processing between language 
and music (for an overview see Koelsch, 
2011). The comparison of the production 
of language and music indicates so far, 
that speech production seems to involve 
a more left-lateralized network, whereas 
singing seems to rely on a more bilateral 
network. The authors present preliminary 

data suggesting that inaccuracy in pitch 
production does not extend to speech pro-
duction in tone deafness, indicating that 
independent mechanisms are subserv-
ing imitation in music and language. An 
intriguing corroborating finding comes 
from a study investigating members of the 
KE family. The affected members of this 
family have an inherited speech–language 
disorder (verbal and orofacial dyspraxia) 
caused by a mutation of the FOXP2 gene, 
but they are not deficient in either the 
perception or production of pitch (Alcock 
et al., 2000).

To summarize, considering the impor-
tance of music for humans (Jancke, 2008, 
2009; Koelsch, 2011), the review article by 
Dalla Bella et al. (2011) contributes to our 
understanding of human cognition by fur-
thering our knowledge of normal and poor-
pitch singing.
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melodies; Dalla Bella et al., 2007; Pfordresher and Brown, 2007; Dalla 
Bella and Berkowska, 2009). This estimate rises to about 55%, how-
ever, when the consistency of repeated attempts to produce a pitch 
(i.e., precision) is taken into account (Pfordresher et al., 2010). A few 
studies have been carried out recently on poor-pitch singing showing 
that different sources of impairment may underline this disorder, such 
as perceptual deficits or auditory–motor integration (see Pfordresher 
and Brown, 2007; Berkowska and Dalla Bella, 2009b).

In the present article we review recent findings on normal sing-
ing in adults, and on poor-pitch singing with particular attention 
to those studies making use of quantitative estimates of singing 
proficiency (i.e., based on acoustic analyses). We mostly focus on 
singing proficiency in the majority (i.e., non-musicians). Note that 
there is a rich literature regarding acoustical features of professional 
singing (for reviews, see Sundberg, 1987, 1999). However, in only 
a few isolated studies has pitch production in professional singers 
been examined (Vurma and Ross, 2006; Zurbriggen et al., 2006). 
These studies revealed that when professional singers are asked to 
produce pitch intervals, they can be out of tune by 20–25 cents, 
with respect to the equally tempered scale. This error is typically 
not noticed by expert listeners (Vurma and Ross, 2006). In addi-
tion, features like the accuracy of the first note of the melody and 
melodic contour play a role in motor planning, as shown by asking 
singers to prepare for producing a melody (Zurbriggen et al., 2006).

In spite of the rich literature on vocal performance during 
development in Music Education (e.g., see Welch, 1979, 2006, 
for early studies on poor-pitch singing), this review is devoted to 
adult singing. We review behavioral and neuroimaging evidence, in 
order to examine the mechanisms which are likely malfunctioning 
in poor-pitch singers. Finally, since accurate production of pitch 
variations is a key process in both music and speech, we examine 
whether pitch production deficits in tone-deaf individuals extend 
to the language domain. To this aim, we present some preliminary 
and intriguing findings coming from our laboratory, suggesting 
that pitch production mechanisms may show domain-specificity.

IntroductIon
Making music (e.g., singing and dancing) is a universal form 
of expression, which is widespread across societies and cultures 
(Mithen, 2006). In particular, singing is as natural as speaking for 
the majority of people (Dalla Bella et al., 2007; Pfordresher and 
Brown, 2007; Dalla Bella and Berkowska, 2009). Adult singing is 
accurate (although not necessarily precise, see Pfordresher et al., 
2010) on both pitch and time dimensions (Dalla Bella et al., 2007; 
Dalla Bella and Berkowska, 2009) and remarkably consistent both 
within and across individuals (e.g., Levitin, 1994; Levitin and Cook, 
1996; Bergeson and Trehub, 2002). Extensive vocal training is not 
a sine qua non for singing in tune. The majority of individuals do 
not require formal vocal training or musical tutoring to sing pro-
ficiently. Singing emerges spontaneously during development, as 
observable vocalizations during the first months of life (Papoušek, 
1996). This behavior, likely facilitated by the universality of mater-
nal singing (e.g., Trehub and Trainor, 1999), is promptly imitated 
by infants. Eighteen-month-old children can produce recogniz-
able songs, by repeating short musical phrases (e.g., see Ostwald, 
1973; Welch, 2006, for a review). Finally, far from being merely a 
cultural frill, singing (and more generally vocalizations) is likely 
to have played a role during evolution. It is a common observation 
that people particularly enjoy singing when in group contexts (e.g., 
during religious ceremonies, in the military). This participatory 
aspect of singing is thought to foster group bonding, one of the 
reasons, together with sexual selection and mood regulation, why 
music may have some adaptive value (Wallin et al., 2000; Huron, 
2001; Mithen, 2006).

In spite of the fact that singing is widespread, there are noticeable 
exceptions. In the general population, a few individuals, referred to 
as “tone deaf,” have notorious difficulties in carrying a tune. Recent 
studies estimate that approximately 10–15% of the general population 
may be particularly inaccurate in producing pitch, by singing quite 
far from the target pitches (in experiments requiring production of 
familiar melodies or imitation of single pitches, intervals, or simple 
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normal SIngIng
How SIngIng workS
Singing, like speaking, involves three independent physical compo-
nents: respiratory, laryngeal (i.e., the vocal folds), and articulatory 
mechanisms (i.e., the vocal tract). Lungs provide the air supply 
needed for vocalization. The vocal folds modulate the airstream 
coming from the lungs (i.e., by chopping it into air pulses), a process 
referred to as “phonation.” Finally the vocal tract conveys to each 
sound the spectral and temporal properties characteristic of sung 
voice (e.g., Titze, 1994; Sundberg, 1999). The quality of the vocal 
output, telling apart professional from amateur singers, depends on 
the fine coordination of these mechanisms. The acoustical proper-
ties of the singing voice in professional singers have been the subject 
of a substantial body of research (for reviews, see Sundberg, 1987, 
1999). For example, particular attention has been devoted to the 
so-called singer’s formant (i.e., partials falling in the frequency range 
of 2.5–3.0 KHz; Sundberg, 1987), which in professional singers is 
much stronger in sung vowels than in spoken vowels. The intensity 
of the singer’s formant, the presence of vibrato, the maximum pho-
national frequency range, and loudness all increase with musical 
experience (e.g., Brown et al., 2000; Mendes et al., 2003; Hunter 
et al., 2006). Until recently, however, evidence was scant on the 
mechanisms underlying singing proficiency (i.e., on the pitch and 
time dimensions).

Singing proficiency can be assessed with a variety of tasks. A 
quite natural task, which does not require vocal training, is to have 
participants sing a well-known song (i.e., “Happy birthday”) with 
lyrics from memory (e.g., Dalla Bella et al., 2007, 2009). A variant of 
the task is to ask participants to sing the same melody on a syllable 
(e.g., /la/); this typically results in enhanced performance, likely 
due to reduced memory load (Berkowska and Dalla Bella, 2009). 
Another possibility consists in presenting a model stimulus (e.g., 
a single pitch, an interval, or a short novel melody) which partici-
pants have to imitate, using a vowel or a syllable (pitch-matching 
tasks). Single-pitch-matching is a quite common task (Goetze et al., 
1990; Pfordresher and Brown, 2007; Hutchins et al., 2010a) and is 
considered an important factor in assessing musical talent (Watts 
et al., 2003). In both singing from memory and imitation tasks, 
singing proficiency can be assessed with natural feedback, but also 
while the auditory feedback is augmented, for example by provid-
ing the correct pitch or melody as one sings (e.g., Pfordresher and 
Brown, 2007; Tremblay-Champoux et al., in press) or an altered 
pitch or melody (e.g., Hafke, 2008; Zarate and Zatorre, 2008). In 
sum, there are different ways to obtain a measure of singing profi-
ciency. Interestingly, different tasks are likely to reflect the activity 
of partly different functional components of the song system. For 
example, singing from memory will particularly tap the retrieval of 
musical information from long-term memory. In contrast, working 
memory and auditory–motor mapping mechanisms are mainly 
targeted by imitation tasks (e.g., by augmenting or altering audi-
tory feedback). Thus, different tasks may serve to assess the correct 
functioning of different components of the song system.

To shed light on the functional components of the song system 
underlying normal pitch production in the execution of the afore-
mentioned tasks, and eventually to account for poor-pitch singing, 
we present in Figure 1 a schema of the vocal sensorimotor loop 
(VSL; see also Berkowska and Dalla Bella, 2009b). This schema 

is inspired, among others, by the Perceptual loop theory (Levelt, 
1989), an account of performance self-monitoring and correction 
in speech, processes which are similarly relevant in music perfor-
mance. The VSL includes perceptual, motor, auditory–motor map-
ping, and memory components. According to the VSL, singing of 
well-known melodies from memory is based on the retrieval from 
long-term memory of pitch and temporal information, followed by 
fine motor planning/implementation. The ongoing vocal produc-
tion is fed back to the system (i.e., perception), matched with the 
planned melody, in some cases leading to error correction, thereby 
affecting planning of upcoming events. Vocal imitation of novel 
pitch sequences relies on short-term memory, and auditory–vocal 
mapping, without tapping retrieval from long-term memory. The 
target pitches to be imitated are perceptually analyzed, stored in 
short-term memory, and eventually mapped into motor gestures. 
As with singing from memory, self-monitoring of vocal perfor-
mance is made possible by mechanisms allowing feedback analysis, 
auditory–motor mapping, and in some cases error correction. It 
is worth noting that overt and covert pathways for pitch percep-
tion are possible. The covert pathway is involved in tasks requiring 
explicit judgments of pitch differences (e.g., pitch discrimination). 
In some cases, participants are very inaccurate in judging pitch 
differences, still exhibiting proficient singing. In this condition it is 
hypothesized that pitch differences are analyzed via covert mecha-
nisms, thus affording proficient singing (Griffiths, 2008; Loui et al., 
2008; Dalla Bella et al., 2009).

meaSurIng SIngIng accuracy and precISIon
Singing proficiency has been mostly assessed by asking expert 
musicians to subjectively rate recordings (e.g., Hébert et al., 2003; 
Schön et al., 2004; Racette et al., 2006; Wise and Sloboda, 2008). 
This method provides a general and fast assessment of vocal per-
formance. However, raters are not always consistent in providing 
their judgments (Kinsella et al., 1988; Prior et al., 1990). In addition, 
peers can hardly provide fine estimates of proficiency on the pitch 
dimension, independent of the time dimension, such as the exact 
deviation from the model pitch, variability over repetitions, and so 
forth. This is mostly due to the fact that musicians often categorize 
pitch and duration information with respect to the closest musical 
value. An alternative which has proven successful is to compute 
objective measurement of accuracy with acoustic methods (e.g., 
Murayama et al., 2004; Terao et al., 2006; Dalla Bella et al., 2007, 
2009; Pfordresher et al., 2010). This method consists in computing 
note pitch onsets and pitch height after acoustic segmentation of 
the auditory signal. This information can be used to compute meas-
ures of accuracy and precision in vocal performance (Pfordresher 
et al., 2010).

Accuracy and precision can be computed separately for abso-
lute pitch (i.e., the absolute pitch height of musical notes) and 
for relative pitch (i.e., the discrepancy between two subsequent 
pitches, or interval, expressed in semitones). For absolute pitch, 
accuracy indicates the average difference between sung and target 
pitches. Typically, such difference does not take into account the 
direction of the change (i.e., whether the sung pitch is on average 
higher or lower than the target pitch; Pfordresher et al., 2010; but 
see Pfordresher and Brown, 2007, for a measure of signed error). 
Another measure of accuracy in terms of absolute pitch, referred 
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that they cannot sing proficiently (Cuddy et al., 2005). Yet, system-
atic assessments of singing proficiency in the general population 
indicate that around 85–90% can sing in tune (Dalla Bella et al., 
2007; Pfordresher and Brown, 2007; Dalla Bella and Berkowska, 
2009; but see Pfordresher et al., 2010, for a lower estimate when 
considering precision instead of accuracy).

We examined singing proficiency in the majority by testing a 
group of 62 occasional singers in Montreal (20 university students  
in the lab, and 42 participants recruited in a public park) as com-
pared to 4 professional singers (Dalla Bella et al., 2007). Participants 
sang the refrain of a well-known song with lyrics. Renditions were 
submitted to acoustical analyses. Occasional singers were less accu-
rate in producing pitch intervals (with a deviation of 0.6 semitones 
from the correct intervals, on average) than professional singers 
(deviation of 0.3 semitones). At the same time, occasional singers 
sang faster than professionals, a phenomenon tied to lower pitch 
accuracy. Further tests on 15 participants indicated that slow-
ing down tempo typically enhances accuracy in producing pitch 
intervals. Yet, two participants (i.e., poor-pitch singers) did not 
exhibit any improvement as a result of the slower tempo. That the 
majority can carry a tune was confirmed more recently on a larger 
sample of occasional singers with familiar musical material, and 
comparing production (i.e., singing from memory) with imitation 
(Berkowska and Dalla Bella, 2009a; Dalla Bella and Berkowska, 
2009). Occasional singers were less accurate when they sang from 
memory than in the imitation task. Moreover, their performance 
was more accurate when they sang on a syllable (i.e., with lower 
memory load) than with lyrics.

Other studies focused on vocal imitation abilities (e.g., pitch 
matching). The first studies examining single-pitch-matching (i.e., 
imitation of single pitches) revealed that adults perform poorly on 
this task (Ternström et al., 1988; Murbe et al., 2002; Amir et al., 
2003). For example, non-musicians typically deviate by 1.3 semi-
tones on average as compared to 0.5 semitones for musicians 
(Ternström et al., 1988; Murry, 1990; Murry and Zwiner, 1991; Amir 
et al., 2003). This estimate of accuracy in pitch imitation in non-
musicians may be too defeatist, though. Low accuracy in imitating 
pitch does not characterize all individuals without musical training 
(Estis et al., 2009). Morever, poorer performance in non-musicians 
may partly result from using pure tones as models for imitation. 
When imitating synthesized voices or sung performances, non-
musicians achieved higher accuracy, exhibiting pitch deviations 
around 0.5 semitones or less (Pfordresher and Brown, 2007; Wise 
and Sloboda, 2008; see also Watts and Hall, 2008). Hence, accu-
racy in pitch-matching depends on the acoustic features of the 
stimulus to be imitated (for similar results with children, see also 
Small and McCachern, 1983; Green, 1990). Target stimuli sharing 
acoustical properties (i.e., spectral and temporal features) with the 
vocal production are likely to facilitate mapping onto sensorimotor 
representations, thus entailing enhanced accuracy.

Imitation of single pitches, intervals, and short novel melo-
dies has been systematically assessed by Pfordresher and Brown 
(2007). A large sample of university students without musical 
training imitated various pitch sequences (i.e., a single repeated 
note, a sequence including a single change of pitch, and short 
four-note melodies). Most participants were able to perform the 
task accurately (i.e., with renditions within 1 semitone from the 

to as “initial pitch deviation” (i.e., difference between the first pro-
duced pitch and the first note of a target melody), has been used in 
our laboratory (Berkowska and Dalla Bella, 2009a; Dalla Bella and 
Berkowska, 2009). Precision in terms of absolute pitch is the con-
sistency in repeating the target pitch (i.e., whether a repeated note 
similarly deviates from the target across repetitions; Pfordresher 
et al., 2010). Another measure of variability related to precision, 
referred to as “pitch stability” (Dalla Bella et al., 2007, 2009), consists 
in computing the deviation of two reproductions of a single phrase 
in a melody. Similar measures of accuracy and precision of rela-
tive pitch can be computed for tasks where participants sang from 
memory or imitated pitch sequences. In this case, accuracy refers 
to the average difference between sung pitch intervals and target 
intervals based on the notation. This measure, sometimes referred 
to as “pitch interval deviation,” has been adopted in a few studies as 
a measure of singing proficiency (e.g., Dalla Bella et al., 2007, 2009; 
Berkowska and Dalla Bella, 2009a; Dalla Bella and Berkowska, 2009; 
Pfordresher et al., 2010). To our knowledge, precision of relative 
pitch (i.e., consistency in repeating the same target interval) has 
been examined in only one study (Pfordresher et al., 2010).

Objective acoustically based measures of singing accuracy and 
precision have the advantage of making explicit the criteria for 
teasing apart good from poor-pitch singers. To this aim, the choice 
of the measure(s) of singing proficiency has to be carefully made. 
Indeed, different criteria can lead to very different estimates of the 
prevalence of poor-pitch singing (much higher when pitch preci-
sion is considered instead of pitch accuracy; Pfordresher et al., 
2010). In the majority of studies, accuracy in producing or imitating 
pitches is considered instead of precision. Individuals can be quali-
fied as poor-pitch singers based on an absolute criterion, namely 
when in a pitch-matching task their produced pitches depart from a 
target pitch by more than a semitone (e.g., Pfordresher and Brown, 
2007; Pfordresher et al., 2010). In other cases, individuals can be 
classified as poor-pitch singers relative to a control/comparison 
group, as often observed in single-case studies of patients with brain 
damage (e.g., Schön et al., 2004; Satoh et al., 2007), thus adopting 
a variable criterion. An alternative is to treat as poor-pitch singers 
those individuals who are outliers in a given group, for example 
deviating from the average of the group by more than 2 SD (e.g., 
Dalla Bella and Berkowska, 2009). A final distinction which is worth 
mentioning is between measures of accuracy based on absolute 
pitch differences (i.e., the deviation of produced pitch from the 
target pitch, in imitation tasks; e.g., Pfordresher and Brown, 2007) 
and measures based on relative pitch differences (i.e., the devia-
tion of produced intervals from the target interval in singing from 
memory or imitation tasks; e.g., Dalla Bella et al., 2007). Due to 
the various criteria for defining poor-pitch singers, comparison of 
different studies is meaningful provided that poor-pitch singers 
have been selected using similar criteria.

SIngIng In tHe general populatIon
Until recently, relatively little was know about singing abilities in 
the general population. People generally tend to underestimate their 
ability to carry a tune. For example, almost 60% of 1000 univer-
sity students reported that they cannot accurately imitate melodies 
(Pfordresher and Brown, 2007). Moreover, self-declared tone-deaf 
individuals, that is about 17% of the student population, believe 
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For example, pitch matching in untrained singers covaries positively 
with the ability to discriminate pitches (i.e., good singers are more 
accurate in discriminating pitches than poor singers; e.g., Watts 
et al., 2003, 2005). Yet other studies failed to replicate this finding 
(Bradshaw and McHenry, 2005; Moore et al., 2008). This situation 
is reminiscent of studies comparing perception and performance 
skills in accurate singing during development, similarly yielding 
conflicting results (for studies showing a link between pitch percep-
tion and production, see Phillips and Aitchinson, 1997; Demorest, 
2001; Demorest and Clements, 2007; for lack of replication, see 
Roberts and Davis, 1975; Geringer, 1983; Apfelstadt, 1984). In sum, 
whether (and to what extent) pitch perception and production 
are linked in adult occasional singers is still a matter of debate. 
The possibility of a dissociation of perception and action in vocal 
performance is addressed when we will discuss poor-pitch singing 
in tone deafness.

neuronal underpInnIngS of tHe Song SyStem
Singing is supported by a complex neural network involving motor 
and sensory areas, as well as auditory–motor integration regions. 
Several neuroimaging studies have been conducted with the goal of 
uncovering the neuronal underpinnings of the human song system. 
In this review we focus on the neuronal mechanisms underlying 
the main components of the VSL (see Figure 1). Motor areas (e.g., 
primary motor cortex), and in particular the mouth region (e.g., 
Brown et al., 2004) and the larynx/phonation area, are recruited 
during singing (by adduction/abduction and tension/relaxation of 
the vocal folds; see Brown et al., 2008). Sensory areas, such as the 
superior temporal gyrus, are also engaged by vocal performance, for 
example when repeating a single note (Perry et al., 1999), or singing 
more complex melodies (Brown et al., 2004; Kleber et al., 2007). 
Other cortical areas which systematically are recruited by vocal 

target pitches). In addition, occasional singers were less accurate 
in terms of both absolute and relative pitch in imitating short 
melodies as compared to single pitches (as in Wise and Sloboda, 
2008). That accuracy in pitch-matching decreases with the number 
of elements in a sequence is likely reflecting working memory con-
straints. Note that impaired working memory is a relevant factor in 
defining the profile of individuals with congenital music disorders 
(Tillmann et al., 2009; Williamson et al., 2010b), which is likely to 
affect their vocal production (Dalla Bella et al., 2009; Tremblay-
Champoux et al., in press). The finding that occasional singers 
are typically quite accurate in imitating short unfamiliar melodies 
was replicated recently by Pfordresher et al. (2010). Nevertheless, 
these authors found that the majority was imprecise (i.e., the SD 
of the fundamental frequency for renditions of the same pitch 
class or interval exceeded 1 semitone). This intriguing finding 
suggests that precision, instead of accuracy, may be taken into 
consideration when subjectively judging our own performance. 
This may account for the very high percentage of individuals with 
singing difficulties by self-report. To sum up, even though early 
studies suggest that occasional singers are quite inaccurate in imi-
tating single pitches, recent studies yielded more optimistic results. 
Nevertheless, accuracy in imitating pitch rapidly decreases with 
increasing sequence length and complexity. Moreover, even though 
occasional singers are quite accurate in imitating pitches, they 
may still be not very consistent over repetitions. The most recent 
studies devoted to singing proficiency in the general population 
are summarized in Table 1.

It is worth mentioning that some studies focused on the relation 
between accuracy in pitch-matching tasks and pitch discrimination 
skills. Indeed, it is possible that some occasional singers are particu-
larly accurate in imitating pitch sequences due to fine monitoring 
of their own performance, allowing for efficient error correction. 

Table 1 | Summary of the main recent studies using acoustical measures of pitch accuracy and precision in normal individuals without musical 

training.

Reports Tasks Main results

Amir et al. (2003) Single pitch-matching Non-musicians are more inaccurate (1.3 semitones) than musicians 

(0.5 semitones). High accuracy is related to superior pitch discrimination.

Watts et al. (2005) Single pitch-matching Accuracy in the general population spans from 0.9 semitones (good singers) to 

2.2 semitones (poor singers).

Dalla Bella et al. (2007) Singing from memory of familiar 

melodies

Most occasional singers (90%) are accurate on the pitch (<0.5 semitones) and 

time dimensions, when performing at a slow tempo.

Pfordresher and Brown (2007) Imitation of single pitches, 

intervals, and short novel melodies

85–90% of the non-musicians can imitate the target stimuli (error <1 semitone). 

Accuracy in pitch-matching is not related to pitch discrimination abilities.

Wise and Sloboda (2008) Imitation of single pitches, and of 

short pitch patterns (2, 3, 5 notes)

Non-musicians exhibit good accuracy (<1 semitone), in particular for short stimuli 

(around 0.2/0.3 semitones for single pitches).

Dalla Bella and Berkowska (2009); 

Berkowska and Dalla Bella (2009a)

Singing from memory and 

imitation of familiar melodies

Around 90% of occasional singers can imitate or sing from memory a familiar 

melody (accuracy = 0.5–0.6 semitones). Imitation (in particular on a syllable) 

affords higher accuracy.

Pfordresher et al. (2010) Imitation of 5-note unfamiliar pitch 

sequences, and singing from 

memory of familiar songs

54–60% of non-musicians are imprecise singers in terms or absolute and/or 

relative pitch. The relation between precision and accuracy is asymmetric. 

Whereas low accuracy is almost always associated with low precision, the 

reverse is not true.
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Since both singing and speech involve vocalization and analysis 
of auditory feedback, it is reasonable to ask to what extent they 
rely on dedicated processes or rather share the same neuronal 
network (for a review, see Gordon et al., 2006). Brain areas under-
lying speaking and singing significantly overlap in non-musicians 
(e.g., Brown et al., 2006; Wilson et al., 2010). Nevertheless, sing-
ing appears to predominantly recruit right-hemisphere regions 
whereas speech production recruits primarily areas in the left 
hemisphere. Covert singing of familiar tunes without lyrics is 
correlated with greater activation in right sensorimotor cortex; 
in contrast, speaking an overlearned word string involves left sen-
sorimotor cortex (Wildgruber et al., 1996; Riecker et al., 2000; 
Ackermann and Riecker, 2004). A similar lateralization pattern 
was found when speaking and singing with lyrics were contrasted 
(Callan et al., 2006, with covert performance; Jeffries et al., 2003, 
with overt performance). These findings are partly supported by 
brain stimulation studies (with transcranial magnetic stimulation, 
TMS). Applying TMS over left-hemisphere regions associated with 
speech production (e.g., near Broca’s area) disrupts speech pro-
duction. Comparable stimulation over homologous regions of the 
right hemisphere revealed inconsistent results across participants. 
Stimulation disrupted singing in only a minority of participants 
(Epstein et al., 1999; Lo and Fook-Chong, 2004), a finding recently 
replicated with subdural cortical stimulation (Suarez et al., 2010). 
Thus, song production shows, in general, more bilateral involve-
ment than speech production.

poor-pItcH SIngIng
Both a brain insult and neurogenetic (i.e., congenital) disorders 
can disrupt the functioning of the song system, thereby leading 
to poor-pitch singing. In the present review we selectively focus 
on poor-pitch singing in otherwise healthy participants without 
musical training (i.e., tone-deaf individuals). Studies on vocal amu-
sia or oral-expressive amusia consequent to brain damage have 
been reviewed elsewhere (Marin and Perry, 1999; Gordon et al., 

performance are the supplementary motor area (SMA), the ante-
rior cingulate cortex (ACC), and the insula. For example, the SMA 
is notoriously engaged in high-level motor control, and needed 
for efficient motor planning in sequence production, such as in 
overt speech production (e.g., Turkeltaub et al., 2002). The ACC 
is a region associated with initiation of vocalization (see Jurgens, 
2002, for a review), and activated during overt speech and singing 
(Perry et al., 1999; Paus, 2001). Finally, singing recruits the insula 
(Perry et al., 1999; Brown et al., 2004; Kleber et al., 2007; Zarate 
and Zatorre, 2008). This region, in particular the anterior insula, is 
mostly associated with articulation processes during vocalization 
(e.g., Dronkers, 1996), and given its connections with both the ACC 
and with auditory areas, it may play a role in integrating auditory 
feedback with motor output (Riecker et al., 2000; Ackermann and 
Riecker, 2004).

Other studies focused on the neuronal mechanisms acting as an 
interface between the sensory and the motor systems, thus afford-
ing sensorimotor mapping/integration (see Figure 1). Such areas 
are for example the dorsal prefrontal cortex, inferior sensorimo-
tor cortex, and the superior temporal gyrus and sulcus, which are 
active both when speaking and singing (Özdemir et al., 2006; Gunji 
et al., 2007; Zarate and Zatorre, 2008). Another region involved in 
auditory–motor integration in vocal performance is area SPT (i.e., 
cortex of the dorsal Sylvian fissure at the parietal–temporal junc-
tion), which is recruited by both covert speech and covert humming 
(Hickok et al., 2003; Pa and Hickok, 2008). Area SPT has gained 
particular attention as a key region functioning as a sensorimo-
tor interface between speech perception, working memory, and 
speech production (Hickok and Poeppel, 2007; Hickok et al., 2009). 
To sum up, neuroimaging evidence points to a complex neuronal 
network supporting vocal performance in singing. Further studies 
are needed to clarify the involvement of this network in various 
vocal tasks (e.g., pitch matching and singing from memory) and its 
relations with observed individual differences in terms of accuracy 
and precision.

FiguRe 1 | Schema of the vocal sensorimotor loop (VSL; see also 
Berkowska and Dalla Bella, 2009b). The brain regions likely associated with 
the functional components of the VSL are indicated in gray. SMA, 

supplementary motor area; ACC, anterior cingulate cortex; dPFC, dorsal 
prefrontal cortex; SPT, cortex of the dorsal Sylvian fissure at the parietal–
temporal junction.

Dalla Bella et al. Disorders of sung performance

www.frontiersin.org July 2011 | Volume 2 | Article 164 | 140

http://www.frontiersin.org/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


 perception, are sufficient conditions leading to poor-pitch singing 
(see the VSL schema). Accordingly, some individuals exhibit poor-
pitch singing without deficient pitch perception (Bradshaw and 
McHenry, 2005; Dalla Bella et al., 2007; Pfordresher and Brown, 
2007; Wise and Sloboda, 2008), a condition referred to as “purely 
vocal tone deafness” (Dalla Bella et al., 2007). For example, in a 
previous study we found that among 15 occasional singers asked 
to sing a well-known melody at a slow tempo, a condition which 
should have increased pitch accuracy, 13 sang proficiently at a slow 
tempo; yet, 2 participants were still inaccurate singers (Dalla Bella 
et al., 2007), with sung intervals departing by at least 1 semitone from 
the notated intervals (vs. 0.3 semitones on average for other partici-
pants). Moreover, participants were able to detect pitch and time 
incongruities in unfamiliar melodies, thus showing normal percep-
tion. A similar dissociation between perception and action is found 
when considering pitch-matching tasks and imitation (Pfordresher 
and Brown, 2007). In a study by Pfordresher and Brown (2007), 13% 
of the tested sample of 79 non-musicians were poor-pitch singers, 
because the produced pitches departed by at least 1 semitone from 
the target. In spite of inaccurate pitch imitation, poor-pitch singers 
performed as accurately as proficient singers in a pitch discrimi-
nation task, confirming that poor-pitch singing is not merely the 
outcome of improverished perception (see also Wise and Sloboda, 
2008, for additional evidence in favor of a dissociation between 
perception and action with pitch-matching tasks).

Surprisingly, cases of spared vocal performance with deficient 
perception are also described. In a study by Loui et al. (2008) con-
genital amusics imitated tone intervals and in a second task judged 
whether the second tone of a pair was higher or lower than the first. 
Both congenital amusics and controls could imitate pitch direction. 
Yet amusics were unable to detect pitch direction, thus suggesting 
that there may be two separate streams for auditory perception and 
action (Griffiths, 2008). The two streams are indicated in the VSL 
schema as overt and covert perceptual pathways. We replicated this 
finding in a group of five congenital amusics who had difficulties 
in discriminating melodies differing in terms of melodic contour. 
In spite of their perceptual deficit, they produced the correct pitch 
direction when they sang a melody from memory (Dalla Bella et al., 
2009). Interestingly, the found dissociation between perception 
and action is not confined to pitch direction. In a study where we 
assessed singing proficiency in congenital amusia, we found two 
individuals who, in spite of severely deficient pitch perception as 
revealed by the MBEA, could sing with lyrics as proficiently as 
controls (Dalla Bella et al., 2009).

Dissociations in the pitch domain between perception and per-
formance suggest that poor-pitch singing may stem from different 
sources of malfunctioning within the song system. The next step 
would be to try to clarify which mechanisms do not work properly 
within the VSL in different poor-singing “phenotypes” and whether 
(or to what extent) they are music-specific or rather general-pur-
pose mechanisms which underlie vocal performance also in other 
domains such as language. A thorough description of the possible 
causes of poor-pitch singing goes beyond the scope of this article 
(for reviews, see Pfordresher and Brown, 2007; Berkowska and Dalla 
Bella, 2009b). Here we briefly summarize these accounts, which are 
most relevant to the question of domain-specificity,  referring to the 
VSL (see Figure 1). Poor-pitch singing resulting from perceptual 

2006; Ackermann et al., 2006; Berkowska and Dalla Bella, 2009b; 
Stewart et al., 2009). About 10–15% of the population is inaccurate 
when asked to sing a melody from memory or when imitating a 
pitch sequence (Dalla Bella et al., 2007; Pfordresher and Brown, 
2007; Dalla Bella and Berkowska, 2009). Poor-pitch singing is often 
treated as a sign of more general lack of musicality, or tone deaf-
ness, a term which became widespread (see Sloboda et al., 2005, 
for a discussion). The term “tone deafness” literally suggests that 
poor-pitch singing may stem from a deficient perceptual system. 
That impoverished perception may lead to poor-pitch singing is 
consistent with the VSL schema, where impaired perception would 
hinder self-monitoring during performance, affect auditory–motor 
mapping, and thereby limit error correction (but see below for the 
possibility of covert perception).

Poor-pitch perception characterizes a condition referred to as 
“congenital amusia” (Peretz, 2001; Ayotte et al., 2002; Peretz et al., 
2002; Peretz and Hyde, 2003). Amusics are typically unable to tell 
the difference between melodies differing by a single note, exhibit 
difficulties in pitch discrimination, and thereby cannot recognize 
familiar tunes (Ayotte et al., 2002; Peretz et al., 2002; Hyde and Peretz, 
2004). Congenital amusia is a neurogenetic disorder observed in 
about 4% of the general population (Kalmus and Fry, 1980; Peretz 
and Hyde, 2003; Peretz et al., 2007) and is associated with brain 
anomalies in the auditory cortex, inferior frontal cortex, and reduced 
connectivity between these areas (Hyde et al., 2006, 2007, 2011; 
Mandell et al., 2007; Loui et al., 2009). In a recent study we showed 
that poor-pitch singing and perceptual deficits are in general associ-
ated in congenital amusia (Dalla Bella et al., 2009). Eleven individu-
als with congenital amusia (determined with the Montreal battery 
of evaluation of amusia, MBEA; Peretz et al., 2003) sang a familiar 
melody from memory. Nine of them were inaccurate in producing 
pitch intervals when singing with lyrics. However, more than half 
of them could not sing more than a few notes when asked to per-
form the same tune without lyrics (i.e., on a syllable), a condition 
which was expected to improve accuracy (Berkowska and Dalla 
Bella, 2009a). The pattern of results may have arisen because of 
weak memory traces of the musical components of songs (e.g., Dalla 
Bella et al., 2009). In general, amusics who were the least accurate 
in producing pitch intervals also exhibited the highest pitch dis-
crimination thresholds (i.e., low sensitivity to pitch difference) in a 
perceptual task (Hyde and Peretz, 2004), a finding consistent with 
the hypothesis that perception and action are tightly coupled in vocal 
performance (but see below for exceptions). Similar impairments 
in pitch production in amusics were observed with pitch-matching 
tasks (Hutchins et al., 2010a), showing in addition that, because of 
their perceptual disorders, amusics do not benefit from perceptual 
information (e.g., additional feedback) to improve or correct their 
performance. In sum, in general congenital amusics are inaccurate 
in singing from memory and pitch-matching tasks, a deficit associ-
ated with their impoverished pitch perception.

dISSocIatIonS between perceptIon and actIon In tone 
deafneSS
That poor-pitch singing is typically associated with perceptual dis-
orders in congenital amusia does not entail that inaccurate sing-
ing cannot occur in isolation. Indeed, deficient motor  planning 
or  inaccurate auditory–motor mapping, regardless of spared 
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For example, the recent modular account of melody perception and 
recognition proposed by Peretz and Coltheart (2003) assumes that 
music and language are mostly independent systems, including 
a network of processes triggered selectively by music or speech 
material (but see increasing evidence of shared mechanisms across 
the two domains, e.g., Hickok et al., 2003; Koelsch, et al., 2009; 
Williamson et al., 2010a). The separate domain view is based on 
long-standing neuropsychological evidence of double dissociations 
between music and speech processing in patients with brain dam-
age and, more recently, in individuals with congenital amusia (for 
reviews, see Dalla Bella and Peretz, 1999; Peretz, 2001; Peretz and 
Hyde, 2003; Peretz and Zatorre, 2005). For example there are cases 
of patients who are unable to recognize familiar tunes, while they 
can normally recognize lyrics and speech in general. The opposite 
condition is also observed. A brain insult can disrupt the ability 
to recognize spoken words while leaving intact the ability to rec-
ognize music (see Peretz, 1993; Peretz and Zatorre, 2005; Stewart 
et al., 2009).

Nevertheless, far from reflecting complete integration or total 
independence of music and language mechanisms, current theories 
rather propose a more mitigated (and probably realistic) account. 
Even scholars strongly inclined toward a modular account of 
music and speech perception (e.g., Peretz and Coltheart, 2003) 
acknowledge that the representation of pitch direction is likely 
to be common to music and speech (i.e., melodic contour and 
intonation, respectively). This conclusion is supported by evidence 
from patients with brain damage, who display deficits in perceiv-
ing both melodic contour and speech intonation (e.g., Patel et al., 
1998). Moreover, in spite of early claims that individuals with con-
genital amusia have spared pitch processing in speech perception 
(Ayotte et al., 2002; Peretz et al., 2002), further studies revealed 
impaired discrimination of speech intonation in this condition 
(e.g., Patel, 2008). Congenital amusics exhibit a deficit in processing 
fine-grained pitch differences, irrespective of the domain. Because 
pitch differences underlying prosodic differences in speech (e.g., 
between questions and statements) are coarser than in melodies, 
impaired pitch perception is more visible within a musical context 
than in speech. Deficits in the two domains are detectable in con-
genital musics provided that pitch variation is comparable across 
the domains (Hutchins et al., 2010b).

Dissociations between music and speech in pitch production are 
also reported in brain-damaged patients. A common observation 
in clinical neurology is that non-fluent aphasics exhibit major diffi-
culty in speaking intelligibly whereas they can produce recognizable 
songs (e.g., Assal et al., 1977; Yamadori et al., 1977; but see Hébert 
et al., 2003; Racette et al., 2006; see also Gordon et al., 2006, for a 
review). In contrast there are cases of amusic patients who cannot 
sing while they can speak normally (e.g., Peretz et al., 1994). For 
example, Schön et al. (2004) reported the case of a tenor singer with 
lesions in right frontotemporoparietal regions, a pure case of vocal 
amusia exhibiting a specific deficit of the production of musical 
intervals. Interestingly, rhythm and contour were spared, as was 
musical perception and language abilities. In particular, percep-
tion and production of pitch variations in speech (i.e., intonation) 
were not impaired. For example, the patient was able to read texts 
using the appropriate accentuated expression. However, notice that 
poor singing often co-occurs with linguistic deficits resulting from 

deficits (i.e., in congenital amusics) can be accounted for by the mal-
functioning of (covert and overt) extraction of pitch information 
from the auditory input (herein, the “perceptual account”). The 
inability to extract pitch information hinders appropriate monitor-
ing of the ongoing performance thereby leading to inadequate error 
correction and to diminished accuracy. Due to impaired perceptual 
monitoring congenital amusics are typically not aware of their defi-
cit. However, the observation that production deficits can co-occur 
with spared perception (e.g., Dalla Bella et al., 2007; Pfordresher 
and Brown, 2007; Wise and Sloboda, 2008) and that perception is 
spared in vocal amusia consequent to brain damage (Schön et al., 
2004) suggest that in those cases post-perceptual mechanisms are 
faulty. Pfordresher and Brown (2007; but see also Mandell et al., 
2007) have proposed that these processes rather involve sensorimo-
tor integration (herein, the “sensorimotor account”), or memory 
retrieval/motor planning (e.g., Pfordresher and Brown, 2007; Wise 
and Sloboda, 2008).

The sensorimotor account deserves particular attention. 
According to this account, a correct auditory representation of 
the vocal performance (and, for example, of feedback) would be 
inaccurately mapped to motor representations for phonation, 
which is spared in itself. Inaccurate mapping may concern the 
reproduction of local musical features (absolute pitch, and sec-
ondarily pitch intervals) without affecting global features (e.g., 
melodic contour; see Pfordresher and Brown, 2007). In addition, 
the relative independence of measures of absolute and relative pitch 
accuracy reported in poor-pitch singers (Dalla Bella and Berkowska, 
2009) suggest that mapping relative and absolute musical features 
to motor movement may be selectively disrupted. That produc-
tion of absolute and relative pitch features may engage at least 
partly independent mechanisms is supported by differential effects 
of feedback on pitch accuracy (i.e., choral singing enhances pitch 
accuracy in producing intervals and contour, but is detrimental 
for producing absolute pitch; Pfordresher and Brown, 2007). The 
sensorimotor account is plausible from a neurobiological point of 
view. The idea that poor-pitch singing results from disrupted or 
underdeveloped pathways bridging perception and action is sup-
ported by recent evidence of abnormally reduced connectivity of 
the fasciculus arcuatus (i.e., a pathway connecting temporal and 
frontal brain areas) in tone deafness (Loui et al., 2009).

In the following section we will focus on the question of domain-
specificity of the pitch deficits reported in poor-pitch singers; 
particular attention will be paid to perceptual and sensorimotor 
mechanisms.

doeS Inaccuracy In pItcH productIon extend to 
SpeecH In tone deafneSS?
The findings reviewed so far indicate that there is a variety of defi-
cits under the label “poor-pitch singing” and which refer to the 
malfunctioning of different components within the VSL. Are these 
deficits the result of disrupted mechanisms which are specifically 
engaged in vocal production of music, or rather equally subserving 
other functions, such as speech production? Indeed, pitch plays a 
prominent role in the structure of both speech and music (for a 
thorough review, see Patel, 2008). Whether music and language are 
subserved by independent or shared neuronal networks has been 
the object of a number of studies, mostly in the area of perception. 
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fragments had the same pitch content. Accuracy of pitch imitation 
was computed using acoustic analyses (as in Dalla Bella et al., 2007, 
2009). Accuracy in imitating relative pitch (i.e., pitch interval devia-
tion) and absolute pitch (i.e., transposition error) for AZ and three 
control participants is reported in Figures 2 and 3 respectively. Pitch 
interval deviation is the absolute deviation of produced intervals 
from the intervals to be imitated (in semitones). Transposition error 
is the absolute deviation of the first produced pitch from the first 
pitch of the stimulus to be imitated (in semitones). As can be seen, 
AZ was very inaccurate both in terms of absolute and relative pitch 
when imitating pitch in a musical context. Yet, she was comparable 
to controls when imitating the same pitch intervals while repeating 
sentences. Note that in this case the observed differences cannot 
be accounted for by differences in interval size between speech 
and music material, since pitch variations were the same in both 
cases. To our knowledge, this dissociation between pitch production 
depending on the context (i.e., musical or linguistic) is reported 

 left-hemisphere damage (e.g., Benton, 1977). Furthermore, bilat-
eral hemispheric involvement in sung performance is substantiated 
by evidence that lesions in either of the two hemispheres impair 
sung performance (Kinsella et al., 1988; Prior et al., 1990; for a 
review of further evidence, see Berkowska and Dalla Bella, 2009b). 
In sum, data coming from the study of brain-damaged patients 
indicate, as observed in perception, that pitch production in music 
and language can be independently disrupted by a brain injury, 
pointing toward different underlying mechanisms. However, the 
co-occurrence of singing and speech deficits, and the fact that sing-
ing involves both hemispheres suggests that some mechanisms may 
be shared (e.g., production of prosody, as observed in perception).

Studies on poor-pitch singing in tone deafness are theoretically 
an important source of evidence to test the domain-specificity of the 
mechanisms underlying pitch production. An intriguing question 
would be whether poor imitation in poor-pitch singers is similarly 
observed when pitch variations occur in a linguistic context. Since 
poor-pitch singing is mostly the outcome of perceptual deficits (see 
the perceptual account, above) or from inaccurate auditory–motor 
mapping (see the sensorimotor account), it is possible that inaccu-
rate pitch processing is observed in both speech and singing. Indeed, 
poor-pitch singers who do not perceive pitch accurately (i.e., con-
genital amusics, Dalla Bella et al., 2009) also show difficulties in 
treating pitch in a linguistic context (e.g., Hutchins et al., 2010b). 
Moreover, auditory–motor integration is likely to be underpinned 
by the same neuronal substrate during speech and singing (Hickok 
et al., 2003; Pa and Hickok, 2008). In sum, impaired processes within 
the VSL underlying poor-pitch singing may also affect pitch pro-
duction in the context of speech. This possibility is consistent with 
recent evidence showing that linguistic background (e.g., comparing 
tone vs. non-tone languages) shapes both perception and imitation 
of musical pitch (Pfordresher and Brown, 2009).

In a recent study conducted in our laboratory (Dalla Bella and 
Berkowska, in preparation) we examined imitation of pitch in 
music and speech contexts in AZ, a tone-deaf individual. AZ is a 
university student with 14 years of general education and without 
musical training. Her performance on singing from memory tasks 
and familiar melody imitation tasks shows that AZ is highly inaccu-
rate in pitch production. For example, she deviates from the correct 
pitch intervals on average by 1.4 semitones (vs. 0.4 semitones for 
matched controls), and makes on average 6.4 contour errors (vs. 1.5 
for controls). Interestingly, poor-pitch singing is not accompanied 
by major perceptual deficits. AZ normally perceives interval dif-
ferences; yet, she reveals slightly impaired perception of melodic 
contour as shown by the MBEA (Peretz et al., 2003). That AZ’s 
perception is mostly intact is confirmed by the fact that she enjoys 
music, and also paradoxically her own singing, which indicate that 
AZ, as is often the case in tone deafness, is not aware of her dis-
order. In order to assess whether AZ’s poor-pitch singing extends 
to imitation of pitch in speech context she was asked to perform 
an interval imitation task. AZ and control participants imitated a 
short spoken or sung fragment with words (e.g., “klub gra mecz,” 
eng. “the team is playing the game”). Sentences to be imitated were 
questions (i.e., with ascending intonation) and statements (i.e., with 
descending intonation). Similarly, sung stimuli had an ascending or 
descending contour. The material to be imitated was recorded by a 
professional singer and manipulated so that the spoken and sung 

FiguRe 2 | imitation of pitch intervals by a poor-pitch singer (AZ) and 
three matched control participants, (A) in spoken utterances and (B) in a 
musical context (i.e., singing). Accuracy in terms of relative pitch (pitch 
interval deviation) is reported.
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 contribution to music theory. In this book, Descartes divided music 
into three basic components: the physical aspect of sound, the 
nature of sensory perception, and the ultimate effect of this per-
ception on the listener. Interestingly, the nature of perception results 
from the effects on the mind of the “animated spirits” through the 
pineal gland. Thus, listening to music activates the animated spirits 
in the brain who in turn affected the mind. When music has a fast 
tempo, the animated spirits are highly excited: they rush into the 
nerves that in turn excite the muscles. And you end up beating the 
tempo with your feet… (see also Cross, 2011 for the history of the 
link between the auditory and motor systems in music). Cartesian 
dualism does not therefore imply for the mind and body to be 
entirely separated. Rather, there are some instances, such as emo-
tions, that cannot be attributed only to the mind or only to the 
body but who likely emerge from their tight union.

By contrast, to these early views, musicologists from the nine-
teenth and twentieth centuries seemed to favor the hypothesis of a 
different origin of music and language, and often argued that both 
evolved independently. While it is generally considered that both 
music and language have a survival value1 in the evolution of the 
human species, through the production of sounds allowing indi-
viduals to locate themselves in space and to warn each other about 
potential dangers, for instance (Levman, 1992), they nevertheless 
evolved as different systems. For Wallaschek (1891), music emerged 

A brief historicAl perspective
Over the centuries, many authors have been interested in the rela-
tionship between music and language and this rich and fruitful 
comparison has been examined from many different perspectives. 
Historically, one of the first was the question of the common or 
independent origin of music and language that was highlighted 
again more recently in the wonderful book “The origin of music” 
(Wallin et al., 2000).

Both Rousseau (1781/1993) and Darwin (1871/1981) were in 
favor of a common origin of music and language. In his book on 
the origin of language (1781/1993), Rousseau was a fervent advo-
cate of the idea that the first languages were sung, not spoken and 
Darwin considered that music evolved from the love calls produced 
during the reproduction period to charm the persons from the 
opposite sex: “musical notes and rhythm were first acquired by the 
male or female progenitors of mankind for the sake of charming 
the opposite sex” (Darwin, 1871/1981, p. 336). Such a seduction 
function of the singing voice certainly persisted nowadays as can 
be seen from the cult devoted to la Callas or Michael Jackson… 
The philosopher Herbert Spencer (1820–1903) also favored a com-
mon origin of music and language, and proposed a physiological 
theory to explain their common primary function: express emo-
tions (Spencer, 1857). To produce large intervals in the intonation 
of the voice or on a keyboard requires larger movements than to 
produce small intervals. There is thus a direct connection between 
emotion and movement: the more intense the feeling, the larger, 
and faster the movement.

This very same idea was previously developed by Descartes 
(1618/1987), who in the early part of his long carrier, wrote 
“L’abrégé de musique” (Compendium musicae, 1618), his  principal 
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Results of many experiments in the neuroscience of music using 
both behavioral and electrophysiological methods have shown 
that musicians are particularly sensitive to the acoustic structure 
of sounds. For instance, musical expertise decreases pitch dis-
crimination thresholds for pure and harmonic tones (e.g., Spiegel 
and Watson, 1984; Kishon-Rabin et al., 2001; Micheyl et al., 2006; 
Bidelman and Krishnan, 2010; Bidelman et al., 2010; Strait et al., 
2010), and increases discrimination accuracy for frequency and 
duration (e.g., Koelsch et al., 1999; Micheyl et al., 2006; Tervaniemi 
et al., 2006). Using more musical materials, it has also been shown 
that musical expertise increases sensitivity to pitch changes in 
melodic contours (e.g., Trainor et al., 1999; Fujioka et al., 2004) 
and that musicians recognize familiar melodies, and detect subtle 
variations of pitch, rhythm, and harmony within musical phrases 
faster, and more accurately than non-musicians (e.g., Besson and 
Faïta, 1995; Koelsch et al., 2002; Bidelman et al., 2010). Moreover, 
seminal studies using MRI, fMRI, or MEG have demonstrated that 
the development of the perceptual, cognitive, and motor abilities, 
through years of intensive musical practice in the case of pro-
fessional musicians, largely influences brain anatomy and brain 
function (e.g., Elbert et al., 1995; Schlaug et al., 1995a,b; Amunts 
et al., 1997; Pantev et al., 1998; Keenan et al., 2001; Schmithorst 
and Wilke, 2002; Schneider et al., 2002, 2005; Gaser and Schlaug, 
2003; Hutchinson et al., 2003; Luders et al., 2004; Bengtsson et al., 
2005; Bermudez et al., 2009; Imfeld et al., 2009). Finally, results of 
experiments using a longitudinal approach, with non-musician 
adults or children being trained with music, have shown that the 
differences between musicians and non-musicians are more likely 
to result from musical training rather than from genetic predisposi-
tions for music (e.g., Lahav et al., 2007; Hyde et al., 2009; Moreno 
et al., 2009).

trAnsfer of trAining
hypothesis
Based on the functional overlap of brain structures involved in 
language and music processing, and based on the findings of musi-
cians’ increased sensitivity to acoustic parameters that are similar 
for music and speech, we developed a research program aimed at 
studying transfer of training effects between music and speech. The 
general hypothesis is that musicians should be more sensitive than 
non-musicians to speech sounds. To test this hypothesis we used 
both behavioral percentage of errors (%err) and reaction times 
(RTs), and electrophysiological methods (ERPs). Overall, the results 
that we have obtained until now are in line with this hypothesis. 
We briefly summarize these results below and we discuss several 
possible interpretations of these findings.

influence of musicAl expertise on pitch And metric 
processing in speech
In the first two studies, we used natural speech and we para-
metrically manipulated the pitch of sentence final words (supra-
segmental changes) so that pitch variations were larger (easy to 
detect) or subtle (difficult to detect). Sentences were spoken either 
in the native language of the listener (Schön et al., 2004) or in a 
foreign language, unknown to participants (Marques et al., 2007). 
In both studies, results showed that musicians outperformed non-
musicians only when the pitch variation on the final word was 

from a basic need to download surplus of excessive energy through 
rhythmic productions. As noted by Brown (2003), synchronized 
movements to music are found in all cultures. Newman (1905/1969) 
also considered that music developed before and independently 
from language: “man certainly expresses his feeling in pure indefinite 
sound long before he had learned to agree with his fellows to attach 
certain meanings to certain stereotypes sounds” (p. 210).

While music and language both play a fundamental role 
in the organization of human societies, the main function of 
music and language differs. Music allows expressing emotions 
and thereby ensures social bounding (Boucourechliev, 1993). 
Ethnomusicological research has illustrated the social function of 
music by showing that music is invested of natural and supra-
natural powers in all human societies (Nadel, 1930). By contrast, 
language permits to communicate thoughts relevant to the current 
context, to tell stories that happened years ago and to project into 
the future to plan upcoming events. Over the course of human evo-
lution, language lost the isomorphism between sound and mean-
ing (i.e., disappearance of onomatopoeias) to become symbolic 
(through the phenomenon of double articulation; Levman, 1992).

the Advent of brAin imAging
More recent years have witnessed a renewal of interest in the lan-
guage–music comparison largely due to the development of cogni-
tive science and to the advent of brain imaging methods. From the 
end of the nineteenth century until the early seventies, knowledge 
of the brain anatomo-functional organization was mainly derived 
from neurology and neuropsychology. In short, the dominant 
view was that language was located in brain regions of the left 
hemisphere (i.e., Broca and Wernicke areas) that were specifically 
devoted to language processing. However, the use of positron emis-
sion tomography (PET), functional magnetic resonance imaging 
(fMRI), magnetoencephalography (MEG), and electroencephalog-
raphy (EEG), and event-related brain potentials (ERPs) led to two 
major discoveries. First, it became increasingly clear that language 
processing is largely distributed within the left hemisphere (see 
Vigneau et al., 2006 for a meta-analysis of fMRI data), involving 
more areas than the sole Broca and Wernicke regions, and that the 
right hemisphere also plays an important role in language percep-
tion and comprehension (e.g., Federmeier et al., 2008 based on 
ERP data). Second, it was demonstrated that some brain regions 
that had long been considered as language specific (e.g., Broca and 
Wernicke’s areas) are also activated by music processing (e.g., Maess 
et al., 2001; Levitin and Menon, 2003; Vuust et al., 2006; Abrams 
et al., 2010). This may not be so surprising when considering the 
similarities between language and music processing.

Both language and music are complex processing systems that 
entertain intimate relationships with attention, memory, and motor 
abilities. Moreover, neither language nor music can be considered as 
entities; rather they comprise several levels of processing: morphol-
ogy, phonology, semantics, syntax and pragmatics in language and 
rhythm, melody, and harmony in music. Maybe most importantly, 
both speech and music are auditory signals that are sequential in 
nature (in contrast to visual information) and that unfold in time, 
according to the rules of syntax and harmony. Moreover, speech and 
musical sounds rely on the same acoustic parameters, frequency, 
duration, intensity, and timber.
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ing of the penultimate syllable that disrupted the metric structure 
of words without modifying timber or frequency. Sentences final 
words were also semantically congruous or incongruous within 
the context. Participants performed two tasks in separate blocks 
of trials. In the metric task, they focused attention on the met-
ric structure of final words to decide whether they were correctly 
pronounced or not. In the semantic task, they focused attention 
on the semantics of the sentence to decide whether the final word 
was expected within the context or not. In both tasks, musicians 
outperformed non-musicians (as measured by the percentage of 
errors). However, the pattern of ERP data differed between tasks. 
Independently of the direction of attention, the P2 component 
(perceptual processing) to syllabic lengthening was larger in musi-
cians than in non-musicians. By contrast, the N400 effect (semantic 
processing) was not different in both groups (Marie et al., 2011).

trAnsfer of trAining And common processing?
Taken together, these different results showed that, compared to 
non-musicians, musicians were more sensitive to supra-segmental 
manipulations of pitch (i.e., intonation at the sentence level) in 
their own language (Schön et al., 2004) as well as in a foreign lan-
guage (Marques et al., 2007), to segmental and to tone variations 
in a foreign language in which these variations are linguistically 
relevant (Marie et al., in press a) and to the metric structure of 
words (Marie et al., 2011). These differences were reflected in the 
pattern of brain waves that also differed between musicians and 
non-musicians. Based on these results we can argue that, through 
years of musical practice, musicians have developed an increased 
sensitivity to acoustic parameters that are important for music, 
such as frequency and duration. As argued above based upon 
the results of longitudinal studies with non-musicians, such an 
increased sensitivity is more likely to result from musical training 
than from genetic predispositions for music. Moreover, Musacchia 
et al. (2007, 2008) have reported positive correlations between the 
number of years of musical practice and the strength of subcorti-
cal pitch encoding as well as with the amplitude of ERPs cortical 
components. This sensitivity would extend from music to speech 
possibly because processing frequency and duration in music and 
speech draw upon the same pool of neural resources (e.g., Patel, 
2003, 2008; Kraus and Chandrasekaran, 2010). In other words, 
common processes are involved in both cases. For instance, recent 
fMRI data coming from a direct comparison of temporal structure 
processing in music and speech suggested that similar anatomical 
resources are shared by the two domains (Abrams et al., in press). 
However, if the processes are common (i.e., domain-general) to 
music and speech, is it appropriate to take the results as evidence 
for transfer effects from music to speech?

At issue is how to reconcile an explanation in terms of common 
processing with the hypothesis of transfer of training effects from 
music to speech processing. We argue that enhanced sensitivity to 
acoustic features that are common to music and speech, and that 
imply domain-general processes, allows musicians to construct 
more elaborated percepts of the speech signal than non-musicians. 
This, in turn, facilitates stages of speech processing that are speech-
specific (i.e., not common to music and speech). For example, 
acoustic processing of rapidly changing auditory patterns is a pre-
requisite for speech processing that may be sub-served by the left 

difficult to detect. Analysis of the ERPs revealed an increased 
positivity (of the P3 family) to subtle pitch variations but only 
in musicians.

More recently, Marie et al. (in press a) examined the influence 
of musical expertise on lexical pitch (tone) and on segmental vari-
ations in a language, Mandarin Chinese, unfamiliar to the French 
participants. They listened to two sequences of four-monosyllabic 
Mandarin words that were either same or different. When differ-
ent, one word of the sequence varied in tone (e.g., qíng/qíng) or in 
segmental cues (consonant or vowel; e.g., bán/zán). In line with 
previous behavioral data (Gottfried et al., 2004; Delogu et al., 2006, 
2010; Lee and Hung, 2008), musicians detected tone and segmental 
variations better than non-musicians. Analysis of the ERPs showed 
no influence of musical expertise on the N1 component (perceptual 
processing, e.g., Rugg and Coles, 1995; Eggermont and Ponton, 
2002) and P3a component (automatic orienting of attention, e.g., 
Squires et al., 1975; Escera et al., 2000). By contrast, the latency of 
the N2/N3 component to tone variations (categorization process, 
e.g., Fujioka et al., 2006; Moreno et al., 2009) and the amplitude and 
latency of the P3b component (decision processes; e.g., Duncan-
Johnson and Donchin, 1977; Picton, 1992) to tone and segmental 
variations were larger/shorter in musicians than in non-musicians 
(see Figure 1).

Finally, we examined the influence of musical expertise on 
vowel duration and metric processing in natural speech (Magne 
et al., 2007; Marie et al., 2011). We used a specific time-stretching 
algorithm (Pallone et al., 1999) to create an unexpected lengthen-

Figure 1 | (A) Difference-wave ERPs (different minus same final words) for 
the segmental (left) and tonal (right) sessions in musicians (dashed line) and 
non-musicians (solid line). (B) Percentage of errors for musicians (gray) and 
non-musicians (black) in the segmental and the tonal sessions and in the two 
experimental conditions (same and different words, with error bars). Adapted 
from Marie et al. (in press a).
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see Figure 3] than non-musicians to syllabic duration (acoustic 
processing). Moreover, musician children were also sensitive to 
small differences in voice onset time (VOT; larger MMNs and 
shorter RTs for large than for small VOT deviants; see Figure 4). 
VOT is a fast temporal cue that allows to differentiate “ba” from 
“pa,” for instance, and that plays an important role in the devel-
opment of phonological representations. By contrast, the MMNs 
and RTs recorded from non-musician children were not different 
for small and large differences in VOT which, in line with previ-
ous results by Phillips et al. (2000) with non-musician adults, was 
taken to indicate that non-musician children process all changes 
(whether large or small) as across-phonemic category changes (see 
Figure 4; Chobert et al., accepted). Finally, it is interesting to put 
these results in the perspective of previous findings by Musacchia 
et al. (2007) showing that Wave delta (∼8 ms post-stimulus onset) 
of the brainstem evoked response that is related to the encoding of 
stimulus onset, and thereby necessary for the encoding of attack, 
and rhythm in both music and speech, is larger in musicians than 
in non-musicians. Thus, increased sensitivity at low-level of sen-
sory processing may have strong consequences at higher level of 
perceptual and cognitive processing. In this respect, it becomes very 
interesting to simultaneously record brainstem and cortical evoked 
potentials, as recently done by Musacchia et al. (2008). They com-
pared musicians and non-musicians and found strong correlations 
between brainstem measures (e.g., pitch encoding, F0), cortical 
measures (e.g., the slope of the P1–N1 components) and the level 
of performance on tests of tonal memory (Sheashore and MAT-3), 
thereby showing clearer and stronger brain–behavior relationships 
in musicians than in non-musicians.

In sum, the results reviewed above argue in favor of common 
processing of acoustic parameters such as frequency and duration 
in music and speech. Moreover, by showing that improved process-
ing of these acoustic parameters has consequences at a higher level 
of speech processing (e.g., phonological level, lexical tone process-
ing), they argue for positive transfer of training effects from musical 
expertise to speech processing. Of course, the challenge is then to try 
to disentangle the acoustic from the more abstract representations. 
This is not an easy task since these different aspects are strongly 
inter-mixed and interactive in speech perception and comprehen-
sion. Nevertheless, an interesting perspective for future research is 
to try to specify the upper limit for transfer effects, that is, whether 
musical expertise can influence phonological, semantic, syntactic, 
or pragmatic processing (e.g., Bigand et al., 2001; Patel, 2003, 2008; 
Koelsch et al., 2004, 2005; Poulin-Charronnat et al., 2005; Steinbeis 
and Koelsch, 2008; Fedorenko et al., 2009).

trAnsfer of trAining And Attention
Because the results from our group reviewed above were most 
often obtained from designs in which participants were asked 
to focus attention on the sounds and because musicians often 
showed an overall facilitation compared to non-musicians, one 
could argue that these results reflect a general effect of focused 
attention (e.g., Fujioka et al., 2006; Moreno et al., 2009; Strait et al., 
2010). For instance, in the Marie et al.’s (in press a) study musi-
cians detected tone and segmental variations better than non-
musicians in all experimental conditions. Similarly, in the Marie 
et al. (2011) study that manipulated the orientation of attention 

planum temporale (Griffiths and Warren, 2002; Jancke et al., 2002; 
Hickok and Poeppel, 2007; Zaehle et al., 2008). This ability is nec-
essary to hear formant transition (Bidelman and Krishnan, 2010) 
and to distinguish between phonemes (e.g., “b” and “p”). Correct 
phoneme discrimination is, in turn, a pre-requisite for correct word 
identification and for assessing word meaning, and children with 
language disorders often show temporal auditory processing dif-
ficulties (e.g., Overy, 2000; Tallal and Gaab, 2006; Gaab et al., 2007). 
In short, when long-term experience in one domain influences 
acoustic processing in the other domain, results can be interpreted 
as common acoustic processing. But when long-term experience 
in one domain influences the building-up of abstract and specific 
percepts in another domain, results are taken as evidence for trans-
fer of training effects (see also Kraus and Chandrasekaran, 2010).

Similar conclusions were reached by Bidelman et al. (2009) 
from the results of an experiment specifically designed to directly 
compare the effects of linguistic and musical expertise on music 
and speech pitch processing. These authors presented homologs 
of musical intervals and of lexical tones to native Chinese, English 
musicians, and English non-musicians and recorded the brain-
stem frequency following response. Results showed that both pitch-
tracking accuracy and pitch strength were higher in Chinese and 
English musicians as compared to English non-musicians. Thus, 
both linguistic and musical expertise similarly influenced the 
processing of pitch contour in music intervals and in Mandarin 
tones possibly because both draw into the same pool of neural 
resources. However, some interesting differences also emerged 
between Chinese and English musicians. While English musicians 
were more sensitive than Chinese to the parts of the stimuli that 
were similar to the notes of the musical scale, Chinese were more 
sensitive to rapid changes of pitch that were similar to those occur-
ring in Mandarin Chinese. In line with the discussion above, the 
authors concluded that the “auditory brainstem is domain-general 
insomuch as it mediates pitch encoding in both music and lan-
guage” but that “pitch extraction mechanisms are not homogeneous 
for Chinese non-musicians and English musicians as they depend 
upon interactions between specific features of the input signal, their 
corresponding output representations and the domain of expertise 
of the listener” (p. 8).

Supporting an interpretation in terms of common processes 
in music and speech, recent results showed that non-musician 
native speakers of a quantity language, Finnish, in which duration 
is a phonemically contrastive cue, pre-attentively, and attentively 
processed the duration of harmonic sounds as efficiently as French 
musicians and better than French non-musicians (Marie et al., in 
press b; see Figure 2). Moreover, results of Marie et al. (in press 
a) also support an interpretation in terms of transfer effects by 
showing that musicians were more sensitive than non-musicians 
to segmental variations (consonant or vowel changes; e.g., bán/
zán) that is, to abstract phonological representations derived from 
the processing of acoustic parameters. More generally, this inter-
pretation is also in line with results showing a positive influence 
of musical skills on phonological processing (Anvari et al., 2002; 
Slevc and Miyake, 2006; Jones et al., 2009; Moreno et al., 2009). 
Along these lines, we recently found that musician children (with 
an average of 4 years of musical training) are more sensitive [larger 
mismatch negativity (MMNs), lower error rate, and shorter RTs; 
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selective attention (e.g., Hillyard et al., 1973). Moreover, in the 
Marie et al.’s (2011) experiment, the P2 component elicited by 
unexpected syllabic lengthening was larger in musicians than in 
non-musicians (see also Atienza et al., 2002; Shahin et al., 2003; 
Bosnyak et al., 2007) and this differential effect occurred inde-
pendently of the direction of attention. These results are in line 

toward the metric structure of words or toward the semantics of 
the sentence, musicians also outperformed non-musicians inde-
pendently of the direction of attention. However, analysis of the 
ERPs is very informative relative to the influence of attention. In 
both studies, results showed no influence of musical expertise on 
the N1 component that is known to be particularly sensitive to 

Figure 2 | (A) Mismatch negativity (MMN) in Finn non-musicians, French 
musicians, and French non-musicians passively listening to large and small 
duration and frequency deviants in harmonic sounds. The MMN to duration 
deviants was larger in Finn and in French musicians than in French non-
musicians. However, only the French musicians showed an enhanced MMN to 
small frequency deviants. Thus, linguistic and musical expertise similarly 
influenced the pre-attentive processing of duration but not of frequency 

deviants. (B) The percentage of errors to small duration and frequency deviants 
in the active discrimination task was lower for French musicians and Finn 
non-musicians than for French non-musicians. When attention is focused on the 
harmonic sounds, Finn non-musicians detected both Small Duration and 
Frequency deviants better than French non-musicians thereby showing a 
dissociation between the passive and active listening conditions for the 
frequency deviants. Adapted from Marie et al. (in press b).
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attention (Courchesne et al., 1975; Squires et al., 1975; Escera 
et al., 2000a), was of similar amplitude for both musicians and 
non-musicians.

Taken together, these findings indicate that the effect of musi-
cal expertise cannot be reduced to an attention effect. This is not 
to say, however, that attention plays no role in the results. Rather, 

with previous findings from Baumann et al. (2008) showing that 
the effect of selective attention on the N1 and P2 component 
elicited by sine waves and harmonic sounds had a different time 
course and scalp distribution than the effect of musical expertise. 
Finally, when present (e.g., in Marie et al., in press a), the P3a 
component, that is taken to reflect the automatic orienting of 

Figure 3 | (A) Mismatch negativity (MMN) elicited in musician and 
non-musician children (8 years old) passively listening to large and 
small duration deviants in speech sounds. In both cases, the MMN was larger 
in musician than in non-musician children thereby showing an influence 
of musical expertise on the pre-attentive processing of the duration of 
speech sounds. (B) Percentage of errors (%err) and reaction times 

(RTs)  to duration deviants (collapsed across large and small deviants) in the 
active discrimination task. Percentage of errors was lower and RTs were 
shorter for musician than for non-musician children. Thus, the active 
processing of the duration of speech sound is also enhanced in musician 
compared to non-musician children. Adapted from Chobert et al.,  
accepted.

Figure 4 | (A) Mismatch negativity (MMN) elicited in musician and non-
musician children (8 years old) passively listening to large and small deviants in 
voice onset time (VOT). The MMN was larger to large than to small VOT deviants 
only in musician children. The finding of no difference for large and for small VOT 
deviants in non-musician children suggests that they did not pre-attentively hear 
the difference between large and small VOT deviants.  

(B) Percentage of errors (%err) and reaction times (RTs) to VOT deviants 
(collapsed across large and small deviants) in the active discrimination task. No 
difference between musician and non-musician children were found on %err 
but, as found for MMN amplitude, the deviant size effect was significant on RTs 
for musician children with shorter RTs to large than to short deviants and with no 
difference for non-musician children. Adapted from Chobert et al., accepted.
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trAnsfer of trAining And memory
As mentioned above, language and music entertain strong relation-
ships not only with attention but also with memory2. The involve-
ment of a working memory (WM) network in musical tasks has 
been reported in several brain imaging studies (e.g., Janata et al., 
2002; Gaab and Schlaug, 2003; Schulze et al., 2009), with larger 
activation in musicians than in non-musicians. Moreover, com-
mon brain regions have been found to be activated during verbal 
and music short-term memory tasks (Ohnishi et al., 2001; Hickok 
et al., 2003; Brown et al., 2004; Brown and Martinez, 2007; Koelsch 
et al., 2009; Gordon et al., 2010; Schön et al., 2010). However, few 
studies have aimed at directly testing whether musicians show 
enhanced verbal memory abilities than non-musicians. Using 
behavioral measures, Chan et al. (1998) have shown better verbal 
memory in musicians than non-musicians. However, the level of 
education was a possible confound as it differed between the two 
groups. More recently, Tierney et al. (2008) reported that musi-
cians can hold more information and/or for longer in auditory 
memory than non-musicians and positive correlations have been 
found between the amount of musical training and verbal WM 
(Brandler and Rammsayer, 2003 and Jakobson et al., 2003; but see 
Helmbold et al., 2005 for different results). Moreover, Franklin et al. 
(2008) also reported superior verbal WM performance (on reading 
span and operation span) when the criteria for selecting musicians 
and non-musicians were very well-controlled for. Importantly, they 
showed an improvement in long-term verbal memory in musi-
cians that disappeared when the task did not allow for articulatory 
rehearsal. That different strategies can be used by musicians and 
non-musicians to perform the task at hand, was also suggested by 
very recent results from Williamson et al. (2010) in a study aimed 
at directly comparing short-term memory for verbal and musical 
pitch materials. These authors used immediate serial-recall tasks 
of four to eight letters or tones sequences and varied phonologi-
cal and pitch proximity. First, and in line with previous results by 
Semal et al. (1996), they found that in both cases acoustic similar-
ity was associated with decreased performance in non-musicians 
which was taken as evidence for “shared processing or overlap in 
verbal and musical short-term memory” (p. 172). Second, they 
found no pitch proximity effect in musicians (i.e., no decrease in 
recall performance for tones with similar compared to dissimilar 
pitches) which was taken to result from the use of multi–modal 
strategies (auditory, verbal, and tactile) in this group. Finally and 
directly related to our concerns, results of Experiment 3 showed 
that the phonological similarity effect (i.e., impaired performance 
for phonologically similar compared to dissimilar letters) was not 
significantly different for musicians and non-musicians thereby 
suggesting that the storage of verbal items in memory is not influ-
enced by musical expertise.

By contrast, George and Coch (2011) used several subtest 
of the test of memory and learning (TOMAL, Reynolds and 
Voress, 2007) and found that musicians scored higher than 

musicians may have developed increased abilities to focus attention 
on sounds and this ability may in turn help them to categorize the 
sounds and to make the relevant decision. Once again, analysis 
of the ERPs is revealing in this respect. The findings of shorter 
latency of the N2/N3 component (categorization process) to tone 
variations and of shorter latency and larger amplitude of the P3b 
component (decision process) to tone and segmental variations 
in musicians than in non-musicians in the Marie et al. (in press a) 
experiment were interpreted along these lines. Moreover, because 
metric and semantic incongruities were inter-mixed in both tasks 
used by Marie et al. (2011), the higher level of performance of 
musicians in the semantic task was interpreted as revealing less 
interferences (increased ability to focus attention) between the 
two dimensions (metric and semantic) for musicians than for 
non-musicians.

Finally, it is also important to note that many results in the neuro-
science of music literature have revealed effects of musical expertise 
on measures of brain activity that are typically considered as reflect-
ing pre-attentive processing. Fascinating results from the groups of 
Nina Kraus and Jack Gandour have shown an early influence of both 
musical and linguistic expertise on subcortical activity, as meas-
ured by the brainstem evoked responses. For instance, musicians 
show more robust representations of pitch contour of Mandarin 
tones than non-musicians, even if none of the participants spoke 
Mandarin (e.g., Wong et al., 2007). Conversely, native speakers of 
Mandarin Chinese show more accurate and more robust brain-
stem encoding of musical intervals than English non-musicians 
(Bidelman et al., 2011). Finally, the frequency following response 
(generated primarily in the inferior colliculus) to both speech 
and music stimuli is larger in musicians than in non-musicians 
(Musacchia et al., 2007; Bidelman et al., 2009). Thus, subcortical 
activity related to the encoding of pitch, whether in music or in 
speech, seems to be modulated by top-down influences related to 
musical or to linguistic expertise rather than only attention (for the 
effect of attention on FFR see Galbraith et al., 1998; Fritz et al., 2007).

Similarly, many results have shown that the amplitude of the 
MMN (Näätänen et al., 1978), typically considered as being pre-
attentively generated, is larger in musicians than in non-musicians 
passively listening to harmonic or speech sounds (e.g., Koelsch 
et al., 1999; Nager et al., 2003; Tervaniemi et al., 2006). For instance, 
Koelsch et al. (1999) and more recently, Marie et al. (in press b) 
reported enhanced MMN to pitch changes in harmonic tones in 
musicians compared to non-musicians. There has been a long-
lasting controversy about whether the MMN only reflects pre-
attentive processing (e.g., Woldorff and Hillyard, 1991; Näätänen 
et al., 1993) and recent evidence suggests that while the MMN is 
pre-attentively generated, the amplitude of this component can be 
modulated by attention (Sussman et al., 2003; Loui et al., 2005). 
Moreover, dissociations between pre-attentive (as reflected by the 
MMN) and attentive (as reflected by ERP components such as the 
E(R)AN or the N2b) have been reported in several experiments 
(Sussman et al., 2004; Tervaniemi et al., 2009). For instance, in an 
experiment by Tervaniemi et al. (2009) designed to compare the 
processing of harmonic and speech sounds under ignore and attend 
conditions, the effect of musical expertise was only significant on 
the N2b component but not on the MMN.

2While memory is taken here in its broad meaning including long-term, short term, 
working memory, in the following we only consider short-term/working memory 
but it is clear that neither language nor music can be perceived and/or understood 
without long-term memory (see Groussard et al., 2010 for music and long-term 
memory).
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longitudinAl studies
In the final section of this review, we will briefly present an over-
view of an on-going research project with children3 in which we 
tried to take these remarks into account to test different facets of 
transfer effects from music to speech processing and to determine 
whether musical training can, together with speech therapy inter-
ventions, help children with dyslexia (Dys) to compensate their 
language deficits. As discussed above, the hope is that, by increasing 
the sensitivity to basic acoustic parameters such as pitch or dura-
tion, musical expertise will facilitate the building-up of higher-
order phonological representations (e.g., phonemic categories) 
that are necessary for reading and that are known to be deficient 
in Dys (Swan and Goswami, 1997; Anvari et al., 2002; Foxton et al., 
2003; Overy et al., 2003; Gaab et al., 2005; Tallal and Gaab, 2006; 
Santos et al., 2007). To this end, we used a longitudinal approach 
that has recently been used by several authors (e.g., Hyde et al., 
2009; Moreno et al., 2009; Herdener et al., 2010) did to address 
the question of whether the effects of musical expertise result 
from intensive musical practice or from specific predispositions 
for music.

This longitudinal study started in September 2008 after we 
received all the agreements from the academy inspector, the local 
school authorities, the teachers, and the parents. Out of the 70 
children who participated in the study, 37 were normal readers 
(NR) and 33 were children with Dys. All children had similar 
middle to low socioeconomic backgrounds (as determined from 
the profession of the parents) and none of the children, and none 
of their parents, had formal training in music or painting. All 
children were attending the third grade at the beginning of the 
experiment and the 37 children who remained at the end of the 
experiment (29 NR and 8 Dys) were attending the fifth grade. As 
can be expected from such a long-lasting experimental program 
(two school years from September 2008 until June 2010), the attri-
tion rate was unfortunately very high for dyslexic children (76%; 
NR: 22%).

We used a Test 1 – Training – Test 2 – Training – Test 3 procedure. 
During Test 1 (September–October 2008) each child participated 
in two testing sessions, each lasting for 2 h. One included stand-
ardized neuropsychological assessments with subtests of the WISC 
IV (Wechsler, 2003, including Digit span (direct, reverse, total), 
similarities and symbols), the Raven matrices (Raven, 1962), the 
NEPSY (Korkman et al., 1998: including tests of visual and auditory 
attention, orientation, and visuo-motor abilities), the ODEDYS 
(Jacquier-Roux et al., 2005; with reading tests of regular and irregu-
lar words and of pseudo-words) and the Alouette test (Lefavrais, 
1967) typically used to assess text reading abilities. Writing abili-
ties were tested using a graphic tablet that allows measuring sev-
eral parameters related to writing (e.g., pressure, velocity). Two 
perceptual tests were specifically designed to assess frequency and 
rhythmic thresholds using a just noticeable difference (JND; Grassi 
and Soranzo, 2009) procedure and one test aimed at testing the 
children’s singing abilities. Finally, children were also tested using 
a simple RT task to assess speed of information processing and 
motor processing.

non- musicians across subtests (including digit forward and digit 
backward as well as letter forward and letter backward). However, 
the level of performance at each subtest was not detailed, and 
as mentioned above (and as acknowledged by the authors), the 
overall level of performance in the music group may be indica-
tive of a general attention effect. Interestingly, the authors also 
reported that the P300 to deviant tones in an oddball paradigm 
was larger in amplitude and shorter in latency for musicians 
than non-musicians, which they interpreted as more efficient 
and faster updating of WM (Donchin and Coles, 1988) with 
increased musical expertise.

The level of performance in same-different tasks, in which 
participants have to judge whether two sequences of sounds 
are same or different, is also linked to the ability to maintain 
several sounds in WM. In this respect, results of Marie et al. 
(in press a) showing that musicians outperformed non-musicians 
in a same-different task on two successively presented sequences 
of four Mandarin monosyllabic words can also be interpreted 
as reflecting enhanced WM abilities in musicians compared to 
non-musicians. Moreover, the P300 component was also shorter 
and larger in musicians than in non-musicians which, as in the 
study of George and Coch (2011), can be taken as an index of 
faster and more efficient updating of WM in musicians than in 
non-musicians. However, even if the context updating hypothesis 
is a powerful and interesting interpretation of the functional 
interpretation of the P300 component (Donchin and Coles, 
1988), other interpretations, based on the finding of strong 
correlations between P300 and RTs, also link P300 to decision 
processes (e.g., Renault et al., 1982; Picton, 1992). Thus, musi-
cians can possibly make faster decisions and be more confident 
in their response than non-musicians. Similarly, when a tonal 
variation was included in the sequence, the latency of the N2 
component that is typically related to categorization processes 
was shorter in musicians than in non-musicians. Thus, while the 
same/different task certainly recruits WM, the different aspects 
of the results cannot be entirely explained by enhanced WM in 
musicians compared to non-musicians. Finally, musicians also 
outperformed non-musicians in the on-line detection of unu-
sual syllabic lengthening that did not specifically mobilize WM 
(Marie et al., 2011).

Taken together, these results give a somewhat mixed picture of 
whether musical expertise does influence verbal short-term mem-
ory. Further work is clearly needed to clarify the intricate connec-
tions between general cognitive functions such as attention and 
memory and the sensory, perceptive, and cognitive abilities that 
are shaped by musical training. In this perspective and to design 
well-controlled transfer experiments, it is necessary to include 
standardized tests of attention and memory with good reliability 
(e.g., Franklin et al., 2008; Strait et al., 2010) as well as perceptual 
tests (e.g., perceptual threshold and discrimination) and tests of 
general intelligence (e.g., Schellenberg and Peretz, 2008). Moreover, 
together with careful matching of the sample of participants, con-
trolling for the materials (e.g., physical features and familiarity; 
Tervaniemi et al., 2009), the level of difficulty of the tasks at hand 
and the type of tasks to be used in a given experiment (e.g., Sadakata 
et al., 2010 for the use of identification tasks) are tricky issues that 
require careful consideration.

3Funded by the ANR-NEURO (#024-01) to Mireille Besson. Julie Chobert is sup-
ported by this grant and the project is part of her dissertation thesis.
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of musical expectancy: comparison 
of musicians with non-musicians. J. 
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21, 1278–1296.

Bidelman, G. M., Gandour, J. T., and 
Krishnan, A. (2009). Cross-domain 

Based upon the results in some of the most relevant tests per-
formed during the neuropsychological and electrophysiological 
sessions in Test 1, children were pseudo-randomly assigned to 
music or to painting training so as to ensure that the two groups 
of children were homogeneous and did not differ before training 
(Schellenberg, 2001). Moreover, painting training was used to 
control for between-group differences in motivation and cognitive 
stimulation (Schellenberg, 2001) and to test for specific hypothesis 
related to the improvement of writing abilities. The first period of 
music or painting training5 started in November 2008 and ended 
in May 2009 (except for holiday periods) for the first school year. 
Right after the end of training, Test 2 was conducted using the very 
same procedure as in Test 1 and including both the neuropsycho-
logical and the electrophysiological sessions, each with the very 
same tests. The second period of training started in October 2009 
and lasted until May 2010 for the second school year. Children 
were tested for the third time (Test 3) right after the end of the 
training, again by using the very same procedure as in Tests 1 and 
2. Test 3 took place in May–June 2010. Since then we have been 
processing this huge amount data and we are looking forward to 
be able to present the results to the scientific community in the 
near future.
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The other session included four experiments specifically designed 
to test for the influence of musical training at different levels of 
speech perception and comprehension using both behavioral and/
or electrophysiological data. In the first experiment, aimed at test-
ing pre-attentive speech processing, we recorded the MMN while 
children were presented with the same materials (deviant syllables 
that differed in duration, frequency and VOT from the standard 
syllable) as in the experiment by Chobert et al., accepted described 
above. The aim was to determine whether musical training will 
induce a similar pattern of results (i.e., increased sensitivity to dura-
tion and VOT deviants) as found for musician children with an 
average of 4 years of musical training. In the second experiment, we 
examined the implicit learning of statistical regularities in a sung 
artificial language. Very recent results from our laboratory (François 
and Schön, in press) have shown that musical expertise in adults 
improves the learning of the musical and linguistic structure of a 
continuous artificial sung language. In children, we hypothesized 
that musical training should improve the segmentation, as revealed 
by subsequent recognition of items and this enhancement should 
translate into larger N400 to unfamiliar items. The third experiment 
aimed at testing the attentive perception of speech in noise. To this 
end we presented VCV patterns (ABA, APA, AVA, and ADA) from 
Ziegler et al. (2005) in an ABX design in silence or in noise. Based 
on previous results at the subcortical level (e.g., Parbery-Clark et al., 
2009a,b) we expected musical training to facilitate the perception of 
these VCV patterns in noise. Finally, and in order to test for the upper 
limit of transfer effects, the last experiment4 aimed at determining 
whether musical training would influence speech comprehension. 
Children listened to semantically congruous and incongruous sen-
tences presented at normal or fast (accelerated) speech rates. Again, 
we expected musical training to increase comprehension (as seen 
from the N400 effect), specifically at fast speech rate.

4The order in which the four experiments were presented was counter-balanced 
across children, except for the MMN experiment that was always presented first.

5Music training was based on a combination of the Suzuki and Kodaly methods and 
painting training was based on the method developed by Arno Stern. Two artists 
involved in developing such abilities in children were hired for the duration of this 
project.
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Research on music and language in recent decades has focused on their overlapping neu-
rophysiological, perceptual, and cognitive underpinnings, ranging from the mechanism for
encoding basic auditory cues to the mechanism for detecting violations in phrase struc-
ture.These overlaps have most often been identified in musicians with musical knowledge
that was acquired explicitly, through formal training. In this paper, we review independent
bodies of work in music and language that suggest an important role for implicitly acquired
knowledge, implicit memory, and their associated neural structures in the acquisition of
linguistic or musical grammar. These findings motivate potential new work that examines
music and language comparatively in the context of the implicit memory system.

Keywords: language, music, implicit memory, artificial grammar learning

INTRODUCTION
Music has been called the universal language of mankind (Longfel-
low, 1835) reflecting longstanding curiosity on the relationship
between music and language. Both share many traits including
being perceived primarily through the auditory system, having
similar acoustic attributes and reflecting analogous generative
syntactic systems. This has led to decades of scientific research,
exemplified by the papers included in this volume, exploring their
overlapping neurophysiological, perceptual, and cognitive under-
pinnings. These range from the mechanism for encoding basic
auditory cues (Wong et al., 2007; Kraus and Chandrasekaran,
2010), to mechanisms supporting acquisition (Slevc and Miyake,
2006; Schön et al., 2008) to the mechanism for detecting violations
in predicted structure (Slevc et al., 2009).

Much of this research with respect to music has made use of
trained musicians, in part to look for evidence that the cognitive
and neural correlates of specialization for music are similar to the
human specialization for language (e.g., Besson and Faita, 1995;
Patel et al., 1998a; Maess et al., 2001; Schön et al., 2008; Kraus and
Chandrasekaran, 2010). While using trained musicians has led to
great strides in our understanding of how music is processed, it
has obscured another important similarity between music and
language: both may be acquired implicitly, without the aid of
explicit instruction. In this paper, we review independent bod-
ies of research exploring the role of implicitly acquired knowledge
and associated neural structures in the acquisition of language and
musical grammar.

We first consider the role of implicit memory in language by
looking at both natural and artificial language learning studies.
The studies discussed in the Section “Implicit Memory and Lan-
guage” show that the implicit memory system plays an important

role in acquiring the grammar, or rules, of language at all levels
of linguistics structure (Table 1). Similarly, implicit learning in
music is found in the acquisition of rhythm, pitch, and melodic
structures. The studies discussed in the Section “Implicit Memory
and Music” suggest a potentially common learning mechanism
shared by both music and language that allows for the acquisi-
tion of these complex systems without the need for instruction
(Table 1).

The studies we discuss below help us understand this mecha-
nism by highlighting the fact that both music and language involve
expectation and the tracking of dependencies between sequential
elements. Neurally, there is a significant three-way overlap of the
brain structures implicated in implicit memory and those involved
in learning language and learning music. This convergence encour-
ages new work that juxtaposes music and language in the context
of the implicit memory system. Given the known relationship
between dopamine and the implicit memory system, we may also
consider more directly the genomic and molecular bases of music
and language abilities.

IMPLICIT MEMORY
Implicit memory is generally defined as acquired knowledge that is
not available to conscious access (Schacter and Graf, 1986; Schac-
ter, 1987). This contrasts with explicit memory, which is charac-
terized by knowledge that involves conscious recollection, recall,
or recognition. The majority of behavioral evidence for an implicit
memory system is based on experiments wherein experience leads
to altered performance on some task without participants being
aware of having learned anything.

One type of implicit memory stems from perceptual learning,
which involves changes to the perceptual system and to perceptual
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Table 1 | Summary of representative neurological findings associating implicit memory, language, and music.

Modality Method Learning task Brain region/

EEG component

References

Implicit Lesion SRTT BG, PFC Vakil et al. (2000), Exner et al. (2002)

Memory Disorders SRTT BG Reber and Squire (1994), Gabrieli et al. (1997)

fMRI SRTT BG, PFC Rauch et al. (1997), Koechlin et al. (2002)

fMRI Visual sequences IFG, MFG Doyon et al. (1997, 1998), Peigneux et al. (1999a)

EEG FSG P600 Friederici et al. (2002)

Language fMRI WS IFG, STG McNealy et al. (2006)

fMRI WS + meaning BG, IFG, STG Mestres-Misse et al. (2008)

Disorders WS + rules BG De Diego-Balaguer et al. (2008)

Disorders FSG BG Reber and Squire (1994), Peigneux et al. (1999b), Reber et al. (2003)

fMRI FSG BG, IFG Lieberman et al. (2004), Petersson et al. (2004)

fMRI ALL BG, IFG Forkstam et al. (2006), Petersson et al. (in press)

PET ALL BG, IFG Moro et al. (2001)

fMRI Anticipation IFG, MTG Kiehl et al. (2002)

EEG Anticipation P600 Kamide et al. (2003)

Music Lesion ID, NM IFG Sammler et al. (2011)

fMRI Priming ID, M IFG Tillmann et al. (2003)

MEG ID, NM IFG, premotor Maess et al. (2001)

EEG ID, M + NM P600 Besson and Faita (1995), Patel et al. (1998a)

EEG Passive ID, M + NM P600 Koelsch and Jentschke (2008)

EEG ID, NM Temporal/limbic James et al. (2008)

Tasks: SRTT, serial reaction time test; FSG, finite state grammar; WS, word segmentation; ALL, artificial language learning; ID, incongruity detection; M, musicians,

NM, non-musicians.

Regions: BG, basal ganglia (including striatum, caudate); PFC, prefrontal cortex; IFG, inferior frontal gyrus (including Broca’s area); MFG, middle frontal gyrus, MTG,

middle temporal gyrus.

categories (e.g., phonemes, chords) due to experience. For exam-
ple, in one study (Wade and Holt, 2005), participants played a
video game that involved navigating through a maze. A non-
critical feature of the game was that certain non-speech auditory
cues were associated with certain events. After playing the game,
participants were better able to distinguish the sounds and reliably
learned the sound-event patterns. Importantly, learning was qual-
itatively different, and in some cases better, than explicit training
on these same patterns. While explicit attention has been shown
to facilitate this sort of perceptual learning (e.g., Ranganath and
Rainer, 2003) it is also well established that perceptual learning can
be subliminal and implicit (Goldstone, 1998; Seitz and Watanabe,
2003).

Another type of implicit memory involves the implicit learn-
ing of sequences (e.g., sentences, melodies). A commonly used
paradigm to test implicit memory for sequences is the serial reac-
tion time test (SRTT; Nissen and Bullemer, 1987). In this test,
participants are exposed to some stimuli (e.g., objects appearing
sequentially at different points on a screen) cuing participants to
respond (e.g., by indicating where the stimuli appear) as quickly as
possible. While the sequences of stimuli appear to be random to the
participant, embedded within the random sequences is a fixed pat-
tern, repeatedly interspersed throughout the random sequences.
Over the course of the experiment, response times and accuracy
on the fixed sequences improves relative to the random sequences,
presumably because the participants are learning this repeated
sequence. Crucially, participants do not exhibit an improved

ability to explicitly recall this repeated sequence as compared to
recalling random non-repeated sequences. The fact that partici-
pants show implicit learning without explicit knowledge suggests
that these memory systems can operate independently, and that
people can learn about the sequencing of some stimuli without
being explicitly aware of it. While implicit memory is relevant for
both sequence learning and category learning and both sequence
learning and category learning are relevant to language and music,
we focus primarily on implicit memory in the context of sequence
learning.

A more specific kind of implicit sequence learning often dis-
cussed in the context of language and music is statistical learning
(e.g., Saffran et al., 1996a). Statistical learning involves the same
basic idea that participants can learn sequences without explicit
awareness, but adds an additional component of tracking statistics
over these sequences1. For example, in a series of studies, Saffran
et al. (1996a,b, 1999) showed that adults, children, and infants are
able to track transitional probabilities between syllables and tones.
Participants were exposed to seemingly random sequences of sylla-
bles obscuring consistent differences in the probability that certain
syllables followed others (see below for more details). Participants
were sensitive to these differences in transitional probability, and
subsequent work has explored what types of statistics and what

1“Statistical learning” is also sometimes used to refer to certain types of perceptual
learning (e.g., Maye et al., 2002). Here, we use it to refer to sequence-based learning
only.
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types of dependencies can be implicitly tracked (Knowlton and
Squire, 1996; Aslin et al., 1998; Gomez, 2002).

More recently, neurological studies have, for the most part, sup-
ported this dissociation between implicit and explicit memory
systems for tasks like the SRTT (Curran, 1997) and other similar
sensory–motor learning tasks. Evidence includes both lesion stud-
ies (Vakil et al., 2000; Exner et al., 2002; Peach and Wong, 2004)
and functional imaging (Rauch et al., 1997; Koechlin et al., 2002)
and implicate the striatum, and more specifically the caudate, in
implicit learning. For example, Alzheimer’s patients, characterized
by degeneration of the medial temporal lobe, have little trouble
with the SRTT despite exhibiting problems with declarative mem-
ory, while learning in the same task is impaired for people with
diseases characterized by degeneration of the basal ganglia, includ-
ing in Parkinson’s patients (Reber and Squire, 1994; Jackson et al.,
1995) and Huntington’s patients (Gabrieli et al., 1997). More gen-
erally, the basal ganglia have been implicated in implicit learning
across a number of different tasks (Squire and Knowlton, 2000;
Eichenbaum and Cohen, 2001). In addition to implicit memory,
the basal ganglia, and the caudate specifically, have also been impli-
cated in motor learning (Knowlton et al., 1996), general learning
plasticity (Graybiel, 2005) and learning from feedback (Packard
and Knowlton, 2002). There is also some evidence that the inferior
frontal gyrus, and in particular, Broca’s area and its right homolog,
are also involved in learning sequences (Doyon et al., 1997, 1998;
Peigneux et al., 1999a). More generally, Broca’s area has also been
associated with a wide range of linguistic functions (Grodzinsky
and Santi, 2008) including hierarchical processing (Musso et al.,
2003), recursion, binding (Hagoort, 2005), and speech articulation
(see Bookheimer, 2002 for a review).

Finally, by virtue of the fact that dopamine receptors are found
in the basal ganglia, and in particular, the striatum (which includes
the caudate, putamen, and nucleus accumbens), implicit memory
has been associated with dopamine. This has been supported by
studies showing that increasing dopamine levels in the brain can
lead to improved implicit learning (de Vries et al., 2010b), that
dopamine deficiencies, as in Parkinson patients, result in poor
implicit learning though explicit learning is intact (Shohamy et al.,
2009), and that dopaminergic neurons in primates show a burst of
activity when learning implicitly (see Shohamy and Adcock, 2010
for a review).

IMPLICIT MEMORY AND LANGUAGE
Language learning shares a number of important similarities with
the learning of sensory–motor sequences, which have been clas-
sically associated with implicit memory and which, as will be
discussed below, are also implicated in acquiring a musical sys-
tem. As with the tasks used in implicit learning experiments (e.g.,
the SRTT), people are often unaware of, or unable to articulate
many of the rules of their language (Fodor, 1983). People can also
learn language without any explicit instruction (Chomsky, 1957).
This is particularly true before school age when children learn lan-
guage with relative ease (Lenneberg, 1967), which has been argued
to be, in part, due to children’s good implicit memory capacity as
compared to adults (DiGiulio et al., 1994; DeKeyser and Larson-
Hall, 2005). Finally, certain aspects of linguistic knowledge, namely
the rules of combination, may be represented probabilistically or

as information about the distributional relationships at different
levels of linguistic structure (e.g., phonemes, morphemes, words,
and sentences; Redington and Chater, 1997). This knowledge is
generally not consciously accessible to speakers of a language and
is similar in nature to the probabilistic knowledge acquired in
implicit learning.

IMPLICITLY LEARNED ARTIFICIAL GRAMMARS
The use of implicitly learned distributional information for lan-
guage learning has been demonstrated at many different levels of
linguistic structure. For example, at the level of word segmenta-
tion,Saffran et al. (1996a) exposed 8-month-old infants to a stream
of running speech consisting of four three-syllable words without
any breaks or pauses indicating word-hood. Thus, the only cue
to word segmentation was the transitional probability between
syllables, where within-word transitional probability of syllables
was 1.0 and between-word transitional probability of syllables was
0.33 (no word followed itself). Infants showed a significant ability
to discriminate words from part-words (formed by combining the
final syllable from one word with the first two syllables of another).
Adults performed similarly (Saffran et al., 1996b) in what is argued
to reflect implicit learning of word segmentation (Evans et al.,
2009). Importantly, this ability is suggested to be domain general
as it also applies to tones (Saffran et al., 1999 and below in the dis-
cussion on implicit memory and music) and visual stimuli (Fiser
and Aslin, 2001).

Analogous behavior is also found with respect to the acquisi-
tion of phonotactics. Phonotactics are the restrictions on where
phonemes can occur in a word in a language (e.g., English prohibits
ng starting a word or h ending one). In one study (Onishi et al.,
2002), adults briefly exposed to pseudo-words reflecting some
non-English phonotactic generalization showed speeded repeti-
tion to words that adhered to the generalization as compared to
words that did not.

Another study on implicit phonotactic learning (Dell et al.,
2000) found that when participants are tasked with repeating sets
of words reflecting some phonotactic generalization, their speech
errors tend to reflect these newly learned generalizations, as is true
of one’s native language. The authors assessed the implicitness of
learning using something they call the “ask-tell technique.” This
involved asking all participants whether they had noticed anything
about the words they were pronouncing; the experimenters also
told half the participants, explicitly, what the phonotactics would
be before starting. Neither the uninformed nor informed partic-
ipants were able to identify any regularities in the experimental
materials. These results, in addition to the fact that the speech
errors were not intentional, suggest that this learning is, in fact,
implicit.

Another important component of learning the phonology of a
language, acquiring phonological rules, has been shown to relate
to non-linguistic implicit learning as well (Ettlinger et al., in press).
In this study, participants took both an artificial grammar learning
experiment and a test of implicit learning. The artificial grammar
learning task involved exposure to words that reflected a set of
rules for forming plural and diminutive variants (e.g., dog, dogs,
doggie, doggies). The test of implicit learning was a modified ver-
sion of the Tower of London task (Shallice, 1982). In this task,
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participants were required to solve puzzles, increasing in diffi-
culty, which involved virtually moving colored balls on three sticks
to match a predetermined pattern. Embedded within the puzzles
were repeated sequences of moves, and participants were asked
to think through their moves before starting, to minimize the
effects of motor coordination, unlike the SRTT. Implicit learn-
ing was measured by looking at the improvement in performance
on the repeated sequences (Phillips et al., 1999). Results showed
a strong correlation between learning the artificial language and
performance on the Tower of London task, suggesting that implicit
memory and language learning are linked.

In another set of experiments exploring the possible implicit
learning of syntactic structure, Reber (1967) taught participants
an artificial finite state grammar for sequences of letters (Figure 1).
After exposure to strings of letters generated by the grammar,
participants were asked to judge the grammaticality of novel
sequences of letters. Participants were able to successfully distin-
guish what constituted a valid sequence without being able to
explicitly describe the rules of the grammar.

In addition to these associative studies, more concrete evidence
on the role of implicit memory in language learning is provided
by recent imaging studies.

McNealy et al. (2006) adapted a version of Saffran et al.
(1996) word-segmentation paradigm for functional imaging by
presenting participants with three speech streams: one containing

FIGURE 1 | Examples of finite state grammars used in language (A)

and music (B) learning experiments. (A) is a finite state grammar used to
generate sequences of letters that participants are exposed to in implicit
language learning experiments (from Reber, 1967); (B) shows a similar
structure, using notes instead of letters (from Tillmann and
Poulin-Charronnat, 2010). Participants can acquire grammars of this sort and
identify valid versus invalid sequences without being explicitly aware of any
specific aspects of the grammar for both music and language.

no regularities,one containing the statistical regularities as detailed
above, and a third containing statistical regularities plus a stan-
dard phonetic word-segmentation cue. Greater activation was
found in inferior frontal gyrus for the statistical cue and statis-
tical cue plus phonetic cue conditions as compared to the random
condition. Additional activation was found in the superior tem-
poral gyrus, which is associated with the processing of speech
(Geschwind, 1970). Another study found that when word mean-
ing is introduced to this experimental paradigm, greater activation
is also found in the basal ganglia, specifically the caudate (Mestres-
Misse et al., 2008), plus the thalamus, which serves as a relay
between subcortical (e.g., basal ganglia) and cortical networks
and is involved in sensory perception (Steriade et al., 1997). This
has led to the hypothesis that the basal ganglia, and therefore,
presumably, implicit memory, is important for the integration of
multiple information sources during the process of language learn-
ing (Rodriguez-Fornells et al., 2009). Similarly, patients with early
stage Huntington’s disease and striatal damage also do poorly on
tasks of this sort (De Diego-Balaguer et al., 2008).

As with the SRTT and word segmentation, a fronto-striatal net-
work is implicated in acquiring the finite state grammars described
above. Alzheimer’s and amnesic patients, with degeneration or
lesions of the temporal cortices can still successfully learn artifi-
cial grammars of this sort while having trouble with more explicit
language tasks (Reber and Squire, 1994; Knowlton and Squire,
1996; Reber et al., 2003). The ability of Parkinson’s patients with
degeneration of the basal ganglia to learn artificial grammars is less
clear, however, with conflicting evidence present (Peigneux et al.,
1999b; Witt et al., 2002). Similar findings are found using func-
tional imaging, with the basal ganglia, and inferior frontal gyrus
supporting the acquisition of implicit knowledge of an underlying
pattern governing a sequence of letters, while the medial tempo-
ral lobe supports the recall of specific sequences (Lieberman et al.,
2004; Petersson et al., 2004). Activation of the caudate is also found
in a study of syntactic processing (Moro et al., 2001). In this latter
study, participants were exposed to a version of Italian (the partici-
pants’ native language) where all content words were replaced with
pseudo-words, with function words left intact, which served to
eliminate any semantic component of processing. Syntactic (word
order), morphological (determiner agreement), and phonotactic
violations were juxtaposed using PET. The results reflected Broca’s
and right IFG activation for the morphological and syntactic con-
ditions, which has long been associated with syntactic processing
(Embick et al., 2000; Grodzinsky, 2000) and may be part of a
basal ganglia thalamocortical circuit (Ullman, 2006). Greater acti-
vation was also found in the left caudate, which is associated with
implicit memory (see above). This result had been replicated a
number of times with different types of artificial syntactic gram-
mar, with activation consistently found in Broca’s area and the
caudate (Forkstam et al., 2006; Petersson et al., in press).

IMPLICIT LEARNING AND NATURAL LANGUAGE
With respect to language learning in more ecologically valid set-
tings, a few behavioral studies have shown a relationship between
natural language processing and implicit learning. Misyak et al.
(2010) created an implicit learning task that combined the SRTT
and artificial grammar learning and showed that performance
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correlated with participants’ ability to comprehend complex Eng-
lish sentences. Evans et al. (2009) looked at children with specific
language impairment, ages five to seven, and showed that these
children also performed worse on the word-segmentation task
from Saffran et al. (1996) as compared to a control group with the
same non-verbal IQ. They conclude that specific language impair-
ment may not, in fact, be specific to language, but rather reflects
an impairment of implicit learning, which is crucial for language
learning but distinct from other measures of intelligence (see also
Kaufman et al., 2010 for a similar view). Furthermore, perfor-
mance on the word-segmentation task correlated with vocabulary
size within each participant group, suggesting implicit learning
facilitates word learning. Finally, research looking into language
processing in more realistic settings has also considered language
processing in noise (e.g., Wong et al., 2008, 2009a, 2010; Harris
et al., 2009). In particular, Conway et al. (2010) showed a relation-
ship between an ability to perceive speech in noise and implicit
sensory–motor sequence learning. Participants who were good
at an SRTT-like task were similarly good at perceiving sentences
embedded in noise when the last word in the sentence had high-
predictability (e.g., Her entry should win first prize), even when
controlling for working memory and intelligence. The correlation
disappeared for sentences ending in low-predictability words (e.g.,
The arm is riding on the beach).

This suggests that an important way in which implicit mem-
ory is related to language is through prediction and anticipation.
A number of studies using eye-tracking (see Kamide, 2008 for a
review) and event-related potentials (ERPs; see Van Berkum, 2008
for a review) have shown that people make significant use of con-
text to facilitate processing. For example, participants look more
often at a picture of beer than a doll when hearing the beginning of
the sentence the man will taste the. . . (Kamide et al., 2003). A viola-
tion of an anticipated sentence completion will also yield a specific
ERP response, either N400 for semantic incongruency or P600
for syntactic. The same ERP response is elicited on encountering
anomalies in predicted outcome for artificial grammars similar to
Reber (1967, above; Friederici et al., 2002) and music (Patel et al.,
1998a).

Additional neural evidence comes from functional imaging,
showing a significant overlap in the brain regions associated with
implicit memory and language. As mentioned above, Broca’s area
has been implicated in implicit memory tasks, and Broca’s area
has a longstanding association with language learning and lan-
guage processing (Embick et al., 2000; Grodzinsky, 2000; Sahin
et al., 2009). Broca’s area has also been implicated in prediction,
and the expectations that yield the N400 or P600, above, result in
activation of the bilateral inferior frontal gyrus (i.e., Broca’s area,
nearby regions and their right homologs) in addition to the middle
temporal gyrus (Kiehl et al., 2002).

Thus, there is a wide range of similarities between language
and implicit knowledge both in terms of their neural substrates
(the fronto-striatal system) and in their cognitive underpinnings
(sequential knowledge, expectation). These similarities have moti-
vated myriad theories in linguistic processing positing that the dis-
sociation between the words and rules of a language is homologous
to the dissociation of explicit and implicit memory, respectively
(Paradis, 1994, 2009; Pinker, 1999; Pinker and Ullman, 2002).

Evidence for this dissociation is discussed below, and is based
on the idea that we can explicitly recall and conceptualize the
words of our language, which is declarative in nature, whereas the
application of the rules of language (when speaking naturally, as
contrasted with attempting to adhere to a style guide, for example)
is generally more difficult, if not impossible to articulate.

To conclude, there is extensive and convergent evidence for
a close relationship between the cognitive and neurophysiolog-
ical underpinnings of language learning and implicit memory.
Language learning involves cognitive abilities that are generally
learned implicitly, including tracking dependencies and devel-
oping expectations regarding adjacent linguistic structures. Lan-
guage and implicit memory are also both supported by a set
of neural structures including the anterior portion of the infe-
rior frontal gyrus and the basal ganglia. As will be reviewed
below, music shares many of these same associations with implicit
memory and these shared associations are not restricted to musi-
cians with formal musical training, but extend to everyday music
listeners.

IMPLICIT MEMORY AND MUSIC
Although music is sometimes held to be the domain of specialists,
its near-ubiquity in daily life, from mp3 players to Internet radio,
cinema, and advertising, shows that affinity for music is wide-
spread. Indeed, music has frequently been postulated by anthro-
pologists to be a human universal, present in all known cultures
(Blacking, 1973; Zatorre and Peretz, 2001). Although the ability
to perform music skillfully is not evenly distributed and often
relies on years of formal training, the ability to listen, process, and
respond emotionally to music is shared across most of the popula-
tion and seems to depend only on implicit exposure. For example,
Bigand et al. (2005) showed that people with and without formal
training responded largely interchangeably to non-vocal classi-
cal music. Other deep musical abilities in people without explicit
training, such as the ability to perceive the relationship between a
theme and its variations and to learn new compositional systems,
are chronicled in Bigand and Poulin-Charronnat (2006). With lit-
tle to no explicit training, how is it possible for people to develop
the ability to represent and respond appropriately to the complex
syntactic structures of music?

Desain and Honing (1999) demonstrate that even a seemingly
simple and near-universal ability like tapping to a beat depends
on complex internal representations of harmonic and syntactic
musical structures. Indeed, research summarized in Krumhansl
(1990) shows that implicit exposure to Western tonal music is
sufficient for listeners to develop internal representations of the
pitch relationships that music theorists hold to underlie tonality.
Given a tonal context, such as a scale or chord progression, listen-
ers without formal training can accurately judge how well a given
continuation fits the established tonality.

One of the mechanisms by which passive exposure can ulti-
mately yield sophisticated internal representations is statistical
learning. Saffran et al. (1999) constructed long isochronous tone
sequences out of 6 three-note “figures” repeated in random order,
with no breaks or other indication of boundaries between the
figures, and constrained so that the same figure never appeared
twice in succession. When infants were exposed to this series
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of tones over a 20-min period, they were able to abstract the
constituent three-note figures, despite the fact that nothing but
the reduced transition probabilities between them delineated the
figures in the continuous stream of the musical surface. The
infants, it seemed, had carefully tracked continuation probabili-
ties in the sequence, despite the fact that their exposure to it was
entirely passive. This ability to track common outcomes in musical
repertoires may seem arbitrary, but in fact has been held by music
theorists and psychologists since Meyer (1956) to form the basis
of affective responses to music (see Huron and Margulis, 2010 for
a summary). Continuations that are recognized, even implicitly, as
unusual are thought to result in perceptions of special expressivity
or esthetic charge. In this way, the ability to implicitly track sta-
tistics about continuations may form the fundamental scaffolding
for the widespread ability to respond emotionally to music, even
in the absence of formal training.

Implicit memory for music also reveals itself in various well-
documented priming effects. Priming is generally defined as an
implicit memory effect in which exposure to a stimulus influences
responses to later stimulus without awareness of or an ability
to recall the specific prime (Tulving et al., 1982). For example,
Hutchins and Palmer (2008) showed that participants were more
accurate in singing back the last tone of a short melody if that tone
had appeared previously in the melody. Musical priming can also
evidence itself in the form of faster and more accurate judgments
about pitches or chords that are normative and expected given the
tonal context. This kind of tonal priming has been documented in
responses to melodic continuations (Margulis and Levine, 2006),
and harmonic continuations (Bigand and Pineau, 1997) by lis-
teners with no formal training. fMRI studies have implicated
suppressed activity in bilateral inferior frontal regions of the brain
during harmonic priming (Tillmann et al., 2000, 2003). It has even
been documented in children (Schellenberg et al., 2005). Bharucha
and Stoeckig (1986, 1987) provide evidence that harmonic prim-
ing is cognitive (based on the implicit abstraction of regularities in
the musical environment) rather than sensory (based on psychoa-
coustic relationships) in nature. Tillmann et al. (2000) propose
a self-organizing network model that can account for the kind
of implicit learning of tonal structure revealed by priming studies.
These priming effects are also observed to reflect the acquisition of
musical grammars implicitly learned in the same fashion as in the
implicit language learning experiments above (Figure 1; Tillmann
and Poulin-Charronnat, 2010).

It is not only continuation statistics that listeners track implic-
itly. Duple and quadruple meters are more common than triple
meters in Western music, and Brochard et al. (2003) confirmed
that when presented with an ambiguous stimulus, listeners assume
a binary division of the beat. Relatedly, the major mode is more
common than the minor mode in Western music, and Huron
(2006) confirmed that when presented with an ambiguous stim-
ulus, listeners assume the major mode. And although absolute
pitch perception is restricted to a tiny fraction of the population,
Levitin (1994) demonstrated that ordinary listeners generally sing
familiar songs within a semitone or so of their actual pitch level,
suggesting that people have some implicit sense of pitch even in the
absence of formal training on scales, producing notes, perform-
ing in key, or tuning an instrument. It is clear that mere exposure,

independent of formal training, or active use (such as performance
or participation) is sufficient to engender highly structured and
highly specific memory traces in ordinary listeners.

Implicit memory for music emerges consistently in prefer-
ence effects. Halpern and O’Connor (2000) showed that although
explicit recognition memory for melodies deteriorated with age,
implicit memory was retained, in the form of elevated prefer-
ence (the mere exposure effect first documented in Zajonc, 1968).
A battery of studies over the past several decades (summarized
nicely in Szpunar et al., 2004) illustrate that listeners’ preference
increases for music that has been encountered before. This effect
is even stronger for music that is complex or ecologically valid
(Bornstein, 1989). Halpern and Mullensiefen (2008) exploit this
preference toward previously encountered music as a measure of
implicit memory, showing that when melodies that are encoun-
tered in an exposure phase are later replayed in new timbres,
participants continue to report increased liking for them, even
when explicit memory of the music is obscured (i.e., the timbre
change prevented them from recognizing explicitly that they had
heard the excerpts before). Similarly, Peretz et al. (1998) found
that explicit recognition memory was more susceptible to decay
over time than implicit memory measured by elevated preference.
They concluded that, in contrast with explicit memory, implicit
memory as manifested in affective judgments operates obligato-
rily, in an automatic and unconscious fashion. Samson and Peretz
(2005) further conclude, based on an analysis of patients with
temporal lobe lesions on either the right or left side, that the right
temporal lobe is more active in the formation of representations
that underlie implicit musical memory, and the left temporal lobe
is more active in processes related to explicit retrieval of musical
memories.

In addition to the implicit learning of normative patterns in a
particular musical style, many people are able to gain competence
in more than one musical system through mere passive expo-
sure, independent of any experience performing or producing the
sound, as well as independent of any explicit instruction (formal
musical training) about the style. Wong et al. (2009b) illustrate
that passive exposure to the music from two cultures can result
in the development of true bimusicals who approach both styles
with affective and cognitive competence lacking in monomusicals
of similar age and background. Wong et al. (in press) used struc-
tural equation modeling to investigate fMRI data from bimusical
and monomusical listeners, finding more connectivity, and larger
differentiation between the musical systems in bimusicals. These
differences imply that even the implicit learning of multiple musi-
cal systems can result in fundamental changes to the way the brain
approaches expressive sound.

Electrophysiological evidence also supports this conclusion.
Violations of expected harmonic, melodic, and rhythmic patterns
result in a late positive component (LPC) characteristic of the
detection of an incongruity, even when the participants lacked
formal training and were unable to explicitly identify the sur-
prises (Besson and Faita,1995). The elicitation of ERP components
related to syntactic violations in music seem to be independent
of the task relevance of unexpected chords, and provides strong
evidence for important implicit components to musical ability
(Koelsch et al., 2000). Patel et al. (1998b) were the first to show
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that the P600 – a known marker of syntactic violations in lan-
guage – extended to syntactic violations in music grammars that
are abstracted implicitly by listeners. Generally, these responses
have been found even when the musical exposure is entirely pas-
sive, as in Koelsch and Jentschke (2008), when participants were
watching a silent movie. Koelsch (2010) emphasizes that the early
right anterior negativity (ERAN) that emerges in response to syn-
tactic violations in music depends on the long-term extraction of
statistical regularities in music, not from short-term exposure to
particular sequences.

Predictions based on these abstractions of musical syntax are
thought to be localized in the premotor cortex and the inferior
frontal gyrus (particularly Broca’s area). Evidence for localization
to the IFG comes from MEG (Maess et al., 2001), fMRI (Tillmann
et al., 2003), and lesion studies (Sammler et al., 2011) exploring
participants’ responses to ungrammatical or incongruent musi-
cal stimuli (see Koelsch, 2006 for a review). There is also some
evidence that the source of the ERP component responding to
expectation violation may have origins in the right temporal–
limbic areas, which is associated with affect and emotive processing
(James et al., 2008).

The processing of syntactic violations in music has also been
shown to interfere with the processing of syntactic violations
in language, suggesting overlap for these two functions. When
participants read garden path sentences while hearing chord pro-
gressions, they took longer to process syntactically unexpected
words when they appeared at the same time as syntactically unex-
pected harmonies; however, no such interference occurred when
the musical surprise was not syntactic in nature (e.g., when a chord
sounded in a different timbre; Slevc et al., 2009). So, implicit mem-
ory seems to play an important role in syntactic processing in both
language and music.

IMPLICIT MEMORY IN LANGUAGE AND MUSIC
We have reviewed above independent sets of empirical studies
implicating the role of the implicit memory system in music and
language, summarized in Table 1. In particular, we have discussed
the fact that explicit training is not required for processing of
language or music. It is important to note that these studies exam-
ined music or language alone. To ascertain common pathways in
processing and/or representation, music and language should be
examined in tandem. In terms of processing, studies could be con-
ducted such as those performed by Patel and Slevc and colleagues
(Patel et al., 1998b; Slevc et al., 2009) in which musical and linguis-
tic stimuli were combined. However, it is preferable that everyday

music listeners should be examined to ascertain that the results
are not due to formal musical training alone or trained musicians
possessing a genetic difference.

Studies examining the dependence and independence of musi-
cal and linguistic functions sometimes yield conflicting results. In
particular, the lesion literature favors independence while studies
on neurologically normal subjects favor dependence. It is beyond
the scope of this proposal to extensively discuss the nature of this
debate, except to mention that a reconciliation has been proposed
by imposing a distinction between representation and processing
at least for syntax (Patel, 2008). In his Shared Syntactic Integration
Resource Hypothesis, Patel (2003) postulates that while musical
and linguistic syntactic representations are maintained separately,
the processing of both musical and linguistic syntactic structures
overlapped in neural resources. While the processing aspect of this
hypothesis has much support (Patel et al., 1998b) and is conceiv-
ably more feasible to test, representations are difficult to examine.
However, neural repetition-suppression/enhancement paradigms
have been used recently to examine mental representations in
humans (Grill-Spector et al., 2006) and can potentially be used
to test whether musical and linguistic representations overlap in
neural regions. More specifically related to the implicit memory
system, we believe such experiments could be conducted with both
music and language studied side-by-side.

Major divisions of the dopaminergic system contain neurons
from the substantia nigra pars compacta and ventral tegmental
area projecting to divisions of the striatum and prefrontal cor-
tex, and other regions (see Seamans and Yang, 2004 for a review).
As discussed above, these brain regions are also associated with
the implicit memory system. Recent studies in humans, including
pharmacological (de Vries et al., 2010b), molecular imaging (e.g.,
McNab et al., 2009), and genomic (e.g.,Klein et al., 2007a,b) studies
have examined the role of dopamine and related genes in a vari-
ety of implicit behaviors, such as acquiring an artificial grammar
(de Vries et al., 2010a) and learning from feedback in a statistical
learning paradigm (Klein et al., 2007b). Future research into the
role of the implicit memory system in music and language could
employ similar methods to more directly examine their potentially
shared molecular neurobiological mechanisms.
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Figure 1; for neuroscientific investigations of music production 
see, e.g., Bangert and Altenmüller, 2003; Katahira et al., 2008; 
Herrojo-Ruiz et al., 2009, 2010; Maidhof et al., 2009, 2010). 
Note that these modules are thought of as entities that do not 
exclusively serve the music-perceptual processes described here; 
on the contrary: They also serve in part the processing of lan-
guage, and – as will be illustrated in this review – the model 
presented here overlaps with models for language processing 
(for a discussion on the term modularity see also Fodor et al., 
1991). The following sections will review research findings about 
the workings of these modules, thus synthesizing current knowl-
edge into a framework for neuroscientific research in the field 
of music perception.

2 Auditory feAture extrAction
Music perception begins with the decoding of acoustic informa-
tion. Acoustic information is translated into neural activity in the 
cochlea, and progressively transformed in the auditory brainstem, 
as indicated by different neural response properties for the perio-
dicity of sounds, timber (including roughness, or consonance/dis-
sonance), sound intensity, and interaural disparities in the superior 
olivary complex and the inferior colliculus (Geisler, 1998; Sinex 
et al., 2003; Langner and Ochse, 2006; Pickles, 2008). It appears, 
notably, that already the dorsal cochlear nucleus projects into the 
reticular formation Koch et al. (1992). By virtue of these projec-
tions, loud sounds with sudden onsets lead to startle-reactions, and 
such projections perhaps contribute to our impetus to move to 
rhythmic music. Moreover, already the inferior colliculi can initi-
ate flight and defensive behavior in response to threatening stimuli 
[even before the acoustic information reaches the auditory cortex 
(AC); Cardoso et al., 1994; Lamprea et al., 2002]. From the thalamus 
(particularly over the medial geniculate body) neural impulses are 
mainly projected into the AC (but note that the thalamus also pro-
jects auditory impulses into the amygdala and the medial orbito-
frontal cortex; Kaas et al., 1999; LeDoux, 2000; Öngür and Price, 

1 introduction
Music has been proven to be a valuable a tool for the understand-
ing of human cognition, human emotion, and their underlying 
brain mechanisms. Music is part of the human nature: It appears 
that throughout human history, in every human culture, people 
have played and enjoyed music. The oldest musical instruments 
discovered so far are around 30,000–40,000 years old (flutes made of 
vulture bones, found in the cave Hohle Fels in Geissenklösterle near 
Ulm in Southern Germany; Conard et al., 2009), but it is likely that 
already the first individuals belonging to the species Homo sapiens 
made music (about 100,000–200,000 years ago). Only humans learn 
to play musical instruments, and only humans play instruments 
cooperatively together in groups. It is assumed by some that human 
musical abilities played a key phylogenetical role in the evolution of 
language (e.g., Wallin et al., 2000), and that music-making behavior 
engaged and promoted evolutionarily important social functions 
(such as communication, cooperation, and social cohesion; Cross 
and Morley, 2008; Koelsch et al., 2010, these function as are sum-
marized further below). Ontogenetically, newborns (who do not yet 
understand the syntax and semantics of words) are able to decode 
acoustic features of voices and prosodic features of languages (e.g., 
Moon et al., 1993), and it appears that infants’ first steps into lan-
guage are based in part on prosodic information (e.g., Jusczyk, 
1999). Moreover, musical communication in early childhood (such 
as parental singing) plays a major role in the emotional, presumably 
also in the cognitive and social development of children (Trehub, 
2003). Making music in a group is a tremendously demanding 
task for the human brain that elicits a large array of cognitive (and 
affective) processes, including perception, multimodal integration, 
learning, memory, action, social cognition, syntactic processing, 
and processing of meaning information. This richness makes music 
an ideal tool to investigate the workings of the human brain.

This review article presents an update of a previous model of 
music perception (Koelsch and Siebel, 2005) in which different 
stages of music perception are assigned to different modules (see 
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2000)1. Importantly, The auditory pathway does not only consist 
of bottom-up, but also of top-down projections; nuclei such as the 
dorsal nucleus of the inferior colliculus presumably receive even 
more descending than ascending projections from diverse auditory 
cortical fields (Huffman and Henson, 1990).

During the last years, a number of studies investigated decod-
ing of frequency information in the auditory brainstem using the 
frequency-following response (FFR; see also contribution by A. 
Patel, this volume). The FFR can be elicited preattentively, and is 
thought to originate mainly from the inferior colliculus (but note 
also that it is likely that the AC is at least partly involved in shaping 
the FFRs, e.g., by virtue of top-down projections to the inferior 
colliculus). Using FFRs, Wong et al. (2007) measured brainstem 
responses to three Mandarin tones that differed only in their (f0) 
pitch contours. Participants were amateur musicians and non-
musicians, and results revealed that musicians had more accurate 
encoding of the pitch contour of the phonemes (as reflected in the 
FFRs) than non-musicians. This finding indicates that the auditory 
brainstem is involved in the encoding of pitch contours of speech 
information (vowels), and that the correlation between the FFRs 
and the properties of the acoustic information is modulated by 
musical training. Similar training effects on FFRs elicited by sylla-
bles with a dipping pitch contour have also been observed in native 
English speakers (non-musicians) after a training period of 14 days 
(with eight 30-min-sessions; Song et al., 2008). The latter results 
show the contribution of the brainstem in language learning, and 
its neural plasticity in adulthood2.

A study by Strait et al. (2009) also reported musical training 
effects on the decoding of the acoustic features of an affective vocali-
zation (an infant’s unhappy cry), as reflected in auditory brainstem 
potentials. This suggests (a) that the auditory brainstem is involved 
in the auditory processing of communicated states of emotion 
(which substantially contributes to the decoding and understand-
ing of affective prosody), and (b) that musical training can lead to 
a finer tuning of such (subcortical) processing.

2.1 AcousticAl equivAlency of “timber” And “phoneme”
With regard to a comparison between music and speech, it is 
worth mentioning that, in terms of acoustics, there is no differ-
ence between a phoneme and the timber of a musical sound (and 
it is only a matter of convention that some phoneticians rather use 
terms such as “vowel quality” or “vowel color,” instead of “timber”)3. 

Both are characterized by the two physical correlates of timber: 
spectrum envelope (i.e., differences in the relative amplitudes of 
the individual harmonics) and amplitude envelope (also sometimes 
called the amplitude contour or energy contour of the sound wave, 
i.e., the way that the loudness of a sound changes, particularly with 
regard to the on- and off-set of a sound)4. Aperiodic sounds can 
also differ in spectrum envelope (see, e.g., the difference between 
/∫/ and /s/), and timber differences related to amplitude envelope 
play a role in speech, e.g., in the shape of the attack for /b/ vs. /w/ 
and /∫/ vs. /t∫/.

2.2 Auditory feAture extrAction in the Auditory cortex
As mentioned above, auditory information is projected mainly via 
the subdivisions of the medial geniculate body into the primary 
auditory cortex [PAC, corresponding to Brodmann’s area (BAs) 41] 
and adjacent secondary auditory fields (corresponding to BAs 42 
and 52)5. These auditory areas perform that a more fine-grained, 
and more specific, analysis of acoustic features compared to the 
auditory brainstem. For example, Tramo et al. (2002) reported that 
a patient with bilateral lesion of the PAC (a) had normal detection 
thresholds for sounds (i.e., the patient could say whether there was 
a tone or not), but (b) had elevated thresholds for determining 
whether two tones had the same pitch or not (i.e., the patient had 
difficulties to detect fine-grained frequency differences between 
two subsequent tones), and (c) had markedly increased thresholds 
for determining the pitch direction (i.e., the patient had great dif-
ficulties in saying whether the second tone was higher or lower in 
pitch than the first tone, even though he could tell that both tones 
differed6. Note that the AC is also involved in a number of other 
functions, such as auditory sensory memory, extraction of inter-
sound relationships, discrimination, and organization of sounds 
as well as sound patterns, stream segregation, automatic change 
detection, and multisensory integration (for reviews see Hackett 
and Kaas, 2004; Winkler, 2007; some of these functions are also 
mentioned further below).

Moreover, the (primary) AC is involved in the transforma-
tion of acoustic features (such as frequency information) into 
percepts (such as pitch height and pitch chroma)7: Lesions of 
the (right) PAC result in a loss of the ability to perceive residue 
pitch in both animals (Whitfield, 1980) and humans (Zatorre, 
1988), and neurons in the anterolateral region of the PAC show 
responses to a missing fundamental frequency (Bendor and 

1The lateral nucleus of the amygdala receives impulses from the medial division 
of the medial geniculate body of the thalamus (as well as from associated regions 
of the posterior thalamus, and from auditory association cortex), the central nu-
cleus of the amygdala is reciprocally connected with the brainstem. For a review 
see LeDoux (2000).
2For a study using FFRs to investigate effects of musical training on audiovisual 
integration of music as well as speech see Musacchia et al. (2007); for a study on 
the development of auditory brainstem responses to speech in 3- to 12-year-old 
children see Johnson et al. (2008).
3When two sounds are heard that match for pitch, loudness, duration, and location, 
and a difference can still be heard between the two sounds, that difference is called 
timber (e.g., Moore, 2008). For example: a clarinet, a saxophone, and a piano all 
play a c’ at the same location, with the same loudness and the same duration. Each 
of these instruments has a unique sound quality. This difference is called timber, 
tone color, or simply sound quality. There are also many examples of timber diffe-
rences in speech. For example, two vowels (such as /å/ and /i/) spoken with the same 
loudness and same pitch differ from one another in timber.

4For example, sudden or slow attack or decay, such as in the sounds of plucked vs. 
bowed stringed instruments.
5For a detailed description of primary auditory “core,” and secondary auditory 
“belt” fields, as well as their connectivity, see Kaas and Hackett (2000). With regard 
to the functional properties of primary and secondary auditory fields, a study by 
Petkov et al. (2006) showed that, in the macaque monkey, all of the PAC core areas, 
and most of the surrounding belt areas, show a tonotopic structure, with the to-
notopic structure being clearest in the field A1; the tonotopic organization in the 
(rostral) field R seems weaker than in A1, but stronger than in RT (which is a third 
field of the PAC, located rostrally of the field R). The majority of belt areas appears 
to show a tonotopic structure comparable to that of R and RT, and only few belt 
areas seem to show only weak, or no, tonotopic structure (Petkov et al., 2006).
6For similar results obtained from patients with (right) PAC lesions see Johnsrude 
et al. (2000) and Zatorre (2001).
7For example, a sound with the frequencies 200, 300, and 400 Hz is transformed 
into the pitch percept of 100 Hz.
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 information than the right AC, and that the right AC has a higher 
spectral resolution than the left AC (Zatorre et al., 2002; Hyde et al., 
2008; Perani et al., 2010).

Finally, the AC also prepares acoustic information for further 
conceptual and conscious processing. For example, with regard 
to the meaning of sounds, just a short single tone can sound, for 
example, “bright,” “rough,” or “dull.” That is, single tones are already 
capable of conveying meaning information (this is indicated by the 
line connecting the module “Feature Extraction II” and “Meaning” 
in Figure 1; processing of musical meaning will be dealt with fur-
ther below).

Operations within the (primary and adjacent) AC related 
to auditory feature analysis are reflected in electrophysiologi-
cal recordings in ERP components that have latencies of about 
10–100 ms, particularly middle-latency responses, including the 
P1, and the later “exogenous” N1 component (for effects of musi-
cal training on feature extraction as reflected in the N1 see, e.g., 
Pantev et al., 2001).

3 echoic memory And GestAlt formAtion
While auditory features are extracted, the acoustic information 
enters the auditory sensory memory (or “echoic memory”), and 
representations of auditory Gestalten (Griffiths and Warren, 2004; 
or “auditory objects”) are formed (Figure 1). Operations of the audi-
tory sensory memory are at least partly reflected electrically in the 
mismatch negativity (MMN, e.g., Näätänen et al., 2001). The MMN 
has a peak latency of about 100–200 ms9, and most  presumably 

Wang, 2005). Moreover, magnetoencephalographic data indi-
cate that response properties in the PAC depend on whether 
or not a missing fundamental of a complex tone is perceived 
(Patel and Balaban, 2001; data were obtained from humans). 
Note, however, that combination tones emerge already in the 
cochlea, and that the periodicity of complex tones is coded in 
the spike pattern of auditory brainstem neurons; therefore, dif-
ferent mechanisms contribute to the perception of residue pitch 
on at least three different levels (basilar membrane, brainstem, 
and AC)8. However, the studies by Zatorre (1988) and Whitfield 
(1980) suggest that, compared to the brainstem or the basi-
lar membrane, the AC plays the a more prominent role for the 
transformation of acoustic features into auditory percepts (such 
as the transformation of information about the frequencies of 
a complex sound, as well as about the periodicity of a sound, 
into a pitch percept).

Warren et al. (2003) report that changes in pitch chroma involve 
auditory regions anterior of the PAC (covering parts of the planum 
polare) more strongly than changes in pitch height. Conversely, 
changes in pitch height appear to involve auditory regions posterior 
of the PAC (covering parts of the planum temporale) more strongly 
than changes in pitch chroma (Warren et al., 2003). Moreover, 
with regard to functional differences between the left and the right 
PAC, as well as neighboring auditory association cortex, several 
studies suggest that the left AC has a higher resolution of temporal 

FIGuRE 1 | Neurocognitive model of music perception. ABR, auditory brainstem response; BA, Brodmann area; ERAN, early right anterior negativity; FFR, 
frequency-following response; LPC, late positive component; MLC, mid-latency component; MMN, mismatch negativity; RATN, right anterior-temporal negativity; 
RCZ, rostral cingulate zone; SMA, supplementary motor area. Italic font indicates peak latencies of scalp-recorded evoked potentials.

8Note that responses in the PAC related to the perception of missing fundamen-
tal frequencies in the studies by Bendor and Wang (2005) and Patel and Balaban 
(2001) are presumably in part due to the periodicity information about the missing 
fundamental frequency coded in the spike pattern of collicular neurons.

9For a study differentiating peak latencies of the sensorial and the cognitive part of 
the MMN see Maess et al. (2007).
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to phoneme deviants (Tervaniemi et al., 1999, 2000), and different 
neural generators of the MMN elicited by chords compared to the 
MMN generators of phonemes (Tervaniemi et al. 1999); similar 
results have also been shown for the processing of complex tones 
compared to phonemes (Tervaniemi et al., 2006b, 2009, the latter 
study also reported effects of musical expertise on chord and pho-
neme processing). These lateralization effects are presumably due 
to the different requirements of spectral and temporal processing 
posed by the chords and the phonemes used as stimuli in that study.

The formation of auditory Gestalten entails processes of per-
ceptual separation, as well as processes of melodic, rhythmic, tim-
bral, and spatial grouping. Such processes have been summarized 
under the concepts of auditory scene analysis and auditory stream 
segregation (Bregman, 1994). Grouping of acoustic events follows 
Gestalt principles such as similarity, proximity, and continuity (for 
acoustic cues used for perceptual separation and auditory group-
ing see Darwin, 1997, 2008). In everyday life, such operations are 
not only important for music processing, but also, for instance, for 
separating a speaker’s voice during a conversation from other sound 
sources in the environment. That is, these operations are important 
because their function is to recognize and to follow acoustic objects, 
and to establish a cognitive representation of the acoustic environ-
ment. Knowledge about neural mechanisms of auditory stream 
segregation, auditory scene analysis, and auditory grouping is still 
relatively sparse (for reviews see Griffiths and Warren, 2002, 2004; 
Carlyon, 2004; Nelken, 2004; Scott, 2005; Shinn-Cunningham, 
2008; Winkler et al., 2009). However, it appears that the planum 
temporale (which is part of the auditory association cortex) is a 
crucial structure for auditory scene analysis and stream segregation 
(Griffiths and Warren, 2002), particularly due to its role for the 
processing of pitch intervals and sound sequences (Zatorre et al., 
1994; Patterson et al., 2002).

4 AnAlysis of intervAls
Presumably closely linked to the stage of auditory Gestalt formation 
is a stage of a more fine-grained analysis of intervals, which includes 
(i) a more detailed processing of the pitch relations between the 
tones of a chord (required to determine whether a chord with a 
specific root is a major or minor chord, played in root position, 
inversion, etc., see also below), or between the tones of a melody; 
and possibly (ii) a more detailed processing of temporal intervals. 
With regard to chords, such an analysis is required to specify the 
“chord form,” that is, whether a chord is a major or a minor chord, 
and whether a chord is played in root position, or in an inver-
sion; note that chords with the same root can occur in several 
versions (e.g., all of the following chords have the root c: c–e–g, 
c–e-flat–g, e–g–c, g–c–e, c–e–g–b-flat, e–g–b-flat–c, etc.)14. The 
neural correlates of such processes are not known, but it is likely 
that both temporal and (inferior) prefrontal regions contribute to 
such processing; with regard to the processing of melodies, lesion 
data suggest that the analysis of the contour of a melody (which is 
part of the auditory Gestalt formation) particularly relies on the 
posterior part of the right superior temporal gyrus (STG), whereas 

receives its main contributions from neural sources located in the 
PAC and adjacent auditory (belt) fields, with additional (but smaller) 
contributions from frontal cortical areas (Giard et al., 1990; Alho 
et al., 1996; Alain et al., 1998; Opitz et al., 2002; Liebenthal et al., 
2003; Molholm et al., 2005; Rinne et al., 2005; Maess et al., 2007; 
Schonwiesner et al., 2007; for a review see Deouell, 2007). These 
frontal areas appear to include (ventral) premotor cortex (BA 6), 
dorsolateral prefrontal cortex near and within the inferior frontal 
sulcus, and the posterior part of the inferior frontal gyrus (BAs 45 
and 44). The frontal areas are possibly involved due to their role 
in attentional processes, sequencing, and working memory (WM) 
processes (see also Schonwiesner et al., 2007)10, 11.

Auditory sensory memory operations are indispensable for 
music perception; therefore, practically all MMN studies are inher-
ently related to, and relevant for, the understanding of the neural 
correlates of music processing. As will be outlined below, numerous 
MMN studies have contributed to this issue (a) by investigating 
different response properties of the auditory sensory memory to 
musical and speech stimuli, (b) by using melodic and rhythmic pat-
terns to investigate auditory Gestalt formation, and/or (c) by study-
ing effects of long- and short-term musical training on processes 
underlying auditory sensory memory operations. Especially the lat-
ter studies have contributed substantially to our understanding of 
neuroplasticity12, and thus to our understanding of the neural basis 
of learning. A detailed review of these studies goes beyond the scope 
of this article (for reviews see Tervaniemi and Huotilainen, 2003; 
Tervaniemi, 2009). Here, suffice it to say that MMN studies showed 
effects of long-term musical training on the pitch discrimination 
of chords (Koelsch et al., 1999)13, on temporal acuity (Rammsayer 
and Altenmüller, 2006), on the temporal window of integration 
(Rüsseler et al., 2001), on sound localization changes (Tervaniemi 
et al., 2006a), and on the detection of spatially peripheral sounds 
(Rüsseler et al., 2001). Moreover, using MEG, an MMN study from 
Menning et al. (2000) showed effects of 3-weeks auditory musical 
training on the pitch discrimination of tones.

Auditory oddball paradigms were also used to investigate pro-
cesses of melodic and rhythmic grouping of tones occurring in tone 
patterns (such grouping is essential for auditory Gestalt formation, 
see also Sussman, 2007), as well as effects of musical long-term train-
ing on these processes. These studies showed effects of musical train-
ing (a) on the processing of melodic patterns (Tervaniemi et al., 1997, 
2001; Fujioka et al., 2004; Zuijen et al., 2004, in these studies, patterns 
consisted of four or five tones), (b) on the encoding of the number 
of elements in a tone pattern (Zuijen et al., 2005), and (c) on the 
processing of patterns consisting of two voices (Fujioka et al., 2005).

Finally, several MMN studies investigated differences between 
the processing of musical and speech information. These studies 
report larger right-hemispheric responses to chord deviants than 

10Moreover, activation of the posterior part of the inferior frontal gyurs (including 
BA 44) in auditory oddball paradigms (as, e.g., reported in studies by Opitz et al., 
2002; Doeller et al., 2003) is perhaps elicited when an auditory stimulus also trig-
gers hierarchical processing of pitch relations.
11For a study localizing the generators of the abstract-feature MMN see Korzyukov 
et al. (2003).
12That is, to changes in neuronal structure and function due to experience.
13But note that superior attentive pitch discrimination accuracy is not always re-
flected in the MMN (Tervaniemi et al., 2005).

14Listening to a Bach chorale, for example, and specifying on-line for each chord 
whether it is a major or a minor chord, and specifiying the inversion in which it is 
played, illustrates that this is not a trivial perceptual process.

Koelsch Toward a neural basis of music perception

Frontiers in Psychology | Auditory Cognitive Neuroscience  June 2011 | Volume 2 | Article 110 | 172

http://www.frontiersin.org/auditory_cognitive_neuroscience/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


One possible theoretical description of the syntax of major–minor 
tonal music is the classical theory of harmony as formulated, e.g., 
by Rameau (1722), Piston (1948/1987), Schönberg (1969), and 
Riemann (1971). These descriptions primarily deal with the deri-
vation of chord functions, less so with how chord functions are 
chained into longer sequences.

5.1 formAl descriptions of musicAl syntAx
Before describing neural correlates of music-syntactic process-
ing, a theoretical basis of musical syntax will be outlined briefly. 
Heinrich Schenker was the first theorist to deal systematically with 
the principles underlying (large-scale) structures; this included his 
thoughts on the Ursatz, which implicitly assume (a) a hierarchical 
structure (such as the large-scale tonic-dominant-tonic structure 
of the sonata form), (b) that (only) certain chord functions can 
be omitted, and (c) recursion (e.g., a sequence in one key which is 
embedded in another sequence in a different key, which is embed-
ded in yet another sequence with yet another different key, etc.). 
Schenker’s thoughts were formalized by the approaches of the 
“Generative Theory of Tonal Music” (GTTM) by Lerdahl and 
Jackendoff (1999), which, however, does not provide generative 
rules (in contrast to what its name says). Nevertheless, the advance 
of the GTTM lies in the description of Schenker’s Urlinie as tree-
structure (in this regard, GTTM uses terms such as time-span 
reduction and prolongation). These tree-structures also  parallel the 

the processing of more detailed interval information appears to 
involve both posterior and anterior areas of the supratemporal 
cortex bilaterally (Liegeois-Chauvel et al., 1998; Patterson et al., 
2002; Peretz and Zatorre, 2005)15.

Melodic and temporal intervals appear to be processed inde-
pendently, as suggested by the observation that brain damage can 
interfere with the discrimination of pitch relations but spare the 
accurate interpretation of time relations, and vice versa (Di Pietro 
et al., 2004; Peretz and Zatorre, 2005). However, these different 
types of interval processing have so far not been dissociated in 
functional neuroimaging studies.

5 When intelliGence comes into plAy: processinG 
musicAl syntAx
The following section deals with the processing of major–minor 
tonal syntax, particularly with regard to chord functions (i.e., 
with regard to harmony; for explanation of chord functions see 
Figure 2A). Other aspects of tonal syntax are rhythm, meter, melody 
(including voice leading), and possibly timber (these aspects will 
not be dealt with here due to lack of neurophysiological data). 

FIGuRE 2 | (A) Examples of chord functions: The chord built on the first scale 
tone is denoted as the tonic, the chord on the second tone as the supertonic, 
and the chord on the fifth tone as the dominant. (B) The dominant–tonic 
progression represents a regular ending of a harmonic sequence (top), the 
dominant–supertonic progression is less regular and unacceptable as a 
marker of the end of a harmonic progression (bottom sequence, the arrow 
indicates the less regular chord). (C) ERPs elicited in a passive listening 
condition by the final chords of the two sequence types shown in (B). Both 
sequence types were presented in pseudorandom order equiprobably in all 
12 major keys. Brain responses to irregular chords clearly differ from those to 
regular chords (best to be seen in the black difference wave, regular 

subtracted from irregular chords). The first difference between the two 
waveforms is maximal around 200 ms after the onset of the fifth chord 
(ERAN, indicated by the long arrow) and taken to reflect processes of 
music-syntactic analysis. The ERAN is followed by an N5 taken to reflect 
processes of harmonic integration (short arrow). (D) Activation foci (small 
spheres) reported by functional imaging studies on music-syntactic 
processing using chord sequence paradigms (Koelsch et al., 2002, 2005a; 
Maess et al., 2001; Tillmann et al., 2003) and melodies (Janata et al., 2002a). 
Large yellow spheres show the mean coordinates of foci (averaged for each 
hemisphere across studies, coordinates refer to standard stereotaxic space). 
Reprinted from Koelsch and Siebel (2005).

15Patients with frontal lesions were not tested in that study. For the processing of 
chords, more prominent frontal involvement might come into play in the region 
of (superior) BA 44 (perhaps area 44d according to Amunts et al., 2010) and BA 
45, analogous to the activation of these areas during the processing of word form 
(Longoni et al., 2005).
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the generation beginning on the highest (phrase-structure) level, 
and propagating information (in the process of derivation) through 
the sub-ordinate levels. This opens the possibility for the recursive 
derivation of complex sequences on both a functional and a scale-
degree structural level (e.g., “dominant of the dominant of the 
dominant”). The actual tonality of a tree is propagated from the 
head (“knot”) into the sub-ordinate branches. The tree-structure 
reflects (a) the formal arrangement of the piece, (b) the phrase 
structure, (c) the functional aspects of partial phrases and chords, 
(d) the relation of key-regions, and (e) the degree of relative sta-
bility (which is determined by the sub-ordination rules between 
the branches).

The GSM combines three principles: 

(1) Given (a) that musical elements (e.g., a tone or a chord) 
always occur in relation to other musical elements (and not 
alone), and (b) that each element (or each group of ele-
ments) has a functional relation either to a preceding or to 
a subsequent element, the simplest way of representing these 
relations is a tree-structure. This implies that relations of ele-
ments that are functionally related, but not adjacent, can be 
represented by a tree-structure. For example, in a sequence 
which consists of several chords and which begins and ends 
on a tonic chord, the first and the last tonic are not adjacent 
(because there are other chord functions between them), but 
the last tonic picks up (and “prolongates”) the first tonic; this 
can be represented in a tree-structure in a way that the first 
and the last tonic chords build beginning- and end-points of 
the tree, and that the relations of the other chord functions 
can be represented by dendritic ramification (“prolonga-
ting” chords can extend the tonal region, and “progressing” 
chords determine the progression of tonal functions). This 
also implies that adjacent elements do not necessarily have a 
direct structural relation (for example, an initial tonic chord 
can be followed by a secondary dominant to the next chord: 
the secondary dominant then has a direct relation to the next 
chord, but not to the preceding tonic chord). It is not pos-
sible that a chord does not have a functional relation to a 
preceding, nor to a subsequent chord: If in our example the 
secondary dominant would not be followed by an (implicit) 
tonic, the sequence would be ungrammatical (with regard to 
major–minor tonal regularities). Compared to the classical 
theory of harmony, this GSM approach has the advantage 
that chord functions are not determined by their tonality (or 
the derivation from other chords), but by their functional 
position within the sequence.

(2) The tree-structure indicates which elements can successively 
be omitted in a way that the sequence still sounds correct. 
For example, secondary dominants can be omitted, or all 
chords between first and last tonic chord can be omitted, and 
a sequence still sounds correct. In a less trivial case, there is 
a dominant in a local phrase between two tonic chords; the 
tree-structure then indicates that on the next higher level all 
chords except the two tonic and the dominant chords can be 
omitted. This principle is a consequence of the “headedness,” 
in which each knot in the syntax tree dominates sub-ordinate 
branches. That is, the tree-structure provides a weighting of 

description of linguistic syntax using tree-structures (see also, e.g., 
Patel, 2008), although Lerdahl and Jackendoff ’s GTTM at least 
implicitly implies that musical and linguistic syntax have only 
little to do with each other (except perhaps with regard to certain 
prosodic aspects).

Up to now, no neurophysiological investigation has tested 
whether individuals perceive music cognitively according to 
tree-structures; similarly, behavioral studies on this topic are 
extremely scarce (but see Cook, 1987; Bigand et al., 1996; Lerdahl 
and Krumhansl, 2007). Note that GTTM is an analytical (not 
a generative) model; Lerdahl’s tonal pitch space (TPS) theory 
(Lerdahl, 2001) attempts to provide algorithms for this analytical 
approach, but the algorithms are often not sharp and precise (and 
need subjective “corrections”). However, TPS provides the very 
interesting approach to model tension–resolution patterns from 
tree- structures (e.g., Lerdahl and Krumhansl, 2007).

A more recent approach to model tonal harmony with explicit 
generative rules according to tree-structures is the Generative Syntax 
Model (GSM) from Rohrmeier (2007) (see also Rohrmeier, 2011). 
Rohrmeier’s GSM distinguishes between four structural levels with 
increasing abstraction: a level with the surface structure (in terms 
of the naming of the chords, e.g., C, G, C), a scale-degree structure 
level (e.g., I, V, I), a functional–structural level (e.g., t, d, t), and a 
phrase-structure level specifying tonic regions, dominant regions, 
and subdominant regions (see also Figure 3). Each of these levels 
is described with generative rules of a phrase-structure grammar, 

FIGuRE 3 | Tree-structures (according to the GSM) for the sequences 
shown in Figure 2B, ending on a regular tonic (left), and on a supertonic 
(right). Dashed line: expected structure (≠: the tonic chord is expected, but a 
supertonic is presented); dotted lines: a possible solution for the integration of 
the supertonic. TR(→DR) indicates that the supertonic can still be integrated, 
e.g., if the expected tonic region is re-structured into dominant region. TR, 
tonic region; DR, dominant region; SR, subdominant region. Lower-case 
letters indicate chord functions (functional–structural level), Roman numerals 
indicate the scale-degree structure, and the bottom row indicates the surface 
structure in terms of the naming of the chords.
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according to Amunts et al., 2010) in music-syntactic processing 
is due to the hierarchical processing of (syntactic) information: 
This part of Broca’s area is involved in the hierarchical  processing 
of  syntax in language (e.g., Friederici et al., 2006; Makuuchi 
et al., 2009), the hierarchical processing of action sequences (e.g., 
Koechlin and Jubault, 2006; Fazio et al., 2009), and possibly also in 
the processing of hierarchically organized mathematical formulas 
and termini (Friedrich and Friederici, 2009, although activation 
in the latter study cannot clearly be assigned to BA 44 or BA 45). 
These findings suggest that at least some cognitive operations of 
music-syntactic and language-syntactic processing (and neural 
populations mediating such operations) overlap, and are shared 
with the syntactic processing of actions, mathematical formulas, 
and other structures based on long-distance dependencies involving 
hierarchical organization (phrase-structure grammar).

However, it appears that inferior BA 44 is not the only struc-
ture involved in music-syntactic processing: additional structures 
include the superior part of the pars opercularis (Koelsch et al., 
2002), the anterior portion of the STG (Koelsch et al., 2002, 2005a), 
and ventral premotor cortex (PMCv; Parsons, 2001; Janata et al., 
2002b; Koelsch et al., 2002, 2005a). The PMCv probably contributes 
to the processing of music-syntactic information based on finite 
state grammar: activations of PMCv have been reported in a variety 
of functional imaging studies on auditory processing using musi-
cal stimuli, linguistic stimuli, auditory oddball paradigms, pitch 
discrimination tasks, and serial prediction tasks, underlining the 
importance of these structures for the sequencing of structural 
information, the recognition of structure, and the prediction of 
sequential information (Janata and Grafton, 2003). With regard to 
language, Friederici (2004) reported that activation foci of func-
tional neuroimaging studies on the processing of long-distance 
hierarchies and transformations are located in the posterior IFG 
(with the mean of the coordinates reported in that article being 
located in the inferior pars opercularis), whereas activation foci of 
functional neuroimaging studies on the processing of local struc-
tural violations are located in the PMCv (see also Friederici et al., 
2006; Makuuchi et al., 2009; Opitz and Kotz, 2011). Moreover, 
patients with lesion in the PMCv show disruption of the process-
ing of finite state, but not phrase-structure grammar (Opitz and 
Kotz, 2011).

That is, in the above-mentioned experiments that used chord 
sequence paradigms to investigate the processing of harmonic struc-
ture, the music-syntactic processing of the chord functions prob-
ably involved processing of both finite state and phrase- structure 
grammar. The music-syntactic analysis involved a computation of 
the harmonic relation between a chord function and the context 
of preceding chord functions (phrase-structure grammar). Such a 
computation is more difficult (and less common) for irregular than 
for regular chord functions (as illustrated by the branch with the 
dashed line in the right panel of Figure 3), and this increased dif-
ficulty is presumably reflected in a stronger activation of (inferior) 
BA 44 in response to irregular chords. In addition, the local transi-
tion probability from the penultimate to the final chord is lower 
for the dominant – supertonic progression than for the dominant 
– tonic progression (finite state grammar), and the computation 
of the (less predicted) lower-probability progression is presumably 
reflected in a stronger activation of PMCv in response to irregular 

the elements, leading to an objectively derivable deep struc-
ture (another advantage compared to the classical theory of 
harmony).

(3) Chord functions are a result of their position within the 
branches of the tree. For example, a pre-dominant is the sub-
ordinate branch preceding a dominant, or there are stable 
and instable dominants which can be differentiated based 
on how deeply they are located in the syntax tree. Similarly, 
a half-cadence is a case in which a dominant is reached as 
stable local endpoint of a phrase, which must be followed by 
a phrase that ends on a tonic, thus resolving the open domi-
nant (with regard to the deep structure).

A detailed description of the GSM goes beyond the scope of this 
article (for details see Rohrmeier, 2011). As mentioned before, the 
GSM is relatively new, and due to the lack of usable tree-models, 
previous studies investigating neurophysiological correlates of 
music-syntactic processing have so far simply utilized the classical 
theory of harmony as a syntactic rule system: According to the clas-
sical theory of harmony, chord functions are arranged within har-
monic sequences according to certain regularities (Riemann, 1971, 
was the first to refer to such regularity-based arrangement as musi-
cal syntax). As described above, this regularity-based arrangement 
implies long-distance dependencies involving hierarchical organi-
zation (also referred to as phrase-structure grammar). However, it 
cannot be excluded that “irregular” chord functions such as the final 
supertonic in Figure 2B are detected as irregular based on a finite 
state grammar (according to which the tonic is the most regular 
chord after a I–IV–II–V progression); as will be illustrated below, 
processing of such chord functions presumably involves processing 
of both finite state and phrase-structure grammar.

5.2 neurAl correlAtes of music-syntActic processinG
Neurophysiological studies using EEG and MEG showed that 
music-syntactically irregular chord functions (such as the final 
supertonic shown in Figure 2B) elicit brain potentials with nega-
tive polarity that are maximal at around 150– 350 ms after the 
onset of an irregular chord, and have a frontal/fronto-temporal 
scalp distribution, often with right-hemispheric weighting (see also 
Figure 2C). In experiments with isochronous, repetitive stimu-
lation, this effect is maximal at around 150 – 200 ms over right 
anterior electrodes, and denoted as early right anterior negativ-
ity, or ERAN (for a review see Koelsch, 2009b). In experiments in 
which the position of irregular chords within a sequence is not 
known (and thus unpredictable), the negativity often has a longer 
latency, and a more anterior-temporal distribution (also referred 
to as right anterior-temporal negativity, or RATN; Patel et al., 1998; 
Koelsch and Mulder, 2002). The ERAN elicited by irregular tones 
of melodies has a shorter peak latency than the ERAN elicited by 
irregular chord functions (Koelsch and Jentschke, 2010).

Functional neuroimaging studies using chord sequence para-
digms (Maess et al., 2001; Koelsch et al., 2002, 2005a; Tillmann 
et al., 2003) and melodies (Janata et al., 2002a) suggest that music-
syntactic processing involves the pars opercularis of the inferior 
frontal gyrus (corresponding to BA 44) bilaterally, but with right-
hemispheric weighting (see yellow spheres in Figure 2D). It seems 
likely that the involvement of (inferior) BA 44 (perhaps area 44v 
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and Koelsch, 2008b; Fedorenko et al., 2009; Slevc et al., 2009). In 
these studies, chord sequences were presented simultaneously with 
visually presented sentences (for an example see Figure 4). Two of 
these studies (Koelsch et al., 2005b; Steinbeis and Koelsch, 2008b) 
used EEG, and three different sentence types: The first type was a 
syntactically correct sentence in which the occurrence of the final 
noun was semantically highly probable. The other two sentence 
types were modified versions of the first sentence type: Firstly, a 
sentence with a gender disagreement between the last word (noun) 
on the one hand, and the prenominal adjective as well as the defi-
nite article that preceded the adjective on the other; such gender 
disagreements elicit a left anterior negativity (LAN; Gunter et al., 
2000). Secondly, a sentence in which the final noun was semantically 
less probable; such “low-cloze probability” words elicit an N400 
reflecting the semantic processing of words (see also section on 
musical semantics below). Each chord sequence consisted of five 
chords (and each chord was presented together with a word, see 
Figure 4), one chord sequence type ending on a music-syntactically 
regular, and the other type ending on an incorrect chord function.

Both studies (Koelsch et al., 2005b; Steinbeis and Koelsch, 2008b) 
showed that the ERAN elicited by irregular chords interacted 
with the LAN elicited by linguistic (morpho-syntactic) violations 
(Koelsch et al., 2005b; Steinbeis and Koelsch, 2008b): The LAN 
elicited by words was reduced when the syntactically irregular word 
was presented simultaneously with a music-syntactically irregu-
lar chord (compared to when the irregular word was presented 
with a regular chord). In the study from Koelsch et al. (2005b) a 
control experiment was conducted in which the same sentences 
were presented simultaneously with sequences of single tones. The 

chords. The stronger activation of both BA 44 and PMCv appears 
to correlate with the perception of a music-syntactically irregular 
chord as “unexpected.”

Note that the ability to process phrase-structure grammar is 
available to humans, whereas non-human primates are apparently 
not able to master such grammars (Fitch and Hauser, 2004). Thus, 
it is highly likely that only humans can adequately process music-
syntactic information at the phrase-structure level. It is also worth 
noting that numerous studies showed that even “non-musicians” 
(i.e., individuals who have not received formal musical training) 
have a highly sophisticated (implicit) knowledge about musical 
syntax (e.g., Tillmann et al., 2000). Such knowledge is presumably 
acquired during listening experiences in everyday life.

5.3 interActions betWeen lAnGuAGe- And music-syntActic 
processinG
As mentioned above, hierarchical processing of syntactic informa-
tion from different domains (such as music and language) requires 
contributions from neural populations located in BA 44. However, 
it is still possible that, although such neural populations are located 
in the same brain area, entirely different (non-overlapping) neural 
populations serve the syntactic processing of music and language 
within the same area. That is, perhaps the neural populations medi-
ating language-syntactic processing in BA 44 are different from neu-
ral populations mediating music-syntactic processing in the same 
area. Therefore, the strongest evidence for shared neural resources 
for the syntactic processing of music and language stems from 
experiments that revealed interactions between music-syntactic 
and language-syntactic processing (Koelsch et al., 2005b; Steinbeis 

FIGuRE 4 | Examples of experimental stimuli used in the studies by Koelsch et al. (2005b) and Steinbeis and Koelsch (2008b). Top: examples of two chord 
sequences in C major, ending on a regular (upper row) and an irregular chord (lower row, the irregular chord is indicated by the arrow). Bottom: examples of the three 
different sentence types. Onsets of chords (presented auditorily) and words (presented visually) were synchronous. Reprinted from Steinbeis and Koelsch (2008b).
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chords occurring in harmonic progressions (note that all patients 
had Broca’s aphasia, but only some of them had a lesion that 
included Broca’s area).

It is also interesting to note that there are hints for an interaction 
between the ERAN and the early left anterior negativity (ELAN, an 
ERP component taken to reflect the processing of phrase  structure 
violations during language perception; Friederici, 2002): In a study 
by Maidhof and Koelsch (2011), participants were presented simul-
taneously with spoken sentences and chord sequences. Thus, the 
experiment was similar to the studies by Koelsch et al. (2005b) and 
Steinbeis and Koelsch (2008b), except that (a) sentences were pre-
sented auditorily, (b) that syntactic violations were phrase-structure 
violations (not morpho-syntactic violations), and (c) that the atten-
tion of listeners was directed to either the speech or the music. In that 
study, the amplitude of the ERAN was slightly smaller when elicited 
during the presentation of phrase-structure violations occurring 
in sentences (compared to when elicited during correct sentences); 
this effect was, however, only marginally significant. Thus, it appears 
that music-syntactic processing of an irregular chord function (as 
reflected in the ERAN) also interacts with the processing of the 
phrase-structure of a sentence, although this interaction seems less 
obvious than the interaction between ERAN and LAN (i.e., between 
music-syntactic processing of chord functions and the processing 
of morpho-syntactic information in language).

In summary, neurophysiological studies show that music- 
and language-syntactic processes engage overlapping resources 
(presumably located in the inferior fronto-lateral cortex), and 
evidence showing that these resources underlie music- and 
language- syntactic processing is provided by experiments show-
ing interactions between ERP components reflecting music- and 
language-syntactic processing (in particular LAN and ERAN). 
Importantly, such interactions are observed in the absence of 
interactions between LAN and MMN, i.e., in the absence between 
language-syntactic and acoustic deviance processing (reflected in 
the MMN), and in the absence of interactions between the ERAN 
and the N400 (i.e., in the absence of music-syntactic and language–
semantic processing). Therefore, the reported interactions between 
LAN and ERAN are syntax-specific, and cannot be observed in 
response to any kind of irregularity.

5.4 processinG of phrAse boundAries
During auditory music or language perception, the recognition of 
phrase boundaries helps to decode the syntactic (phrase) structure 
of a musical phrase, as well as of a sentence (the melodic and rhyth-
mic features that mark a phrase boundary in a spoken sentence are 
part of the speech prosody). The processing of phrase boundaries 
is reflected in a closure positive shift (CPS), during both the pro-
cessing of musical phrase boundaries (Knösche et al., 2005), and 
the processing of intonational phrase boundaries during speech 
perception (Steinhauer et al., 1999; although perhaps with a slightly 
different latency). The first study on the perception of musical 
phrase boundaries by Knösche et al. (2005) investigated musicians 
only, and a subsequent study also reported a CPS in non-musicians 
(although the CPS had a considerably smaller amplitude than the 
CPS observed in musicians; Neuhaus et al., 2006). The latter study 
also reported larger CPS amplitudes for longer pauses as well as 
longer boundary tones (which make the phrase boundary more 

tone sequences ended either on a standard tone or on a frequency 
deviant. The physical mismatch negativity (phMMN) elicited by 
the frequency deviants did not interact with the LAN (in contrast 
to the ERAN), indicating that the processing of auditory oddballs 
(as reflected in the phMMN) does not consume resources related 
to syntactic processing16. In addition, the study by Steinbeis and 
Koelsch (2008b) also showed that the amplitude of the ERAN was 
reduced when participants processed a syntactically wrong word 
(Figure 5A)17. Notably, the ERAN was not affected when words were 
semantically incongruous (Figure 5B), showing that the interaction 
between ERAN and LAN is specific for syntactic processing (the 
double interaction between ERAN and syntax, as well as between 
N5 and semantics, is shown in Figure 5C).

The findings of these EEG studies were corroborated by two 
behavioral studies (Fedorenko et al., 2009; Slevc et al., 2009), 
as well as by a patient study by Patel et al. (2008). The latter 
study showed that individuals with Broca’s aphasia also show 
impaired music-syntactic processing in response to out-of-key 

FIGuRE 5 | Grand-average ERPs elicited by the stimuli shown in Figure 4. 
Participants monitored whether the sentences were (syntactically and 
semantically) correct or incorrect; in addition, they had to attend to the timber 
of the chord sequences and to detect infrequently occurring timber deviants. 
ERPs were recorded on the final chords/words and are shown for the different 
word conditions (note that only difference waves are shown). (A) The solid 
(blue) difference wave shows ERAN (indicated by the arrow) and N5 elicited 
on syntactically and semantically correct words. The dashed (green) difference 
wave shows ERAN and N5, elicited when chords are presented on 
morpho-syntactically incorrect (but semantically correct) words. Under the 
latter condition, the ERAN (but not the N5) is reduced. (B) The solid (blue) 
difference wave is identical to the solid difference wave of (A), showing the 
ERAN and the N5 (indicated by the arrow) elicited on syntactically and 
semantically correct words. The dotted (red) difference wave shows ERAN 
and N5, elicited when chords are presented on semantically incorrect (but 
morpho-syntactically correct words). Under the latter condition, the N5 (but 
not the ERAN) is reduced. (C) shows the direct comparison of the difference 
waves in which words were syntactically incorrect (dashed, green line) or 
semantically incorrect (dotted, red line). These ERPs show that the ERAN is 
influenced by the morpho-syntactic processing of words, but not by the 
semantic processing of words. By contrast, the N5 is influenced by the 
semantic processing of words, but not by the morpho-syntactic processing of 
words. Data from Steinbeis and Koelsch (2008b).

16Whether the abstract-feature MMN consumes such resources remains to be 
 investigated.
17The fact that the ERAN was not reduced by the syntactically incorrect words in the 
study by Koelsch et al. (2005b) is presumably due to the task: Participants focused 
more attention on the musical stimulus in the study by Steinbeis and Koelsch (2008b), 
leading to a larger ERAN amplitude (and thus to a better signal-to-noise ratio).
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peak, i.e., around 100 ms after stimulus onset). This ERP effect 
resembles the ERAN (or, more specifically, an early component of 
the ERAN; for details see Koelsch and Jentschke, 2010), although it 
presumably overlapped in part with a subsequent N2b due to the 
detection of irregular or unexpected tones. That is, earlier  processes 
underlying the detection of structural irregularities (as partly 
reflected in the ERAN) are followed by later processes of structural 
reanalysis (as reflected in the P600/LPC) when individuals attend to 
the musical stimulus and detect structural incongruities. It remains 
to be specified whether the P600/LPC is a late P3, and how the 
processes of structural reanalysis and repair are possibly related to 
context-updating (see also Donchin and Coles, 1998; Polich, 2007).

Using sentences and chord sequences, Patel et al. (1998) com-
pared ERPs elicited by “syntactic incongruities” in language and 
music within subjects (harmonic incongruities were taken as gram-
matical incongruity in music). Task-relevant (target) chords within 
homophonic musical phrases were manipulated, so that the tar-
gets were either within the key of a phrase, or out-of-key (from a 
“nearby,” or a “distant” key). Both musical and linguistic structural 
incongruities elicited P600/LPC potentials which were maximal 
at posterior sites and statistically indistinguishable. Moreover, the 
degree of a structural anomaly (moderate or high) was reflected 
in the amplitude of the elicited positivities. Therefore, the results 
indicated that the P600 reflects more general knowledge-based 
structural (re-)integration (and/or reanalysis) during the percep-
tion of rule-governed sequences. The intersection between the 
processes of music-syntactic and language-syntactic (re-)integra-
tion and repair is referred to as the shared syntactic integration 
resource hypothesis (SSIRH), which states that music and language 
rely on shared, limited processing resources that activate separa-
ble syntactic representations (Patel, 2003). The SSIRH also states 
that, whereas the linguistic and musical knowledge systems may 
be independent, the system used for online structural integration 
may be shared between language and music (see also Fedorenko 
et al., 2009). This system might be involved in the integration 
of incoming elements (words in language, and tones/chords in 
music) into evolving structures (sentences in language, harmonic 
sequences in music). Beyond the SSIRH, however, the previous 
section on music-syntactic processing also showed early interac-
tions (between the ERAN and LAN), indicating that processing of 
music- and language-syntactic information intersects also at levels 
of morpho-syntactic processing, phrase-structure processing, and 
possibly word-category information.

7 processinG meAninG in music
Music is a means of communication, and during music listening, 
meaning emerges through the interpretation of (musical) informa-
tion. Previous accounts on musical meaning can be summarized 
with regard to three fundamentally different classes of meaning 
emerging from musical information: extra-musical meaning, intra-
musical meaning, and musicogenic meaning (for an extensive 
review see Koelsch, 2011). Extra-musical meaning refers to meaning 
emerging from reference to the extra-musical world (Meyer, 1956, 
referred to this class of musical meanings as “designative mean-
ing”). This class of meaning comprises three dimensions: musi-
cal meaning due to iconic, indexical, and symbolic sign qualities 
(Karbusicky, 1986).

salient). Both studies (Knösche et al., 2005; Neuhaus et al., 2006) 
used EEG as well as MEG, showing that the CPS can be observed 
with both methods. In a third study, Chinese and German musi-
cians performed a categorization task with Chinese and Western 
music (with both groups being familiar with Western music, but 
only the Chinese group being familiar with Chinese music; Nan 
et al., 2006). Both groups showed CPS responses to both types of 
music (with no significant difference between groups). The exact 
contributions of the processes reflected in the CPS to syntactic 
processing remain to be specified.

Using fMRI, a study by Meyer et al. (2004) suggests that the 
processing of the prosodic aspects of the sentences used in the study 
by Steinhauer et al. (1999) involves premotor cortex of the (right) 
Rolandic operculum, (right) AC located in the planum temporale, 
as well as the anterior insula (or perhaps deep frontal operculum) 
and the striatum bilaterally18.

A very similar activation pattern was also observed for the pro-
cessing of the melodic contour of spoken main clauses (Meyer 
et al., 2002). That is, similar to the right-hemispheric weighting of 
activations observed in functional neuroimaging studies on music 
perception, a right-hemispheric weighting of (neo-cortical) activa-
tions is also observed for the processing of speech melody.

6 structurAl reAnAlysis And repAir
Following a syntactic anomaly (or an unexpected syntactic struc-
ture), processes of structural reanalysis and repair may be engaged. 
It appears that these processes are reflected in the ERP as positive 
potentials that are maximal around 600–900 ms (often referred to 
as P600, or late positive component, LPC; Besson and Schön, 2001).

The P600/LPC can be elicited by irregular melody-tones (e.g., 
Besson and Macar, 1986; Verleger, 1990; Paller et al., 1992; Besson 
and Faita, 1995; Besson et al., 1998; Miranda and Ullman, 2007; 
Peretz et al., 2009), as well as by irregular chords (e.g., Patel et al., 
1998). It seems that the P600/LPC can only be elicited when 
individuals attend to the musical stimulus, and that the LPC is 
partly connected to processes of the conscious detection of music- 
structural incongruities. In an experiment by Besson and Faita 
(1995), in which incongruous melody-endings had to be detected, 
the LPCs had a greater amplitude, and a shorter latency, in musi-
cians compared to “non-musicians,” presumably because musi-
cians were more familiar with the melodies than non-musicians 
(thus, musicians could detect the irregular events more easily). 
Moreover, the LPC had a larger amplitude for familiar melodies 
than for novel melodies (presumably because incongruous endings 
of familiar phrases were easier to detect), and for non-diatonic than 
for diatonic endings. Diatonic incongruities terminating unfamil-
iar melodies did not elicit an LPC (presumably because they are 
hardly to detect), whereas non-diatonic incongruities did (they 
were detectable for participants by the application of tonal rules).

It is remarkable that in all of the mentioned studies on melodies 
(Besson and Macar, 1986; Verleger, 1990; Paller et al., 1992; Besson 
and Faita, 1995; Besson et al., 1998; Brattico et al., 2006; Miranda 
and Ullman, 2007; Peretz et al., 2009), the unexpected tones also 
elicited an early frontal negative ERP (emerging around the N1 

18Sentences were stripped of phonological information by filtering, and sounded 
like hummed sentences.
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and Schön, 2009a; Grieser-Painter and Koelsch, 2011). In an initial 
study (Koelsch et al., 2004), sentences and musical excerpts were pre-
sented as prime stimuli. The prime stimuli were semantically either 
related or unrelated to a target word that followed the prime stimulus 
(see top of Figure 6). For example, the sentence “The gaze wan-
dered into the distance” primes the word “wideness” (semantically 
related), rather than the word “narrowness” (semantically unrelated). 
Analogously, certain musical passages, for example from a symphony 
by Mozart, prime the word “angel,” rather than the word “scallywag.”

In the language condition (i.e., when target words followed the 
presentation of sentences), unrelated words elicited a clear N400 
effect (this is a classical semantic priming effect). This semantic 
priming effect was also observed when target words followed musi-
cal excerpts. That is, target words that were semantically unrelated 
to a preceding musical excerpt also elicited a clear N400. The N400 
effects did not differ between the language condition (in which the 
target words followed sentences) and the music condition (in which 
the target words followed musical excerpts), neither with respect 
to amplitude nor with respect to latency or scalp distribution. A 
source analysis localized the main sources of the N400 effects, in 
both conditions, in the posterior part of the medial temporal gyrus 
bilaterally (BA 21/37), in proximity to the superior temporal sulcus. 
These regions have been implicated in the processing of semantic 
information during language processing (Lau et al., 2008).

The N400 effect in the music condition demonstrates that musical 
information can have a systematic influence on the semantic process-
ing of words. The N400 effects did not differ between the music and 
the language condition, indicating that musical and linguistic prim-
ing can have the same effects on the semantic processing of words. 
That is, the data demonstrated that music can activate representations 
of meaningful concepts (and that, thus, music is capable of trans-
ferring considerably more meaningful information than previously 
believed), and that the cognitive operations that decode meaningful 
information while listening to music can be identical to those that 
serve semantic processing during language perception. The N400 
effect was observed for both abstract and concrete words, showing 
that music can convey both abstract and concrete semantic informa-
tion. Moreover, effects were also observed when emotional relation-
ships between prime and target words were balanced, indicating that 
music does not only transfer emotional information.

The priming of meaning by the musical information was due to 
(a) iconic sign qualities, i.e., common patterns or forms (such as 
succeeding interval steps priming the word staircase), (b) indexical 
sign quality, such as the suggestion of a particular emotion due to 
the resemblance to movements and prosody typical for that emo-
tion (e.g., saxophone tones sounding like derisive laughter), or (c) 
symbolic sign quality due to meaning inferred by explicit extra-
musical associations (e.g., a church anthem priming the word devo-
tion). Unfortunately, is was not investigated in that study whether 
N400 responses differed between these dimensions of musical 
meaning (and, so far, no subsequent study has investigated this). 
However, the results still allow to conclude that processing of extra-
musical meaning is associated with N400 effects.

Due to the length of musical excerpts (∼10 s), musical informa-
tion could not be used as target stimulus, thus only words were used 
as target stimuli (and the N400 was only elicited on words, not on 
musical information). Hence, a question emerging from that study 

(a) Iconic musical meaning emerges from common patterns or 
forms, such as musical sound patterns that resemble sounds 
of objects, or qualities of objects. For example, acoustic 
events may sound “warm,” “round,” “sharp,” or “colorful,” 
and a musical passage may sound, e.g., “like a bird,” or “like a 
thunderstorm.” In linguistics, this sign quality is also referred 
to as onomatopoetic.

(b) Indexical musical meaning emerges from action-related pat-
terns (such as movements and prosody) that index the pre-
sence of a psychological state, for example an emotion, or 
an intention. Juslin and Laukka (2003) compared in a meta 
analysis the acoustical signs of emotional expression in music 
and speech, finding that the acoustic properties that code 
emotional expression in speech are highly similar to those 
coding these expressions in music. With regard to intentions, 
an fMRI study by Steinbeis and Koelsch (2008c) showed 
that listeners automatically engage social cognition during 
listening to music, in an attempt to decode the intentions of 
the composer or performer (as indicated by activations of 
the cortical theory-of-mind network). That study also repor-
ted activations of posterior temporal regions implicated in 
semantic processing (Lau et al., 2008), presumably because 
the decoding of intentions has meaning quality.

Cross (2008) refers to this dimension of musical meaning 
as “motivational–structural” due to the relationship between 
affective–motivational states of individuals on the one side, 
and the structural–acoustical characteristics of (species- 
specific) vocalizations on the other.

(c) Symbolic musical meaning emerges from explicit (or con-
ventional) extra-musical associations (e.g., any national 
anthem). Note that the meaning of the majority of words is 
due to symbolic meaning. Cross and Morley (2008) refers to 
this dimension of musical meaning as “culturally enactive,” 
emphasizing that symbolic qualities of musical practice are 
shaped by (and shape) culture.

Musical semantics, notably, extends beyond the relations 
between concepts and the (extra-musical) world in that musical 
meaning also emerges from the reference of one musical element to 
another musical element, that is, from intra-musical combinations 
of formal structures. The term “intra-musical” was also used by 
Budd (1996), other theorists have used the terms “formal meaning” 
(Alperson, 1994), “formal significance” (Davies, 1994), or “embod-
ied meaning” (Meyer, 1956). Similar distinctions as the one drawn 
here between extra- and intra-musical meaning have been made 
by several theorists (for a review see Koopman and Davies, 2001).

Processing of musical meaning information is reflected in (at 
least) two negative ERP components: The N400 and the N5. The 
N400 reflects processing of meaning in both language and music, 
the N5 has so far only been observed for the processing of musical 
information. In the following I will present evidence showing that, 
with regard to the processing of musical meaning, the N400 reflects 
processing of extra-musical meaning, and the N5 processing of 
intra-musical meaning.

The N400 has been used to investigate processing of musical 
meaning (or “musical semantics”) in semantic priming paradigms 
(Koelsch et al., 2004; Steinbeis and Koelsch, 2008a, 2011; Daltrozzo 
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Further studies  investigated the processing of musical meaning using 
only single chords (Steinbeis and Koelsch, 2008a, 2011) or single 
tones (Grieser-Painter and Koelsch, 2011). These studies showed 
that even single chords and tones can prime the meaning of words 

was whether musical information can also elicit N400 responses. 
One study addressing this issue (Daltrozzo and Schön, 2009a) used 
short musical excerpts (duration was ∼1 s) that could be used either 
as primes (in combination with word targets), or as targets (in com-
bination with word primes). Figure 7 shows that when the musical 
excerpts were used as primes, meaningfully unrelated target words 
elicited an N400 (compared to related target words, as in the study 
from Koelsch et al., 2004). Importantly, when musical excerpts were 
used as target stimuli (and words as primes), an N400 was observed 
in response to excerpts that the participants rated as meaningfully 
unrelated to the preceding target word (compared to excerpts that 
were rated as related to the preceding word). This was the first 
evidence that musical information can also elicit N400 responses. 
Note that the musical excerpts were composed for the experiment, 
and thus not known by the participants. Therefore, musical mean-
ing was not due to symbolic meaning, but due to indexical (e.g., 
“happy”) and iconic (e.g., “light”) meaning. In the data analysis 
used in that study (Daltrozzo and Schön, 2009a), the relatedness 
of prime–target pairs was based on the relatedness judgments of 
participants. In another article (Daltrozzo and Schön, 2009b) the 
author showed that even if the data are analyzed based on the un/
relatedness of prime–target pairs as pre-defined by the experiment-
ers, a significant N400 was elicited (in the latter study a lexical deci-
sion task was used, whereas in the former study participants were 
asked to judge the conceptual relatedness of prime and targets). 

FIGuRE 6 | Left: Examples of the four experimental conditions preceding 
a visually presented target word. Top panel: Prime sentence semantically 
related to (A), and unrelated to (B) the target word wideness. The diagram on 
the right shows grand-averaged ERPs elicited by target words after the 
presentation of semantically related (solid line) and unrelated prime 
sentences (dotted line), recorded from a central electrode. Unprimed target 
words elicited a clear N400 component in the ERP (compared to the primed 
target words). Bottom panel: musical semantically related to (C), and 
unrelated to (D) the same target word. The diagram on the right shows 

grand-averaged ERPs elicited by target words after the presentation of 
semantically related (solid line) and unrelated prime sentence (dotted line). As 
after the presentation of sentences, unprimed target words elicited a clear 
N400 component (compared to primed target words). Each trial was 
presented once, conditions were distributed in random order, but 
counterbalanced across the experiment. Note that the same target word was 
used for the four different conditions. Thus, condition-dependent ERP effects 
elicited by the target words can only be due to the different preceding 
contexts. Reprinted from Koelsch et al. (2004).

FIGuRE 7 | Data from the experiments by Daltrozzo and Schön (2009a), 
the left panel shows ERPs elicited by target words (primed by short 
musical excerpts), the right panel shows ERPs elicited by musical 
excerpts (primed by target words). The thick line represents ERPs elicited 
by unrelated stimuli, the thin line represents ERPs elicited by related stimuli. 
Note that the difference in N1 and P2 components is due to the fact that 
words were presented visually, and musical excerpts auditorily. Both 
meaningfully unrelated words and meaningfully unrelated musical excerpts 
elicited N400 potentials.
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beer”; see Figure 5B). Importantly, the N5 did not interact with the 
LAN (i.e., the N5 did not interact with the syntactic processing of 
words), indicating that the N5 is not simply modulated by any type of 
deviance, or incongruency, but that the N5 is specifically modulated 
by neural mechanisms underlying semantic information processing. 
That is, the N5 potential can be modulated by semantic processes, 
namely by the activation of lexical representations of words with 
different semantic fit to a previous context. This modulation indi-
cates that the N5 is related to the processing of meaning. Note that 
the harmonic relation between the chord functions of a harmonic 
sequence is an intra-musical reference (i.e., a reference of one musical 
element to another musical element, and not a reference to anything 
belonging to the extra-musical world). Therefore, we have reason to 
believe that the N5 reflects the processing of intra-musical meaning.

The neural generators of the N5 have remained elusive. This is in 
part due to the difficulty that in most experiments the N5 follows 
the ERAN (but see also, Poulin-Charronnat et al., 2006), making 
it difficult to differentiate the neural correlates of N5 and ERAN in 
experiments using functional magnetic resonance imaging. The N5 
usually has a clear frontal scalp distribution, thus the scalp distribu-
tion of the N5 is more anterior than that of the N400, suggesting 
at least partly different neural correlates. Perhaps the N5 originates 
from combined sources in the temporal lobe (possibly overlapping 
with those of the N400 in BAs 21/37) and the frontal lobe (possibly 
in the posterior part of the inferior frontal gyrus). This needs to 
be specified, for example using EEG source localization in a study 
that compares an auditory N4 with an auditory N5 within subjects.

The third class of musical meaning (musicogenic meaning) 
emerges from individual responses to musical information, par-
ticularly movement, emotional responses, and self-related memory 
associations. This dimension of musical meaning, as well as details 
about the extra- and intra-musical dimensions of musical meaning, 
are discussed in more detail elsewhere (Koelsch, 2011).

8 hoW the body reActs to music
The present model of music perception also takes the potential 
“vitalization” of an individual into account: vitalization entails activ-
ity of the autonomic nervous system (i.e., regulation of sympathetic 
and parasympathetic activity) along with the cognitive integration 
of musical and non-musical information. Non-musical information 
comprises associations evoked by the music, as well as emotional 
(e.g., happy), and bodily reactions (e.g., tensioned or relaxed). The 
subjective feeling (e.g., Scherer, 2005) requires conscious awareness, 
and therefore presumably involves multimodal association cortices 
such as parietal association cortices in the region of BA 7 (here, the 
musical percept might also become conscious; Block, 2005). Effects 
of music perception on activity of the autonomic nervous system 
have mainly been investigated by measuring electrodermal activity 
and heart rate, as well as the number and intensity of reported “shiv-
ers” and “chills” (Sloboda, 1991; Blood and Zatorre, 2001; Khalfa 
et al., 2002; Panksepp and Bernatzky, 2002; Grewe et al., 2007a,b; 
Lundqvist et al., 2009; Orini et al., 2010).

Vitalizing processes can, in turn, have an influence on processes 
within the immune system. Effects of music processing on the 
immune system have been assessed by measuring variations of (sali-
vary) immunoglobulin A concentrations (e.g., McCraty et al., 1996; 
Hucklebridge et al., 2000; Kreutz et al., 2004). Interestingly, effects 

(in both musicians and non-musicians), and that even chords (in 
musicians) and tones (in non-musicians and therefore presumably 
also in musicians) can elicit N400 effects.

intrA-musicAl meAninG And the n5
The previous section dealt with the N400 and extra-musical mean-
ing. However, musical meaning can also emerge from intra-musical 
references, that is, from the reference of one musical element to at least 
one other musical element (for example, a G major chord is usually 
perceived as the tonic in G major, as the dominant in C major, and – in 
its first inversion – possibly as a Neapolitan sixth chord in F# minor). 
This section will review empirical evidence for this hypothesis, and 
describe an electrophysiological correlate of the processing of intra-
musical meaning (the so-called N5, or N500). The N5 was described 
first in reports of experiments using chord sequence paradigms with 
music-syntactically regular and irregular chord functions (Koelsch, 
2000), in which the ERAN was usually followed by a late negativity, the 
N5 (see also Figure 2C). Initially (Koelsch, 2000) the N5 was proposed 
to reflect processes of harmonic integration, reminiscent of the N400 
reflecting semantic integration of words, and therefore proposed to be 
related to the processing of musical meaning, or musical semantics, 
although the type of musical meaning had remained unclear.

One reason for this proposition was a remarkable resemblance 
between N5 and N400: Firstly, similar to the N400 elicited by open-
class words, which declines toward the end of sentences (Van Petten 
and Kutas, 1990), the amplitude of the N5 (elicited by regular chords) 
declined toward the end of a chord sequence (Koelsch, 2000). That 
is, during sentence processing, a semantically correct final open-class 
word usually elicits a rather small N400, whereas the open-class words 
preceding this word elicit larger N400 potentials. This is due to the 
semantic expectedness of words, which is rather unspecific at the 
beginning of a sentence, and which becomes more and more specific 
toward the end of the sentence (where people already have a hunch 
of what the last word will actually be). Thus, a smaller amount of 
semantic integration is required at the end of a sentence, reflected 
in a smaller N400. If the last word is semantically unexpected, then 
a large amount of semantics is required, which is reflected in a larger 
amplitude of the N400. Similarly, the N5 is not only elicited by irregu-
lar chords, but also by regular chords, and the amplitude of the N5 
decreases with each progressing chord of the chord sequence. A small 
N5 elicited by the (expected) final chord of a chord sequence pre-
sumably reflects that only a small amount of harmonic integration 
is required at this position of a chord sequence.

Secondly, at the same position within a chord sequence (or a sen-
tence) the N5 (or the N400) is modulated by the degree of fit with 
regard to the previous harmonic (or semantic) context. A wealth of 
studies has shown that irregular chords (for reviews see Koelsch, 2004, 
2009b) and irregular tones of melodies (e.g., Miranda and Ullman, 
2007; Koelsch and Jentschke, 2010) evoke larger N5 potentials than 
regular ones (see also Figure 2C). As mentioned above, the ERAN 
is related to syntactic processing. In addition, the experiment from 
Steinbeis and Koelsch (2008b) also showed that the N5 reflects pro-
cessing of meaning information: In that study, the N5 interacted with 
the N400 elicited by words with low semantic cloze probability. The 
N5 was smaller when elicited on words that were semantically less 
probable (“He sees the cold beer”) compared to when elicited on 
words that were semantically highly probable (“He drinks the cold 
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functions will also emerge in the future. Music seems to be capable 
of engaging all of the “Seven Cs” at the same time, which is presum-
ably part of the emotional power of music. These evolutionarily 
advantageous social aspects of music-making behavior represent 
one origin for the evolution of music-making behavior in humans.

Action induction by music perception is accompanied by neural 
impulses in the reticular formation (in the brainstem; for exam-
ple, for the release of energy to move during joyful excitement). 
It is highly likely that connections also exist between the reticular 
formation and structures of the auditory brainstem (as well as 
between reticular formation and the AC; Levitt and Moore, 1979), 
and that the neural activity of the reticular formation therefore also 
influences the processing of (new) incoming acoustic information.

9 music perception And memory
The modules presented in Figure 1 are associated with a variety of 
memory functions (for a review see Jäncke, 2008). For example, 
the auditory sensory memory (along with Gestalt formation) is 
connected with both WM (Berti and Schröger, 2003) and long-
term memory (Näätänen et al., 2001, see above for information 
about brain structures implicated in auditory sensory memory). 
Structure building requires WM as well as a long-term store for 
syntactic regularities, and processing of meaning information is 
presumably tied to a mental “lexicon” (containing conceptual–
semantic knowledge), as well as to a musical “lexicon” containing 
knowledge about timbers, melodic contours, phrases, and musical 
pieces (Peretz and Coltheart, 2003). However, the details about 
interconnections between the different modules and different 
memory functions remain to be specified.

Neuroimaging studies suggest that the phonological loop of 
verbal WM and the “tonal loop” of WM for pitch strongly overlap 
in non-musicians (Hickok et al., 2003; Koelsch et al., 2009; Schulze 
et al., 2011a), involving PMCv (encroaching Broca’s area), dorsal 
premotor cortex, the planum temporale, inferior parietal lobe, the 
anterior insula, subcortical structures (basal ganglia and thalamus), 
as well as the cerebellum. A study by Schulze et al. (2011b) showed 
that, in contrast to non-musicians, musicians use specific neural 
subcomponents of WM only during verbal (right insular cortex) or 
only during tonal WM (right globus pallidus, right caudate nucleus, 
and left cerebellum). These results revealed the existence of two WM 
systems in musicians: A phonological loop supporting rehearsal of 
phonological information, and a tonal loop supporting rehearsal 
of tonal information. Note that differences between non-musicians 
and musicians for tonal WM (and between verbal and tonal WM 
within musicians), were mainly related to structures involved in 
controlling, programming, and planning of actions, thus presum-
ably reflecting differences in action-related sensorimotor coding 
of verbal and tonal information. That is, verbal and tonal WM rely 
strongly on action-related coding (and in this regard sensorimotor 
coding forms one basis for cognition; for a study on strategic WM 
processes in musicians see Schulze et al., 2011a).

The knowledge about musical long-term memory is still rather 
limited. Functional neuroimaging data suggest that access to musi-
cal semantic memory involves the (left) middle temporal gyrus, and 
that musical semantic representations (that is, parts of a musical 
lexicon) are stored in (left) anterior-temporal areas (Groussard 
et al., 2009, 2010). In addition, Watanabe et al. (2008) reported that 

on the immune system have been suggested to be tied to motor 
activity such as singing (Kreutz et al., 2004) or dancing (Quiroga 
Murcia et al., 2009, see also Figure 1, rightmost box). With regard 
to music perception, it is important to note that there might be 
overlap between neural activities of the late stages of perception 
and those related to the early stages of action (such as premotor 
functions related to action planning; Janata et al., 2002b; Rizzolatti 
and Craighero, 2004).

Music perception can interfere with action planning in musi-
cians (Drost et al., 2005a,b), and premotor activity can be observed 
during the perception of music (a) in pianists listening to piano 
pieces (Haueisen and Knösche, 2001), (b) in non-musicians listent-
ing to song (Callan et al., 2006), (c) in non-musicians who received 
1 week of piano training and listened to the trained piano melody 
(Lahav et al., 2007; for a detailed review see Koelsch, 2009a). For 
neuroscience studies related to music production see, e.g., Bangert 
and Altenmüller (2003), Katahira et al. (2008), Maidhof et al. 
(2009), Kamiyama et al. (2010), Maidhof et al. (2010).

Movement induction by music perception in the way of danc-
ing, singing, tapping, hopping, swaying, head-nodding, etc., along 
with music is a very common experience (Panksepp and Bernatzky, 
2002); such movements also serve social functions, because syn-
chronized movements of different individuals represent coordi-
nated social activity. Notably, humans have a need to engage in 
social activities; emotional effects of such engagement include fun, 
joy, and happiness, whereas exclusion from this engagement repre-
sents an emotional stressor, and has deleterious effects on health. 
Humans making music is an activity involving several social func-
tions, which were recently summarized as the “Seven Cs” (Koelsch, 
2010): (1) When we make music, we make contact with other indi-
viduals (preventing from social isolation). (2) Music automati-
cally engages social cognition (Steinbeis and Koelsch, 2008c). (3) 
Music engages co-pathy in the sense that inter-individual emo-
tional states become more homogenous (e.g., reducing anger in one 
individual, and depression or anxiety in another), thus promoting 
inter-individual understanding and decrease of conflicts. (4) Music 
involves communication (notably, for infants and young children, 
musical communication during parent–child singing of lullabies 
and play-songs is important for social and emotional regulation, as 
well as for social, emotional, and cognitive development; Trehub, 
2003; Fitch, 2006). (5) Music making also involves coordination of 
movements (requiring the capability to synchronize movements 
to an external beat; see also Kirschner and Tomasello, 2009; Overy 
and Molnar-Szakacs, 2009; Patel et al., 2009). The coordination of 
movements in a group of individuals appears to be associated with 
pleasure (for example, when dancing together), even in the absence 
of an explicit shared goal (apart from deriving pleasure from con-
certed movements). (6) Performing music also requires cooperation 
(involving a shared goal, and increasing inter-individual trust); 
notably, engaging in cooperative behavior is an important potential 
source of pleasure Rilling et al. (2002). (7) As an effect, music leads 
to increased social cohesion of a group (Cross and Morley, 2008), 
fulfilling the “need to belong” (Baumeister and Leary, 1995), and 
the motivation to form and maintain interpersonal attachments. 
Social cohesion also strengthens the confidence in reciprocal care 
(see also the caregiver hypothesis; Trehub, 2003), and the confidence 
that opportunities to engage with others in the mentioned social 
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of affective prosody (e.g., Ethofer et al., 2009; Wittfoth et al., 2010) 
as well as the affective contents of words (e.g., Herbert et al., 2009; 
Võ et al., 2009) can elicit emotional responses; the neural cor-
relates of music-evoked emotions have been reviewed elsewhere 
(e.g., Koelsch, 2010).

Finally, this review illustrated that communication of meaning 
is not exclusively a linguistic domain, but that music can also con-
vey meaningful information: The interpretation of extra-musical 
sign qualities of musical information can prime representations of 
meaningful concepts, and such priming can emerge from different 
cognitive levels (e.g., from auditory feature extraction, or from a 
more fine-grained analysis of intervals, see also Figure 1). Moreover, 
structural relations give rise to intra-musical meaning (suggested 
to be reflected in the N500).

Corresponding to these shared processes, there is considerable 
resemblance, overlap, and interaction between ERP components 
(and their neural generators) elicited during the perception of 
music or language: Processing of musical as well as of speech infor-
mation evokes (a) FFRs originating from the auditory brainstem, 
(b) P1, N1, and P2 potentials originating from the AC, (c) MMN 
potentials originating from temporal and frontal cortical areas, (d) 
potentials of early syntactic processing that interact with each other 
(ERAN/LAN), and receive main contributions from the (inferior) 
pars opercularis (BA 44i), (e) potentials of syntactic (re)integra-
tion/reanalysis and repair (P600), and (f) N400 effects reflecting 
semantic processing (probably originating from posterior temporal 
and inferior frontal cortex).

These overlaps and shared cognitive/neural processes call for 
more integrative models that synthesize the cognitive processes 
underlying music and language perception into a common theo-
retical framework. For example, a comparison of the present model 
(Figure 1) with the language perception model by Friederici (2002) 
shows several analogies, such as “Feature Extraction”/“Primary 
acoustic analysis,” “Analysis of intervals (chords, melodies, time 
intervals)”/“Identification of word form,” “Syntactic structure 
building” (both models), “Reanalysis & repair” (both models), or 
“Meaning”/“Semantic relations.” Additional overlaps include WM 
for verbal and tonal information (as described in the previous sec-
tion), and processing of rhythm in speech and music (which is 
not included in this review, but see, e.g., Grahn and Brett, 2007; 
Schmidt-Kassow and Kotz, 2009).

The illustrated overlaps between music and language also show 
that “language” and “music” are different aspects of the same 
domain, or two poles of a rather continuous dimension, rather 
than being two strictly separate domains (I refer to this continuum 
as the “music-language-continuum). Spoken language has rhythm, 
melody, and timber, and the illusory transformation from speech 
to song described by Diana Deutsch (“sometimes they behave so 
strangely”; Deutsch et al., 2011) shows that humans can perceive 
spoken language also as song (although individuals often do not 
realize this in everyday life). Once an individual puts emphasis in his/
her utterances, the speech becomes more song-like20, and many art-
forms, such as Rap-music or Recitatives, are both song and speech. 
In addition, as described in this review, music is often structured 

retrieval of musical information involves the hippocampal forma-
tion and the inferior frontal gyrus. Further systematic research 
in these areas is needed to differentiate memory operations from 
operations of the modules described in Figure 1; it is important 
to bear in mind that, especially in functional imaging experiments, 
both types of operations usually co-occur.

10 music And lAnGuAGe
The previous sections provided a number of examples for cognitive 
processes (and their neural correlates) underlying the processing 
of music as well as of (spoken) language. Decoding of both music 
and speech information requires a fine-grained analysis of the spec-
tral and temporal features of acoustic information (boxes “Feature 
Extraction” in Figure 1). The section on auditory feature extraction 
mentioned the acoustic equivalence of timber and phoneme, and 
the identification of “phonemes” in language is thus presumably 
paralleled by the identification of “timbers” in music. However, the 
segmentation of phonemic information during language perception 
usually requires a higher temporal resolution compared to the music 
(because timbral information in music usually does not change as 
rapidly as phonemic information in language). This probably leads 
to the left-hemispheric weighting for the segmentation of phonemes 
during language perception, whereas segmentation of spectral infor-
mation such as melodic information of speech prosody or musical 
melodies engages the right AC more strongly than the left AC.

Adequate processing of both music and speech also requires audi-
tory sensory memory, and auditory scene analysis/auditory stream 
segregation (see boxes “Auditory sensory memory” and “Gestalt for-
mation” in Figure 1), particularly in noisy environments (which 
are more common than the quiet auditory environments typical 
for experiments on language or music perception)19. The processes 
mediating the identification of chords (e.g., whether a chord is a 
major or a minor chord, whether a chord is presented in root posi-
tion or in inversion, etc.; see box “Analysis of intervals” in Figure 1) 
perhaps parallel those underlying the identification of word form 
(due to both words and chords having a stem, or “root,” from which 
different versions emerge); however, this remains to be specified.

The section on music-syntactic processing (see also box 
“Syntactic structure building” in Figure 1) presented evidence 
for interactions between the processing of music- and language- 
syntactic information at levels of morpho-syntactic processing, 
phrase-structure processing, and possibly word-category infor-
mation (see the evidence for the interaction between the ERAN 
and LAN, and the provisional evidence for an interaction between 
ERAN and ELAN). Beyond these early interactions between music- 
and language-syntactic processes, it appears that cognitive and 
neural resources are also shared during later stages of syntactic 
integration (see box “Structural reanalysis and repair” in Figure 1). 
The notion of shared resources during these later stages is also 
referred to as SSIRH (Patel, 2003).

Both speech and music perception involve premotor coding 
[e.g., Liberman and Mattingly, 1985; Koelsch, 2009a, see also box 
“(premotor) Action” in Figure 1], and both music and language give 
rise to affective processes: With regard to language, the  perception 

19For a study showing topoglogical shifts in the activation patterns of language per-
ception due to speech degradation (noise-band vocoding) see Obleser et al. (2011).

20Martin Luther King’s speeches are a nice example of how it is often difficult to say 
whether someone is singing or speaking.
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According to prevailing views, brain organization is modulated by practice, e.g., during
musical or linguistic training. Most recent results, using both neuropsychological tests and
brain measures, revealed an intriguing connection between musical aptitude and second
language linguistic abilities. A significant relationship between higher musical aptitude, bet-
ter second language pronunciation skills, accurate chord discrimination ability, and more
prominent sound-change-evoked brain activation in response to musical stimuli was found.
Moreover, regular music practice may also have a modulatory effect on the brain’s linguis-
tic organization and alter hemispheric functioning in those who have regularly practised
music for years. These findings, together with their implications, will be introduced and
elaborated in our review.

Keywords: musical aptitude, linguistic abilities, seashore test, event-related potentials

INTRODUCTION
Musical training can modulate brain functions in a holistic man-
ner, causing even structural changes in the brain morphology.
When comparing adult musicians and non-musicians, differences
have been found in the auditory, motor, somatosensory, and visu-
ospatial areas at the cortical level as well as in the cerebellum
(Elbert et al., 1995; Pantev et al., 1998; Schneider et al., 2002; Gaser
and Schlaug, 2003; Hutchinson et al., 2003; for a review see Jäncke,
2009). In addition to this, musicians seem to possess a larger ante-
rior part of the corpus callosum than non-musicians (Schlaug
et al., 1995). Also, several other neural projections appear to be
structurally modulated by increased myelinization in musicians
(Bengtsson et al., 2005).

As Magne et al. (2006) have pointed out, such structural dif-
ferences naturally have functional implications. However, it is far
from evident how or why these anatomical changes occur. For
instance, the role of the age at which practising a musical instru-
ment was initiated and its effects on brain plasticity has not been
widely investigated; however, pioneering evidence points out that
the younger the subjects begin playing an instrument, the greater
are the neuroplastic effects on the brain (Schlaug et al., 1995; Pan-
tev et al., 1998). Correspondingly, it is not yet certain how much
the specific demands set up by a given musical genre or instrument
can modulate the underlying brain functions (Tervaniemi, 2009).

Neurofunctional accounts of music listening indicate the con-
tribution of a network consisting of fronto-temporal and temporal
areas in both the right and left hemispheres. With linguistic func-
tions, the same areas have been shown to be activated with com-
prehension and production of language. As in music practising,

the starting age seems to play a crucial role in foreign language
acquisition skills. It is also recognized in foreign language learn-
ing that the pronunciation skills are more fluent and better when
the second language has been started prior puberty (Johnson and
Newport, 1989).

A number of studies indicate an overlap of the behavioral and
neural resources between language and music. However, data indi-
cating the lateralization of speech and music functions in the
brain hemispheres (and thus differential neural architectures for
speech and music) have also been obtained. According to those
findings, specific neurocognitive functions intrinsic to music are
governed by the right hemisphere and linguistic functions by the
left hemisphere (Zatorre et al., 2002; Tervaniemi and Hugdahl,
2003).

Nevertheless, the conceptualization of hemispheric special-
ization is not straightforward, and the involvement of other
higher-order processes, such as memory functions, should also
be considered. Any domain-specific process (such as encoding of
temporal acoustic properties of speech or a music sound, detect-
ing pitch differences, etc.) also includes the involvement of both
long-term and short-term memory functions and, naturally also
working memory functions. For instance, linguistic status, con-
text effects, and learning as well as attention can modulate early
sensory cortices’ functioning, which can therefore effect early pro-
cessing via top-down effects. In other words, top-down executive
processes within auditory pathways may have an important role in
explaining the perception processes of speech and music stimuli
(Zatorre and Gandour, 2007). Additionally, individual variations
must also be borne in mind when discussing brain functioning.

www.frontiersin.org November 2011 | Volume 2 | Article 321 | 189

http://www.frontiersin.org/Psychology
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/about
http://www.frontiersin.org/Auditory_Cognitive_Neuroscience/10.3389/fpsyg.2011.00321/abstract
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=30705&d=1&sname=RiiaMilovanov&name=Science
http://www.frontiersin.org/Community/WhosWhoDetails.aspx?UID=7365&d=1&sname=MariTervaniemi&name=Science
mailto:riia.milovanov@utu.fi
http://www.frontiersin.org
http://www.frontiersin.org/Auditory_Cognitive_Neuroscience/archive


Milovanov and Tervaniemi Musical and linguistic skills interact

For instance, different learning strategies could possibly reflect
differential involvement of brain organization and may result in
different neural representation of the material to be learnt. To
sum up, learning and processing musical and linguistic material
is composed of different neurofunctional levels with individual
variations, ranged from higher to lower order, and each associated
with different levels of neural organization.

Only a few studies examine the possible effects of linguistic
skills on improving musical skills. It has been shown, though,
that speaking Mandarin (which is one of the tonal languages)
can help an individual acquire absolute pitch (Deutsch et al.,
2006). Very recently, Elmer et al. (2011) asked whether long-
term language training influences the functional architecture that
supports the discrimination of non-verbal stimulus attributes,
and whether such a functional reorganization favors the behav-
ioral performance. They found evidence for a modulation of
fronto-parietal brain regions as a function of language expertise
and, further, that language training modulates brain activity in
those regions involved in the top-down regulation of auditory
functions.

In parallel, there is an increasing body of evidence indicating
that practising music affects language skills at both the cogni-
tive and neural levels. Magne et al. (2006) tested the hypoth-
esis that musical training facilitates pitch processing not only
in music but also in language. Their results show that musi-
cian children detected incongruities in both music and language
better than non-musician children did. The differences between
the two groups of participants were also seen in auditory cor-
tex functioning: early negative components in music and late
positive components in language were elicited in musician chil-
dren, while no such components were present with the non-
musician children. Marques et al. (2007) examined further the
effects of musical expertise on pitch perception in a foreign lan-
guage unknown to the participants. The results showed that adult
musicians perceived pitch variations better than non-musicians
and that a late positivity developed around 300 ms earlier in
musicians than in non-musicians. Moreno et al. (2009) investi-
gated the effect of musical training on linguistic pitch processing
and reading skills. The results showed that musical training not
only improved pitch processing in speech but also the reading of
irregular words.

The roles of musical aptitude and musical training have recently
gained greater attention as a contributing factor in the individ-
ual differences in language learning in general (Anvari et al.,
2002; Slevc and Miyake, 2006; Tallal and Gaab, 2006; Besson
et al., 2007; Marques et al., 2007). Recent results, using both
neuropsychological tests and brain measures, revealed an intrigu-
ing relationship between musical aptitude and linguistic abilities.
These data, acquired in the context of the doctoral thesis project
of the first author (Milovanov, 2009), will be introduced and elab-
orated below. In sum, it was found that individuals with more
musical aptitude were better equipped to discriminate phonemic
minimal pair contrasts and pronounce second language (English)
phonemes than individuals with less musical aptitude. Moreover,
the more musical individuals showed enhanced activation in the
auditory cortex, reflected by the mismatch negativity (MMN)
when compared to less musical individuals.

INTERPLAY BETWEEN MUSICAL APTITUDE AND SECOND
LANGUAGE PRONUNCIATION SKILLS: AN EMPIRICAL
ENDEAVOR
The relationship between musical aptitude and linguistic abilities,
particularly in terms of second language pronunciation skills and
phoneme discrimination skills, was examined in a large project
(Milovanov et al., 2008, 2009, 2010; Milovanov, 2009). It con-
sisted of both behavioral and brain measures of Finnish-speaking
children (age range 10–12 years) or young adults (age range 20–
29 years). Based on prior behavioral investigations (Milovanov
et al., 2004), the hypothesis was that musical aptitude and lin-
guistic skills would interact both on the attentive and preattentive
levels of neurocognitive processing.

Linguistic capacities were determined by Wechsler (1999) or
Wechsler (1992), and a pronunciation test, in which English
phonemes that are typically difficult for Finnish speakers were
read onto a minidisc player after a native speaker model (Milo-
vanov et al., 2008, 2010). A discrimination task of phonemic
minimal pairs was also conducted. Moreover, an analogous dis-
crimination task of musical minimal pairs, namely chords that
differ slightly in pitch was executed. The musical aptitude test used
in our experiments measures the accuracy and threshold of audi-
tory discrimination (Seashore et al., 1960a,b). The test consists of
Pitch, Loudness, Rhythm, Time, Timbre, and Tonal memory tasks.

The laterality effects among children and adult groups were
investigated by means of a dichotic listening (DL) test (Hugdahl
and Andersson, 1986). In DL, two different auditory stimuli are
presented to the participant simultaneously, exactly at the same
time, one to each ear, by using a set of headphones. Participants are
asked to attend to one [Forced-Right (FR) or Forced-Left (FL)], or
both of the auditory stimuli and are asked to report what they have
heard (Hugdahl, 1998). Here, special attention was paid to FR and
FL conditions in order to determine whether these two are differ-
entially affected by musico-linguistic abilities and age (Milovanov
et al., 2007).

We also investigated the ability to preattentively discriminate
between slight changes in sounds: more specifically, in pitch with
regard to music stimuli (Milovanov et al., 2008) and in dura-
tion with regard to music and speech stimuli (Milovanov et al.,
2009). To this end, event-related brain potentials were performed
in accordance with the MMN paradigm. The MMN component
of the event-related potentials (ERPs) is an index of the preci-
sion which the auditory cortex has when modeling the auditory
environment of any listener (Näätänen et al., 2001).

INTERPLAY BETWEEN MUSICAL APTITUDE AND SECOND
LANGUAGE PRONUNCIATION SKILLS: NOVEL FINDINGS
In Milovanov et al. (2010) we compared the relationship between
foreign language pronunciation and musical aptitude with three
adult test groups of Finnish learners of English: non-musical uni-
versity students, choir members, and English philology students.
The subjects were tested on the production of English phonemes
and on a discrimination task of phonemic minimal pairs. Their
musical aptitude was determined by the Seashore musicality test.
It was found that performance on the English phoneme dis-
crimination test was not connected with their English phonemic
production ability. Moreover, the phonemic discrimination ability
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did not differ between the three test groups. Yet, performance on
the English pronunciation test was better for subjects with musical
aptitude than with less musical aptitude.

In Milovanov et al. (2007), the aim was to determine the
effects of age and musical aptitude on phonemic processing in
a forced-attention DL paradigm. Subjects differing in musical
ability, as tested with the Seashore musical aptitude subtests, lis-
tened to consonant–vowel (CV) syllables presented dichotically
under three different attention instructions: Non-Forced, FR, and
FL conditions. The results showed that musical aptitude and
age interacted with the ability to use attention to modulate a
bottom-up laterality effect. Only adults who performed well in
the Seashore musical aptitude test and practised music regularly
showed more accurate left ear monitoring skills when listening to
Finnish CV-syllables.

Therefore,based on the result described above, it can be inferred
that those subjects with more advanced musical aptitude use the
right hemisphere more in language processing in comparison with
the non-musical subjects. Also, the musical subjects may possibly
pay more attention to the musical components of language than
the non-musical subjects.

Milovanov et al. (2008) examined the relationship between
musical aptitude and second language pronunciation skills.
Twenty children with advanced English pronunciation skills had
better musical skills as measured by the Seashore musicality test
than 20 children with less accurate English pronunciation skills.
The individual Seashore subtests indicated that the participants
with advanced pronunciation skills were superior to the partici-
pants with less-advanced pronunciation skills in pitch discrimi-
nation ability, timbre, sense of rhythm, and sense of tonality. The
results in time or loudness subtests did not differ significantly
between groups.

The children’s ability to produce correct English phonemes with
no direct equivalents in Finnish was further determined (Milo-
vanov et al., in preparation). To ensure that all the children had
an adequate amount of pretraining in the pronunciation of Eng-
lish, they received an 8-week course of pronunciation training of
English including phonemic discrimination exercises (5–7 min/5
times a week, slightly modified from Baker, 1981). Moreover, two
behavioral discrimination tests were conducted, both before and
after the pronunciation training period. First, the children were
required to distinguish the phonemic dissimilarities between Eng-
lish and Finnish through triplets based on minimal pair contrasts
of the phonemes, e.g., (a) jeep–jeep–cheap, (b) they–day–they.
After that, a standard C-major triad, C, and its two mistuned mod-
ifications C2% and C4% were investigated following the principles
of the phonemic discrimination test.

The advanced pronunciation group outperformed the partici-
pants with less-advanced pronunciation skills in terms of a higher
number of correct answers and a smaller number of mistakes in
both the music and phonemic discrimination tests before and after
the training measured by the Error rate. For the less-advanced
pronunciation group, triad contrasts were more difficult than the
phonemic contrasts both before and after the training. Both test
groups marginally improved their phonemic discrimination skills
after the training. Interestingly, the training period did not only
develop the participants’ linguistic skills but also strengthened

their discrimination skills for musical sounds, especially in the
participants with advanced pronunciation skills.

We also investigated whether children with a more advanced
performance in foreign language production represent musical
sound features more readily in the preattentive level of neural pro-
cessing compared with children with less-advanced production
skills. Sound processing accuracy was examined by means of ERP
recordings. The accuracy of the auditory cortex in representing
musical sounds (C-major chord, C, and mistuned C-major chords
of 150 ms, C2% and C4%) was examined by means of ERP record-
ings in the MMN paradigm. The ERP data accompany the results
of the behavioral tests: the advanced pronunciation group showed
larger fronto-central MMN with the music stimuli than the less-
advanced pronunciation group. The MMN lateralization pattern
did not differ between the test conditions nor the test groups.
Taken together, the results could imply that musical and phonemic
skills may partly be based on shared neural mechanisms.

In Milovanov et al. (2009) we aimed at specifically comparing
the duration discrimination skills between both music and vowel
conditions. The subjects were the same as described in Milovanov
et al. (2008). The standard speech stimulus consisted of a 250 ms
long monaural recording of the Finnish vowel/ö/and the shorter
deviant speech stimulus/ö/with a 150-ms duration. The music
sound was a violin tone C4, fundamental frequency 261.3 Hz. The
standard and deviant durations of the violin tones were equivalent
to those of the speech sounds.

The subjects with advanced pronunciation skills and greater
musical aptitude were able to preattentively distinguish the dura-
tion difference in both conditions more effectively than the less-
advanced pronunciation group with less musical aptitude. Only
the advanced pronunciation group showed an MMN lateralization
effect: larger MMN amplitudes were found above the right hemi-
sphere, as also in the majority of previous linguistic MMN-studies,
in the advanced pronunciation group. Moreover, ERP data show
that, irrespective of general musical aptitude, duration changes
from 250 to 150 ms are more prominently and accurately processed
in music than in speech sounds. However, one must bear in mind
that reducing the duration of speech sounds from 250 to 150 ms
may not necessarily have the same perceptual consequences as
reducing the duration of a violin sound by the same amount since
speech and music sounds are known to differ in their perceptual
attributes (Tervaniemi et al., 2009).

DISCUSSION AND CONCLUSION
Our review aims at introducing recent evidence about whether
musical aptitude could be a crucial factor in learning foreign lan-
guage pronunciation and discrimination skills. To this end, we
introduce empirical evidence about the facilitating role of musi-
cal aptitude on foreign language pronunciation acquisition and
phonemic and listening discrimination skills. This evidence was
obtained from children and adult subjects without any neurolog-
ical disorders or learning disabilities using various behavioral and
brain recording paradigms.

Within the current framework, it seems that music and lan-
guage are closely related neurocognitive systems (Patel, 2008).
Music is one of the oldest, and most basic, socio-cognitive domains
of the human species (Koelsch, 2005). Primate vocalizations are
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determined by music-like features, such as pitch, timbre, and
rhythm. Fine-grained temporal processing is fundamental to both
speech and language (Alcock et al., 2000). Tallal et al. (1991) have
already proposed that the underlying deficit which leads to lan-
guage disturbance is control and processing of timing skills. In
addition,Overy (2003) is of the view that musical training develops
temporal processing abilities, which are also relevant to phonolog-
ical segmentation skills. Most recently, Goswami and colleagues
have emphasized the role of musical processing for speech process-
ing and the readings skill development: they found a connection
between metrical processing, rise-time perception, and reading
development in a large sample of normal and dyslexic readers
(Huss et al., 2011).

However, the role of possibly shared neural mechanisms
between linguistic and musical functions is still unsettled. This
is the case even though there is evidence that musical train-
ing improves sensory encoding of dynamically changing sounds,
which, in turn, helps with linguistic coding. Koelsch (2005) is
of the view that the human brain processes music and language
with overlapping cognitive mechanisms in overlapping cerebral
structures. This view promotes the apparent relationship between
music and language which seems to be present from the very early
stages of life. Music and language seem to grow from a common
source ever since birth, and musical elements aid learning lin-
guistic functions such as sound patterns and meaning (Fernald,
1989) and sound patterns and syntax (Jusczyk and Krumhansl,
1993).

Musical training seems to drive adaptive plasticity in speech
processing networks. Kraus and Chandrasekaran (2010) raise an
important point that years of processing pitch, duration, and tim-
bre in a fine-grained way in music may enhance their processing
in the context of speech. Patel (2011) proposes that music-driven
adaptive plasticity in speech processing occurs because five essen-
tial conditions are met; there is overlap in the brain networks that
process acoustical features used in both speech and music. More-
over, music places higher demands on the networks than does
speech, in terms of the precision of processing. The role of pos-
itive emotion brought about by musical activities should not be
underestimated. In addition to this, practising music requires con-
stant repetition and focused attention. Patel points out that when
these conditions are met neural plasticity drives the networks in
question to function with higher precision than needed for ordi-
nary speech communication and yet, since speech shares these
networks with music, speech processing benefits.

In the present studies, a significant relationship was found
between musical aptitude and second language linguistic skills,
independent of verbal intelligence. It was discovered that partici-
pants with advanced musical aptitude also had advanced foreign
language pronunciation skills. Based on the present results, it is
proposed that linguistic skills, both in production and discrim-
ination, are interconnected with perceptual musical skills. It is
proposed that the musical subjects are able to more efficiently
process the musical features in both speech and music, both
attentively and preattentively.

The subjects with advanced pronunciation skills and greater
musical aptitude were able to preattentively process the duration
difference in the vowel and violin sounds more effectively than
the less-advanced pronunciation group with less musical aptitude.

Moreover, both triad changes evoked significant MMN responses
in both participant groups, although without significant ampli-
tude differences between the groups. Still, the participants with
advanced pronunciation skills showed larger fronto-central MMN
responses with the C4% triad condition than the participants with
less accurate pronunciation skills. The result could imply that
musical and linguistic skills may partly be based on shared neural
mechanisms. Alternatively, one could also speculate whether the
superior performance in musical and linguistic tasks draws on the
same source, namely improved auditory discrimination ability. To
illuminate this issue still further, testing of more basic auditory
processing skills, not directly related to speech or to music sound
listening, should be conducted.

In general, the neurocognitive approach to music and brain
processing is still in its infancy. However, the brain research meth-
ods still provide us with additional understanding concerning how
to relate language and music knowledge to brain function and
how phonemic training affects the brain’s linguistic and musi-
cal organization. The results will give some insight into those
neurocognitive mechanisms which are utilized during the task
of acquiring a second language or learning to play an instru-
ment. However, results from the current studies suggest that early
exposure, even when it is minimal, is of crucial importance in caus-
ing neuroanatomical changes. Moreover, even minimal exposure
to music practising may help in linguistic functions. The ques-
tion remains whether certain kinds of reorganization processes of
different brain functions, based on constant practise, are possible.

Knowledge regarding the facilitation provided by music in
behavioral and neural learning is still quite limited, yet it is recog-
nized. Both musical aptitude and practising may have the capacity
to facilitate the learning of academic skills (Schön et al., 2004, 2008;
Magne et al., 2006; Besson et al., 2007; Santos et al., 2007). Even if
the potential of music in boosting cognitive faculties, other than
linguistic ones, such as motor abilities or social skills is recognized,
currently the empirical evidence on this is very scarce. Schellenberg
and Peretz (2008) point out that the impact of musical training can
go far beyond boosting linguistic abilities, extending to more gen-
eral skills and functions such as working memory, mathematical
skills, and spatial abilities.

Based on this, the paradigms in future studies should enable one
to differentiate between the underlying factors for the enhance-
ment music is shown to cause in linguistic or other cognitive skills:
in the most optimal paradigms, we would learn whether the boost-
ing effects caused by music directly facilitate linguistic and other
skills or whether this boosting is actually caused by improved exec-
utive functions (attentional skills, working memory; Schellenberg
and Peretz, 2008; Besson et al., 2011).

To sum up, the results presented here in this review article pro-
vide further evidence that musical aptitude and linguistic skills
are interconnected, and that music and language skills are worth
examining together. As Patel (2008) puts it, comparing these two
domains helps us to explore how the mind makes sense out of
sound. More longitudinal studies are needed to resolve the effec-
tiveness of the transfer effects of music skills into other domains.
In these endeavors, the participant groups should be matched at
the outset with regard to various neural and behavioral measures
of auditory processing and tested for linguistic skills before and
after musical training.
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can be enhanced by non-linguistic auditory training (i.e., learning 
to play a musical instrument or sing). This has practical significance 
because the quality of brainstem speech encoding has been directly 
associated with important language skills such as hearing in noise 
and reading ability (Banai et al., 2009; Parbery-Clark et al., 2009). 
This suggests that musical training can influence the development 
of these skills in normal individuals (Moreno et al., 2009; cf. Strait 
et al., 2010; Parbery-Clark et al., 2011). Furthermore, as noted by 
Kraus and Chandrasekaran (2010), musical training appears to 
strengthen the same neural processes that are impaired in individu-
als with certain speech and language processing problems, such as 
developmental dyslexia or hearing in noise. This has clear clinical 
implications for the use of music as a tool in language remediation.

Kraus and colleagues have provided a clear hypothesis for how 
musical training might influence the neural encoding of speech 
(i.e., via plasticity driven by corticofugal projections). Yet, from 
a neurobiological perspective, why would musical training drive 
adaptive plasticity in speech processing networks in the first place? 
Kraus and Chandrasekaran (2010) point out that both music and 
speech use pitch, timing, and timbre to convey information, and 
suggest that years of processing these cues in a fine-grained way 
in music may enhance their processing in the context of speech. 
The current “OPERA” hypothesis builds on this idea and makes it 
more specific. It proposes that music-driven adaptive plasticity in 
speech processing networks occurs because five essential condi-
tions are met. These are: (1) Overlap: there is overlap in the brain 
networks that process an acoustic feature used in both speech and 
music, (2) Precision: music places higher demands on these net-
works than does speech, in terms of the precision of processing, 

IntroductIon
Recent EEG research on human auditory processing suggests that 
musical training benefits the neural encoding of speech. For exam-
ple, across several studies Kraus and colleagues have shown that the 
neural encoding of spoken syllables in the auditory brainstem is 
superior in musically trained individuals (for a recent overview, see 
Kraus and Chandrasekaran, 2010; this is further discussed in The 
Auditory Brainstem Response to Speech: Origins and Plasticity). 
Kraus and colleagues have argued that experience-dependent neu-
ral plasticity in the brainstem is one cause of this enhancement, 
based on the repeated finding that the degree of enhancement 
correlates significantly with the amount of musical training (e.g., 
Musacchia et al., 2007, 2008; Wong et al., 2007; Strait et al., 2009). 
They suggest that plasticity in subcortical circuits could be driven 
by descending (“corticofugal”) neural projections from cortex onto 
these circuits. There are many such projections in the auditory 
system (exceeding the number of ascending fibers), providing a 
potential pathway for cortical signals to tune subcortical circuits 
(Winer, 2006; Kral and Eggermont, 2007; Figure 1).

The arguments of Kraus and colleagues have both theoretical 
and practical significance. From a theoretical standpoint, their pro-
posal contradicts the view that auditory processing is strictly hierar-
chical, with hardwired subcortical circuits conveying neural signals 
to cortical regions in a purely feed-forward fashion. Rather, their 
ideas support a view of auditory processing involving rich two-way 
interactions between subcortical and cortical regions, with struc-
tural malleability at both levels (cf. the “reverse hierarchy theory” 
of auditory processing, Ahissar et al., 2009). From a practical stand-
point, their proposal suggests that the neural encoding of speech 
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(3) Emotion: the musical activities that engage this network elicit 
strong positive emotion, (4) Repetition: the musical activities that 
engage this network are frequently repeated, and (5) Attention: 
the musical activities that engage this network are associated with 
focused attention. According to the OPERA hypothesis, when these 
conditions are met neural plasticity drives the networks in question 
to function with higher precision than needed for ordinary speech 
communication. Yet, since speech shares these networks with music, 
speech processing benefits.

The primary goals of this paper are to explain the OPERA 
hypothesis in detail (section The Conditions of the OPERA 
Hypothesis), and to show how it can be used to generate predictions 
to drive new research (section Putting OPERA to Work: Musical 
Training and Linguistic Reading Skills). The example chosen to 
illustrate the prediction-generating aspect of OPERA concerns rela-
tions between musical training and linguistic reading skills (cf. 
Goswami, 2010). One motivation for this choice is to show that 
the OPERA hypothesis, while developed on the basis of research on 
subcortical auditory processing, can also be applied to the cortical 
processing of acoustic features of speech.

Prior to these core sections of the paper, section “The Auditory 
Brainstem Response to Speech: Origins and Plasticity” provides 
background on the auditory brainstem response to speech and evi-
dence for neural plasticity in this response. Following the two core 
sections, section “Musical vs. Linguistic Training for Speech Sound 
Encoding” addresses the question of the relative merits of musical 
vs. linguistic training for improving the neural encoding of speech.

the audItory braInstem response to speech: orIgIns 
and plastIcIty
As noted by Chandrasekaran and Kraus (2010), “before speech can 
be perceived and integrated with long-term stored linguistic rep-
resentations, relevant acoustic cues must be represented through 
a neural code and delivered to the auditory cortex with temporal 
and spectral precision by subcortical structures.” The auditory 
pathway is notable for complexity of its subcortical processing, 
which involves many distinct regions and a rich network of ascend-
ing and descending connections (Figure 2). Using scalp-recorded 
EEG, population-level neural responses to speech in subcortical 
regions can be recorded non-invasively from human listeners (for 
a tutorial, see Skoe and Kraus, 2010). The brainstem response to 
the spoken syllable /da/ is shown in Figure 3, and the details of 
this response near syllable onset are shown in Figure 4. (Note that 
the responses depicted in these figures were obtained by averag-
ing together the neural responses to thousands of repetitions of 
the syllable /da/, in order to boost the signal-to-noise ratio in the 
scalp-recorded EEG).

Broadly speaking, the response can be divided into two com-
ponents: a transient onset response (commencing 5–10 ms after 
syllable onset, due to neural delays) and an ongoing component 
known as the frequency-following response (FFR). The transient 
onset response reflects the synchronized impulse response of neu-
ronal populations in a number of structures, including the coch-
lea, brainstem, and midbrain. This response shows electrical peaks 
which are sensitive to the release burst of the /d/ and the formant 
transition into the vowel. The FFR is the summed responses of elec-
trical currents from structures including cochlear nucleus, supe-
rior olivary complex, lateral lemniscus, and the inferior colliculus 
(Chandrasekaran and Kraus, 2010). The periodicities in the FFR 
reflect the synchronized component of this population response, 
arising from neural phase locking to speech waveform periodicities 
in the auditory nerve and propagating up the auditory pathway 
(cf. Cariani and Delgutte, 1996). The form of the FFR reflects the 
transition period between burst onset and vowel, and the vowel 
itself, via reflection of the fundamental frequency (F0) and some 
of the lower-frequency harmonics of the vowel.

The auditory brainstem response occurs with high reliability 
in all hearing subjects (Russo et al., 2004), and can be recorded in 
passive listening tasks (e.g., while the listener is watching a silent 
movie or even dozing). Hence it is thought to reflect sensory, rather 
than cognitive processing (though it may be shaped over longer 
periods of time via cognitive processing of speech or music, as 
discussed below). Since the response resembles the acoustic signal 
in several respects (e.g., in its temporal and spectral structure), 
correlation measures can be used to quantify the similarity of the 
neural response to the spoken sound, and hence to quantify the 
quality of speech sound encoding by the brain (Russo et al., 2004). 

FiguRE 1 | A simplified schematic of the ascending auditory pathway 
between the cochlea and primary auditory cortex, showing a few of the 
subcortical structures involved in auditory processing, such as the 
cochlear nuclei in the brainstem and the inferior colliculus in the 
midbrain. Solid red lines show ascending auditory pathways, dashed lines 
show descending (“corticofugal”) auditory pathways. (In this diagram, 
corticofugal pathways are only shown on one side of the brain for simplicity. 
See Figure 2 for a more detailed network diagram). From Patel and Iversen 
(2007), reproduced with permission.
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encoding in this study, and the study of Parbery-Clark et al. (2009), 
were evident in the absence of attention to the speech sounds or any 
overt behavioral task.

One interpretation of the above findings is that they are entirely due 
to innate anatomical or physiological differences in the auditory systems 
of musicians and non-musicians. For example, the shorter latencies 
and stronger FFR responses to speech in musicians could be due to 
increased synchrony among neurons that respond to harmonically 
complex sounds, and this in turn could reflect genetically mediated 
differences in the number or spatial distribution of synaptic connections 
between neurons. Given the heritability of certain aspects of cortical 
structure (e.g., cortical thickness, which may in turn reflect the amount 
of arborization of dendrites, Panizzon et al., 2009), it is plausible that 

As noted previously, the quality of this encoding is correlated with 
important real-world language abilities, such as hearing in noise 
and reading. For example, Banai et al. (2009) found that the latency 
of specific electrical peaks in the auditory brainstem response to  
/da/ predicted word reading scores, when the effects of age, IQ, and 
the timing of click-evoked brainstem responses were controlled via 
partial correlation.

Several recent studies have found that the quality of subcortical 
speech sound encoding is significantly greater in musically trained 
individuals (e.g., Musacchia et al., 2007; Wong et al., 2007; Lee et al., 
2009; Parbery-Clark et al., 2009; Strait et al., 2009). To take one 
example, Parbery-Clark et al. (2009) examined the auditory brain-
stem response in young adults to the syllable /da/ in quiet and in 
background babble noise. When listening to “da” in noise, musi-
cally trained listeners showed shorter-latency brainstem responses 
to syllable onset and formant transitions relative to their musically 
untrained counterparts, as well as enhanced representation of speech 
harmonics and less degraded response morphology. The authors sug-
gest that these differences indicate that musicians had more synchro-
nous neural responses to the syllable. To take another example, Wong 
et al. (2007) examined the FFR in musically trained and untrained 
individuals. Prior work had shown that oscillations in the FFR track 
the F0 and lower harmonics of the voice dynamically over the course 
of a single syllable (Krishnan et al., 2005). In the study of Wong et al. 
(2007), native English speakers unfamiliar with Mandarin listened 
passively to the Mandarin syllable /mi/ (pronounced “me”) with three 
different lexical tones. The salient finding was that the quality of F0 
tracking was superior in musically trained individuals (Figure 5). It is 
worth noting that musician–non-musician differences in brainstem 

FiguRE 2 | Schematic diagram of the auditory system, illustrating the 
many subcortical processing stations between the cochlea (bottom) and 
cortex (top). Blue arrows represent ascending (bottom-up) pathways; red 
arrows represent descending projections. From Chandrasekaran and Kraus 
(2010), reproduced with permission.

FiguRE 3 | The auditory brainstem response to the spoken syllable /da/ 
(red) in comparison to the acoustic waveform of the syllable (black). The 
neural response can be studied in the time domain as changes in amplitude 
across time (top, middle and bottom-left panels) and in the spectral domain as 
spectral amplitudes across frequency (bottom-right panel). The auditory 
brainstem response reflects acoustic landmarks in the speech signal with 
submillisecond precision in timing and phase locking that corresponds to (and 
physically resembles) pitch and timbre information in the stimulus. From Kraus 
and Chandrasekaran (2010), reproduced with permission.
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FiguRE 4 | Time–amplitude waveform of a 40-ms synthesized speech 
stimulus /da/ is shown in blue (time shifted by 6 ms to be comparable 
with the neural response). The first 10 ms of the syllable are characterized by 
the onset burst of the consonant /d/; the following 30 ms are the formant 
transition to the vowel /a/. The time–amplitude waveform of the time-locked 
brainstem response to the 40-ms /da/ is shown below the stimulus, in black. 
The onset response (V) begins 6–10 ms following the stimulus, reflecting the 

time delay to the auditory brainstem. The start of the formant transition period 
is marked by wave C, marking the change from the burst to the periodic portion 
of the syllable, that is, the vowel. Waves D, E, and F represent the periodic 
portion of the syllable (frequency-following response) from which the 
fundamental frequency (F0) of the stimulus can be extracted. Finally, wave O 
marks stimulus offset. From Chandrasekaran and Kraus (2010), reproduced 
with permission.

FiguRE 5 | Frequency-following responses to the spoken syllable /mi/ with 
a “dipping” (tone 3) pitch contour from Mandarin. The top row shows FFR 
waveforms of a musician and non-musician subject; the bottom row shows the 
fundamental frequency of the voice (thin black line) and the trajectories (yellow 

lines) of the FFR’s primary periodicity, from the same two individuals. For the 
musician, the FFR waveform is more periodic and its periodicity tracks the 
time-varying F0 contour of the spoken syllable with greater accuracy. From 
Wong et al. (2007), reproduced with permission.
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FiguRE 6 | F0 contours of the three Mandarin tones used in the study of 
Song et al. (2008): high-level (tone 1), rising (tone 2), and dipping/falling–rising 
(tone 3). Reproduced with permission.

some proportion of the variance in brainstem responses to speech is due 
to genetic influence on subcortical neuroanatomy. In other words, it is 
plausible that some individuals are simply born with sharper hearing 
than others, which confers an advantage in processing any kind of com-
plex sound. If sharper hearing makes an individual more likely to pursue 
musical training, this could explain the positive association between 
musical training and the superior neural encoding of speech sounds, 
in the absence of any experience-dependent brainstem plasticity.

Alternatively, musical training could be a cause of the enhanced 
neural encoding of speech sounds. That is, experience-dependent 
neural plasticity due to musical training might cause changes in 
brain structure and/or function that result in enhanced subcortical 
speech processing. There are several reasons to entertain this pos-
sibility. First, there is recent evidence that the brainstem encoding 
of speech sounds shows training-related neural plasticity, even in 
adult listeners. This was demonstrated by Song et al. (2008), who 
had native English speakers learn a vocabulary of six nonsense 
syllables, each paired with three lexical tones based on Mandarin 
tones 1–3 (Figure 6). (The participants had no prior knowledge 

FiguRE 7 | Brainstem encoding of the fundamental frequency (F0) the 
Mandarin syllable /mi/ with a “dipping” (tone 3) pitch contour. The F0 
contour of the syllable is shown by the thin black line, and the trajectory of 
FFR periodicity is shown by the yellow line. Relative to pretraining (left 

panel), the post-training FFR in the same participant (right panel) shows 
more faithful tracking of time-varying F0 contour of the syllable. Data from a 
representative participant from Song et al. (2008). Reproduced with 
permission.

of tone languages.) For example, the syllable “pesh” meant glass, 
pencil, or table depending on whether it was spoken with a level, 
rising, or falling–rising tone. Participants underwent a training 
program in which each syllable, spoken with a lexical tone, was 
heard while viewing a picture of the word’s meaning. Quizzes 
were given periodically to measure word learning. The FFR to an 
untrained Mandarin syllable (/mi/) with tones 1–3 was measured 
before and after training. The salient finding was that the quality 
of FFR tracking of fundamental frequency (F0) of Mandarin tones 
improved with training. Compared to pretraining measures, par-
ticipants showed increased energy at the fundamental frequency 
of the voice and fewer F0 tracking errors (Figure 7). Song et al. 
(2008) note that this enhancement likely reflects enhanced syn-
chronization of neural firing to stimulus F0, which could in turn 
result from more neurons firing at the F0 rate, more synchronous 
firing, or some combination of these two. A striking aspect of these 
findings is the small amount of training involved in the study: just 
eight 30-min sessions spread across 2 weeks. These results show 
that the adult auditory brainstem response to speech is surprisingly 
malleable, exhibiting plasticity following relatively brief training.

The second reason to consider a role for musical training in 
enhanced brainstem responses to speech is that several studies 
which report superior brainstem encoding of speech in musicians 
also report that the degree of enhancement correlates significantly 
with the amount of musical training (e.g., Musacchia et al., 2007, 
2008; Wong et al., 2007; Lee et al., 2009; Strait et al., 2009). Finally, 
the third reason is that longitudinal brain-imaging studies have 
shown that musical training causes changes in auditory corti-
cal structure and function, which are correlated with increased 
auditory acuity (Hyde et al., 2009; Moreno et al., 2009). As noted 
previously there exist extensive corticofugal (top-down) projec-
tions from cortex to all subcortical auditory structures. Evidence 
from animal studies suggests that activity in such projections can 
tune the response patterns of subcortical circuits to sound (see 
Tzounopoulos and Kraus, 2009 for a review, cf. Kral and Eggermont, 
2007; Suga, 2008; Bajo et al., 2010).

Hence the idea that musical training benefits the neural encod-
ing of speech is neurobiologically plausible, though longitudinal 
randomized controlled studies are needed to establish this with 
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certainty. To date, randomized controlled studies of the influence 
of musical training on auditory processing have focused on cortical 
rather than subcortical signals (e.g., Moreno et al., 2009). Hopefully 
such work will soon be extended to include subcortical measures. 
Many key questions remain to be addressed, such as how much 
musical training is needed before one sees benefits in speech encod-
ing, how large and long-lasting such benefits are, whether cortical 
changes precede (and cause) subcortical changes, and the relative 
effect of childhood vs. adult training. Even at this early stage, how-
ever, it is worth considering why musical training would benefit 
the neural encoding of speech.

the condItIons of the opera hypothesIs
The OPERA hypothesis aims to explain why musical training 
would lead to adaptive plasticity in speech-processing networks. 
According to this hypothesis, such plasticity is engaged because 
five essential conditions are met by music processing. These are: 
overlap, precision, emotion, repetition, and attention (as detailed 
below). It is important to note that music processing does not 
automatically meet these conditions. Rather, the key point is that 
music processing has the potential to meet these conditions, and 
that by specifying these conditions, OPERA opens itself to empirical 
testing. Specifically, musical activities can be designed which fulfill 
these conditions, with the clear prediction that they will lead to 
enhanced neural encoding of speech. Conversely, OPERA predicts 
that musical activities not meeting the five conditions will not lead 
to such enhancements.

Note that OPERA is agnostic about the particular cellular 
mechanisms involved in adaptive neural plasticity. A variety of 
changes in subcortical circuits could enhance the neural encoding 
of speech, including changes in the number and spatial distribution 
of synaptic connections, and/or changes in synaptic  efficacy, which 
in turn can be realized by a broad range of changes in synaptic 
physiology (Edelman and Gally, 2001; Schnupp et al., 2011, Ch. 
7). OPERA makes no claims about precisely which changes are 
involved, or precisely how corticofugal projections are involved 
in such changes. These are important questions, but how adaptive 
plasticity is manifested in subcortical networks is a distinct question 
from why such plasticity is engaged in the first place. The OPERA 
hypothesis addresses the latter question, and is compatible with a 
range of specific physiological mechanisms for neural plasticity.

The remainder of this section lists the conditions that must 
be met for musical training to drive adaptive plasticity in speech 
processing networks, according to the OPERA hypothesis. For the 
sake of illustration, the focus on one particular acoustic feature 
shared by speech and music (periodicity), but the logic of OPERA 
applies to any acoustic feature important for both speech and music, 
including spectral structure, amplitude envelope, and the timing 
of successive events. (In section “Putting OPERA to Work: Musical 
Training and Linguistic Reading Skills,” where OPERA is used to 
make predictions about how musical training might benefit reading 
skills, the focus will be on amplitude envelope).

overlap
For musical training to influence the neural encoding of speech, an 
acoustic feature important for both speech and music perception 
must be processed by overlapping brain networks. For example, 

periodicity is an important feature of many spoken and musical 
sounds, and contributes to the perceptual attribute of pitch in 
both domains. At the subcortical level, the auditory system likely 
uses similar mechanisms and networks for encoding periodicity 
in speech and music, including patterns of action potential timing 
in neurons in the auditory pathway between cochlea and inferior 
colliculus (Cariani and Delgutte, 1996; cf. Figure 2). As noted in 
section “The Auditory Brainstem Response to Speech: Origins and 
Plasticity,” the synchronous aspect of such patterns may underlie 
the FFR.

Of course, once the pitch of a sound is determined (via mecha-
nisms in subcortical structures and perhaps in early auditory corti-
cal regions, cf. Bendor and Wang, 2005), then it may be processed 
in different ways depending on whether it occurs in a linguistic 
or musical context. For example, neuroimaging of human pitch 
perception reveals that when pitch makes lexical distinctions 
between words (as in tone languages), pitch processing shows a 
left hemisphere bias, in contrast to the typical right-hemisphere 
dominance for pitch processing (Zatorre and Gandour, 2008). The 
normal right-hemisphere dominance in the cortical analysis of 
pitch may reflect enhanced spectral resolution in right-hemisphere 
auditory circuits (Zatorre et al., 2002), whereas left hemisphere 
activations in lexical tone processing may reflect the need to inter-
face pitch information with semantic and/or syntactic information 
in language.

The larger point is that perceptual attributes (such as pitch) 
should be conceptually distinguished from acoustic features (such 
as periodicity). The cognitive processing of a perceptual attrib-
ute (such as pitch) can be quite different in speech and music, 
reflecting the different patterns and functions the attribute has 
in the two domains. Hence some divergence in the cortical pro-
cessing of that attribute is to be expected, based on whether it is 
 embedded in speech or music (e.g., Peretz and Coltheart, 2003). 
On the other hand, the basic encoding of acoustic features under-
lying that attribute (e.g., periodicity, in the case of pitch) may 
involve largely overlapping subcortical circuits. After all, compared 
to auditory cortex, with its vast numbers of neurons and many 
functionally specialized subregions (Kaas and Hackett, 2000), 
subcortical structures have far fewer neurons, areas, and connec-
tions and hence less opportunity to partition speech and music 
processing into different circuits. Hence the idea that the sensory 
encoding of periodicity (or other basic acoustic features shared 
by speech and music) uses overlapping subcortical networks is 
neurobiologically plausible.

precIsIon
Let us assume that OPERA condition 1 is satisfied, that is, that 
a shared acoustic feature in speech and music is processed by 
overlapping brain networks. OPERA holds that for musical 
training to influence the neural encoding of speech, music must 
place higher demands on the nervous system than speech does, 
in terms of the precision with the feature must be encoded for 
adequate communication to occur. This statement immediately 
raises the question of what constitutes “adequate communication” 
in speech and music. For the purposes of this paper, adequate 
communication for speech is defined as conveying the semantic 
and propositional content of spoken utterances, while for music, 
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their frequencies and rates of change; Stevens, 1998). While any 
individual cue may be ambiguous, when cues are integrated and 
interpreted in light of the current phonetic context, they provide a 
strong pointer to the intended phonological category being com-
municated (Toscano and McMurray, 2010; Toscano et al., 2010). 
Furthermore, when words are heard in sentence context, listeners 
benefit from multiple knowledge sources (including semantics, 
syntax, and pragmatics) which provide mutually interacting con-
straints that help a listener identify the words in the speech stream 
(Mattys et al., 2005).

Hence one can hypothesize that the use of context-based cue 
integration and multiple knowledge sources in word recognition 
helps relax the need for a high degree of precision in acoustic 
analysis of the speech signal, at least in terms of what is needed 
for adequate communication (cf. Ferreira and Patson, 2007). Of 
course, this is not to say that fine phonetic details are not relevant 
for linguistic communication. There is ample evidence that lis-
teners are sensitive to such details when they are available (e.g., 
McMurray et al., 2008; Holt and Idemaru, 2011). Furthermore, 
these details help convey rich “indexical” information about speaker 
identity, attitude, emotional state, and so forth. Nevertheless, the 
question at hand is what demands are placed on the nervous sys-
tem of a perceiver in terms of the precision of acoustic encoding 
for basic semantic/propositional communication to occur (i.e., 
“adequate” linguistic communication). How do these demands 
compare to the demands placed on a perceiver for adequate musi-
cal communication?

As defined above, adequate musical communication involves 
conveying the structure of musical sequences. Conveying the struc-
ture of a musical sequence involves playing the intended notes with 
appropriate timing. Of course, this is not to say that a few wrong 
notes will ruin musical communication (even professionals make 
occasional mistakes in complex passages), but by and large the notes 
and rhythms of a performance need to adhere fairly closely to a 
specified model (such as a musical score, or to a model provided 
by a teacher) for a performance to be deemed adequate. Even in 
improvisatory music such as jazz or the classical music of North 
India, a performer must learn to produce the sequence of notes 
they intend to play, and not other, unintended notes. Crucially, this 
requirement places fairly strict demands on the regulation of pitch 
and timing, because intended notes (whether from a musical score, 
a teacher’s model, or a sequence created “on the fly” in improvisa-
tion) are never far in pitch or duration from unintended notes. 
For example, as mentioned above, a note just one semitone away 
from an intended note can make a perceptually salient change in 
a melody (e.g., when the note departs from the prevailing musical 
key). Similarly, a note that is just a few hundred milliseconds late 
compared to its intended onset time can make a salient change in 
the rhythmic feel of a passage (e.g., the difference between an “on 
beat” note and a “syncopated” note). In short, conveying musi-
cal structure involves a high degree of precision, due to the fact 
that listeners use fine acoustic details in judging the structure of 
the music they are hearing. Furthermore, listeners use very fine 
acoustic details in judging the expressive qualities of a performance. 
Empirical research has shown that expressive (vs. deadpan) perfor-
mances involve subtle, systematic modifications to the duration, 
intensity, and (in certain instruments) pitch of notes relative to 

it is defined as  conveying the structure of musical sequences. 
Given these definitions, how can one decide whether music places 
higher demands on the nervous system than speech, in terms 
of the precision of encoding of a given acoustic feature? One 
way to address this question is to ask to what extent a perceiver 
requires detailed information about the patterning of that feature 
in order for adequate communication to occur. Consider the fea-
ture of periodicity, which contributes to the perceptual attribute 
of pitch in both speech and music. In musical melodies, the notes 
of melodies tend to be separated by small intervals (e.g., one or 
two semitones, i.e., approximately 6 or 12% changes in pitch, cf. 
Vos and Troost, 1989), and a pitch movement of just one semitone 
(∼6%) can be structurally very important, for example, when it 
leads to a salient, out-of-key note that increases the complexity of 
the melody (e.g., a C# note in the key of C, cf. Eerola et al., 2006). 
Hence for music perception, detailed information about pitch is 
important. Indeed, genetically based deficits in fine-grained pitch 
processing are thought to be one of the important underlying 
causes of musical tone deafness or “congenital amusia” (Peretz 
et al., 2007; Liu et al., 2010).

How crucial is detailed information about spoken pitch patterns 
to the perception of speech? In speech, pitch has a variety of linguis-
tic functions, including marking emphasis and phrase boundaries, 
and in tone languages, making lexical distinctions between words. 
Hence there is no doubt that pitch conveys significant informa-
tion in language. Yet the crucial question is: to what extent does 
a perceiver require detailed information about pitch patterns for 
adequate communication to occur? One way to address this ques-
tion is to manipulate the pitch contour of natural sentences and see 
how this impacts a listener’s ability to understand the semantic and 
propositional content of the sentences. Recent research on this topic 
has shown that spoken language comprehension is strikingly robust 
to manipulations of pitch contour. Patel et al. (2010) measured the 
intelligibility of natural Mandarin Chinese sentences with intact vs. 
flattened (monotone) pitch contours (the latter created via speech 
resynthesis, with pitch fixed at the mean fundamental frequency of 
the sentence). Native speakers of Mandarin found the monotone 
sentences just as intelligible as the natural sentences when heard 
in a quiet background. Hence despite the complete removal of all 
details of pitch variation, the sentences were fully intelligible. How 
is this possible? Presumably listeners used the remaining phonetic 
information and their knowledge of Mandarin to guide their per-
ception in a way that allowed them to infer which words were being 
said. The larger point is that spoken language comprehension is 
remarkably robust to lack of detail in pitch variation, and this pre-
sumably relaxes the demands placed on high-precision encoding 
of periodicity patterns.

It seems likely that this sort of robustness is not just limited to 
the acoustic feature of periodicity. One reason that spoken lan-
guage comprehension is so robust is that it involves integrating 
multiple cues, some of which provide redundant sources of infor-
mation regarding a sound’s phonological category. For example, 
in judging whether a sound within a word is a /b/ or a /p/, multi-
ple acoustic cues are relevant, including voice onset time (VOT), 
vowel length, fundamental frequency (F0; i.e., “microintonational” 
perturbations of F0, which behave differently after voiced vs. voice-
less stop consonants), and first and second formant patterns (i.e., 

Patel Musical training and speech encoding

www.frontiersin.org June 2011 | Volume 2 | Article 142 | 201

http://www.frontiersin.org/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


This section has argued that music perception is often likely to 
place higher demands on the encoding of certain acoustic features 
than does speech perception, at least in terms of what is needed for 
adequate communication in the two domains. However, OPERA 
makes no a priori assumption that influences between musical and 
linguistic neural encoding are unidirectional. Hence an important 
question for future work is whether certain types of linguistic expe-
rience with heightened demands in terms of auditory processing 
(e.g., multilingualism, or learning a tone language) can impact the 
neural encoding of music (cf. Bidelman et al., 2011). This is an inter-
esting question, but is not explored in the current paper. Instead, 
the focus is on explaining why musical training would benefit the 
neural encoding of speech, given the growing body of evidence 
for such benefits and the practical importance of such findings.

emotIon, repetItIon, and attentIon
For musical training to enhance the neural encoding of speech, the 
musical activities that engage speech-processing networks must 
elicit strong positive emotion, be frequently repeated, and be asso-
ciated with focused attention. These factors work in concert to 
promote adaptive plasticity, and are discussed together here.

As noted in the previous section, music can place higher demands 
on the nervous system than speech does, in terms of the precision 
of encoding of a particular acoustic feature. Yet this alone is not 
enough to drive experience-dependent plasticity to enhance the 
encoding of that feature. There must be some (internal or external) 
motivation to enhance the encoding of that feature, and there must 
be sufficient opportunity to improve encoding over time. Musical 
training has the potential to fulfill these conditions. Accurate music 
performance relies on accurate perception of the details of sound, 
which is presumably associated in turn with high-precision encod-
ing of sound features. Within music, accurate performance is typi-
cally associated with positive emotion and reward, for example, 
via internal satisfaction, praise from others, and from the pleasure 
of listening to well-performed music, in this case music produced 
by oneself or the group one is in. (Note that according to this view, 
the particular emotions expressed by the music one plays, e.g., joy, 
sadness, tranquility, etc., are not crucial. Rather, the key issue is 
whether the musical experience as a whole is emotionally reward-
ing.) Furthermore, accurate performance is typically acquired via 
extensive practice, including frequent repetitions of particular 
pieces. The neurobiological association between accurate perfor-
mance and emotional rewards, and the opportunity to improve 
with time (e.g., via extensive practice) create favorable conditions for 
promoting plasticity in the networks that encode acoustic features.

Another factor likely to promote plasticity is focused attention 
on the details of sound during musical training. Animal studies of 
auditory training have shown that training-related cortical plastic-
ity is facilitated when sounds are actively attended vs. experienced 
passively (e.g., Fritz et al., 2005; Polley et al., 2006). As noted by 
Jagadeesh (2006), attention “marks a particular set of inputs for 
special treatment in the brain,” perhaps by activating cholinergic 
systems or increasing the synchrony of neural firing, and this modu-
lation plays an important role in inducing neural plasticity (cf. 
Kilgard and Merzenich, 1998; Thiel, 2007; Weinberger, 2007). While 
animal studies of attention and plasticity have focused on corti-
cal circuits, it is worth recalling that the auditory system has rich 

their nominal score-based values (Repp, 1992; Clynes, 1995; Palmer, 
1997). Listeners are quite sensitive to these inflections and use them 
in judging the emotional force of musical sequences (Bhatara et al., 
2011). Indeed, neuroimaging research has shown that expressive 
performances containing such inflections are more likely (than 
deadpan performances) to activate limbic and paralimbic brain 
areas associated with emotion processing (Chapin et al., 2010). 
This helps explain why musical training involves learning to pay 
attention to the fine acoustic details of sound sequences and to 
control them with high-precision, since these details matter for the 
esthetic and emotional qualities of musical sequences.

Returning to our example of pitch variation in speech vs. music, 
the above paragraph suggests that the adequate communication of 
melodic music requires the detailed regulation and perception of 
pitch patterns. According to OPERA, this puts higher demands on 
the sensory encoding of periodicity than does speech, and helps 
drive experience-dependent plasticity in subcortical networks 
that encode periodicity. Yet since speech and music share such 
networks, speech processing benefits (cf. the study of Wong et al., 
2007, described in section The Auditory Brainstem Response to 
Speech: Origins and Plasticity).

Yet would this benefit in the neural encoding of voice periodicity 
have any consequences for real-world language skills? According to 
the study of Patel et al. (2010) described above, the details of spo-
ken pitch patterns are not essential for adequate spoken language 
understanding, even in the tone language Mandarin. So why would 
superior encoding of voice pitch patterns be helpful to a listener? 
One answer to this question is suggested by another experimental 
manipulation in the study of Patel et al. (2010). In this manipula-
tion, natural vs. monotone Mandarin sentences were embedded in 
background babble noise. In this case, the monotone sentences were 
significantly less intelligible to native listeners (in the case where the 
noise was as loud as the target sentence, monotone sentences were 
20% less intelligible than natural sentences). The precise reasons 
why natural pitch modulation enhances sentence intelligibility in 
noise remain to be determined. Nevertheless, based on these results 
it seems plausible that a nervous system which has high-precision 
encoding of vocal periodicity would have an advantage in under-
standing speech in a noisy background, and recent empirical data 
support this conjecture (Song et al., 2010). Combining this finding 
with the observation that musicians show superior brainstem encod-
ing of voice F0 (Wong et al., 2007) leads to the idea that musically 
trained listeners should show better speech intelligibility in noise.

In fact, it has recently been reported that musically trained 
individuals show superior intelligibility for speech in noise, using 
standard tests (Parbery-Clark et al., 2009). This study also examined 
brainstem responses to speech, but rather than focusing on the 
encoding of periodicity in syllables with different pitch contour, it 
examined the brainstem response to the syllable /da/ in terms of 
latency, representation of speech harmonics, and overall response 
morphology. When /da/ was heard in noise, all of these param-
eters were enhanced in musically trained individuals compared to 
their untrained counterparts. This suggests that musical training 
influences the encoding of the temporal onsets and spectral details 
of speech, in addition to the encoding of voice periodicity, all of 
which may contribute to enhanced speech perception in noise (cf. 
Chandrasekaran et al., 2009).
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in this range are necessary for speech intelligibility (Drullman et al., 
1994; cf. Ghitza and Greenberg, 2009). In terms of connections to 
reading, Goswami has suggested that problems in envelope per-
ception during language development could result in less robust 
phonological representations at the syllable-level, which would 
then undermine the ability to consciously segment syllables into 
individual speech sounds (phonemes). Phonological deficits are a 
core feature of dyslexia (if the dyslexia is not primarily due to visual 
problems), likely because reading requires the ability to segment 
words into individual speech sounds in order to map the sounds 
onto visual symbols. In support of Goswami’s ideas about relations 
between envelope processing and reading, a recent meta-analysis of 
studies measuring dyslexics’ performance on non-speech auditory 
tasks and on reading tasks reported that amplitude modulation and 
rise time discrimination were linked to developmental dyslexia in 
100% of the studies that they reviewed (Hämäläinen et al., in press).

Amplitude envelope is also an important acoustic feature of 
musical sounds. Extensive pychophysical research has shown that 
envelope is one of the major contributors to a sound’s musical tim-
bre (e.g., Caclin et al., 2005). For example, one of the important cues 
that allows a listener to distinguish between the sounds of a flute 
and a French horn is the amplitude envelope of their musical notes 
(Strong and Clark, 1967). Furthermore, the slope of the amplitude 
envelope at tone onset is an important cue to the perceptual attack 
time of musical notes, and thus to the perception of rhythm and 
timing in sequences of musical events (Gordon, 1987). Given that 
envelope is an important acoustic feature in both speech and music, 

cortico-subcortical (corticofugal) connections, so that changes at 
the cortical level have the potential to influence subcortical circuits, 
and hence, the basic encoding of sound features (Schofield, 2010).

Focused attention on sound may also help resolve an apparent 
“bootstrapping” problem raised by OPERA: if musical training is to 
improve the precision of auditory encoding, how does this process 
get started? For example, focusing on pitch, how does the auditory 
system adjust itself to register finer pitch distinctions if it cannot 
detect them in the first place? One answer might be that attention 
activates more neurons in the frequency (and perhaps periodicity) 
channels that encode pitch, such that more neurons are recruited to 
deal with pitch, and hence acuity improves (P. Cariani, pers. comm.; 
cf. Recanzone et al., 1993; Tervaniemi et al., 2009).

It is worth noting that the emotion, repetition, and attention 
criteria of OPERA are falsifiable. Imagine a child who is given 
weekly music lessons but who dislikes the music he or she is taught, 
who does not play any music outside of lessons, and who is not 
very attentive to the music during lessons. In such circumstances, 
OPERA predicts that musical training will not result in enhanced 
neural encoding of speech.

puttIng opera to work: musIcal traInIng and 
lInguIstIc readIng skIlls
There is growing interest in links between musical training, audi-
tory processing, and linguistic reading skills. This stems from two 
lines of research. The first line has shown a relationship between 
musical abilities and reading skills in normal children, for exam-
ple, via correlational and experimental studies (e.g., Anvari et al., 
2002; Moreno et al., 2009). For example, Moreno et al. (2009) 
assigned normal 8-year olds to 6 months of music vs. painting 
lessons, and found that after musical (but not painting) training, 
children showed enhanced reading abilities and improved auditory 
discrimination in speech, with the latter shown by both behavioral 
and neural measures (scalp-recorded cortical EEG).

The second line of research has demonstrated that a substantial 
portion of children with reading problems have auditory processing 
deficits, leading researchers to wonder whether musical training 
might be helpful for such children (e.g., Overy, 2003; Tallal and 
Gaab, 2006; Goswami, 2010). For example, Goswami has drawn 
attention to dyslexics’ impairments in discriminating the rate of 
change of amplitude envelope at a sound’s onset (its “rise time”; 
Figure 8), and have shown that such deficits predict reading abilities 
even after controlling for the effects of age and IQ. Of course, rise-
time deficits are not the only auditory processing deficits that have 
been associated with dyslexia (Tallal and Gaab, 2006; Vandermosten 
et al., 2010), but they are of interest to speech–music studies because 
they suggest a problem with encoding amplitude envelope patterns, 
and amplitude envelope is an important feature in both speech and 
music perception.

In speech, the amplitude envelope is the relatively slow (syllable-
level) modulation of overall energy within which rapid spectral 
changes take place. Amplitude envelopes play an important role as 
cues to speech rhythm (e.g., stress) and syllable boundaries, which 
in turn help listeners segment words from the flow of speech (Cutler, 
1994). Envelope fluctuations in speech have most of their energy in 
the 3–20 Hz range, with a peak around 5 Hz (Greenberg, 2006), and 
experimental manipulations have shown that envelope modulations 

FiguRE 8 | Examples of non-linguistic tonal stimulus waveforms for rise 
times of 15 (A) and 300 ms (B). From Goswami et al. (2002), reproduced 
with permission.
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light of Goswami’s ideas, described above, it is worth noting that 
in a subsequent study Abrams et al. [2009] repeated their study 
with good vs. poor readers, aged 9–15 years. The good readers 
showed a strong right-hemisphere advantage for envelope tracking 
in multiple measures [e.g., higher cross-correlation, shorter-latency 
between neural response and speech input], while poor readers did 
not. Furthermore, empirical measures of neural envelope tracking 
predicted reading scores, even after controlling for IQ differences 
between good and poor readers).

Thus it appears that right-hemisphere auditory cortical regions 
(and very likely, subcortical inputs to these regions) are involved 
in envelope processing in speech. Are the same circuits involved in 
envelope processing in music? This remains to be tested directly, 
and could be studied using an individual differences approach. 
For example, one could use the design of Abrams et al. (2008) 
to examine cortical responses to the amplitude envelope of spo-
ken sentences and musical melodies in the same listeners, with 
the melodies played using instruments that have sustained (vs. 
percussive) notes, and hence envelopes reminiscent of speech syl-
lables. If envelope processing mechanisms are shared between 
speech and music, then one would predict that individuals would 
show similar envelope-tracking quality across the two domains. 
While such data are lacking, there are indirect indications of a 
relationship between envelope processing in music and speech. 
In music, one set of abilities that should depend on envelope 
processing are rhythmic abilities, because such abilities depend 
on sensitivity to the timing of musical notes, and envelope is an 
important cue for the perceptual onset and duration of event 
onsets in music (Gordon, 1987). Hence if musical and linguistic 
amplitude envelopes are processed by overlapping brain circuits, 
one would expect (somewhat counterintuitively) a relationship 
between musical rhythmic abilities and reading abilities. Is there 
any evidence for such a relationship? In fact, Goswami and col-
leagues have reported that dyslexics have problems with musical 
rhythmic tasks (e.g., Thompson and Goswami, 2008; Huss et al., 
2011), and have shown that their performance on these tasks 
correlates with their reading skills, after controlling for age and 
IQ. Furthermore, normal 8-year-old children show positive cor-
relations between performance on rhythm discrimination tasks 
(but not pitch discrimination tasks) and reading tasks, even after 
factoring out effects of age, parental education, and the num-
ber of hours children spend reading per week (Corrigall and 
Trainor, 2010).

Based on such findings, let us assume for the sake of argument 
that the first condition of OPERA is satisfied, that is, that envelope 
processing in speech and music utilizes overlapping brain networks. 
It is not required that such networks are entirely overlapping, simply 
that they overlap to a significant degree at some level of processing 
(e.g., subcortical, cortical, or both). With such an assumption, one 
can then turn to the next component of OPERA and consider what 
sorts of musical tasks would promote high-precision envelope pro-
cessing. In ordinary musical circumstances, the amplitude envelope 
of sounds is an acoustic feature relevant to timbre, and while timbre 
is an important attribute of musical sound, it (unlike pitch) is rarely 
a primary structural parameter for musical sequences, at least in 
Western melodic music (Patel, 2008). Hence in order to encourage 
high-precision envelope processing in music, it may be necessary 

the OPERA hypothesis leads to the prediction that musical training 
which relies on high-precision envelope processing could benefit 
the neural processing of speech envelopes, via mechanisms of adap-
tive neural plasticity, if the five conditions of OPERA are met. Hence 
the rest of this section is devoted to examining these conditions in 
terms of envelope processing in speech and music.

The first condition is that envelope processing in speech and 
music relies on overlapping neural circuitry. What is known about 
amplitude envelope processing in the brain? Research on this 
question in humans and other primates has focused on cortical 
responses to sound. It is very likely, however, that subcortical circuits 
are involved in envelope encoding, so that measures of envelope 
processing taken at the cortex reflect in part the encoding capacities 
of subcortical circuits. Yet since extant primate data come largely 
from cortical studies, those will be the focus here.

Primate neurophysiology research suggests that the temporal 
envelope of complex sound is represented by population-level 
activity of neurons in auditory cortex (Nagarajan et al., 2002). In 
human auditory research, two theories suggest that slower temporal 
modulations in sounds (such as amplitude envelope) are preferen-
tially processed by right-hemisphere cortex (Zatorre et al., 2002; 
Poeppel, 2003). Prompted by these theories, Abrams et al. (2008) 
recently examined cortical encoding of envelope using scalp EEG. 
They collected neural responses to an English sentence (“the young 
boy left home”) presented to healthy 9- to 13-year-old children. 
(The children heard hundreds of repetitions of the sentence in one 
ear, while watching a movie and hearing the soundtrack quietly 
in the other ear.) The EEG response to the sentence was averaged 
across trials and low-pass filtered at 40 Hz to focus on cortical 
responses and how they might reflect the amplitude envelope of the 
sentence. Abrams et al. discovered that the EEG signal at temporal 
electrodes over both hemispheres tracked the amplitude envelope 
of the spoken sentence. (The authors argue that the neural EEG 
signals they studied are likely to arise from activity in secondary 
auditory cortex.) Notably, the quality of tracking, as measured by 
cross-correlating the EEG waveform with the speech envelope, was 
far superior in right-hemisphere electrodes (approx. 100% supe-
rior), in contrast to the usual left hemisphere dominance for spoken 
language processing (Hickok and Poeppel, 2007; Figure 9). (In 

FiguRE 9 | grand average cortical responses from temporal electrodes 
T3 and T4 (red: right hemisphere, blue: left hemisphere) and broadband 
speech envelope (black) for the sentence “the young boy left home.” 
Ninety-five milliseconds of the prestimulus period is plotted. The speech 
envelope was shifted forward in time 85 ms to enable comparison to cortical 
responses. From Abrams et al. (2008), reproduced with permission.
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is important to note that the OPERA hypothesis is not proscriptive: 
it says nothing about the relative merits of musical vs. linguistic 
training for speech sound encoding. Instead, it tries to account for 
why musical training would benefit speech sound encoding in the 
first place, given the growing empirical evidence that this is indeed 
the case. Hence the relative efficacy of musical vs. linguistic train-
ing for speech sound encoding is an empirical question which can 
only be resolved by direct comparison in future studies. A strong 
motivation for conducting such comparisons is the demonstra-
tion that non-linguistic auditory perceptual training generalizes 
to linguistic discrimination tasks that rely on acoustic cues similar 
to those trained in the non-linguistic context (Lakshimnarayanan 
and Tallal, 2007).

While direct comparisons of musical vs. linguistic training 
have yet to be conducted, it is worth considering some of the 
potential merits of music-based training. First, musical activi-
ties are often very enjoyable, reflecting the rich connections 
between music processing and the emotion systems of the brain 
(Koelsch, 2010; Salimpoor et al., 2011). Hence it may be easier 
to have individuals (especially children) participate repeatedly 
in training tasks, particularly in home-based tasks which require 
voluntary participation. Second, if an individual is experiencing 
a language problem, then a musical activity may not carry any 
of the negative associations that have developed around the lan-
guage deficits and language-based tasks. This increases the chances 
of associating auditory training with strong positive emotions, 
which in turn may facilitate neural plasticity (as noted in section 
Emotion, Repetition, and Attention). Third, speech is acoustically 
complex, with many acoustic features varying at the same time 
(e.g., amplitude envelope, harmonic spectrum), and its perception 
automatically engages semantic processes that attempt to extract 
conceptual meaning from the signal, which draws attention away 
from the acoustic details of the signal. Musical sounds, in contrast, 
can be made acoustically relatively simple, with variation primarily 
occurring along specific dimensions that are the focus of training. 
For example, if the focus is on training sensitivity to amplitude 
envelope (cf. section Putting OPERA to work: musical training 
and linguistic reading skills), sounds can be created in which the 
spectral content is simple and stable, and in which the primary 
differences between tones are in envelope structure. Furthermore, 
musical sounds do not engage semantic processing, leaving the 
perceptual system free to focus more attention on the details of 
sound. This ability of musical sounds to isolate particular features 
for attentive processing could lower the overall complexity of audi-
tory training tasks, and hence make it easier for individual to make 
rapid progress in increasing their sensitivity to such features, via 
mechanisms of neural plasticity.

A final merit of musical training is that it typically involves build-
ing strong sensorimotor links between auditory and motor skills 
(i.e., the sounds one produces are listened to attentively, in order 
to adjust performance to meet a desired model). Neuroscientific 
research suggests that sensorimotor musical training is a stronger 
driver of neural plasticity in auditory cortex than purely auditory 
musical training (Lappe et al., 2008). Hence musical training pro-
vides an easy, ecologically natural route to harness the power of 
sensorimotor processing to drive adaptive neural plasticity in the 
auditory system.

to devise novel musical activities, rather than relying on standard 
musical training. For example, using modern digital technology in 
which keyboards can produce any type of synthesized sounds, one 
could create synthesized sounds with similar spectral content but 
slightly different amplitude envelope patterns, and create musical 
activities (e.g., composing, playing, listening) which rely on the 
ability to distinguish such sounds. Note that such sounds need 
not be musically unnatural: acoustic research on orchestral wind-
instrument tones has shown, for example, that the spectrum of 
the flute, bassoon, trombone, and French horn are similar, and 
that listeners rely on envelope cues in distinguishing between these 
instruments (Strong and Clark, 1967). The critical point is that suc-
cess at the musical activity should require high-precision processing 
of envelope patterns.

For example, if working with young children, one could create 
computer-animated visual characters who “sing” with different 
“voices” (i.e., their “songs” are non-verbal melodies in which all 
tones have a particular envelope shape). After learning to associ-
ate different visual characters and their voices, one could then do 
games where novel melodies are heard without visual cues and 
the child has to guess which character is singing. Such “envelope 
training” games could be done adaptively, so that at the start of 
training, the envelope shapes of the different characters are quite 
different, and then once successful discrimination is achieved, new 
characters are introduced whose voices are more similar in terms 
of envelope cues.

According to OPERA, if this sort of training is to have any effect 
on the precision of envelope encoding by the brain, the musical 
tasks should be associated with strong positive emotion, extensive 
repetition, and focused attention. Fortunately, music processing is 
known to have a strong relationship to the brain’s emotion systems 
(Koelsch, 2010) and it seems plausible that the musical tasks could 
be made pleasurable (e.g., via the use of attractive musical sounds 
and melodies, and stimulating rewards for good performance). 
Furthermore, if they are sufficiently challenging, then participants 
will likely want to engage in them repeatedly and with focused 
attention.

To summarize, the OPERA hypothesis predicts that musical 
training which requires high-precision amplitude envelope pro-
cessing will benefit the neural encoding of amplitude envelopes in 
speech, via mechanisms of neural plasticity, if the five conditions of 
OPERA are met. Based on research showing relationships between 
envelope processing and reading abilities (e.g., Goswami, 2010), 
this in turn may benefit linguistic reading skills.

musIcal vs. lInguIstIc traInIng for speech sound 
encodIng
As described in the previous section, the OPERA hypothesis leads 
to predictions for how musical training might benefit specific 
linguistic abilities via enhancements of the neural encoding of 
speech. Yet this leads to an obvious and important question. Why 
attempt to improve the neural encoding of speech by training in 
other domains? If one wants to improve speech processing, would 
it not be more effective to do acoustic training in the context 
of speech? Indeed, speech-based training programs that aim to 
improve sensitivity to acoustic features of speech are now widely 
used (e.g., the Fast ForWord program, cf. Tallal and Gaab, 2006). It 
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conclusIon
The OPERA hypothesis suggests that five essential conditions 
must be met in order for musical training to drive adaptive plas-
ticity in speech processing networks. This hypothesis generates 
specific predictions, for example, regarding the kinds of musi-
cal training that could benefit reading skills. It also carries an 
implication regarding the notion of “musical training.” Musical 
training can involve different skills depending on what instru-
ment and what aural abilities are being trained. (For example, 
learning to play the drums places very different demands on the 
nervous system than learning to play the violin.) The OPERA 
hypothesis states that the benefits of musical training depend 
on the particular acoustic features emphasized in training, the 
demands that music places on those features in terms of the preci-
sion of processing, and the degree of emotional reward, repetition 
and attention associated with musical activities. According to this 
hypothesis, simply giving an individual music lessons may not 
result in any benefits for speech processing. Indeed, depending 
on the acoustic feature being trained (e.g., amplitude envelope), 
learning a standard musical instrument may not be an effective 
way to enhance neural processing of that feature. Instead, novel 

digital instruments may be necessary, which allow controlled 
manipulation of sound features. Thus OPERA raises the idea 
that in the future, musical activities aimed at benefiting speech 
processing should be purposely shaped to optimize the effects 
of musical training.

From a broader perspective, OPERA contributes to the growing 
body of research aimed at understanding the relationship between 
musical and linguistic processing in the human brain (Patel, 2008). 
Understanding this relationship will likely have significant implica-
tions for how we study and treat a variety of language disorders, 
ranging from sensory to syntactic processing (Jentschke et al., 2008; 
Patel et al., 2008).
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Methodologies for assessing auditory structure 
and function
Effects of musical training on brain attributes have been largely 
studied using non-invasive imaging methods, primarily elec-
troencephalography (EEG), magnetoencephalography (MEG), 
magnetic resonance imaging (MRI), and functional MRI (fMRI). 
However, the electrophysiological approaches (EEG and MEG) will 
be emphasized in this review.

Electroencephalography and MEG detect the brain’s electrical 
and magnetic activity, respectively, at the scalp with a millisecond 
resolution. The amplitude of the event-related potential (ERP 
as in EEG) or field (ERF as in MEG) or of the auditory-evoked 
potential/field (AEP/AEF) indicates the size of the activated neural 
population and/or the trial-to-trial phase synchrony of neural fir-
ing when evoked by sensory stimuli (e.g., sound). The latency of 
the ERP/ERF reflects the timing of neural activation. Combined 
with the topography of the neural response (i.e., its position on 
the scalp), these ERP/ERF signatures provide specifics on the 
function and origin of activity (Pantev et al., 2001; Musacchia 
et al., 2008). MRI and fMRI, in contrast, probe the entire brain 
as opposed to scalp activity. MRI provides fine details of brain 
structure due to differences in magnetic properties of brain tissues 
(i.e., white matter versus gray matter). fMRI reveals the hemo-
dynamic response associated with neural activity, and the foci of 
this activity are then superimposed on MRI images to determine 
the precise neuroanatomical structure(s) generating the neural 
activity. Thus, both MRI and fMRI reveal spatially well-defined 
neuroanatomical and functional loci undergoing structural and 
functional changes, for example due to musical training (Ohnishi 
et al., 2001; Hyde et al., 2009).

The brain is astoundingly neuroplastic, and studying neurophysi-
ological alterations due to musical training is an increasingly popular 
method to assess the precise mechanisms underlying neuroplasticity. 
Furthermore, it is particularly interesting to understand how neu-
roplastic changes due to musical training may affect other auditory 
functions, namely speech perception. It has been repeatedly shown 
that musical training modifies the auditory neural circuitry in a way 
that allows for enhanced musical skills (e.g., processing musical timbre, 
pitch contour, and rhythm). However, the extent to which enhanced 
auditory representations and processing due to musical training trans-
fers to other auditory functions, especially speech perception, is an issue 
of exciting debate and a rich topic to explore. In order for enhanced 
auditory skills due to musical training to transfer to speech perception, 
musical training must target the neural mechanisms that underlie 
speech perception and modify them in a way to enhance their function.

From a psychoacoustics perspective, music and speech process-
ing share several mechanisms. To extract meaning from a piece of 
music or ongoing speech, the auditory system must encode pitch or 
voice cues (to identify a musical note or speaker) as well as rhythm 
(the unfolding of words and chords over time in a discourse or sym-
phony), and segregate a voice in the midst of background noise or a 
musical instrument within a symphony orchestra. Thus, the neural 
mechanisms involved in processing music should overlap with and 
influence speech mechanisms (and vice versa). Furthermore, musical 
training should recruit resources associated with speech processing, 
thereby enhancing the neural mechanisms underlying speech percep-
tion (and vice versa). This article reviews neurophysiological evidence 
supporting an influence of musical training on speech perception at 
the sensory level, and discusses whether such transfer could facilitate 
speech perception in individuals with hearing loss (HL).
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Prerequisites for functional transfer following 
acoustical training
Acoustical features of speech and music are represented by a hier-
archical auditory network. Low-level regions [i.e., brain stem and 
primary auditory cortex (A1)] encode simple acoustical features, 
such as sound onset and pitch. More complex features, such as 
spectrotemporal combinations that represent speech or musical 
timbre, recruit higher-level processes in non-primary auditory cor-
tex (NPAC). Studies have provided evidence for neural networks, 
at the level of the auditory cortex and beyond, that are relatively 
specialized for processing either music or speech (Peretz et al., 1994; 
Tervaniemi et al., 1999, 2006; Zatorre et al., 2002; Rogalsky et al., 
2011). However, functional and structural overlap for speech and 
music processing along the sensory (Wong et al., 2007; Sammler 
et al., 2009; Rogalsky et al., 2011) and cognitive (Sammler et al., 
2009; Schulze et al., 2011) levels exist. A prerequisite for the transfer 
of auditory function to speech perception following musical train-
ing is the fostering of greater overlap between the neural mecha-
nisms associated with speech and music perception. To put this 
into perspective consider the following example: since a sound’s 
temporal information, which is fundamental to speech percep-
tion, is favorably processed in the left auditory cortex (Zatorre 
and Belin, 2001; Zatorre et al., 2002), musicians may be inclined to 
regularly use left-hemisphere resources to assess temporal relation-
ships between musical segments (Bever and Chiarello, 2009). This 
in turn may induce neuroplastic modifications in the left auditory 
cortex that would support greater temporal processing for speech 
stimuli in musicians than in non-musicians.

From an electrophysiological perspective (EEG/MEG), musi-
cal training or training in the speech domain, such as learning to 
discriminate slight differences in the fundamental frequency (f

0
) 

of vowels (Reinke et al., 2003) or voice onset time (VOT; Tremblay 
et al., 2001), has been linked to neuroplastic modifications of the 
same neural components associated with processing acoustical fea-
tures common to music and speech. Thus, both forms of training 
may lead to an increase in overlap of the neural mechanisms that 
underlie speech and music processing, and thus a transfer of audi-
tory function between the two domains may be possible. A caveat of 
this assumption is that even if training in speech or music leads to 
modification of the same neural component(s) measured in EEG/
MEG, one cannot necessarily assume that the observed neuroplastic 
changes occurred in overlapping neural populations. The use of 
fMRI or source localization techniques in EEG/MEG (Freeman and 
Nicholson, 1975; Scherg, 1990; Hamalainen and Ilmoniemi, 1994; 
Tervaniemi et al., 1999) would elucidate the extent of such neural 
overlap. However, if training in one domain (e.g., music) influences 
the same neural processes in the other domain (e.g., speech), emerg-
ing as a neuroplastic change in the same EEG/MEG components, 
then an overlap in processing and thus a transfer of function can 
be inferred. In this review, I will first present evidence demonstrat-
ing that musical training and training in the speech domain may 
target the same neurophysiological components along the auditory 
pathway. Next, I will show evidence of musical training-related 
modulations of these same components during speech processing 
(i.e., transfer of auditory function). Finally, I will discuss how musi-
cal training might enhance speech perception in adverse acoustical 
environments and in individuals with HL.

Musical training and training in the sPeech doMain 
target shared neural MechanisMs
Brain steM
Training in both musical and speech domains affect brain stem 
processing, as evidenced by training-related changes in the EEG 
frequency following response (FFR). The FFR reflects the resonance 
(amplitude and phase-alignment) of brain stem neuronal firing 
with a sound’s f

0
. Therefore, a more robust FFR following training 

in music and speech is indicative of an enhanced representation of 
f

0
 at the brain stem (Musacchia et al., 2007; Krishnan et al., 2009). 

Indeed, the FFR is more robust in musicians for music sounds than 
in non-musicians (Musacchia et al., 2007). Likewise, in the realm 
of speech learning, the FFR is enhanced in English speakers for 
Mandarin tones, following training on tonal speech (Song et al., 
2008). Taken together, tonal training, either in music or speech, 
elicits neuroplastic modifications in the brain stem FFR, which 
implies that an inter-domain functional transfer at the brain stem 
level is probable.

PriMary auditory cortex (a1)
While training in both speech and musical domains target the 
FFR, there is less evidence for such functional overlap at the level 
of A1, as indexed by the middle latency response (MLR). The 
MLR, which is measured in EEG and MEG, is believed to reflect 
thalamo-cortical input to and processing in A1 (Hall, 2006). 
The MLR consists of Na/Pa/Nb/P1 components (see Figure 1; 
Note that the P1 is also referred to as the P50) and typically 
occurs between 19 and 50 ms following sound onset. Larger MLR 
components were shown to index enhanced pitch and rhythm 
encoding in musicians relative to non-musicians for pure tones 
and music sounds (N19m–P30m – magnetic counterparts of the 
electrical Na–Pa: Schneider et al., 2002; P1: Shahin et al., 2004; 
Neuhaus and Knösche, 2008). Furthermore, a training-related 
increase in P1 amplitude may reflect the acoustical feature bind-
ing mechanisms that integrate rhythmic and pitch patterns into 

FiGurE 1 | Auditory-evoked potentials (AEPs). AEP waveform for piano 
tone at the frontal channel Fz for 34 participants (averaged over musicians and 
non-musicians). The Na–Pa–Nb–P1 complex represents the middle latency 
response (MLR) originating in primary auditory cortex (A1). The N1 and P2 
components represent activity originating in the surrounding belt areas of A1. 
Based on data from Shahin et al. (2003).
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was  significantly larger than the P2 for the pure tone in musicians 
(p < 0.02, LSD test) but this difference was not evident in non-
musicians. Pure and Piano 0 tones differed only in the shape of their 
temporal envelopes, with Piano 0’s envelope matching the temporal 
envelope of the piano C4 note, thus implicating the P2 in coding 
the temporal onset of the learned sound. Finally, although the P2 
amplitude for the pure tone tended to be larger in musicians than in 
non-musicians in this study (p < 0.07 LSD test), the same contrast 
was highly significant when professional musicians were used in 
a prior study (Figure 3). P2 enhancement for pure tones in musi-
cians represents enhanced pitch encoding, even in a non-timbre 
context, and hence may index basic transfer of auditory function 
due to musical training. In sum, the P2 is associated with coding 
the temporal (temporal onset) and spectral (harmonics) features of 

a coherent melody (Neuhaus and Knösche, 2008). However, a 
recent study challenged the relation between the P1 and musical 
expertise, such that the P1 was smaller in amplitude and delayed 
in musicians than in non-musicians for harmonic tones (Nikjeh 
et al., 2009).

In the realm of speech perception and training in the speech 
domain, the functional role of the MLR is less clear. Since we 
are more exposed to voiced than unvoiced speech in naturalis-
tic situations and musical training affects the MLR, one would 
expect that voiced stimuli would elicit larger MLR amplitude than 
unvoiced stimuli, which lack pitch information. However, Hertrich 
et al. (2000) showed that the M50 (the magnetic counterpart of 
the  electrical P1) was reduced for periodic (voiced) compared to 
aperiodic (unvoiced) speech-like stimuli. Instead, the M100 (the 
magnetic counterpart of the electrical N1), which has sources 
in NPAC, was larger for periodic than non-periodic speech-like 
stimuli (Hertrich et al., 2000). This suggests that experience-based 
enhancements in pitch processing of speech may commence at a 
higher cortical level than that of music. Likewise, discrimination 
training on VOT in young adults resulted in smaller P1 amplitudes 
but larger N1 and P2 AEPs (Tremblay and Kraus, 2002). Taken 
together, these results imply that higher cortical regions (i.e., NPAC) 
favor the processing of more spectrotemporally complex signals, 
such as speech, consistent with animal (Rauschecker et al., 1995), 
and human fMRI (Rauschecker et al., 1995; Patterson et al., 2002) 
results. Thus, whereas enhanced MLR may reflect neuroplastic 
modifications in temporal (i.e., rhythm) and spectral (i.e., pitch) 
processing following musical training, analogous MLR effects in 
the speech domain do not seem to be related to expertise. Instead, 
expertise-related effects in the speech domain appear to emerge 
later, in the N1 (∼100 ms) and P2 (∼180 ms; Figure 1) AEPs/AEFs.

non-PriMary auditory cortex
Because of the complex spectrotemporal structure of music and 
speech sounds, their processing may be favored in NPAC. Thus, 
the possibility of inter-domain functional transfer is more likely to 
occur in later auditory processing stages (i.e., N1 and P2) instead 
of the MLR.

The N1 and P2 are thought to originate in the region surround-
ing A1 (Shahin et al., 2003; Bosnyak et al., 2004), including belt and 
parabelt regions of the superior temporal gyrus (Hackett et al., 
2001). These regions are collectively referred to here as NPAC. While 
the N1 and P2 code for low-level acoustical features such as sound 
onset and pitch, they also represent higher-level sound features 
brought about by the spectrotemporal complexity of speech and 
music. Figure 2 shows the P2 AEP as a function of sound complex-
ity. Musicians and non-musicians were presented with four tones 
varying in spectral complexity. Three of the tones were piano tones 
(C4 note) which contained the fundamental (f

0
) and 8 (Piano 8), 

2 (Piano 2), or no (Piano 0) harmonics, and a pure tone (Pure) 
which had the same f

0
 but not envelope of the piano tone. Notice 

that as more harmonics were added to the piano tone (Figure 2A), 
P2 increased in amplitude [Figure 2C; 2 (group) × 4 (tone) ANOVA; 
group main effect F

(1,14)
 = 14, p < 0.005; tone main effect F

(3,42)
 = 35, 

p < 0.0001, interaction F
(3,42)

 = 6, p < 0.001], especially in musi-
cians [post hoc Fisher’s least significant difference (LSD) test 
p < 0.05]. Also, the P2 amplitude in response to the Piano 0 tone 

FiGurE 2 | P2 indexes spectral complexity and is enhanced in musicians. 
(A) Temporal (top) and spectral (bottom) profiles of Pure, Piano 0, Piano 2, and 
Piano 8 tones. The pure tone had only the fundamental frequency (f0, C4 
notation), and Piano 0, Piano 2, and Piano 8 have the f0, f0+ first 2 harmonics, 
and f0+ first 8 harmonics, respectively. Piano 0, Piano 2, and Piano 8 have the 
temporal envelope of the Piano C4 notation. (B) Root mean square (RMS) of 
auditory-evoked potential (AEP) waveforms for all channels (32; averaging 
across all stimuli) for musicians and non-musicians. (C) P2 RMS peak values 
for musicians and non-musicians for all stimuli. Based on data from Shahin 
et al. (2005). The error bars depict 1 SE.
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in these AEP amplitudes may reflect increased neural effort associ-
ated with binding spectrotemporal features into a coherent melody. 
Feature binding may be facilitated by selective attention (Treisman 
and Gelade, 1980) via modulation of early auditory cortical activity. 
However, increased spectrotemporal acuity observed in musicians 
(as discussed previously) must be a precursor of enhanced feature 
binding, whether automatic or under attentive conditions. In short, 
interdependence of pitch and rhythmic processing and thus bind-
ing of these acoustical features may be fostered by musical training 
at the level of A1 and NPAC (P1, N1, and P2 AEPs). A remaining 
question is whether enhancements in feature binding mechanisms 
due to musical training are specific to the learned auditory objects 
(Pantev et al., 2001) or are also transferable to speech perception.

neuroPhysiological evidence for the influence of 
Musical training on sPeech PercePtion
The previous section highlighted neurophysiological evidence sup-
porting targeted modification of the same neural components (FFR 
and P2) by musical training and training in the speech domain. 
These findings do not provide evidence for inter-modal functional 
transfer, but rather offer a starting point in formulating hypoth-
eses regarding the likelihood of such transfer. In this section, I will 
present findings showing that musical training can impact speech 
perception (i.e., inter-modal functional transfer), through neu-
roplastic changes in the same components that were modified by 
training in either the music or speech modality (previous section).

Musical training’s influence on Pitch and rhythM encoding 
in sPeech PercePtion
Superior pitch and rhythm encoding for speech in musicians, 
compared to non-musicians, is reflected at the brain stem and 
auditory cortex.

Brain stem
At the brain stem level, the FFR was shown to be more robust in 
musicians than in non-musicians for both music and speech (/da/) 
stimuli (Musacchia et al., 2007, 2008). Furthermore, enhanced pitch 
tracking (FFR) for Mandarin speech at the brain stem was seen 
in English-speaking (unfamiliar with tonal languages) musicians 
compared to non-musicians during passive listening to Mandarin 
words (Wong et al., 2007). The aforementioned neurophysiological 
evidence was consistent with better pitch discrimination abilities 
in musicians compared to non-musicians (Musacchia et al., 2007, 
2008; Wong et al., 2007). More precise pitch encoding of speech 
sounds in musicians at the brain stem and under passive listening 
conditions (Wong et al., 2007) suggests that functional transfer 
of auditory mechanisms to speech perception following musical 
training can occur even at a relatively low level of the auditory 
pathway. However, corticofugal feedback from the cortex can-
not be discounted, especially in attentive conditions (Musacchia 
et al., 2008).

Auditory cortex
The aforementioned enhanced FFR effect reported by Musacchia 
et al. (2008) for the speech syllable/da/was accompanied by ear-
lier latencies and larger amplitudes of the components of the P1–
N1–P2–N2 complex, which have origins in A1 and NPAC. The P2 

music sounds, and these functions are refined by musical training. 
Like the P2, the N1 was also associated with increased number of 
harmonics and with coding the timbre in ERP/ERF studies (Pantev 
et al., 2001; Seither-Preisler et al., 2003; Meyer et al., 2006).

More pertinent to the current topic is the finding that acousti-
cal training in the speech domain has been shown to evoke larger 
P2s for the same acoustical features that led to P2 augmentation 
following musical training. Short-term training on vowel discrimi-
nation tasks based on slight f

0
 manipulations elicited a larger P2 

responses in the trained group compared to the untrained group 
(Reinke et al., 2003), in the same way that pure tones matched in 
f

0
 to music tones evoked a larger P2s in musicians than in non-

musicians (Shahin et al., 2003). Also, P2 enhancement was reported 
following VOT discrimination training (Tremblay et al., 2001, 2009; 
Tremblay and Kraus, 2002) in the same manner that musicians 
exhibited larger P2s to the temporal onset of learned music sounds 
(Figure 2). These increases in P2 amplitude observed following 
either musical training or training in the speech domain may index 
a greater overlap of neural populations, via increased neuronal 
recruitment associated with processing spectral or temporal fea-
tures of music and speech. In short, if musical training or training 
in the speech domain can foster neuroplastic changes observed in 
the same brain response (i.e., P2) associated with processing the 
same acoustical feature, enhanced speech processing due to musi-
cal training is likely.

It is worth noting that the N1’s and P2’s relationship to coding 
the spectrotemporal combination of acoustical features (timbre) 
may suggest a feature binding role for these AEP components. In 
support of this hypothesis, Neuhaus and Knösche (2008) showed 
the interdependency of the neuroplastic N1 and P2, as well as the 
earlier P1 component, on pitch and rhythm processing. They pre-
sented musicians and non-musicians with melodies, either ordered 
by pitch and duration, or randomized in pitch, duration, or both. 
They found a general effect in which the amplitudes of the P1, N1, 
and P2 AEPs were augmented as the level of disorder in pitch and/or 
duration increased in both musicians and non-musicians (Neuhaus 
and Knösche, 2008). Furthermore, in musicians but not in non-
musicians, the P1 and P2 amplitudes were influenced (augmented) 
by pitch randomization only when the duration was ordered, sug-
gesting that the integration of pitch and rhythm processing is fos-
tered by musical training. Thus, the results imply that an increase 

FiGurE 3 | P2 indexes pitch and is enhanced in musicians. Left, scalp 
current density topography for the P2 component occurring at about 185 ms. 
Right, amplitude of the P2 response is shown for pure tone in the musicians 
(n = 20) and non-musicians (n = 14). The error bars depict 1 SE. Based on data 
from Shahin et al. (2003).
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tests, and working memory tests to musicians and non-musicians. 
HINT tests speech perception in a background speech-shaped 
noise, while QuickSIN tests speech perceptual ability in a multi-
talker environment. Musicians outperformed non-musicians in 
all tasks. Furthermore, musicians’ performance on all tests, except 
for HINT, correlated with years of practice. These results suggest 
that enhanced working memory, selective attention, and frequency 
discrimination abilities as a function of musical expertise play a 
significant role when the target speech is embedded within a multi-
talker environment (QuickSIN) versus when background noise is 
environmental (HINT).

The aforementioned behavioral outcomes seen in musicians 
(Parbery-Clark et al., 2009b) were subsequently supported by elec-
trophysiological findings. Parbery-Clark et al. (2009a) showed that 
the brain stem response morphology was less influenced by back-
ground noise in musicians than in non-musicians. They examined 
the latency and amplitude of two auditory brain stem response 
(ABR) peaks representing the onset of the consonant–vowel pair/
da/and the formant transition (/d/to/a/) in musicians and non-
musicians and in quiet and multi-talker babble (Parbery-Clark 
et al., 2009a). When comparing results of noisy and quiet condi-
tions, the authors found that the latencies of the ABR peaks were 
less delayed and the amplitudes were more preserved in musicians 
than in non-musicians. The authors concluded that the degradative 
effects of noise on the neural processing of sounds can be limited 
with musical training.

It is not clear whether musical training can enhance other forms 
of auditory scene analysis. For example, does musical training boost 
one’s ability to perceive degraded speech, as in phonemic restora-
tion (PR)? In PR, a word with a missing segment can be perceived 
as continuous, provided that the missing segment is masked by 
another sound, such as a cough or white noise (Warren, 1970). The 
ability to restore speech in PR requires a dynamic mechanism in 
which the missing spectrotemporal structure is interpolated (also 
known as perceptual “filling-in”) from the masking entity. In addi-
tion, A1’s usual sensitivity to the onsets/offsets of missing segments 
(Riecke et al., 2009; Shahin et al., 2009) is suppressed, resulting in 
the illusory perception of continuous speech. This filling-in process 
relies on higher-level mechanisms, such as Gestalt processing and 
access to prior knowledge (e.g., template matching in memory; 
Shahin et al., 2009). The question then becomes, how would musical 
training affect PR? Musicians may be expected to perform worse 
(i.e., fail to fill-in the degraded speech signal) than non-musicians 
on a PR task, given their enhanced concurrent sound segregation 
abilities (Zendel and Alain, 2009) and stronger sensitivity to acous-
tical onsets (Musacchia et al., 2008) and offsets of missing segments. 
However, since PR strongly relies on top-down influences, it can 
be argued that musical training may benefit PR.

Two analogies to PR include restoration of the missing funda-
mental (f

0
) and of the missing beat in a metric structure (Bendor 

and Wang, 2005; Snyder and Large, 2005). Representations of an 
omitted f

0
 in the auditory cortex (Bendor and Wang, 2005) are 

preserved due to interpolation from the remaining harmonic struc-
ture of the sound. Yet this skill (restoration of f

0
) has been shown 

to be more robust in musicians than in non-musicians (Preisler, 
1993; Seither-Preisler et al., 2007). However, restoration of a miss-
ing beat within a metric structure is more closely related to PR, 

enhancement in musicians compared to non-musicians is note-
worthy. Musacchia et al.’s (2008) results are consistent with the 
neurophysiological consideration that if musical training and train-
ing in the speech domain impact a shared neural system  similarly 
– as observed via P2 enhancement following musical (Pantev et al., 
1998; Shahin et al., 2003) and vowel and VOT discrimination train-
ing (Tremblay and Kraus, 2002; Reinke et al., 2003) – then func-
tional transfer to speech perception following musical training 
can be inferred. A more recent study showed a similar P2 effect 
that implicated rhythm processing as the mechanism affected by 
functional transfer following musical training. Specifically, Marie 
et al. (2010) demonstrated that the neuroplastic P2, previously 
shown to reflect temporal acuity (Tremblay et al., 2001; Figure 2), 
is associated with the musicians’ greater ability to encode metric 
structure in speech. Marie et al. (2010) varied syllabic length of 
the last word in a collection of sentences and measured ERPs while 
musicians and non-musicians judged whether the last word in a 
sentence was well-pronounced. They found that compared to non-
musicians, musicians exhibited larger P2 amplitudes, coupled with 
greater accuracy, for metrically incongruous than for congruous 
words (Marie et al., 2010). While this P2 enhancement is consistent 
with a transfer effect associated with coding the temporal acuity 
of speech, it may also be partly attributed to increased perceptual 
effort to integrate the sequential pattern into a coherent segment 
(Neuhaus and Knösche, 2008). In sum, these studies demonstrate 
that P2 enhancement, an index of musical training (Shahin et al., 
2003), for coding the metric structure in speech coincides with 
enhanced temporal (Tremblay et al., 2001; Marie et al., 2010) acuity 
in speech processing. Thus, a transfer effect for spectrotemporal 
features, and possibly the neural mechanisms involved in binding 
them, can be facilitated by musical training.

In sum, there is preliminary neurophysiological evidence, 
exhibited in several obligatory auditory components (e.g., FFR, 
P2), supporting a functional transfer to speech perceptual mecha-
nisms following musical training. Moving forward, it is important 
to weigh the implications of such neurophysiological transfer to 
speech perception in naturalistic acoustical environments and in 
individuals with HL.

Musical training’s influence on sPeech PercePtion in adverse 
acoustical environMents
One important aspect of speech processing related to everyday 
auditory experience, especially for populations with HL, is the abil-
ity to comprehend speech in acoustically adverse environments. For 
example, in a cocktail party, a listener must segregate her friend’s 
voice from a concurrent multi-talker background to understand his 
story. Musicians are better at concurrent sound segregation (Zendel 
and Alain, 2009), which entails enhanced pitch discrimination abil-
ity (Tervaniemi et al., 2005), working memory function (Chan et al., 
1998), and selective attention (Strait et al., 2010). Thus, musically 
trained individuals should demonstrate improved perception of 
speech in everyday noisy environments. Indeed, when contrasting 
speech comprehension abilities of musicians and non-musicians 
with comparable hearing status, musicians perform better in 
noisy backgrounds (Parbery-Clark et al., 2009b). Parbery-Clark 
et al. (2009b) administered the hearing-in-noise test (HINT), the 
quick speech-in-noise (QuickSIN) test, frequency discrimination 
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overall amplitude (i.e., temporal envelope) of the sound is preserved 
to a good degree. It is not surprising that CI users rely on temporal 
information (rhythm) to a greater extent than a sound’s spectral 
information (pitch; Gfeller and Lansing, 1991). Musical pitch per-
ception in CI users has been shown to be highly correlated with 
lexical pitch perception, suggesting shared neural mechanisms for 
processing pitch in music and speech in CI users (Wang et al., 2011). 
Given that musical training refines one’s ability to resolve fine pitch 
differences in normal-hearing individuals, it would be plausible that 
CI users who receive musical training may show improvements in 
pitch interval perception compared to non-musically trained CI 
individuals. Indeed, a recent study revealed that musically trained 
children with congenital/prelingual deafness fitted with CIs exhibit 
better pitch identification than non-trained children (Chen et al., 
2011). Furthermore, pitch identification accuracy in the trained 
children was correlated with the duration of musical training. 
However, the musical training-related functional transfer to speech 
perception seen in normal-hearing individuals (discussed above) 
has not been demonstrated in CI users. A recent longitudinal study 
using behavioral measures found that while musically trained (over 
a 2-year period) CI children performed better on pitch discrimina-
tion tasks than children who did not receive music lessons, the two 
groups performed equally on speech discrimination tasks (Yucel 
et al., 2009). Additional studies using electrophysiological measures 
may be necessary, as changes due to musical training, especially 
over short time periods, may emerge more quickly in subcortical 
and cortical assessments, preceding observed behavioral improve-
ments. This can be examined using pitch-sensitive auditory-evoked 
components (P2 AEP, Reinke et al., 2003) to assess pitch perception 
fidelity in speech and speech in noise following musical training 
in individuals with CIs. Longer-term musical training should also 
be considered in HL populations.

Another practical approach to explore involves assessing the 
effects of musical training on audio–visual (AV) speech process-
ing in HL populations. Some individuals with HL enhance their 
perception of spoken language by relying on visual cues (e.g., lip-
reading). In a behavioral study, Kaiser et al. (2003) contrasted the 
ability to identify spoken words in healthy-hearing individuals and 
in individuals with CIs. They found that all subjects performed 
better in the AV task, followed by the auditory-only and finally 
the visual-only task. Also, the healthy-hearing participants outper-
formed the CI users on the auditory-only condition, while both 
groups performed at roughly the same level on the AV condition 
(Kaiser et al., 2003). Furthermore, healthy-hearing musicians and 
non-musicians seem to process AV speech differently. Recent find-
ings in normal-hearing populations have shown that pitch encod-
ing at the brain stem and auditory cortex is enhanced in musicians 
compared to non-musicians for AV speech (Musacchia et al., 2007, 
2008). FFR responses and wave d (∼18 ms) of the ABR were larger 
for musicians than for non-musicians for speech stimuli presented 
in an AV context, and FFR enhancement correlated with years of 
musical training (Musacchia et al., 2007). Also, the cortical P1–N1–
P2–N2 complex was larger in musicians than in non-musicians 
for the  consonant–vowel/da/presented in an AV context. Note that 
enhancements of all the components within the P1–N1–P2–N2 
complex have been previously shown to represent manifestations of 
musical training (Pantev et al., 1998; Schneider et al., 2002; Shahin 

since like PR it involves filling-in in the temporal domain (Snyder 
and Large, 2005). Snyder and Large (2005) showed that when a 
tone was omitted from a rhythmic train of tones, auditory gamma 
band activity continued through the gap as if the missing tone was 
physically present, thus preserving the cortical representations of 
the rhythmic tone pattern. This temporal filling-in is likely related 
to enhanced Gestalt integration, expectancy, and template match-
ing in long-term memory, which are all processes important in 
PR and are enhanced in musicians compared to non-musicians 
(Besson and Faita, 1995; Fujioka et al., 2005; Lenz et al., 2008; 
Shahin et al., 2008). An experiment assessing the sensitivity of A1 
to the onsets and offsets of missing speech segments in musically 
trained and non-trained individuals should determine how musi-
cal training influences PR. Reduced sensitivity of A1 (i.e., reduced 
MLR amplitudes) in musicians than in non-musicians to onsets/
offsets of missing segments would support the premise that musical 
training enhances PR, thereby providing convincing evidence of 
the transfer of auditory function to speech perception following 
musical training.

iMPact of Musical training on sPeech PercePtion in 
individuals with hearing loss
As stated earlier, making sense of degraded speech in noisy envi-
ronments is one of the most critical challenges for individuals with 
HL. Although individuals with HL (e.g., presbycusis) can typically 
understand speech in quiet settings (e.g., a one-on-one conversa-
tion with little or no background noise), degraded speech or the 
addition of background noise has a disastrous effect on their speech 
comprehension. The etiology of HL varies considerably among 
individuals. In general, HL in the aging population (presbycusis) 
is characterized by difficulty hearing high-frequency sounds, while 
individuals with cochlear implants (CIs) must make sense of CI 
signals that are severely limited in spectral details. If musical train-
ing modifies the neural circuitry of speech processing, then how 
would such modification affect speech perception experience in 
individuals with HL?

Loss of sensitivity to high-frequency sounds in the aging popula-
tion leads to a reduced ability to perceive certain sounds, such as the 
phonemes s, sh, and ch. For example, assuming intact low-frequency 
perception, the sentence Trisha cherishes her friend’s memories may 
sound as Tri**a **eri**e* her friend’* memorie*, where the aster-
isks indicate unintelligible sounds. Thus, similar to PR, individuals 
with HL must temporally fill-in representations of degraded speech. 
If musical training enhances PR mechanisms as discussed above, 
then musical training could serve as a possible prevention/interven-
tion strategy in individuals with presbycusis. Neurophysiologically, 
this can be assessed by examining A1 sensitivity to onsets/offsets 
of degraded fricatives (e.g., s, sh) in musician and non-musician 
groups of older individuals with similar HL etiology.

In the case of individuals with CIs, the problem is related to how 
musical training can improve perception of the spectrally degraded 
signal outputted by the CI. CIs convert a speech signal into a few 
(usually eight or more) channels that represent several frequency 
bands of noise. The signals outputted by CIs can be imitated closely, 
though not perfectly, by noise-vocoded speech. In vocoded speech, 
the spectral structure of speech is replaced by noise bands, resulting 
in a highly degraded spectral structure (i.e., pitch quality), but the 

Shahin Functional transfer following musical training

Frontiers in Psychology | Auditory Cognitive Neuroscience  June 2011 | Volume 2 | Article 126 | 214

http://www.frontiersin.org/auditory_cognitive_neuroscience/
http://www.frontiersin.org/auditory_cognitive_neuroscience/archive


et al., 2008; Hyde et al., 2009; Moreno et al., 2009), with one study 
providing inconclusive results (Shahin et al., 2004). In Shahin et al. 
(2004), musically trained children showed larger AEP responses 
than non-musically trained children before and after commence-
ment of musical training. However, other studies showed enlarged 
late AEFs/AEPs (N250/N300) in children who took music lessons 
relative to non-trained children after 1 year (Fujioka et al., 2006), 
or to art-trained children after 6 months (Moreno et al., 2009) of 
training. In the study by Moreno et al. (2009), children were ran-
domly assigned to music or art lessons, further strengthening the 
argument that musical training rather than a genetic predisposition 
is the primary agent of neuroplastic changes seen in musicians.

Assessing transfer of auditory function following musical train-
ing may not be limited to evidence of neuroplastic modifications 
along the sensory pathway. Processing syntactic violations of musi-
cal or speech segments, organizing percepts in working memory, 
and selecting relevant percepts require the recruitment of higher-
level cognitive processes. Syntactic violation processing in music 
is linked to the early right anterior negativity (ERAN) localized to 
the left (Broca’s region) and right inferior frontal gyri (Maess et al., 
2001). Broca’s region is also associated with detecting linguistic 
syntactic violations (Friederici, 2002). The ERAN and ELAN (left-
hemisphere speech counterpart) were shown to be larger, and thus 
more developed, in musically trained children compared to non-
trained children following detection of syntactic irregularities in 
music and speech (Jentschke and Koelsch, 2009). Musically trained 
children also tended to perform better (with faster reaction time 
and increased accuracy) than untrained children. Hence, shared 
mechanisms, as well as a transfer effect, for syntactic violation pro-
cessing following musical training can be inferred.

It is worth noting that some higher-level auditory functions, 
such as those associated with the mismatch negativity (MMN), may 
be specialized for either music or speech processing (Tervaniemi 
et al., 2000; Tervaniemi and Huotilainen, 2003) and thus may be less 
susceptible, than FFR and P2 for example, to inter-domain transfer 
following musical training. The MMN (150–250 ms) is a pre-atten-
tive cognitive process, which has likely sources in A1 and NPAC, as 
well as inferior frontal cortex (Tervaniemi et al., 2001; Hall, 2006), 
used to assess the detection of deviancy in an otherwise predictable 
sequence of events encoded in sensory memory (Naatanen et al., 
2007). A larger MMN in musicians than in non-musicians may 
indicate stronger sensory representations and/or a better ability to 
predict the next sound in a patterned musical sequence (Koelsch 
et al., 1999; Fujioka et al., 2004). Currently, the evidence supporting 
functional overlap for deviant-detection processes associated with 
the MMN between speech and music domains and the influence of 
musical training on such overlap are inconclusive (Tervaniemi et al., 
1999; Lidji et al., 2009, 2010). A recent study compared the MMN 
response dynamics for pure tone, music, and speech stimuli in 
musicians and non-musicians and found that the MMN occurred 
earlier in musicians than in non-musicians for all types of stimuli 
(Nikjeh et al., 2009). This suggests that musical training may lead 
to faster pre-attentive deviant detection, even for speech stimuli. 
However, there were no group differences in MMN amplitude for 
any of the stimuli. This is consistent with Tervaniemi et al. (2009) 
who similarly failed to find amplitude differences in the MMN 
between musicians and non-musicians for speech stimuli with 

et al., 2003; Fujioka et al., 2006). These ABR and cortical enhance-
ments in musicians may reflect superior sensitivity to onsets of 
speech sounds when modulated by meaningful visual cues, as sug-
gested by Musacchia et al. (2007). Heightened neural sensitivity to 
sound onsets would improve the identification of word bounda-
ries, a crucial process for word segmentation and thus particularly 
useful for individuals with HL. Multisensory musical training in 
a HL population (i.e., watching the instructor’s hands during a 
piano lesson), may not only promote neuroplastic changes in the 
auditory cortex, but also enhance neurophysiological mechanisms 
underlying multisensory integration.

Finally, one could ask why musical training? For example, would 
CI users develop enhanced pitch identification skills following 
speech discrimination training (Reinke et al., 2003) in the same 
way following musical training (Chen et al., 2011)? One advantage 
is that musical training, or even passive listening to music, can 
provide an emotional experience (Jancke, 2008) unmatched by 
other acoustical training methods. In a targeted auditory training 
program, CI users might process sound features more efficiently 
when enjoying the task, for example, by selecting his/her preferred 
genre of music (Looi and She, 2010). Targeted auditory training 
programs have been shown to significantly improve CI users’ level 
of speech recognition (Fu and Galvin, 2008).

general discussion
Thus far, I have provided evidence supporting the idea that 
enhanced basic acoustic (e.g., frequency or rhythm) processing 
in the brain stem (FFR) and NPAC (P2 AEP) following musical 
training may be transferable to speech processing. After developing 
this concept, I then discussed the possibility of applying musical 
training to individuals with HL to improve their speech perception. 
These possibilities are exciting, but some limitations of the quali-
fications of the presented concepts and additional considerations 
must be discussed here.

The vast majority of studies associating neuroplasticity with 
musical training have used the musician’s brain as a model (Jancke, 
2002). A shortcoming of this approach is that distinguished brain 
attributes seen in musicians may be due to a genetic predisposi-
tion, rather than neuroplastic adaptation. Several lines of evidence 
indicate that this genetic hypothesis is not sufficient to explain these 
neuroplastic changes observed in musicians. First, enhanced brain 
responses in musicians are correlated with age of commencement of 
music lessons, reinforcing the view that musical training is indeed a 
factor in neuroplastic modifications (Pantev et al., 1998; Schneider 
et al., 2002; Wong et al., 2007; Lee et al., 2009). Second, short-term 
acoustical training has been shown to induce neuroplastic effects 
in the same neural responses that typically distinguish musicians 
from non-musicians (N1m: Pantev et al., 1998; P2: Shahin et al., 
2003). For example, participants showed increased N1m and 
P2 amplitudes after short-term frequency discrimination train-
ing (Menning et al., 2000; Bosnyak et al., 2004). Third, enhanced 
brain responses in musicians have also been found to be specific for 
the instrument of practice, implying a neuroplastic effect (Pantev 
et al., 2001; Neuhaus et al., 2006; Shahin et al., 2008). Finally, sev-
eral longitudinal studies comparing brain responses in children 
before and after musical training further underscore the role of 
musical training on brain plasticity (Fujioka et al., 2006; Shahin 
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top-down mechanisms that result from musical training may lead 
to superior concurrent sound segregation, which is an essential 
process during perception of speech in noisy environments, espe-
cially in individuals with HL.

conclusion
While evidence of neuroplastic adaptations due to musical train-
ing is accumulating, the extent to which these neurophysiologi-
cal changes transfer to speech perception remains inconclusive. 
Preliminary evidence suggests that musical training may influ-
ence a shared hierarchical auditory network underlying music 
and speech processing and thus can influence speech perception. 
Further studies are necessary to examine or clarify functional 
transfer due to musical training along different levels of the audi-
tory pathway (e.g., MLR, MMN) and whether potential transfer 
effects are solely due to the overlap in acoustical features or also to 
the overlap in mechanisms that binds them. A possible limitation 
of this research is that much of the supporting evidence has come 
from the study of neuroplasticity in musicians, where genetically 
or ontogenetically determined acoustical abilities could, in prin-
ciple, have influenced the decision to train musically. However, 
the dependence of enhanced brain responses in musicians on the 
duration of training and specific musical experience in addition to 
evidence provided by longitudinal studies, point to neuroplasticity 
as the crucial mechanism. Furthermore, future research addressing 
behavioral and neurophysiological influences of musical train-
ing on speech perception in adverse acoustical environments and 
in individuals with HL is necessary and timely. These topics go 
hand-in-hand, as speech in background noise creates a debilitat-
ing acoustical experience in individuals with HL. Initial evidence 
shows that musical training enhances pitch perception in indi-
viduals with HL. Moreover, musical training is correlated with 
enhanced behavioral and neurophysiological responses for speech 
in noise. These exciting preliminary findings provide a stepping 
stone toward future studies addressing the neurophysiological 
effects of musical training on speech perception in individuals 
with HL, which may influence our approach to devising targeted 
auditory training programs and thus prevention and intervention 
strategies for HL.
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deviants in either frequency or duration. However, the MMN was 
larger in musicians than in non-musicians when participants paid 
attention to the speech sounds (Tervaniemi et al., 2009). These two 
studies (Nikjeh et al., 2009; Tervaniemi et al., 2009) suggest that 
while the MMN mechanisms (at least when considering its ampli-
tude dynamics) may be specialized for music and speech processing, 
musical training can shape attentional processes (see paragraph 
below) that could facilitate functional inter-domain transfer for 
these same neural mechanisms.

One important consideration when assessing transfer effects 
involves how musical training shapes selective attention mecha-
nisms, a necessary process in noisy or crowded auditory scene situ-
ations (Parbery-Clark et al., 2009b; Kerlin et al., 2010). Enhanced 
selective attention abilities may: (1) impact how relevant and irrel-
evant signals are organized in working memory (Sreenivasan and 
Jha, 2007), and (2) act as an auditory gain function in which the 
relevant acoustical signal intensity is dialed up and the interfer-
ing noise/talker is dialed down (Kerlin et al., 2010). The acoustic 
feature selectively attended to during training shapes cortical map 
specificity to sound features in A1 (Polley et al., 2006; Engineer 
et al., 2008). For example, rats trained to attend to frequency cues 
in sounds showed modifications of the cortical map in A1 corre-
sponding to the trained frequency range only, while rats trained to 
attend to intensity cues showed modifications of the cortical map 
to the target intensity range only (Polley et al., 2006). Similarly, 
during musical training, trainees must focus on or direct attention 
to slight changes in pitch, intensity, and onsets/offsets of sounds, 
developing acoustical acuity in the temporal and spectral domains 
(Schneider et al., 2002; Marie et al., 2010). In turn, enhanced 
acoustical representations facilitate auditory object formation 
(acoustical feature binding) and thus allow for better selection 
and analysis of the acoustic scene (Shinn-Cunningham and Best, 
2008). In other words, musicians’ improved acuity to sound fea-
tures, resulting in more veridical auditory object representations, 
may also shape their selective attention mechanisms, and thus 
improve their auditory scene analysis skills. Indeed, Strait et al. 
(2010) revealed that musicians perform better (have faster reaction 
times) than non-musicians in tasks requiring focused attention in 
the auditory but not in the visual modality. Additionally, atten-
tive listening to music recruits general cognitive functions related 
to working memory, semantic processing, and target detection 
(Janata et al., 2002), which are all processes that influence audi-
tory scene analysis. In sum, enhanced selective attention and other 
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