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Editorial on the Research Topic

RNA Biology of Microorganisms

The intention behind the Research Topic on RNA Biology of Microorganisms was to provide
a broad view of the roles of RNA in the physiology of microorganisms, rather than focusing
on specific functions. This purpose was mostly accomplished, since the published articles cover
subjects from: (i) the life cycle of RNA transcripts, particularly of mRNAs, from birth to
degradation; (ii) the various canonical and non-canonical roles of tRNAs, including translation and
control of protein fate, as well as influencing genome variability; and (iii) regulatory non-coding
RNAs: their identification by novel experimental strategies, the role of redundant RNA versions and
the relationship between sRNAs of pathogenic bacteria with host RNAs. Putting all this information
together, sheds light on the interplay of events that occur since the birth of an RNA, its distribution
in the cell to accomplish its specific roles and its fate upon changes in environmental conditions.
In the next paragraphs we briefly describe the contribution of each article to this global view of the
biology of microorganisms.

THE BIRTH, FUNCTION, AND FATE OF MESSENGER RNAs

Several transcription factors regulate the binding of RNA polymerase to specific transcription
promoters, among them NusG, a general transcription factor that is highly conserved in
all organisms. Wang and Arstimovitch describe in their review article that NusG plays a
number of roles in different cellular contexts, from the classical transcription antitermination
of untranslated RNAs by counteracting Rho function on naked RNAs, through stimulation of
transcription by avoiding backtracking of RNA polymerase, slowing down of transcription by
halting RNAP at certain sequences and connecting RNAP to the ribosome during translation,
to recruiting the ribosome to some mRNAs with weak ribosome binding sites. Paralogs of
NusG are widely distributed in nature playing roles on specific genes using certain residues
at conserved domains (NGN and KOW), while making similar contacts with RNA polymerase
through conserved residues.

In a review article presented by Irastortza-Olaziregi and Amster-Choder, a detailed description
of the strategies employed by bacterial cells to ensure association between transcription and
translation in the apparently not physically separated milieu that encompasses the genetic material
and cytoplasm. Physical coupling by direct or indirect interactions (bridged by proteins like NusG)
between transcribing RNA polymerase and translating ribosomes are discussed. Lo and behold.
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Other strategies, such as the control of transcription rate by
interaction of (p)ppGpp with RNA polymerase to coordinate
transcription and translation, the localization of transcribing
DNA to certain locations in the cell away from the bulk
nucleoid (at the inner membrane or the surface of the nucleoid)
where translation can take place, are also described. However,
an important part of the article is devoted to the analysis
of emerging data which promote the idea that uncoupled
transcription-translation occurs in the context of the apparently
non-separated nucleoid-cytoplasm organization of bacterial cells.
Several different evidences reveal that this can happen by several
tactics, e.g., ribosome free transcription of 5’UTRs, translation-
independent localization of mRNAs to different locations in
the cell, and faster transcription than translation in B. subtilis.
A number of strategies, including association of RNA binding
proteins (cold shock or ribosomal proteins among other) with

the 5
′

ends of mRNAs or sRNAs, as well as formation of
secondary structures (riboswitches), might aid in the protection
of free mRNAs in the cytoplasm against ribonucleases together
with delaying translation until an mRNA reaches the proper
location. Other proteins that are probably involved in uncoupled
transcription-translation are RNA chaperones (Hfq and ProQ).

The review published by Vargas-Blanco and Shell gives a
detailed description of the many different mechanisms that
give rise to degradation of RNAs, particularly under stress
conditions. It is accepted that steady state of RNAs is a
balance between synthesis and degradation. Exo- and endo-
ribonucleases are responsible for the degradation of RNAs,
and their activity can be modulated in several ways to
interfere with the RNA substrates, for example, sRNAs and
RNA-binding proteins can block the access of RNases. Also,
the chemical nature of the 5’end (chemical modifications,
such as addition of NAD, Npn, m6A or triphosphates) can
influence the access of exonucleases. Moreover, secondary
structures can also interfere with the access of nucleases. At
the 3’end, the formation of poly (A) can facilitate the action
of exonucleases. As a general rule, under stress RNAs are
stabilized, but their cellular level decreases. This apparent
contradiction might be explained by lowering transcription
under these conditions.

Setlow and Christie reviewed the data obtained concerning
the existence of RNAs in B. subtilis spores, as well as other
spore-forming bacteria. As opposed to previous assumptions,
evidence for the existence of RNAs in spores has been
obtained for 1,800 different mRNAs, with no more that 50
mRNAs present in more than 1 copy/spore in the population,
with most of them present in <10% of the population. The
majority of these mRNAs and rRNAs present in spores are
fragmented, and more fragmentation is observed with time
post-sporulation. No evidence for the participation of these
RNAs in translation after spore germination has been reported,
except for malS mRNA, coding for malic enzyme, which might
provide substrates for the synthesis of ATP. Hence, the data
obtained thus far suggest that the main role of RNAs in spores
is to provide nucleotides for the synthesis of new transcripts
during germination.

TRANSFER RNAs IN TRANSLATION AND

EVOLUTION

Three articles describe different ways by which transfer RNAs
(tRNAs) play unorthodox roles in translation, as well as new
roles in processes other than translation. In the article by
Arias et al., the authors report that replacement of non-optimal
glycine codons by optimal counterparts in the Cdc13 cyclin
gene completely impairs the proliferation of cells. Overexpressing
the tRNA decoding the non-optimal codons in wild type cdc13
strains gave rise to severe defects in cell division, accompanied
by an increase of Cdc13 aggregation, without affecting the levels
of mRNA. The authors propose that the presence of rare glycine
codons in cdc13 plays a role in adjusting the translation efficiency
of Cdc13 mRNA to a level competent with proper folding of the
protein to guarantee its functionality.

A review article by Krahn et al. points to non-canonical
structures formed by tRNAs. The classical and well-known
secondary structure of tRNAs resembles a clover leaf, in which
the acceptor stem, D loop arm, anticodon arm, variable arm
and TϕC arm are conserved between all organisms. However,
some variations of this conserved structure have been shown
to accomplish specific roles in the charging and translation of
specific amino acids that are decoded by specialized termination
codons. Examples, provided by selenocysteinyl, pyrrolysyl-tRNA,
and others, show that these tRNAs are aminoacylated by
canonical amino acids, which are later transformed into the
derivatives that are incorporated to proteins. These tRNAs show
extended acceptor, TϕC and D stems. These modification are
relevant for their recognition by the enzymes that modify the
amino acids, as well as by the specialized translation elongation
factors that allow recognition of the specific coding termination
codons, thus facilitating the incorporation of these amino acids
into proteins. Special emphasis is placed on the deviation of
mitochondrial tRNAs from canonical structures, where different
versions are found, including the lack of either the TϕC or the D
arms, or both, in tRNAs that are still functional in nematodes.

Other dimensions of tRNAs utility are highlighted in the
review article by Guimarães et al. They depict the other roles,
beside translation, of tRNA and their genes (tDNAs). The authors
first describe the participation of transcription factor TFIIIC, one
of the RNA polymerase III general transcription factors, which
transcribes tDNAs (and 5S rRNA) in eukaryotes by recognizing
internal transcription promoters. The transcription machinery
helps in the recruitment of architectural chromatin proteins,
such as condensin and adhesin, that help limiting the spreading
of heterochromatin into the active euchromatin. A second case
described by the authors is the effect of tRNAs on genome
stability. The tDNAs are known as sites where R loops are
formed, particularly when replication collides with transcription
of tDNAs. These R loops are precursors of genome instability.
Additionally, tDNAs in yeast, as well as in bacteria, are prone
to insertion of transposable elements (retrotransposons). Besides
the insertion of these genetic elements, they create a framework
for duplications or deletions of segments of the genome within
inserted genetic elements. Another interesting effect of tRNAs
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on genome stability and evolution occurs in yeast when tRNA
pools are altered, generating variability in the decoding capacity
of certain tRNAs, imposing consequences on proteome stability.
In the long run, these effects cause instability of chromosomes,
particularly in regions encoding stress response genes as adaptive
evolutionary events.

NON-CODING RNAS AS REGULATORY

ELEMENTS

During the last couple of decades, a vast number of publications
described the identification of non-coding RNAs as molecules
that regulate gene expression. In this Research Topic, four
articles, all reporting original research, expose different aspects
of the regulatory role of non-coding RNAs. The articles by Li
et al., and by El Mouali et al. describe studies of duplication of
regulatory RNAs and their roles in different states of the bacterial
life. The first example is that of the two copies of 6S RNAs (6S-1
and 6S-2) from Bacillus thuringensis that are co-transcribed from
an operon, whose transcript requires processing. The deletion of
the gene encoding 6S-1, and not 6S-2, affects bacterial growth in
stationary phase, as well as spores production. The role of the
6S-2 is not known yet. The second example is that of the two
copies of the RNAs, CsrB, and CsrC, that regulate the function of
CsrA, the protein controlling translation of mRNAs of the carbon
storage regulon. These regulatory RNAs, existing in a number of
bacteria, bind to CsrA, titrating the protein and thus avoiding its
interaction with GGA motifs in the target mRNAs. While CsrB
is constitutively expressed in Salmonella, CsrC is regulated at the
transcription level by the master carbon regulator CRP-cAMP.
It is repressed at the logarithmic phase with the contribution of
Spot42, an sRNA that is also controlled at the transcription level
by CRP-cAMP.

Novel technologies for global analysis of RNAs have
uncovered a vast variety of small non-coding RNAs (sRNAs)
that play diverse functions in the regulation gene expression,
mostly at the post-transcriptional level by binding to target
mRNAs and altering their fate, both in bacteria and in eukaryotes.
First identified as curiosities decades ago and later, due to
advancements in bioinformatics and genome sequencing, many
RNAs were predicted and identified in intergenic regions.
Recent development of RNA-seq-accompanied methodologies
have made possible the identification of many more sRNAs, in
both intergenic and within coding regions of various organisms.
Different approaches for isolating and identifying sRNAs in non-
coding and coding regions of genomes have been developed.
Their interaction with certain proteins has made it feasible to
isolate and identify bound sRNAs and their regulated target
mRNAs, permitting the prediction of their function in the
cell. The article by Bar et al. describes a new computational
approach, which uses machine-learning-based algorithm for
the prediction of novel sRNAs, to define previously unknown
sRNAs found by the recently developed RIL-sec technology for
identifying sRNA that bind to the Hfq chaperone. Currently,
around 2,800 sRNAs in E. coli have been found to interact
with Hfq. The ∼1,000 identified in this work are encoded
by different regions in the genome, either from intergenic

regions or as part of the sense or antisense coding sequences in
mRNAs transcripts.

Interest in the interaction between commensal bacteria and
their host(s) has increased in recent years, mainly due to the
analysis of the human microbiome. The article by Legüe et
al. sheds light on the interaction between the model worm C.
elegans and bacterial pathogens. The authors report that chronic
exposure to the pathogen induces diapause formation (PIDF) in
C. elegans. This defense mechanisms is transgenerational, that is,
it is inherited by the worm and can be recalled upon exposure to
pathogens a few generations forward. This mechanism requires
the RNA interference machinery of the worm and sRNAs from
the pathogenic bacteria. The authors used bioinformatic analyses
of transcriptomic data from holobionts (bacteria and worm) to
predict intergenerational and transgenerational interactions of
sRNAs from both organisms. Their data points at pairing of
RNAs from the two organisms, RNAs with similar sequences
from the two organisms and eukaryotic sequence motifs found
in bacterial RNAs. Surprisingly, chemical modification of tRNAs
emerged as crucial events controlling the formation of the
defensive form of the worm and, hence, relevant for the PIDF.

CONCLUDING REMARKS

The topics described in this Research Topic expose the many
faces, roles and occurrence of RNA molecules. These studies
show that the dynamic changes in mRNAs level toward a
steady state concentration, which allow the cell to balance
gene expression, is accomplished at the level of transcription,
finely tuning the activity of RNA polymerases, but also by
controlling the decay of RNAs. Also shown is the interplay
between mRNAs and ribosome in bacteria, which is not limited
to coupled transcription-translation, but is also relevant for
uncoupled processes that allow adaptation to specific cellular
requirements. Transfer RNAs, for a long time regarded as vehicles
for transporting amino acids to the ribosome during translation,
are emerging as active regulators of gene expression, making
codon usage a tool for responding to specific physiological events,
as well as molecules that play roles in evolutionary processes at
the level of genome stability. The diversity of small non-coding
RNAs continues to unveil, and their ability to play important
regulatory roles is found not to be constrained to particular
organisms, but to extend to the interaction of bacteria with their
eukaryotic hosts. Together, these articles bring many exciting
findings that sheds new light on bacterial RNA biology.
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Regulation of mRNA Stability During
Bacterial Stress Responses
Diego A. Vargas-Blanco1† and Scarlet S. Shell1,2*†

1 Department of Biology and Biotechnology, Worcester Polytechnic Institute, Worcester, MA, United States, 2 Program
in Bioinformatics and Computational Biology, Worcester Polytechnic Institute, Worcester, MA, United States

Bacteria have a remarkable ability to sense environmental changes, swiftly regulating
their transcriptional and posttranscriptional machinery as a response. Under conditions
that cause growth to slow or stop, bacteria typically stabilize their transcriptomes in
what has been shown to be a conserved stress response. In recent years, diverse
studies have elucidated many of the mechanisms underlying mRNA degradation, yet
an understanding of the regulation of mRNA degradation under stress conditions
remains elusive. In this review we discuss the diverse mechanisms that have been
shown to affect mRNA stability in bacteria. While many of these mechanisms are
transcript-specific, they provide insight into possible mechanisms of global mRNA
stabilization. To that end, we have compiled information on how mRNA fate is
affected by RNA secondary structures; interaction with ribosomes, RNA binding
proteins, and small RNAs; RNA base modifications; the chemical nature of 5′ ends;
activity and concentration of RNases and other degradation proteins; mRNA and
RNase localization; and the stringent response. We also provide an analysis of
reported relationships between mRNA abundance and mRNA stability, and discuss
the importance of stress-associated mRNA stabilization as a potential target for
therapeutic development.

Keywords: ribonucleic acid, stress response, carbon starvation, nutrient starvation, hypoxia, mRNA degradation,
mRNA stability, bacteria

INTRODUCTION

Bacterial adaptation to stress is orchestrated by complex responses to specific environmental
stimuli, capable of rapidly regulating transcription, transcript degradation, and translation,
which increases the organism’s survival opportunities. Historically, regulation mechanisms for
transcriptional and translational pathways have been the most studied, providing insight into the
genes and protein products needed for bacterial adaptation to unfavorable growth environments.
These findings have been key for our understanding of bacterial biology, allowing us, for example,
to develop tools to tune bacterial machinery for biotechnology processes (such as Tao et al., 2011;
Courbet et al., 2015; Daeffler et al., 2017; Martinez et al., 2017; Riglar et al., 2017), and to discover
and develop new antibacterial drugs (for example, Yarmolinsky and Haba, 1959; Wolfe and Hahn,
1965; Maggi et al., 1966; Olson et al., 2011). However, the role of RNA degradation in stress
responses is not well understood.
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Modulation of mRNA degradation has been associated with
various stress conditions in bacteria, such as temperature
changes, growth rate, nutrient starvation, and oxygen limitation
(see Table 1). Transcript stability – also referred as mRNA
or transcript half-life – was shown to be globally altered
in response to some stressors, while in other cases, gene-
specific modulation of transcript stability contributes to specific
expression changes that bacteria need to adapt to and survive in
new environments (Figure 1).

In this review, we will discuss a range of reported situations
in which bacterial mRNA stability is modulated in response to
various stress conditions, with a focus on known and suspected
mechanisms underlying such regulation. We will also discuss
the ways in which known gene-specific mechanisms shape our
thinking on the unanswered question of how mRNA pools are
globally stabilized in response to energy stress. Furthermore, we
will discuss the ways in which regulation of mRNA stability in
clinically relevant bacteria, such as Mycobacterium tuberculosis,
shape their responses to the host environment.

RNases AND OTHER DEGRADATION
PROTEINS

The Degradosome
RNA degradation is carried out by a wide range of RNases,
enzymes with strong activities and relatively low specificities
toward their targets (reviewed in Carpousis, 2007). There are
two main types of RNases: endonucleases and exonucleases.
The former cleave RNA sequences at internal points, while
the latter carry out nucleolytic attacks from either end of
the RNA chain (deemed 5′ or 3′ exonucleases based on their
enzymatic directionality). Some bacteria possess both 5′ and 3′
exonucleases – M. tuberculosis and Mycobacterium smegmatis, for
example – while others such as E. coli have only 3′ exonucleases.

With respect to RNA degradation systems, E. coli is perhaps
the most studied organism. In fact, it was in E. coli that a
multiprotein complex, deemed the degradosome (Figure 2), was
first reported (Carpousis et al., 1994; Py et al., 1994). In E. coli,
the main degradosome components are two RNases (RNase E
and PNPase), a DEAD-box RNA helicase (RhlB), and a glycolytic
enzyme (enolase) (Carpousis et al., 1994; Py et al., 1994; Marcaida
et al., 2006; Carpousis, 2007). RhlB facilitates RNase activity by
unwinding stem-loops within RNA targets (Py et al., 1996). Both
RNases carry out RNA degradation (Mohanty and Kushner, 2000;
Deutscher, 2006; Unciuleac and Shuman, 2013). Moreover, in this
bacterium the C-terminal region of RNase E acts as a scaffold for
other degradosome components (Kido et al., 1996; Vanzo et al.,
1998; Lopez et al., 1999; Morita et al., 2004). However, not all
of the degradosome components are well defined or have known
roles. For example, enolase is suspected to have a regulatory role
in mRNA degradation under low phosphosugar levels (Morita
et al., 2004; Chandran and Luisi, 2006) and anaerobic conditions
(Murashko and Lin-Chao, 2017).

While RNases can degrade RNA substrates on their own, it
has been suggested that degradosomes increase the efficiency
of RNA degradation, for example by facilitating processing

of structures such as stem-loops and repeated extragenic
palindromic sequences (Newbury et al., 1987; McLaren et al.,
1991; Py et al., 1996). Alteration of the degradosome components
leads to changes in transcriptome stability; for example,
deletion of RhlB in E. coli results in longer mRNA half-
lives (Bernstein et al., 2004). Similarly, mRNA stability is
dramatically increased when the arginine−rich RNA binding
region or the scaffolding region of RNase E are deleted (Kido
et al., 1996; Ow et al., 2000). While the RNA degradosome
of E. coli has been extensively studied, the composition and
function of degradosomes in other gram-negatives and in gram-
positives may differ, and new studies are still uncovering this
information. In the Firmicute Bacillus subtilis, there is no
RNase E homolog. Instead, RNase Y serves as a degradosome
scaffold for PNPase, the helicase CshA (Lehnik-Habrink et al.,
2010), phosphofructokinase (Commichau et al., 2009), and
RNase J1 and RNase J2 – two bifunctional enzymes with both
endonucleolytic and 5′–3′ exoribonuclease activity (Even et al.,
2005; Shahbabian et al., 2009; Mathy et al., 2010; Durand et al.,
2012). Interestingly, the B. subtilis degradosome interactions
have been shown mainly by bacterial 2-hybrid assays and
immunoprecipitation of complexes stabilized by formaldehyde
crosslinking (Commichau et al., 2009; Lehnik-Habrink et al.,
2010), in contrast to the E. coli degradosome which can be
immunoprecipitated without a crosslinking agent (Carpousis
et al., 1994; Py et al., 1994, 1996). This suggests that B. subtilis
degradosomes could be more transient in nature. A recent
report on the Actinomycete M. tuberculosis provided insight
into its elusive degradosome structure, which appears to be
composed of RhlE (an RNA helicase), PNPase, RNase E, and
RNase J (Plocinski et al., 2019). Overall, the degradosome is
considered to be the ultimate effector of bulk mRNA degradation
in bacterial cells, but it has also been implicated in regulating
the stability of specific mRNAs and sRNAs, as will be discussed
in later sections. For further details on the degradosome,
we encourage reading the following reviews (Carpousis, 2007;
Bandyra et al., 2013; Ait-Bara and Carpousis, 2015; Cho, 2017;
Tejada-Arranz et al., 2020).

An Overview of RNase Regulation
There are multiple ways in which transcript levels can be
regulated. Alteration of mRNA steady-state abundance is
ultimately a consequence of changes in transcription, changes in
mRNA half-life, or both. In the process of mRNA degradation,
the roles of different RNases may be defined in part by
their preferred cleavage sequences. In Staphylococcus aureus,
RNase Y cleavage is usually in the R↓W sequence, near AU
rich regions (Khemici et al., 2015). This pattern seems to be
conserved in B. subtilis (Shahbabian et al., 2009). Furthermore,
in these two gram-positive organisms, RNase Y cleavage appears
to be influenced by proximity to a secondary structure. In
E. coli, RNase E cleaves single-stranded RNA with a strong
preference for the +2 sites in RN↓AU (Mackie, 1992; McDowall
et al., 1994), or in RN↓WUU in Salmonella enterica (Chao
et al., 2017). In M. smegmatis, a strong preference for cleavage
5′ of cytidines was detected in a transcriptome-wide RNA
cleavage analysis (Martini et al., 2019). RNase E could be
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TABLE 1 | Transcriptome-wide studies on mRNA half-life in bacteria.

Organism Growth/stress condition Response to stress/condition
(transcriptome stability)

mRNA quantification
method

Correlation between mRNA
abundance and half-life

References

Bacillus cereus ATCC
10987, ATCC 14579

Exponential phase – RNA-seq Positive Kristoffersen et al., 2012

Bacillus subtilis Early stationary phase Stable* Microarray Not calculated Hambraeus et al., 2003

Chlamydia trachomatis
biovars: trachoma,
lymphogranuloma
venereum

Mid-phase stage of developmental cycle – RNA-seq None Ferreira et al., 2017

Escherichia coli Exponential phase – Microarray Negative Bernstein et al., 2002

Escherichia coli Exponential phase – Microarray Not calculated Selinger et al., 2003

Escherichia coli 0.1 h−1 growth rate Stabilization at slower growth rates Microarray Negative Esquerre et al., 2014, 2015

0.2 h−1 growth rate

0.4 h−1 growth rate

0.63 h−1 growth rate

Escherichia coli Exponential phase Stabilization in stationary phase RNA-seq Positive Chen et al., 2015

Stationary phase

Escherichia coli Exponential phase Destabilization in 1csrA51 Microarray Negative Esquerre et al., 2016

Exponential phase (1csrD)

Exponential phase (1csrA51)

Escherichia coli Exponential phase Stabilization in Ksm RNA-seq None for either condition† Moffitt et al., 2016

Exponential phase + Ksm (initiation
inhibitor)

Escherichia coli,
Lactococcus lactis

Multiple‡ Stabilization at low growth rates
and stress

Microarray, Nylon
membrane-based
macroarray

Negative Nouaille et al., 2017

Escherichia coli Exponential phase Stabilization in rne1MTS Microarray Not calculated Hadjeras et al., 2019

Exponential phase (rne1MTS)

Escherichia coli Exponential phase Stabilization in stress Microarray Negative† Morin et al., 2020

Glucose exhaustion

Acetate consumption

Carbon starvation

Lactococcus lactis Exponential phase Stabilization at slower growth rates Nylon membrane-based
macroarray

Negative Redon et al., 2005a,b

Deceleration phase None

Starvation phase Positive

Lactococcus lactis Isoleucine limitation, 0.11 h−1 growth rate Stabilization at slower growth rates Nylon membrane-based
macroarrays

Negative Dressaire et al., 2013

Isoleucine limitation, 0.51 h−1 growth rate

Isoleucine limitation, 0.8 h−1 growth rate

(Continued)
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responsible for these cleavage events, given its major role in
mycobacteria, however, we cannot yet exclude the possibility
that they are produced by another endonuclease. In contrast,
RNase III in E. coli has optimal activity on double-stranded
RNA, where the cleavage site is specified by both positive
and negative sequence and secondary structure determinants
(Pertzev and Nicholson, 2006). While the preferred cleavage
sites of various RNases seem highly represented in the mRNA
pool, some transcripts are more resistant to cleavage than
others, indicating the presence of mechanisms that regulate
not only bulk RNA stability, but also differential stabilities
among transcripts.

Studies of various mRNAs have identified multiple features
that confer protection against RNase cleavage (Figures 3, 4A).
These include stem-loops (Emory et al., 1992; McDowall et al.,
1995; Arnold et al., 1998; Hambraeus et al., 2002), 5′ UTRs
and leader/leaderless status (Chen et al., 1991; Arnold et al.,
1998; Unniraman et al., 2002; Nguyen et al., 2020), subcellular
compartmentalization (Khemici et al., 2008; Montero Llopis
et al., 2010; Murashko et al., 2012; Khemici et al., 2015; Moffitt
et al., 2016), 5′ triphosphate groups (Bouvet and Belasco,
1992; Emory et al., 1992; Arnold et al., 1998; Mackie, 1998),
5′ NAD+/NADH/dephospho-coenzyme A caps (Chen et al.,
2009; Kowtoniuk et al., 2009; Bird et al., 2016; Frindert et al.,
2018), NpnN caps (Luciano et al., 2019; Hudecek et al.,
2020), and association with regulatory proteins and sRNAs
(Braun et al., 1998; Gualerzi et al., 2003; Moll et al., 2003;
Afonyushkin et al., 2005; Daou-Chabo et al., 2009; Nielsen
et al., 2010; Morita and Aiba, 2011; Faner and Feig, 2013;
Liang and Deutscher, 2013; Deng et al., 2014; Sinha et al.,
2018; Zhao et al., 2018; Cameron et al., 2019; Chen H.
et al., 2019; Richards and Belasco, 2019). For example, in
Streptococcus pyogenes the sRNA FasX binds to the 5′ end of
ska – a transcript coding for streptokinase – increasing its
mRNA half-life, thus allowing an extended period of time in
which translation of streptokinase can occur (Ramirez-Pena
et al., 2010). In other cases, the product of an mRNA can
regulate its own transcript stability. In E. coli, the fate of
the lysC transcript is regulated by a dual-acting riboswitch
that, under low levels of lysine, promotes translation initiation
while simultaneously sequestering RNase E cleavage sites. In
the presence of lysine, the riboswitch folds into an alternative
conformation that exposes RNase E cleavage motifs, in addition
to blocking translation (Caron et al., 2012). In these examples,
it is ultimately the conformational structure of the mRNA that
allows regulation of its half-life, independently from the stability
of the bulk mRNA pool.

The activity of RNases does not always result in RNA decay.
Some mRNA precursors can be processed by RNases to create
mature, functional forms of the transcript (Condon et al., 1996).
In a similar manner, polycistronic transcripts can be cleaved
by endonucleases to produce transcripts with varying degrees
of stability; some examples include (Belasco et al., 1985; Baga
et al., 1988; Nilsson and Uhlin, 1991; Nilsson et al., 1996; Ludwig
et al., 2001; Esquerre et al., 2014; Xu et al., 2015). While this is
a fascinating mechanism of gene-specific regulation, it is beyond
the scope of this review.
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FIGURE 1 | Environmental changes cause mRNA degradation rates to change in both global and gene-specific ways. Bacterial adaptation to many stressors, and
other changes in environment, involve modulation of degradation rates of specific transcripts encoding proteins relevant to the changing conditions (top panel).
Some stressors, particularly those causing severe energy stress, trigger global stabilization of the mRNA pool (bottom panel). These scenarios are not mutually
exclusive; stressors that cause global transcriptome stabilization typically also cause gene-specific changes in relative degradation rates.

mRNA STABILIZATION AS A RESPONSE
TO STRESS

When bacteria are forced to slow or stop growth in response
to stress, they must reduce their rates of protein synthesis. This
can be done by direct modulation of translation or by regulation
of transcription and transcript degradation rates. In recent
decades, there have been many reports of mRNA stabilization
as a response to different stressors, usually conditions that alter
growth rate (see Table 1). In E. coli, the outer membrane
protein A precursor transcript, ompA, is very stable in rapidly
growing cells (Nilsson et al., 1984), but its half-life is significantly
decreased in conditions of slow growth rate (Nilsson et al.,
1984; Emory et al., 1992; Vytvytska et al., 2000). An inverse
phenomenon was observed in stationary phase E. coli cells for

rpoS and rmf, transcripts coding for the transcription factor
σ38 and the ribosome modulation factor, respectively (Zgurskaya
et al., 1997; Aiso et al., 2005). Research conducted in other
organisms also showed regulation of degradation rates of specific
mRNAs according to growth rate: sdh, coding for succinate
dehydrogenase in B. subtilis, and rpoS in Salmonella dublin had
mRNA half-lives negatively correlated with growth rate (Melin
et al., 1989; Paesold and Krause, 1999). Furthermore, cell growth
studies using chemostats revealed that most transcripts in E. coli
stabilize at low growth rates (Esquerre et al., 2014), with those
belonging to the COGs “Coenzyme transport and metabolism”
and “Intracellular trafficking, secretion and vesicular transport”
being enriched among the most highly stabilized transcripts.
On the other hand, genes in “Cell motility” and “Secondary
metabolites biosynthesis, transport and catabolism” had shorter
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FIGURE 2 | Bacterial degradosomes. The bacterial degradosome is
scaffolded by an RNase such as RNase E in E. coli and RNase Y in B. subtilis.
The RNase scaffolds have catalytic domains and natively disordered scaffold
domains that bind other degradosome proteins. Typical degradosome
components in both gram-positive and gram-negative bacteria are RNA
helicases, carbon metabolism enzymes, and other RNases.

half-lives than the transcript population mean (Esquerre et al.,
2015). This reinforces the ideas that transcript half-lives may
be linked to gene function and can be regulated as conditions
require. For example, in E. coli, genes from the COGs
“Carbohydrate transport and metabolism” and “Nucleotide
transport and metabolism” are amongst the most stable at
normal growth rates (Esquerre et al., 2014, 2015, 2016). Although
these findings propose a link between growth rate and mRNA
stability, it is possible that metabolic status rather than growth
rate per se is the key determinant of global mRNA stability.
In M. smegmatis, a drug-induced increase in metabolic activity
resulted in accelerated mRNA decay and vice versa, even though
growth was halted in both conditions (Vargas-Blanco et al.,
2019). Another study supported these findings, showing that
mRNA stabilization upon changes in nutrient availability could
be dissociated from changes in growth rate (Morin et al., 2020).

Growth rate is altered as a consequence of metabolic changes
as bacteria adapt to different environments. Because the ultimate
goal of an organism is to survive and multiply, we can assume
that in stress conditions – such as low-nutrient environments –
bacteria trigger mechanisms that regulate energy usage and
preserve energetically expensive macromolecules, such as mRNA.
Thus, transcript stabilization is a logical response to various
forms of energy stress. Indeed, E. coli stabilizes most of its
transcriptome in anaerobic conditions (Georgellis et al., 1993)
as well as in carbon starvation and stationary phase (Esquerre
et al., 2014; Chen et al., 2015; Morin et al., 2020). Studies
on Rhizobium leguminosarum, Vibrio sp. S14, and Lactococcus
lactis also showed increased transcriptome half-lives when the
bacteria are subjected to nutrient starvation (Albertson et al.,
1990; Thorne and Williams, 1997; Redon et al., 2005a,b). S. aureus
induces global mRNA stabilization in response to low and
high temperatures, as well as during the stringent response
(Anderson et al., 2006). Under hypoxic conditions, the median
mRNA half-life in M. tuberculosis increases from ∼9.5 min
to more than 30 min, and cells shifted from 37◦C to room

temperature stabilized their transcriptomes so dramatically that
half-lives could not be measured (Rustad et al., 2013). Similarly,
transcript stabilization occurs in M. smegmatis in response to
carbon starvation and hypoxia (Smeulders et al., 1999; Vargas-
Blanco et al., 2019). Intriguingly, transcript destabilization can
be resumed within seconds upon re-oxygenation of hypoxic
M. smegmatis cultures, suggesting a highly sensitive mechanism
regulating mRNA degradation in response to stress and energy
status (Vargas-Blanco et al., 2019).

This response seems to be conserved even in some eukaryotes
such as Saccharomyces cerevisiae, where the mRNA turnover
rate is slower under stress than in log phase (Jona et al., 2000),
and in plants as part of their immune response (Yu et al.,
2019). However, the adaptive mechanism(s) underlying global
mRNA stabilization as a stress response remain unknown. In
the following sections we will discuss in more detail diverse
bacterial strategies that contribute to global and gene-specific
regulation of RNA stability. Our intent is to highlight recent
findings on regulation of RNA degradation, to serve as a base for
development of experiments to uncover how mRNA stabilization
occurs as a response to stress.

Regulation of RNA Degradation Proteins
In this section we will discuss factors that have been shown to
regulate the abundance and activity of endo- and exonucleases.
We invite the reader to consult some excellent reviews (Condon,
2003; Arraiano et al., 2010; Bechhofer and Deutscher, 2019) for
additional information on the roles and activities of RNases.

As we described in a previous section, RNases have preferred
cleavage sequences. These patterns can be either masked or
exposed by alternative RNA folding configurations as a result of
intracellular changes, allowing modulation of specific cleavage
events, e.g., the lysC riboswitch which is sensitive to lysine
concentration (Caron et al., 2012). However, this regulatory
paradigm tends to be used to control specific messages rather
than the overall transcriptome stability. Hence, a major open
question is: Are there elements that control RNase abundance or
RNase activity that regulate transcriptome stability globally?

Abundance of key RNases that catalyze rate-limiting steps
in mRNA degradation can affect bulk mRNA decay. For
example, depletion or mutation of RNase E caused bulk
mRNA stabilization in E. coli (Lopez et al., 1999; Sousa et al.,
2001); depletion or mutation of RNase Y caused bulk mRNA
stabilization in B. subtilis and S. pyogenes (Shahbabian et al.,
2009; Chen et al., 2013); depletion of RNase J caused bulk
mRNA stabilization in Helicobacter pylori (Redko et al., 2016);
and deletion of RNases J1 and J2 caused mRNA stabilization in
B. subtilis (Even et al., 2005). Mechanisms for regulation of RNase
abundance have been reported in some bacteria. In E. coli, RNase
III autoregulates its abundance by cleaving its own operon to
induce its degradation when RNase III protein levels are high
(Bardwell et al., 1989; Matsunaga et al., 1996, 1997; Xu et al.,
2008). Similarly, in E. coli a stem-loop located in the 5′ UTR
of rne responds to changes in RNase E levels, allowing this
enzyme to autoregulate its own production (Diwa et al., 2000;
Diwa and Belasco, 2002). There is evidence that in some cases,
stability of other mRNAs can be regulated by changes in RNase
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FIGURE 3 | Common mechanisms that can protect mRNAs from degradation. (A) Degradosome localization can influence its RNA degradation activity. In E. coli,
the degradosome is anchored to the cytoplasmic membrane via RNase E’s N-terminal domain, where it displays higher RNA processing activity in degradation foci.
A cytoplasmic RNase E is less efficient in degradosome assembly and RNA processing. In B. subtilis, RNase Y is associated with the membrane and is more active
when in smaller foci and less active when in larger foci. (B) RNA binding proteins can modulate mRNA degradation. Some of them, such as CsrA in
γ-Proteobacteria, have regulatory roles as a response to environmental changes. (C) The chemical nature of mRNA 5′ ends can protect transcripts from
degradation. These caps may vary depending on stress conditions. Nucleotide modifications in the bodies of transcripts have also been reported, but they have not
been shown to alter mRNA stability. (D) RNA degradation depends on RNase accessibility to cleavage sites. Secondary structures that block cleavage sites can
result in slower RNA degradation.

abundance. In E. coli, the betT and proP transcripts, encoding
osmoregulators, showed increased abundance and stability when
cells were subject to osmotic stress, apparently as a consequence
of lower RNase III concentrations (Sim et al., 2014). However,
there is not yet evidence that global stress-induced mRNA
stabilization can be attributed to reduced RNase abundance.
In M. tuberculosis, a quantitative proteomics study comparing
exponentially growing and hypoxic cultures showed no alteration
in levels of RNase E, RNase J, RNase III, PNPase, or the helicase
HelY even after 20 days under hypoxia (Schubert et al., 2015).
Only one RNA helicase, RhlE, had reduced levels in hypoxia
(Schubert et al., 2015). Similarly, a study of M. smegmatis showed
no variation in levels of RNase E, PNPase, or the predicted RNA
helicase msmeg_1930 under hypoxia, re-aeration, or exponential
growth (Vargas-Blanco et al., 2019). Because mycobacterial
transcriptomes are rapidly stabilized upon encountering hypoxia

and other stress conditions (Rustad et al., 2013; Vargas-Blanco
et al., 2019), it is unlikely that alteration of RNase abundance is
part of the early RNA stabilization responses in these organisms.

It is possible that the activity of existing RNA degradation
enzymes is regulated. RNA helicases are ATP-dependent, and
ATP levels decrease in some bacteria in severe energy stress
(Rao et al., 2008; Vargas-Blanco et al., 2019). This raises the
possibility that RNA degradation could be directly modulated
by ATP levels. However, when this hypothesis was tested in
M. smegmatis, mRNA stabilization was found to occur prior to
a decrease in intracellular ATP levels upon exposure to hypoxic
conditions (Vargas-Blanco et al., 2019). While these findings
suggest that nucleotide sensing – particularly changes in ATP
concentrations – does not influence the initial global stabilization
response in mycobacteria, it is possible that ATP concentrations
or ATP/ADP ratios could be responsible for further stabilization
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FIGURE 4 | sRNAs can affect mRNA stability through multiple mechanisms. (A) sRNA binding can mask preferred RNase cleavage sites, thereby stabilizing
transcripts. (B) sRNA binding can block ribosome access to Shine-Dalgarno sites, reducing translation and typically destabilizing transcripts. (C) In E. coli and some
other gram-negative bacteria, sRNA-mRNA pairing is often mediated by Hfq, which typically leads to mRNA degradation.

in later stages of dormancy, and/or that ATP levels contribute
to global mRNA stabilization in other bacteria. The roles of
nucleotides associated with the stringent response are discussed
separately below.

In E. coli, inhibition of RNase E activity by RraA and
RraB (Regulator of ribonuclease activity A and B) result in
increased bulk mRNA half-life (Lee et al., 2003). However, in
the case of RraA, the effect was observed after a significant
overexpression of the inhibitor (Lee et al., 2003), something not
observed under stress. Alternatively, inhibition of RNase activity
by other factors may regulate transcript degradation. RNase E
was recently shown to have a 5′ linear scanning function, and
its cleavage activity is impaired upon encountering obstacles,
such as sRNAs or ribosomes (Richards and Belasco, 2019).
Furthermore, in E. coli, the activity of RNase E has been shown
to depend on its anchorage to the inner membrane (Figure 3A).
YFP-tagged RNase E forms small foci localized at the inner
membrane (Strahl et al., 2015) which are dependent on metabolic
activity; in anaerobic conditions RNase E rapidly dissociates
from the membrane and diffuses in the cytoplasm, a response
apparently dependent on enolase (Murashko and Lin-Chao,
2017). A cytoplasmic version of RNase E was unstable, and led to
increased mRNA half-lives (Hadjeras et al., 2019). Interestingly,
the cytoplasmic RNase E was able to assemble a degradosome
and had a comparable in vitro activity to wild type RNase
E, supporting the role of membrane attachment and cellular

localization in RNase E activity (Moffitt et al., 2016; Hadjeras
et al., 2019). Conversely, in Caulobacter crescentus, RNase E is
cytoplasmic and forms bacterial ribonucleoprotein (BR) bodies,
which dynamically assemble and disassemble in the presence
of mRNA (Al-Husini et al., 2018). BR body formation was
dependent on the RNase E scaffold domains and the presence of
mRNA, while disassembly of the bodies required mRNA cleavage
(Al-Husini et al., 2018). Intriguingly, the formation of BR-bodies
increased under some stress conditions but was unaffected by
others, suggesting they play an as-yet undefined role in stress
response (Al-Husini et al., 2018). Further work is needed to
understand the extent to which RNase localization contributes to
regulation of mRNA degradation rates in various species.

In B. subtilis, the activity of RNase Y appears to be regulated
by both subcellular localization and association with proteins
termed the Y-complex (YaaT, YlbF, and YmcA). The Y-complex
affects expression of genes involved in biofilm formation,
sporulation, and competence, and in some cases, this was shown
to be a direct consequence of altered mRNA degradation rates
for the relevant genes (Tortosa et al., 2000; Carabetta et al.,
2013; DeLoughery et al., 2016; Dubnau et al., 2016). The Y
complex has been viewed as a specificity factor for RNase Y,
required in particular for processing of polycistronic transcripts
(DeLoughery et al., 2018). RNase Y also localizes in the cell
membrane, where it can form RNase Y foci (Hunt et al., 2006;
Lehnik-Habrink et al., 2011; Hamouche et al., 2020). These foci
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seem to represent a less active form of the enzyme, as they
increased in size in absence of RNA or in Y-complex mutants
(Hamouche et al., 2020).

The Stringent Response and mRNA
Degradation
The stringent response is perhaps one of the most well-
studied mechanisms of prokaryotic stress adaptation. This
response is modulated by guanosine-3′,5′-bisphosphate (ppGpp)
and/or guanosine-3′-diphosphate-5′-triphosphate (pppGpp),
alarmones collectively referred to as (p)ppGpp. In gram-negative
bacteria, (p)ppGpp is synthesized by RelA in response to
uncharged-tRNAs binding ribosomes, or by SpoT, a (p)ppGpp
synthase/hydrolase, during fatty acid starvation (Seyfzadeh
et al., 1993; Battesti and Bouveret, 2009). In some gram-positive
bacteria, (p)ppGpp is synthesized by a dual RelA/SpoT homolog
(Atkinson et al., 2011; Frederix and Downie, 2011; Corrigan
et al., 2016). Once produced, (p)ppGpp halts the synthesis
of stable RNA (tRNAs and ribosomes) while upregulating
stress-associated genes and downregulating those associated
with cell growth (Gentry et al., 1993; Chakraburtty and Bibb,
1997; Martinez-Costa et al., 1998; Avarbock et al., 2000;
Artsimovitch et al., 2004; Corrigan et al., 2016). Intriguingly,
(p)ppGpp was reported to inhibit PNPase in the actinomycetes
Nonomuraea sp. and Streptomyces coelicolor but not in E. coli
(Gatewood and Jones, 2010; Siculella et al., 2010), suggesting
the stringent response may have a previously overlooked role
in directly regulating mRNA degradation in some groups of
bacteria. However, a recent study on the stringent response
in M. smegmatis showed that (p)ppGpp was not required for
mRNA stabilization in response to carbon starvation or hypoxia
(Vargas-Blanco et al., 2019).

In the pathogen Borrelia burgdorferi, a connection between the
stringent response and the expression of 241 sRNAs was recently
stablished, 187 of which were upregulated during nutrient stress
(Drecktrah et al., 2018). The authors of the aforementioned
study described potential mechanisms of regulation by RelBbu on
transcription and fate of some transcripts, such as destabilization
of the glycerol uptake facilitator transcript, glpF. The SR0546
sRNA is among the sRNAs induced by nutrient starvation;
the upregulation of its target, bosR, encoding a transcriptional
regulator, may suggest a regulatory role of (p)ppGpp on specific
mRNA stabilization. However, the effects of these stringent
response-induced sRNAs on mRNA stability have not yet been
directly tested.

A surprising role of RelZ (initially called MS_RHII-RSD),
a dual (p)ppGpp synthase and RNase HII, was reported for
M. smegmatis (Murdeshwar and Chatterji, 2012). R-loops
(RNA/DNA hybrids) are harmful structures that cause
replication stress and can be removed by the RNase H
domain of RelZ, while stalled ribosome removal is attributed
to their alarmone synthase domain. RelZ was shown to
be upregulated under short UV exposure in M. smegmatis
(Krishnan et al., 2016), and while its role is suspected to
increase cell viability under stress conditions (Petchiappan
et al., 2020), the stringent response seems to not intervene
in transcriptome stability regulation. This pathway leads to

degradation of transcripts involved in R-loops, but given the low
frequency of R-loop formation, the effects on mRNA pools are
likely to be minimal.

Overall, there is much evidence that the stringent response
regulates expression of specific transcripts in various bacteria.
However, the extent to which control of mRNA stability
contributes to these effects is mostly untested. The stringent
response also plays important roles in mediating global responses
to starvation and other forms of energy stress, but there is not yet
evidence that it contributes to global mRNA stabilization, which
is a consistent component of these stress responses. This suggests
that the stringent response may not be the mediator of global
mRNA stabilization in response to stress, or that its involvement
in this process is species-specific.

Transcript Modifications as Regulators
of mRNA Decay
Bacterial mRNA is primarily transcribed using nucleoside
triphosphates as initiating nucleotides, making mRNAs
triphosphorylated at their 5′ ends. In S. aureus, RNase J1
exhibits strong in vitro exo- and endonucleolytic activities
on 5′ triphosphorylated transcripts (Hausmann et al., 2017).
However, in most other organisms studied to date, RNases E, J,
and Y more efficiently cleave mRNAs with 5′ monophosphates
(Figure 3C). RNase E is an endoribonuclease, but has a binding
pocket for monophosphorylated 5′ ends (Callaghan et al., 2005)
that strongly stimulates its activity in organisms including
E. coli and M. tuberculosis (Mackie, 1998; Zeller et al., 2007).
Similarly, in B. subtilis, RNase J1, and to a lesser extent J2,
show a strong preference toward 5′ monophosphorylated
substrates (Even et al., 2005). RNase Y also shows preference
toward monophosphorylated 5′ substrates, but to a lesser
extent (Shahbabian et al., 2009). These findings contributed
to the discovery of RppH, an RNA pyrophosphohydrolase.
Similar enzymes were later found in other bacteria, such as
Bdellovibrio bacteriovorus (Messing et al., 2009) and B. subtilis
(Richards et al., 2011). However, while the role of 5′ triphosphate
pyrophosphohydrolysis was initially attributed to RppH
(Celesnik et al., 2007; Deana et al., 2008), recent findings
have shown that the primary substrate of RppH in E. coli
is 5′ diphosphorylated RNAs, and that 5′ diphosphorylated
RNAs are abundant in the transcriptome (Luciano et al., 2017).
As RppH cannot convert 5′ triphosphates to diphosphates,
this suggests the existence of an unknown 5′ triphosphate to
diphosphate phosphorylase. Given that 5′ monophosphates
make transcripts more susceptible to degradation in multiple
organisms, one could envision regulation of 5′ triphosphate
pyrophosphohydrolysis as a potential mechanism for regulation
of mRNA stability. However, to our knowledge there are not yet
reports of if and how pyrophosphohydrolysis or γ-phosphate
removal are regulated.

The presence of non-canonical mRNA 5′ ends has recently
been reported for subsets of mRNAs in several bacterial
species, suggesting another possible mechanism for regulation
of mRNA stability (Figure 3C). Examples include NADH and
NAD+ (Chen et al., 2009; Cahova et al., 2015), and less
commonly, dephospho-CoA, succinyl-CoA, acetyl-CoA, and
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methylmalonyl-CoA (Kowtoniuk et al., 2009). We will refer to
these as 5′ caps, with the understanding that they are structurally
and functionally distinct from eukaryotic mRNA caps. Other
studies have shown additional types of 5′ capping, as well as
potential mechanisms behind it (Bird et al., 2016; Zhang et al.,
2016; Julius and Yuzenkova, 2017). In most cases, bacterial
caps are incorporated directly into mRNAs during transcription
initiation. RNA polymerase can initiate transcription with non-
canonical nucleotides such as NAD in E. coli (Bird et al., 2016;
Vvedenskaya et al., 2018) and B. subtilis (Frindert et al., 2018).
Furthermore, E. coli RNA polymerase seems to initiate with
dinucleoside tetraphosphates (Np4N), Np4A in particular, with
an efficiency almost 60 times higher than for NAD (Luciano
and Belasco, 2020). Alternative, posttranscriptional mechanisms
may also contribute to Np4 capping formation, as in vitro
experiments using LysU (lysyl-tRNA synthetase) from E. coli
suggest (Luciano et al., 2019).

The intracellular concentration of Np4As were shown to
be affected by overproduction of aminoacyl-tRNA synthetases
(Brevet et al., 1989). Interestingly, some stress conditions also
induce higher levels of Np4Ns, for example heat shock (Lee
et al., 1983), oxidative stress (Bochner et al., 1984), cadmium
stress (Coste et al., 1987; Luciano et al., 2019) and disulfide stress
(Bochner et al., 1984; Luciano et al., 2019). 5′ mRNA decapping
was shown to require Nudix enzymes, such as NudC and
BsRppH, to hydrolyze NAD-RNA substrates (Hofer et al., 2016;
Frindert et al., 2018). On the other hand, hydrolysis of Np4As
requires RppH and ApaH, the latter carrying out the hydrolysis
of Np4As into two NDPs (Farr et al., 1989); in this context
ApaH generates a diphosphorylated 5′ end that can be readily
converted to monophosphate 5′ end by RppH (Figure 3C). Non-
canonical mRNA 5′ ends also occur when transcription initiates
with short RNA degradation products, resulting in mRNAs with
5′ hydroxyls (Druzhinin et al., 2015). Such transcripts have
been found in E. coli and Vibrio cholerae and are present at
increased abundance in stationary phase (Vvedenskaya et al.,
2012; Druzhinin et al., 2015). However, the effects of these
alternate 5′ ends on transcript stability have not been reported.

Some mRNA caps have been shown to stabilize mRNAs
in E. coli (Bird et al., 2016; Luciano et al., 2019) and in
B. subtilis (Frindert et al., 2018). For example, after increasing
the cellular concentration of Np4Ns in cadmium-stressed cells
and in 1apaH mutants, RNA stability was increased, suggesting
that Np4 caps have a stabilizing role (Luciano et al., 2019).
Additionally, in this study Np4 caps were suggested to be more
abundant than NAD caps. Similarly, in the E. coli 1nudC mutant
strain there is an increase of up to fourfold in RNA stability
for transcripts with non-canonical 5′ caps (Bird et al., 2016).
Furthermore, NAD 5′ caps were almost twofold more abundant
for cells in stationary phase when compared to exponential
phase (Bird et al., 2016). Together, these findings present a
potential mechanism for stabilization of mRNA under stress
conditions. An interesting regulatory mechanism behind Np4
decapping in E. coli was recently linked to methylation in
m7Gp4Gm and m6Ap3A 5′ caps, which protects them from RppH
cleavage but not from AppH (Hudecek et al., 2020). Methylated
NpnN caps were shown to be more abundant in stationary

phase than exponential phase (Hudecek et al., 2020), consistent
with the idea that these caps protect mRNA from degradation.
Interestingly, the NpnN caps found in that study did not include
Ap4N (Hudecek et al., 2020), presumably due to different stress
conditions and detection techniques than those in Luciano et al.
(2019). Since capped mRNAs appear to be generally more stable
than canonical mRNAs, it is logical to infer that when stress
conditions cause growth to slow or stop and transcription to
slow or stop concomitantly, the proportion of capped mRNAs
will increase as a result of their inherently longer half-lives. One
could therefore speculate that the global mRNA stabilization
observed in non-growing bacteria is due in part to an mRNA pool
that is largely protected by 5′ caps. This is plausible assuming
capping frequency remains constant or increases under stress.
But, a recent study argues against this idea. Rapid transcript
destabilization occurred in hypoxic M. smegmatis cultures after
re-exposure to oxygen, even when transcription was blocked
prior to re-aeration (Vargas-Blanco et al., 2019). Thus, mRNA
capping does not explain the transcript stabilization observed in
these conditions (early-stage hypoxia) – at least in M. smegmatis –
but could be involved in mRNA stabilization in other conditions
and/or other bacteria.

Another possible mechanism of mRNA stabilization involves
posttranscriptional nucleotide modifications (Figure 3C). N6-
methyladenosine (m6A) is a common base modification in mice
and humans (Meyer et al., 2012; Linder et al., 2015). This
methylation is enriched near stop codons and in 3′ UTRs (Yue
et al., 2018), and is dependent on the consensus motif DRACH
(Linder et al., 2015). Recent studies revealed m6A to be an
important part of a transcript stability regulatory mechanism,
as it facilitates mRNA degradation in association with RBP
in mice, zebra fish, and human cells (Schwartz et al., 2014;
Wang et al., 2014; Zhao et al., 2017). Moreover, the levels of
m6A methylation are responsive to stress conditions, as shown
for human cancer cells under hypoxic conditions (Panneerdoss
et al., 2018), suggesting a posttranscriptional regulatory role. In
E. coli and Pseudomonas aeruginosa, m6A is present at similar
levels, ∼0.2–0.3% of adenines (Deng W. et al., 2015), to those
reported for yeast and other eukaryotes (Wei et al., 1975; Bodi
et al., 2010). However, in contrast to mammals, m6A appears
distributed throughout the gene, with modest enrichments near
the 5′ ends and centers of transcripts, and with a similar m6A
motif for E. coli and P. aeruginosa (UGCCAG and GGYCAG,
respectively) (Deng X. et al., 2015). Contrary to eukaryotes, m6A
methylation has not been shown to have a global role in mRNA
degradation in bacterial stress responses. A deep analysis in
E. coli and P. aeruginosa revealed no difference in the m6A levels
for cells growing in LB when compared to other (unspecified)
growth media, or oxidative stress; interestingly, increasing the
temperature from 37 to 45◦C lowered m6A methylation levels,
but only for P. aeruginosa (Deng X. et al., 2015). Furthermore,
the m6A levels were lower in other bacteria (∼0.02–0.08%,
for S. aureus, B. subtilis, Anabaena sp., and Synechocystis sp.)
(Deng X. et al., 2015), suggesting that this particular base
modification may not be conserved across bacteria. In E. coli,
codon modifications of the ermCL mRNA with m6A blocked
translation, though it had no impact on mRNA degradation rates
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(Hoernes et al., 2016). While it is conceivable that m6A has a role
in the regulation of bacterial translation, current evidence does
not suggest it regulates mRNA fate.

5-methylcytosine (m5C) has also been found in mRNA. In
eukaryotes, m5C has been shown to increase transcript stability
(Arango et al., 2018; Chen X. et al., 2019; Yang et al., 2019;
Schumann et al., 2020), while reports on translation regulation
are controversial (Huang et al., 2019; Yang et al., 2019; Schumann
et al., 2020). m5C modifications have been found in mRNA and
23S rRNA in the archaeon Solfolobus solfataricus (Edelheit et al.,
2013). However, there is no defined role of m5C in S. solfataricus,
and evidence of m5C in bacteria or regulatory roles in RNA
degradation have not been reported.

Another modification, and perhaps the most abundant in
RNA, is pseudouridine (9) (Rozenski et al., 1999). 9 is present
at the position U55 in all E. coli tRNAs (Gutgsell et al., 2000),
and is widespread across kingdoms (Nishikura and De Robertis,
1981; Becker et al., 1997; Ishida et al., 2011). In E. coli, deletion
of truB, encoding a tRNA 9 55 synthase (Nurse et al., 1995),
was shown reduce viability after a temperature shock (37–50◦C);
however, no viability changes were observed during exponential
growth at 37◦C (Kinghorn et al., 2002). In Thermus thermophilus,
a 1truB mutant showed a growth defect when cultured at
50◦C (Ishida et al., 2011). Thus, it is possible that the presence
of tRNA modifications under stress conditions contributes to
survival in other bacteria. Other tRNA modifications have been
also reported in bacteria and yeast during stress, contributing to
a translational bias with implications for translation regulation
(Chan et al., 2010, 2012; Laxman et al., 2013; Deng W. et al.,
2015; Chionh et al., 2016). However, while stress may alter tRNA
modifications, ultimately these changes lead to translational
regulation without clear evidence, at least in bacteria, of effects
on mRNAs. On the other hand, 9 modifications on mRNA
have been shown to increase mRNA stability in yeast and
human cells (Carlile et al., 2014) and in Toxoplasma gondii
(Nakamoto et al., 2017). A broad study involving E. coli and
human cells found that even a single replacement of U with
9 in mRNA can interfere with translation (Eyler et al., 2019).
Whether these modifications ultimately regulate mRNA stability
in bacteria as a response to stress is an open question. Based on
evidence aforementioned for M. smegmatis regarding the rapidity
of transcript destabilization after stress alleviation (Vargas-
Blanco et al., 2019), we speculate that base modifications are
unlikely to be the primary mechanism of mRNA stabilization
in hypoxic mycobacteria, although it could play roles in other
organisms or conditions.

Roles of Ribosomes, Translation, sRNAs,
and RNA-Binding Proteins in Regulation
of mRNA Decay
Experiments conducted by Bechhofer and others in B. subtilis
showed that ribosome stalling can increase ermC half-life. In
this scenario, ribosomes acted as obstacles at the 5′ ends of
transcripts, resulting in protection from endonucleolytic cleavage
downstream (Shivakumar et al., 1980; Bechhofer and Dubnau,
1987; Bechhofer and Zen, 1989). These findings would become

early evidence of a 5′–3′ polarity for endonucleolytic activity,
dependent upon or enhanced by (1) interaction with a 5′
monophosphate, and (2) RNase linear scanning mechanisms,
as it would be later reported by others (Bouvet and Belasco,
1992; Jourdan and McDowall, 2008; Kime et al., 2010; Richards
and Belasco, 2016, 2019). In E. coli, the use of puromycin
or kasugamycin – translation inhibitors that cause ribosomes
to dissociate from transcripts – caused faster mRNA decay in
the absence of new transcription (Varmus et al., 1971; Pato
et al., 1973; Schneider et al., 1978). On the other hand, the
use of chloramphenicol, fusidic acid or tetracycline – elongation
inhibitors that cause ribosomes to stall on transcripts – resulted
in transcript stabilization (Varmus et al., 1971; Fry et al., 1972;
Pato et al., 1973; Schneider et al., 1978), findings also later
shown in M. smegmatis (Vargas-Blanco et al., 2019). These results
are consistent with ribosome binding having a protective effect
on mRNAs (Figure 5). In experiments where transcription was
not blocked, it is possible that the mRNA stabilization seen in
response to elongation inhibitors may also be conferred in part
by the sudden increase in rRNA synthesis that these drugs cause,
which increases the abundance of potential RNase substrates and
could therefore titrate the activity of RNases such as PNPase and
RNase E (Lopez et al., 1998). However, the increase in rRNA
synthesis cannot fully explain these effects.

In B. subtilis, the stability of gsiB, encoding general stress
protein, and ermC, encoding erythromycin resistance leader
peptide, are associated with ribosome binding (Sandler and
Weisblum, 1989; Hambraeus et al., 2000). Mutations to the RBS
sites of gsiB, aprE (coding for subtilisin), and SP82 phage mRNA
resulted in reductions of their mRNA half-lives (Hue et al., 1995;
Jurgen et al., 1998; Hambraeus et al., 2002). Transcript stability
conferred by ribosomes does not always require productive
translation, at least for ermC (Hambraeus et al., 2002) and ompA
(Emory and Belasco, 1990), where transcripts were stable in
the absence of start codons as long as strong Shine-Dalgarno
(SD) sequences were present (Arnold et al., 1998). A later study
also in E. coli reported that ribosome protection is independent
of translation for another transcript (Wagner et al., 1994).
Transcript stabilization in a translation-independent manner was
also shown for B. subtilis, with the insertion of an alternative SD
(not involved in translation) to the gene reporter cryIII (Agaisse
and Lereclus, 1996). These findings suggest that binding of a 30S
subunit to a transcript, regardless of translation, may suffice to
impair RNase degradation.

However, other studies did find a correlation between
translation itself and stability. In E. coli, codon composition can
influence translation rate and mRNA stability; codon-optimized
transcripts were more stable than their corresponding non-
modified, inefficiently-translated versions (Boel et al., 2016).
Similar results were shown for S. cerevisiae (Presnyak et al.,
2015). A transcriptome-wide analysis in E. coli also identified a
positive correlation between mRNA stability and codon content
optimality, for bacteria growing at different rates (Esquerre
et al., 2015). This directly contradicted a previous report that
codon optimality and half-life were inversely correlated (Lenz
et al., 2011), possibly due to use of different codon optimality
metrics. In B. subtilis, translation initiation is necessary to prevent
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FIGURE 5 | Ribosome binding and stalling can alter mRNA degradation. In some cases, ribosome stalling can mask RNase cleavage sites, increasing the half-life of
a transcript. Elements that prevent ribosome binding, such as translation initiation inhibitors, lead to shorter mRNA half-lives.

swift degradation of the hbs transcript, which encodes the DNA
binding protein HBsu (Daou-Chabo et al., 2009; Braun et al.,
2017). In M. smegmatis and M. tuberculosis, RNase E cleaves
the furA-katG operon, producing an unstable furA message that
is rapidly degraded while the katG transcript is stabilized as
it becomes readily accessible for translation (Sala et al., 2008).
Overall, regulation of mRNA stability by translation initiation
and SD strength seems to be gene-specific.

While it is generally accepted in E. coli that occlusion of
RNase cleavage sites by ribosome occupancy may protect a
transcript from degradation (Joyce and Dreyfus, 1998), ribosome
association with mRNA has not been shown to regulate mRNA
stability globally in response to stress. However, data from
B. subtilis suggest an interesting mechanism by which RNase
activity could affect translation and therefore mRNA degradation
on a transcriptome-wide scale (Bruscella et al., 2011). The infC-
rpmI-rplT operon, which encodes translation initiation factor 3
(IF-3) along with two ribosomal proteins, is expressed from two
promoters. The resulting transcripts have different sensitivities to
RNase Y, and the RNase Y-sensitive transcript is not competent
for translation of IF-3. As a result, inhibition of RNase Y
expression alters the relative abundance of the two transcript
and causes reduced translation of IF-3. If this were to cause
globally reduced translation due to IF-3 deficiency, mRNA decay
could be globally increased as a result, although this effect would
presumably be counteracted by the globally reduced RNase Y
activity. Complex interplays between RNase levels and translation
may therefore have the potential to globally impact mRNA decay
in B. subtilis.

RNA-binding proteins (RBPs), stalled ribosomes, and SD-
like sequences in close proximity to transcript 5′ ends can also
alter mRNA fate (Sharp and Bechhofer, 2005). In B. subtilis,
interaction of the RBP Glp with the 5′ UTR of glpD, encoding
glycerol-3-phosphate dehydrogenase, increases the transcript’s
stability (Glatz et al., 1996). Other RBPs can modulate the stability
of target genes during stress conditions (Figure 3B). For example,
H-NS, a histone-like protein, regulates the RNA stability of rpoS
in E. coli and V. cholerae in stressful environments (Brescia
et al., 2004; Silva et al., 2008; Wang et al., 2012). The carbon
storage regulator CsrA is an RBP that regulates gene expression
posttranscriptionally in E. coli and other γ-Proteobacteria in

response to environmental changes, described in Timmermans
and Van Melderen (2010) and Romeo and Babitzke (2018).
CsrA regulatory roles are best studied in E. coli. The glgCAP
transcript, encoding genes implicated in the biosynthesis of
glycogen, is destabilized when bound by CsrA (Liu et al.,
1995). This response is halted when E. coli enters stationary
phase, where CsrA is sequestered by the sRNA CsrB in a
ribonucleoprotein complex (Liu et al., 1997). Conversely, CsrA
was shown to stabilize some transcripts. CsrA directly binds the
pgaA transcript, increasing its half-life along with the rest of
the pgaABC polycistron, encoding genes associated to biofilm
formation (Wang et al., 2005). Similarly, CsrA stabilizes the
flhDC transcript, encoding the flagellar activation genes FlhD2C2
(Wei et al., 2001). More recently, a transcriptome-wide study
together with bioinformatics predictions showed a major role for
CsrA as an mRNA stabilization factor in E. coli (M9 minimal
media, doubling time of 6.9 h) for more than a thousand
transcripts, of which many were predicted to have at least one
putative CsrA binding site (Esquerre et al., 2016). CsrA could
directly bind transcripts and protect them from RNases, or could
affect mRNA stability indirectly by modulating expression or
activity of other post-transcriptional regulators, e.g., the RNA
chaperone Hfq, encoded by hfq. In E. coli, CsrA can bind
the hfq mRNA at a single binding site that overlaps its SD
region, preventing ribosome access and decreasing its half-life,
however, in stationary phase CsrA is sequestered, allowing higher
expression of Hfq (Baker et al., 2007). Regulatory roles for CsrA
in gram-positive bacteria have only recently been reported. In
B. subtilis, CsrA mediates the interaction of the sRNA SR1
and the ahrC mRNA, encoding a transcription regulator of
arginine metabolism, to regulate the expression of the arginine
catabolic operons (Muller et al., 2019). However, CsrA-SR1 only
mildly increased ahrC half-life, and it had no impact on SR1
degradation, indicating that the regulation was primarily at the
level of protein synthesis (Muller et al., 2019).

The homohexameric Hfq, highly studied in E. coli and
present in a large number of bacteria (Sun et al., 2002), is
an important regulator of mRNA-sRNA pairing. The multiple
roles of Hfq include modulation of sRNA-mediated translation
blockage or promotion, and regulation of transcript degradation
as a direct consequence of altered translation or through
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translation-independent mechanisms. For example, guiding a
cognate sRNA to the 5′ region of mRNAs can result either
in translation disruption by preventing the 30S subunit from
binding (Figure 4B), or the opposite outcome by disruption
of stem-loops that inhibit its binding (Wassarman et al., 2001;
Arluison et al., 2002; Moller et al., 2002; Schumacher et al.,
2002; Zhang et al., 2003; Afonyushkin et al., 2005; Sittka et al.,
2008). Hfq can also allow RNase E access to specific mRNAs,
or modulate the synthesis of Poly(A) tails, assisting PNPase in
3′–5′ degradation, as it will be discussed shortly. The physical
properties, sequence specificity, protein interaction partners,
sRNAs/mRNAs binding kinetics, and other important aspects of
Hfq function will not be described here, as they are well described
elsewhere; we refer the reader to the following detailed reviews
(Vogel and Luisi, 2011; Updegrove et al., 2016; Kavita et al., 2018;
Santiago-Frangos and Woodson, 2018).

A common outcome of Hfq sRNA/mRNA interactions is
specific regulation of mRNA half-life (Figure 4C). For example,
the destabilization of ptsG, encoding a glucose permease, in E. coli
is mediated by the sRNA SgrS as a response to phosphosugar
accumulation (Vanderpool and Gottesman, 2004). Similarly,
degradation of ompA was also shown to be impacted by the
specific binding of the sRNA MicA to its translational start site,
blocking binding of the 30S ribosomal subunit and recruiting Hfq
to promote RNase E cleavage (Lundberg et al., 1990; Vytvytska
et al., 2000; Udekwu et al., 2005). While the regulatory roles
of Hfq are widely accepted for other gram-negative bacteria
as well (Sonnleitner et al., 2006; Cui et al., 2013), in gram-
positive bacteria Hfq is less well characterized. Hfq rescue
experiments in E. coli and S. enterica serovar Typhimurium
using Hfq from B. subtilis and S. aureus, respectively, failed at
rescuing the phenotypes (Vecerek et al., 2008; Rochat et al., 2012).
These findings suggest important structural and/or functional
differences in Hfq across evolutionarily divergent groups of
bacteria. A study in B. subtilis found that the absence of
Hfq does not impair growth under almost 2000 conditions
including different carbon, nitrogen, phosphorus and sulfur
sources, osmolarity or pH changes in a large phenotypic analysis
(Rochat et al., 2015). Similar findings were shown for S. aureus
(Bohn et al., 2007). However, Hfq became necessary for survival
in stationary phase (Hammerle et al., 2014; Rochat et al., 2015).
Surprisingly, the absence of Hfq in rich media conditions did
not alter the transcriptome of B. subtilis (Rochat et al., 2015),
while in minimal media, 68 mRNAs and a single sRNA were
affected (Hammerle et al., 2014). Both of these studies reported
transcriptome changes in the absence of Hfq for B. subtilis in
stationary phase, particularly for sporulation and TA systems.
Nevertheless, these changes do not necessarily confer fitness or
increased survival (Rochat et al., 2015). Overall, while Hfq was
shown to impact the B. subtilis transcriptome under certain
stress conditions, its role as a regulator of transcript stability
seems to greatly vary across species. In another gram-positive,
the pathogen Listeria monocytogenes, Hfq interacts with the
sRNA LhrA, increasing its stability and controlling the fate of
its target mRNAs. But, ∼50 other sRNA seem to function in an
Hfq-independent manner (Christiansen et al., 2006; Nielsen et al.,
2010; Nielsen et al., 2011). Unexpectedly, hypoxia, stationary

phase and low temperature (30◦C) did not affect sRNA levels in
a 1hfq strain (Toledo-Arana et al., 2009). Hence, it seems that
Hfq may have a smaller role in control of mRNA stability, and
an overall restricted role in sRNA/mRNA regulation in gram-
positive bacteria; and it appears to not be required at all in some
bacteria, such as mycobacteria, that lack identified Hfq orthologs
(Sun et al., 2002).

mRNA Folding Alters mRNA Decay
mRNA secondary structures can modulate translation and
transcript stability (Figure 3D). Previously, we have discussed
how specific 5′ UTR folding prevents RNase and ribosome
accessibility to the lysC transcript (Caron et al., 2012). In other
transcripts, secondary structures can also prevent RNase E
from carrying out the first endonucleolytic cleavage, delaying
subsequent steps in the decay pathways. In Rhodobacter
capsulatus, formation of multiple hairpins can prevent
endonucleolytic cleavage of the puf operon (Klug and Cohen,
1990). A stem-loop at the 5′ UTR confers stability to recA, coding
for the nucleoprotein filament RecA in Acinetobacter baumannii
(Ching et al., 2017), as well as vacA, coding for vacuolating
cytotoxin A in Helicobacter pylori (Amilon et al., 2015). In
the case of vacA, the stem-loop is also essential for transcript
stabilization in acidic and osmotic stress (Amilon et al., 2015).
The distance between the start codon and secondary structures
can also affect mRNA half-life, as was shown for the 1ermC
mRNA in B. subtilis, where placing a stem-loop too close to the
SD decreased transcript stability (Sharp and Bechhofer, 2005).
Secondary structure at transcript 3′ ends also affects stability.
The mRNA 3′ end hairpins formed by Rho-independent
transcriptional terminators typically stabilize transcripts, as 3′–5′
RNases have difficulty initiating decay without a single-stranded
substrate (Adhya et al., 1979; Farnham and Platt, 1981; Abe and
Aiba, 1996). In E. coli, the poly(A) polymerase (PAP I) is an
enzyme responsible for synthesizing poly(A) tails in mRNA (Li
et al., 1998). The addition of poly(A) tails to bacterial mRNAs
facilitates degradation of transcripts with 3′ hairpins, allowing
PNPase – an enzyme that also has a minor polyadenylation role –
and other enzymes to carry out exonucleolytic activity (Donovan
and Kushner, 1986; Blum et al., 1999; Figure 6).

Thus, it is possible for poly(A) tails to act as regulators
of mRNA stability, making PAP I a promising candidate for
posttranscriptional regulation. However, while this enzyme has
been characterized in E. coli, PAP I homologs in B. subtilis
have not yet been identified (Campos-Guillen et al., 2005). An
interesting role of Hfq in E. coli was reported for transcripts
carrying long poly(A) tails, as binding to the tail prevents the
access of PNPase, thereby increasing mRNA stability (Hajnsdorf
and Regnier, 2000; Folichon et al., 2005). However, on shorter
poly(A) tails (<10 nt), Hfq has poor accessibility, making the
transcripts susceptible to the activity of PNPase and RNase
II (Regnier and Hajnsdorf, 2013). Interestingly, in E. coli, the
absence of PAP I disrupts the regulatory role of some sRNAs,
leading to an unexpected destabilization of some sRNAs and
transcripts, e.g., RyhB and MicA (Sinha et al., 2018). This appears
to result from accumulation of transcripts that are normally
degraded in a PAP I-dependent fashion. The accumulated
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FIGURE 6 | Polyadenylation regulates mRNA half-life. Stem-loops at mRNA 3′

ends block 3′–5′ exoribonucleases such as PNPase. PAP I, a poly(A)
polymerase, can facilitate an exoribonuclease “grip” by synthesizing a
poly(A) tail.

transcripts participate in non-specific interactions with sRNAs,
leading to degradation of the sRNA-mRNA pairs. Thus, it is
suggested that many PAP I targets are transcripts that do not
normally interact with sRNAs (Cameron et al., 2019).

Regulation of PNPase abundance has been shown for E. coli,
as its transcript pnp is post-transcriptionally regulated by its own
product and RNase III. This mechanism can be disrupted by
transcript association with the ribosomal protein S1 (Briani et al.,
2008; Carzaniga et al., 2015). Moreover, an increase of the pool
of polyadenylated transcripts increases pnp half-life, an effect
attributed to PNPase titration (Mohanty and Kushner, 2000,
2002). Regardless of this autoregulatory characteristic, changes in
PNPase abundance were not detected as a response to hypoxic
stress in M. smegmatis (Vargas-Blanco et al., 2019), despite
increased mRNA stability. While these findings suggest that
regulation by mRNA polyadenylation via PNPase abundance is
not a mechanism of transcriptome stabilization in mycobacteria,
it is possible that polyadenylation activity by other enzymes, such
as PcnA and PcnB, Adilakshmi et al. (2000) might have a role
in regulation of mRNA turnover in stress. Further research is
needed to investigate this possibility.

The Relationship Between mRNA
Abundance and mRNA Decay Rates
In bacteria, the steady-state mRNA concentration is a function
of transcription rates and transcript degradation rates, and to
a lesser extent, of mRNA dilution. The contribution of mRNA
dilution occurring during cell growth is usually ignored, given
that doubling times are significantly longer than the median
mRNA half-life. For example, in L. lactis mRNA half-lives

complied with this assumption for 85% of the measured
transcripts, at multiple growth rates (Dressaire et al., 2013).
In stress conditions, bacterial growth is generally impaired,
making the impact of mRNA dilution even smaller and
reinforcing the roles of transcription and RNA turnover as the
major determinants of mRNA abundance. Also under stress
conditions, transcript abundance per cell is typically lower than
in conditions of rapid growth. For example, low transcript
abundance was observed for S. aureus in cold shock, heat
shock, and stringent response when compared to unstressed
exponential phase (Anderson et al., 2006). The per-cell mRNA
concentration decreased in L. lactis during progressive adaptation
to carbon starvation (Redon et al., 2005a) or isoleucine starvation
(Dressaire et al., 2013). The mRNA concentration was three
times higher for E. coli growing in LB when compared to
growth in in minimal media (Bartholomaus et al., 2016). For
M. smegmatis in early hypoxic stress, the levels of atpB, atpE,
rnj, rraA, and sigA ranged between ∼5 and 75% of those in
cells growing in aerobic conditions, and after extended periods
of hypoxic or carbon starvation stress, mRNA levels dropped
to under 5% of those in log phase (Vargas-Blanco et al., 2019).
Given the generally longer half-lives of mRNAs in stressed
bacteria, the observation of reduced mRNA concentrations in
these conditions may seem counter-intuitive. However, these
observations can be reconciled if transcription is also greatly
reduced. It is possible that maintaining lower overall mRNA
abundance in stress conditions is an adaptive mechanism to
favor translation of genes needed for survival of that particular
stressor. For example, in a transcriptome-wide study in E. coli,
mRNA abundance decreased in response to osmotic stress (from
∼2,400 to 1,600 transcripts per cell), a change that may allow
specific transcripts – associated with stress response – to be
more accessible to ribosomes and translated (Bartholomaus et al.,
2016). Interestingly, transcripts with higher copy numbers per
cell in normal conditions (>2 copies/cell) were downregulated
the most in osmotic stress (Bartholomaus et al., 2016).

The question has arisen if lower mRNA concentrations
can actually cause their degradation to be slowed. This idea
is suggested by an observation made by several groups, in
several species, that in log phase growth, mRNA half-lives are
inversely correlated with steady-state abundance (Figure 7). For
example, a weak negative correlation was shown between mRNA
concentration and mRNA half-life for E. coli cells in exponential
phase (Bernstein et al., 2002). Stronger negative correlations were
reported in L. lactis (Redon et al., 2005b), and in M. tuberculosis
(Rustad et al., 2013), both in exponentially growing bacteria.
Moreover, in the latter study the overexpression of genes in
the DosR regulon resulted in transcripts with shorter half-lives.
Other reports in E. coli and L. lactis showed that cells growing at
different growth rates also show a negative correlation between
these parameters (Dressaire et al., 2013; Esquerre et al., 2015).
For example, changes in growth rate from 0.1 to 0.63 h−1 – using
chemostats – resulted in increased mRNA levels and a decreased
median mRNA half-life from 4.2 to 2.8 min, respectively
(Esquerre et al., 2014, 2015). Transcription modulation using
five constructs with distinct 5′ UTRs in lacLM mRNA also
depicted a similar trend in L. lactis in exponential phase, and a
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FIGURE 7 | Relationships between mRNA abundance and mRNA decay rates. While some reports have shown a clear negative correlation between a transcript
half-life and its abundance, a similar number of reports have found no correlation at all or a modest positive correlation, even for the same organism. Table 1
compiles transcriptome-wide analyses of mRNA decay in different organisms, techniques used, and information on the reported relationships between mRNA
abundance and mRNA half-life.

similar outcome was obtained for lacZ in E. coli, using PBAD-
mediated transcription regulation (Nouaille et al., 2017). Two
of the studies described here (Rustad et al., 2013; Nouaille
et al., 2017) reported inverse relationships between mRNA
abundance and half-life in defined systems where expression
was modulated by inducible promotors and growth rate was
not affected. This strongly suggested that transcription rate
can directly influence degradation rate. However, contradictory
findings have been reported.

An E. coli transcriptome-wide mRNA half-life study by a
different group reported that the rate of mRNA degradation
had a very weak positive correlation with mRNA abundance
for both exponential phase (R2 = 0.07) and stationary phase
(R2 = 0.19) (Chen et al., 2015), in contrast to other E. coli
studies (Bernstein et al., 2002; Esquerre et al., 2014, 2015).
In Bacillus cereus, mRNA half-life had a positive correlation
with expression level (Kristoffersen et al., 2012), while in
Stenotrophomonas maltophilia and Chlamydia trachomatis
trachoma and lymphogranuloma venereum biovars no
correlations were found (Bernardini and Martinez, 2017;
Ferreira et al., 2017). In M. smegmatis, induced overexpression of
dCas9 (in the absence of a gene-targeting sgRNA) did not alter
its half-life in log phase (Vargas-Blanco et al., 2019). Surprisingly,
overexpressing dCas9 under hypoxic stress increased its mRNA
stability by approximately twofold (Vargas-Blanco et al., 2019).
Moreover, re-exposure of hypoxic M. smegmatis cultures to
oxygen caused half-lives of several tested genes to immediately
return to log-phase like levels, despite transcription being
blocked by rifampicin and transcript levels therefore remaining
low (Vargas-Blanco et al., 2019). Other reports have indicated
that the relationship between mRNA abundance and half-life
differs in various stress conditions. In carbon-starved L. lactis
there was a positive correlation between mRNA degradation
and abundance (Redon et al., 2005b), while the opposite was

observed during isoleucine starvation (Dressaire et al., 2013).
Work in eukaryotes suggests complexities that could conceivably
occur in bacteria as well. In S. cerevisiae, under DNA damaging
conditions, upregulated genes are usually stabilized and repressed
genes are prone to degradation (Shalem et al., 2008). Conversely,
under oxidative stress upregulated genes are destabilized, with
the opposite scenario for repressed genes (Shalem et al., 2008).
Furthermore, an in-depth analysis in that work revealed a
trend between these two stress conditions: Genes with a rapid
transcriptional regulation show a negative correlation between
mRNA abundance and mRNA degradation. On the other
hand, genes subject to a slow transcriptional response follow a
positive correlation between mRNA abundance and degradation
(Shalem et al., 2008).

Clearly, further work is needed to reconcile contradictory
findings in bacteria with respect to the relationships between
mRNA abundance and stability. Some reported differences may
be attributable to differences between species, while others may
result from differences in methodology for measuring half-life.
Most studies measure half-life by measuring decreases in mRNA
abundance following transcription blockage by rifampicin.
Variability may arise from the time-points chosen to assay
abundance following transcriptional block, given that we and
others have reported multiphasic decay kinetics (Hambraeus
et al., 2003; Selinger et al., 2003; Chen et al., 2015; Nguyen
et al., 2020). Methodology for normalization and for calculating
half-lives also vary (see Table 1).

THE IMPORTANCE OF RNA DECAY IN
CLINICALLY IMPORTANT SPECIES

Pathogenic bacteria have developed mechanisms that allow them
to survive often-hostile host environments by sensing cues
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and mounting specific responses at both transcriptional and
posttranscriptional levels. These pathogens exhibit highly specific
responses to some stressors, as well as broader responses to
conditions such as energy stress, where resources are preserved
by global modulation of processes including translation, protein
degradation, transcription, and RNA stabilization (Bohne et al.,
1994; Sherman et al., 2001; Park et al., 2003; Christiansen et al.,
2004; Wood et al., 2005; Papenfort et al., 2006; Liu et al., 2010;
Fritsch et al., 2011; Galagan et al., 2013; Guo et al., 2014; Sievers
et al., 2015; Quereda et al., 2018; Ignatov et al., 2020).

In L. monocytogenes, PrfA serves as a transcriptional regulator
of multiple virulence factors, such as phospholipases PlcA
and PlcB, and the toxin listeriolysin O (Leimeister-Wachter
et al., 1990, 1991; Quereda et al., 2018). Expression of PrfA
itself is regulated by several mechanisms at the translational
and transcriptional level. For example, PrfA translation is
temperature-regulated by a stem-loop in its transcript, prfA,
that prevents ribosome access to the SD sequence at 30◦C but
not at 37◦C (Johansson et al., 2002). prfA is also regulated
by an S-adenosylmethionine riboswitch and its product, the
sRNA SreA, that blocks translation after binding the 5′ UTR
(Loh et al., 2009). Additionally, while the stem-loop increases
prfA stability (Loh et al., 2012), the binding of SreA to
prfA triggers transcript degradation (Loh et al., 2009). Also
in L. monocytogenes, posttranscriptional regulation of Tcsa,
the T cell-stimulating antigen encoded by tcsA, was recently
reported to be under the control of the sRNA LhrC in a
translation-independent manner, by recruiting an undefined
RNase (Ross et al., 2019). In S. aureus SarA, a histone-like
protein, influences mRNA turnover of virulence factors, such
as protein A (spa) and the collagen adhesion protein (cna)
during exponential growth (Roberts et al., 2006; Morrison
et al., 2012). Also in S. aureus, the multifunctional RNAIII
binds other RNAs, recruiting RNase III to initiate transcript
degradation. Some of RNAIII’s targets are spa, coa (encoding
coagulase), sbi (encoding the IgG-binding protein Sbi), and
SA1000 (encoding the fibrinogen-binding protein SA1000)
(Huntzinger et al., 2005; Boisset et al., 2007; Chevalier et al.,
2010), playing an important role in S. aureus virulence and
response to stress. In S. enterica, under low Mg2+ conditions
synthesis of the antisense AmgR RNA leads to interaction and
destabilization of the mgtC transcript (encoding the virulence
protein MgtC), in an RNase E-dependent manner (Lee and
Groisman, 2010). Hence, regulation of the stabilities of specific
mRNAs has a major role in the survival and virulence
responses of pathogens.

Recent reports have suggested unexpected relationships
between RNases and drug resistance. Nonsense and INDEL
mutations in Rv2752c, encoding RNase J, were associated with
drug resistance in a GWAS study that identified resistance-
associated mutations in whole-genome sequences of hundreds
of M. tuberculosis clinical isolates (Hicks et al., 2018), as well as
an earlier study performing similar analyses on a smaller set of
clinical isolates (Zhang et al., 2013). Another study, reporting
whole-genome sequences of 154 M. leprae clinical isolates
from 25 countries, found a disproportionately high number of
polymorphisms in ML1040c, encoding RNase D, and ML1512c,

encoding RNase J (Benjak et al., 2018). These mutations were not
directly associated with drug resistance, but appeared to be under
positive selection (Benjak et al., 2018).

Global mRNA stabilization is another feature associated
with bacterial stress response and non-growing conditions (see
Table 1). Cells in quiescent states contain relatively low levels
of mRNA, with greatly reduced transcriptional and translational
activity (Betts et al., 2002; Wood et al., 2005; Kumar et al.,
2012; Rittershaus et al., 2013). In some cases, these states share
similarities with B. subtilis spores, in which the bacteria have
dramatically reduced mRNA turnover (Segev et al., 2012). This
can be interpreted as a concerted cellular effort to downregulate
global gene expression and preserve cellular resources, until
encountering a suitable environment to resume growth. At
the same time, having paused translational machinery may
permit allocation of resources toward specific responses needed
to survive a given condition, such as those described in the
previous paragraph. Importantly, stress responses that establish
and maintain non-growing states not only allow pathogens
to survive these stressors, but also induce broad antibiotic
tolerance, since most antibiotics are relatively ineffective at
killing non-growing cells (for example, Rao et al., 2008). This
relationship between growth arrest and antibiotic tolerance
may be one of the reasons why months of multidrug therapy
are required to prevent relapse in tuberculosis patients, where
large numbers of bacteria are likely semi-dormant in hypoxic
granulomas (Garton et al., 2008). The apparent universality
of mRNA stabilization as a response to energy stress and
other stressors that inhibit growth, compared to gene-specific
mRNA regulation, brings up fascinating possibilities as a
prospective target for therapeutic development. There has
been a surge in antimicrobial resistance in recent decades,
prompting collaborative efforts between academia and industry
to develop new antimicrobials (Ventola, 2015a,b; World Health
Organization [WHO], 2019). As we approach an understanding
of the mechanisms behind mRNA turnover – and strive to unveil
how transcript fate is regulated under stress conditions – we
would like to emphasize the essentiality of mRNA degradation
in bacteria, and the roles of RNases in the virulence and survival
responses of pathogens. Many clinically important antibiotics
target transcription and translation, highlighting the potential of
targeting these central dogma processes from the opposite angle.
In early steps in this direction, a protein degradation inhibitor
was found to have strong activity against mycobacteria (Gavrish
et al., 2014) and inhibitors of RNase E have been reported
(Kime et al., 2015).

CONCLUSION

Transcriptome stabilization as a stress response is widespread
across the bacterial domain. This globally concerted response is
implicated in gene regulation and survival, as well as pathogenesis
in bacteria. We have described and discussed various mechanisms
of mRNA degradation and stabilization, many of which have
established roles in regulation of specific genes, but have not
yet been able to explain transcriptome-wide half-life alterations.
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We hope that the information presented here helps to inspire
further study that will uncover the mechanism(s) behind global
transcriptome stabilization in stress, which so far remains elusive.
Finally, we hope to inspire the reader to find these mysteries as
scientifically stimulating as we do.
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Post-transcriptional regulation mediated by regulatory small RNAs (sRNAs) has risen
as a key player in fine-tuning gene expression in response to environmental stimuli.
Here, we show that, in Salmonella enterica, the central metabolic regulator CRP-
cAMP differentially regulates the sRNAs CsrB and CsrC in a growth phase-dependent
manner. While CsrB expression remains unchanged during growth, CsrC displays a
growth phase-dependent expression profile, being weakly expressed at the logarithmic
growth phase and induced upon entry into stationary phase. We show that CRP-
cAMP contributes to the expression pattern of CsrC by repressing its expression
during the logarithmic growth phase. The CRP-cAMP mediated repression of CsrC is
independent of SirA, a known transcriptional CsrB/CsrC activator. We further show that
the sRNA Spot 42, which is derepressed in a 1crp strain, upregulates CsrC during
logarithmic growth. We propose a model where the growth-dependent regulation of
CsrC is sustained by the CRP-cAMP-mediated repression of Spot 42. Together, our
data point toward a differential regulation of the sRNAs CsrB and CsrC in response to
environmental stimuli, leading to fine-tuning of gene expression via the sequestration of
the RNA-binding protein CsrA.

Keywords: CsrC, post-transcriptional regulation, sRNA, CRP-cAMP, growth phase regulation, Spot 42

INTRODUCTION

Bacteria need to adapt rapidly to changing environmental conditions, which is particularly crucial
for pathogenic bacteria during the process of infection. While transcription plays a major role in the
regulation of gene expression, bacteria display a plethora of post-transcriptional mechanisms that
allow the fine-tuning of gene expression in response to environmental cues. Salmonella enterica has
been investigated extensively with respect to gene regulation and has become a model for the study
of post-transcriptional RNA-mediated regulation.

Among the described post-transcriptional regulation mechanisms, a prominent role has been
attributed to sRNAs that modulate gene expression primarily via binding to target mRNAs (Hör
et al., 2020). However, sRNAs can also regulate gene expression at the post-translational level, such
as the two sRNAs CsrB and CsrC. These sRNAs contain several stem loop structures with GGA
motifs in their loop regions, enabling them to bind CsrA. CsrA is a widely conserved RNA-binding
protein that inhibits translation by binding to GGA motifs around the ribosome-binding site of
target mRNAs (Romeo and Babitzke, 2018). Binding of CsrB and CsrC to CsrA titrates CsrA away

Frontiers in Microbiology | www.frontiersin.org 1 October 2020 | Volume 11 | Article 57053633

https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/journals/microbiology#editorial-board
https://www.frontiersin.org/journals/microbiology#editorial-board
https://doi.org/10.3389/fmicb.2020.570536
http://creativecommons.org/licenses/by/4.0/
mailto:youssef.elmoualibenomar@helmholtz-hiri.de
mailto:youssef.elmoualibenomar@helmholtz-hiri.de
https://doi.org/10.3389/fmicb.2020.570536
http://crossmark.crossref.org/dialog/?doi=10.3389/fmicb.2020.570536&domain=pdf&date_stamp=2020-10-14
https://www.frontiersin.org/articles/10.3389/fmicb.2020.570536/full
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles


fmicb-11-570536 June 30, 2021 Time: 10:20 # 2

El Mouali et al. CRP-cAMP Represses CsrC in Salmonella

from its target mRNAs, thereby counteracting its inhibitory
activity (Liu et al., 1997; Weilbacher et al., 2003).

CRP is a transcription factor that acts as a metabolic sensor
and becomes active upon binding to the intracellular second
messenger cAMP (cyclic adenosine monophosphate) (Görke and
Stülke, 2008). Interaction of CRP-cAMP with DNA leads to
activation or repression of its target genes. In E. coli, it has been
shown that CRP-cAMP represses the expression of both CsrB
and CsrC (Pannuri et al., 2016). While repression of CsrB occurs
through an indirect mechanism, the repression of CsrC occurs
by direct binding of CRP-cAMP to the promoter region of csrC,
where it competes with the csrC activator UvrY (Pannuri et al.,
2016). In Salmonella, the homolog of the two-component system
BarA-UvrY is BarA-SirA (Johnston et al., 1996), which, as in
E. coli, it also positively regulates the expression of CsrB and
CsrC (Teplitski et al., 2003; Fortune et al., 2006; Martínez et al.,
2011). Expression studies using S. enterica cultures on solid media
indicates that CRP-cAMP, in contrast to its role described in
E. coli, positively regulate the expression of CsrB and CsrC via
upregulation of sirA (Teplitski et al., 2006). In S. enterica other
sRNAs, such as CyaR and Spot 42, are also regulated by CRP-
cAMP, acting as an activator for CyaR and as a repressor for Spot
42 (Papenfort et al., 2008; El Mouali et al., 2018).

In this study we investigated the role of CRP-cAMP in
the expression of the sRNAs CsrB and CsrC in the model
organism S. enterica using liquid cultures. We describe that
CsrC, but not CsrB, display a growth-dependent expression
pattern. CsrC expression is silenced during logarithmic growth
and highly expressed upon entry into stationary phase, while
CsrB expression seems to be constitutive through the growth
curve. CRP-cAMP plays a relevant role in this growth-dependent
regulatory network. CRP-cAMP differentially regulates the levels
of CsrB and CsrC as it does not affect CsrB expression
but represses CsrC expression during logarithmic growth.
Remarkably, while SirA is required for full expression of CsrC,
the CRP-cAMP-mediated repression during logarithmic growth
seems to be independent of SirA-mediated regulation. Our data
further indicates that Spot 42 contributes to the CRP-cAMP-
induced repression of CsrC, suggesting that CRP-cAMP and Spot
42 converge into the differential regulation of CsrB and CsrC in
Salmonella.

RESULTS

CRP-cAMP Represses CsrC Levels at
the Logarithmic Growth Phase
In order to study the CRP-cAMP mediated regulation of CsrB
and CsrC in Salmonella, the expression of both sRNAs was
monitored using transcriptional reporter fusions. The regulatory
elements controlling CsrB and CsrC expression in Salmonella
have been identified in silico and characterized experimentally
(Martínez et al., 2014). Accordingly, the described regulatory
regions of CsrB (−403, +18) and CsrC (−347, +60) were
cloned as lacZ transcriptional fusions in the pQF50 vector
(Farinha and Kropinski, 1989), allowing to monitor the levels

of CsrB and CsrC during growth. The contribution of CRP-
cAMP was assessed by determining the expression level of
CsrB and CsrC in wild-type (WT) and in a 1crp mutant
strain, lacking the transcriptional factor CRP. In rich media,
no differences in growth rate could be observed in WT and
1crp strains carrying either csrB-lacZ or csrC-lacZ (Figure 1A).
Transcriptional expression was monitored during logarithmic
growth (OD600 nm 0.4) and upon entry into stationary phase
(OD600 nm 2.0). In the WT, CsrB expression was apparently
identical in the two growth phases (Figure 1B). By contrast,
CsrC displayed a growth-dependent expression pattern, being
less expressed during logarithmic growth and being induced after
entering stationary phase (Figure 1B). Remarkably, CRP-cAMP
contributes to the CsrC growth-dependent expression pattern. In
1crp, the expression of CsrC is induced when compared to WT
at the logarithmic phase and to a lesser extent at the stationary
phase, indicating that CRP-cAMP represses CsrC expression
(Figure 1B). By contrast, no effect on CsrB regulation by CRP-
cAMP was observed. These results were unexpected since it was
previously described that CRP-cAMP acts as an activator of both
CsrB and CsrC expression when Salmonella is grown on LB
agar media (Teplitski et al., 2006). To discern if the discrepancy
could be consequence of differences in the genetic constructs
used to monitor gene expression, a similar experiment as in
Teplitski et al. (2006) was performed using our strains. The
transcriptional expression was monitored after growth on LB agar
media. Consistently with the previous report, the transcriptional
expression of CsrB and CsrC was strongly diminished in a 1crp
derivative strain compared to WT when Salmonella cells were
grown on LB agar media as noted by the white colony phenotype
of 1crp when compared to the blue colony phenotype of WT
(Supplementary Figure S1; Teplitski et al., 2006). Altogether,
CRP-cAMP seem to be required for activation of the expression
of CsrB and CsrC in solid media, while it acts as a repressor of
CsrC particularly at logarithmic growth phase. This indicates that
CRP-cAMP-mediated regulation of CsrB and CsrC is dependent
on the growth conditions.

The differential regulation of CsrC and CsrB by CRP-cAMP
at the logarithmic growth phase was further corroborated by
the direct RNA detection of CsrB and CsrC. In the WT, CsrC
transcript was barely detected, indicating that CsrC expression
is tightly silenced. In the 1crp strain, high levels of CsrC were
detected indicating that CRP-cAMP is involved in the CsrC
silencing during logarithmic growth (Figure 1C). Contrasting
the CRP-cAMP-dependent changes in CsrC levels, CsrB was not
influenced by knockout of 1crp (Figure 1C), thereby agreeing
with the results of our transcriptional fusions (Figure 1B).
In addition, deletion of 1csrB cause a mild upregulation of
CsrC, presumably by affecting the positive feed forward loop
that free CsrA protein exerts on its repressors CsrB and CsrC
(Romeo and Babitzke, 2018).

CRP becomes active upon binding to cAMP, which is
produced by the adenylate cyclase Cya. Therefore, absence of crp
or cya should display similar expression profiles. Accordingly,
the expression of CsrC in logarithmic growth phase is induced
in the 1cya derivative strain when compared to WT while no
change was observed in the expression of CsrB (Figure 1D).
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FIGURE 1 | The expression of csrC is repressed at the logarithmic growth phase in a CRP-cAMP mediated manner. (A) Growth curve in LB at 37◦C of Salmonella
SV5015 strain (WT) and its isogenic 1crp mutant, carrying either a plasmid fusion of csrB-lacZ or csrC-lacZ. (B) Transcriptional expression of csrB and csrC.
Samples from cultures in A were taken at either an OD600 nm of 0.4 or an OD600 nm of 2.0 for determination of the β-galactosidase activity in Miller units (M.U.).
(C) Northern blot analyses of the csrB and csrC transcripts. Total RNA samples from cultures of WT (SV5015) and its derivatives 1crp, 1csrB, and 1csrC grown in
LB up to an OD600 nm of 0.4 were analyzed. Detection of the 5S transcript was used as a control. Transcriptional expression of csrB (D) and csrC (E) in the cya
mutant strain and chemical complementation. Cultures of WT, 1crp and 1cya derivatives were grown in LB either in the absence or in the presence of cAMP (5 mM)
at 37◦C up to logarithmic phase (OD600 nm of 0.4) and samples were taken for β-galactosidase measurement. In B, C and D; β-galactosidase activity was
determined for three independent cultures, average and standard deviation are presented. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; ns, not significant.

To further confirm the involvement of CRP-cAMP in CsrC
regulation, chemical complementation of 1cya was carried out
by ectopic addition of cAMP. The addition of cAMP repressed
the expression of CsrC in the 1cya derivative strain while no
effect was observed in CsrB expression (Figure 1E). Our data
indicate that CRP-cAMP is involved in the growth-dependent
regulation of CsrC by repressing its expression.

CRP-cAMP-Mediated Repression of
CsrC via a SirA-Independent Pathway
To further characterize the CRP-cAMP mediated regulation
of CsrC, a chromosomal csrC-lacZ fusion was generated. In

agreement with earlier results, chromosomal csrC-lacZ has a
growth dependent expression pattern, where it is lowly expressed
at the logarithmic growth phase and induced upon entry into
early stationary phase (Figure 2A). Interestingly, we further
observed an eightfold induction of the chromosomal csrC-lacZ
fusion in the 1crp background when compared to the WT, which
was only true during logarithmic growth (Figure 2A).

The BarA-SirA two-component system was described to
positively regulate the expression of CsrC (Teplitski et al.,
2006). The possible involvement of BarA-SirA in the regulation
of CsrC by CRP-cAMP was assessed. SirA deletion leads to
a decrease of the overall transcriptional expression of the
chromosomal csrC-lacZ fusion, 28.2 ± 0.8 Miller units in 1sirA
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FIGURE 2 | CRP-cAMP mediated repression of csrC is independent of SirA.
(A) Transcriptional expression of chromosomal csrC-lacZ fusion was
monitored in WT and 1crp mutant genetic backgrounds. Cultures were grown
in LB at 37◦C up to an OD600 nm of either 0.4 or 2.0. (B) Transcriptional
expression of the chromosomal csrC-lacZ fusion was monitored in WT, 1crp,
1sirA, and 1crp1sirA genetic backgrounds. The transcriptional expression is
shown in relative values. In each case, the reference (crp+, WT) was set as
1.0. Miller units of the crp+ backgrounds were 308 ± 19 and 28 ± 0.8 for WT
and 1sirA, respectively. β-galactosidase activity was determined for three
independent cultures, average and standard deviation is presented.
****p < 0.0001; ns, not significant.

compared to 308.8 ± 19.3 Miller units in WT. Interestingly,
despite the overall lower expression levels of CsrC in the 1sirA
background, the deletion of 1crp led to a sixfold increase
in the transcriptional expression of csrC-lacZ compared to
WT (Figure 2B), indicating that CRP-cAMP modulates csrC
expression via a SirA-independent mechanism.

In E. coli, it was proposed that CRP-cAMP represses CsrC
expression through binding to the upstream region of csrC and
competing with UvrY, the SirA homolog (Pannuri et al., 2016).
In Salmonella, SirA induces CsrC expression by binding ∼160–
168 bp upstream of the csrC promoter (Figure 3A; Martínez
et al., 2014). Alignment of the upstream promoter regions of
CsrC from E. coli and Salmonella showed that SirA binding

site is conserved, whereas the CRP-cAMP binding site displays
a lesser extent of conservation (Supplementary Figure S2).
To characterize if CRP-cAMP binding to the csrC promoter is
required for the described regulation, an additional csrC-lacZ
fusion was generated where the putative binding sites of these
transcriptional factors are not present. As shown in Figure 3A,
the pQF50 cloned fragment csrC347-lacZ (−347, +60) maintains
SirA/CRP binding sites while csrC91-lacZ (−91, +60) does not.
Remarkably, in both csrC347-lacZ and csrC91-lacZ an induction
of expression is observed in the 1crp strain when compared to
WT (Figure 3B). These results suggest that CRP-cAMP represses
the expression of CsrC during logarithmic growth phase via a
mechanism that is independent of the competition between SirA
and CRP for the csrC promoter.

The sRNA Spot 42 Positively Regulates
CsrC
In Salmonella, CRP-cAMP represses the expression of the
regulatory sRNA Spot 42 in a growth-dependent manner (El
Mouali et al., 2018). The similarity of the expression profiles of
Spot 42 and CsrC, let us to hypothesize that CRP-cAMP might
regulate CsrC via modulation of Spot 42 levels. To this end, we
determined CsrC expression during logarithmic growth upon
ectopic expression of Spot 42. Remarkably, CsrC transcript levels
were strongly induced upon Spot 42 overexpression (pBRSpot
42) when compared to the vector control strain (pBRVC)
(Figure 4A). In contrast, no accumulation of CsrB was detected
upon overexpression of Spot 42 (Figure 4A). Further supporting
our hypothesis, Spot 42 seemed to differentially regulate CsrB
and CsrC expression (Figure 4A), similar to the described
CRP-cAMP-mediated regulation (Figure 1C). To verify this
observation, we overexpressed Spot 42 in the chromosomal csrC-
lacZ fusion background, resulting in a threefold induction of
CsrC when compared to the vector control strain (Figure 4B).
The Spot 42-mediated regulation of CsrC may account for the
described repression of CsrC by CRP-cAMP. The contribution of
Spot 42 on the induction of CsrC in 1crp was further assessed.
The CsrC derepression in a 1crp mutant strain drops in absence
of Spot 42 (1spf ) as compared to a Spot 42 proficient strain
indicating that Spot 42 contributes to the CsrC derepression in
a 1crp background (Figure 4C).

Interestingly, it has been described that SirA can bind to the
promoter region of spf (Zere et al., 2015), suggesting that SirA
might be regulating Spot 42. However, transcriptomic data of
1sirA compared to WT in Salmonella indicates that Spot 42 it is
not regulated by SirA (Colgan et al., 2016). The effect of SirA on
Spot 42 expression was assessed, using a chromosomal spf -lacZ
in the presence and absence of SirA in both WT and 1crp genetic
backgrounds at logarithmic growth phase. As previously shown,
Spot 42 expression is induced in the 1crp mutant compared
to WT (El Mouali et al., 2018; Figure 5A). Remarkably, no
regulation was observed in the absence of SirA and induction of
Spot 42 expression in the 1crp mutant strain is still observed
in absence of SirA (Figure 5A). These results indicate that
SirA it is not regulating Spot 42 expression under the studied
conditions. Furthermore, SirA was not required for the positive
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FIGURE 3 | CRP-cAMP represses CsrC in absence of SirA binding site. (A) Diagram of the lacZ transcriptional fusions present in the pQFcsrC and pQFcsrC-91
plasmids. The csrC upstream sequences cloned in pQF50, –347/ + 60 and –91/+60, are depicted. The relative position of the SirA binding site and the putative
CRP-cAMP binding site are indicated with a purple and green rectangle. (B) Transcriptional expression of the lacZ fusions described in A in WT and 1crp genetic
backgrounds. In all cases, cultures were grown in LB at 37◦C up to an OD600 nm of 0.4. β-galactosidase activity was determined for three independent cultures,
average and standard deviation are presented. ***p < 0.001; ****p < 0.0001.

effect of Spot 42 on CsrC expression as concluded from csrC-
lacZ expression studies under Spot 42 overexpression in both
WT and 1sirA. In both genetic backgrounds, the overexpression
of Spot 42 induces the expression of csrC-lacZ to a similar fold
(Figure 5B), consistent with no involvement of SirA in the
CRP-cAMP mediated regulation of CsrC.

Altogether, our data indicate that CRP-cAMP differentially
regulates CsrB and CsrC at the logarithmic growth phase where
it represses specifically CsrC but not CsrB. The CRP-cAMP
regulated sRNA Spot 42 arise as new regulator of the Csr regulon
in Salmonella.

DISCUSSION

CRP-cAMP is a global regulator initially described to regulate
metabolic genes in response to nutrient stimuli. Adding to its
more prominent role as transcriptional regulator of mRNAs,
CRP-cAMP was also described to regulate the expression of
sRNAs such as CyaR, Spot 42, and FnrS (Polayes et al., 1988;
Papenfort et al., 2008; De Lay and Gottesman, 2009; Durand
and Storz, 2010). CRP-cAMP also modulates the expression of
the sRNAs CsrB and CsrC which regulate CsrA protein activity
via titration. Previous studies reveal apparent discrepancies
in the role of CRP-cAMP on CsrB and CsrC expression. In
E. coli, CsrB and CsrC are both repressed by CRP-cAMP, being
CsrC expression directly repressed by CRP-cAMP via binding
competition with the transcriptional activator UvrY (Pannuri
et al., 2016). CRP-cAMP activity is modulated, among others,
by the phosphorylation state of the EIIAGlc, which is involved
in glucose transport. When phosphorylated, it stimulates cAMP
production, promoting the activity of CRP-cAMP. Surprisingly,
dephosphorylated EIIAGlc interacts with CsrD and promotes the
degradation of CsrB and CsrC by RNAseE (Leng et al., 2016).
In other words, conditions that promote the transcriptional
derepression of CsrC and CsrB via CRP-cAMP also promote the

degradation of these transcripts (Leng et al., 2016; Pannuri et al.,
2016). In contrast, in Salmonella CRP-cAMP has been described
to play a positive role on CsrB and CsrC expression when it is
grown on LB agar media (Teplitski et al., 2006). Although we
corroborate these data, we also demonstrate that in LB liquid
media, CRP-cAMP differentially regulates CsrB and CsrC. At the
logarithmic phase, CsrC but not CsrB is repressed. The alterations
in the cell physiology when growing planktonically and within
a colony may account for the different regulation described for
CsrB and CsrC in Salmonella. In addition of being differentially
regulated by CRP-cAMP, CsrB, and CsrC depicted distinct
expression profiles during the growth curve. CsrB expression
seems to be constitutive, whereas, CsrC expression is silenced
during logarithmic growth and induced in early stationary phase.
The fact that production of CsrC but not CsrB is growth
phase dependent indicates that each RNA responds differently
to specific environmental inputs. CRP-cAMP is involved in the
growth-dependent regulation of CsrC, suggesting that specific
physiological signals that alter CRP-cAMP levels would cause
alterations in the levels of CsrC and the concomitant alterations
of free CsrA levels that would modulate gene expression to
promote adaptation to the new conditions. The differential
regulation of CsrB and CsrC, not only by CRP-cAMP, but
potentially by additional regulators would provide sensitivity to
the Csr system. Far from an ON/OFF state, the Csr regulon
would display a scale of grays that would allow the bacteria to
fine-tune gene expression in response to environmental stimuli.
Interestingly, differential regulation of CsrB and CsrC by CRP-
cAMP has been reported in Yersinia pseudotuberculosis, where
CRP-cAMP activates the expression of CsrC and represses
the expression of CsrB, highlighting complex species-specific
regulation of the Csr system (Heroven et al., 2012).

SirA is an activator of CsrB and CsrC (Teplitski et al.,
2006; Martínez et al., 2011, 2014. While we observe that
SirA is required for full activation of CsrC, our data let us
conclude that SirA is not involved in the deregulation of

Frontiers in Microbiology | www.frontiersin.org 5 October 2020 | Volume 11 | Article 57053637

https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles


fmicb-11-570536 June 30, 2021 Time: 10:20 # 6

El Mouali et al. CRP-cAMP Represses CsrC in Salmonella

FIGURE 4 | Spot 42 positively regulates the expression of CsrC. (A) Northern blot detection of CsrB, CsrC, and Spot 42 was carried out in strains carrying either the
pBRplacVC (control) or pBRplac Spot 42 (overexpressing the sRNA Spot 42). 5S RNA was monitored as loading control. (B) Transcriptional expression of the
chromosomal csrC-lacZ fusion upon ectopic expression of the sRNA Spot 42 compared to the strain carrying the control vector (pBRplacVC). (C) Transcriptional
expression of the chromosomal csrC-lacZ fusion was monitored in WT, 1spf, 1crp, and 1spf1crp genetic backgrounds. In all cases cultures were grown in LB at
37◦C up to an OD600 nm of 0.4. β-galactosidase activity was determined for three independent cultures, average and standard deviation is presented.
****p < 0.0001, ***p < 0.001.

CsrC when CRP-cAMP is depleted. The CsrC deregulation
was detected both in absence of SirA and when the SirA
binding site was removed from the csrC promoter. Our data
indicate that the sRNA Spot 42, which is transcriptionally
repressed by CRP-cAMP at the logarithmic growth phase,
positively regulates CsrC expression but it does not affect
CsrB (Figure 6). This suggests a model where CRP-cAMP
differentially regulates CsrB and CsrC via derepression of the
trans-encoded sRNA Spot 42. Of note, Spot 42 does not seem
to be solely responsible for the derepression of CsrC in absence
of crp, as a partial derepression of CsrC is still observed in
absence of crp and spf. Suggesting that, CRP-cAMP additionally

represses CsrC expression through a Spot 42 independent
mechanism (Figure 6).

The role of Spot 42 in the regulation of CsrC seem to be
restricted to logarithmic growth phase and it is not involved in
the stationary phase dependent induction. Expression of csrC-
lacZ is induced at stationary phase compared to logarithmic
growth phase in both the WT and the 1spf backgrounds
(Supplementary Figure S3). Consistently, transcriptomic data
indicates that the expression level of Spot 42 is downregulated
100-fold upon entry into stationary phase when compared to
logarithmic growth (Kröger et al., 2013). In agreement, Spot
42 might be responsible to fine-tune the expression of CsrC
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FIGURE 5 | Spot 42 regulates CsrC in a SirA-independent manner. (A) Transcriptional expression of the chromosomal spf-lacZ fusion (Spot 42 expression) was
monitored in WT, 1crp, 1sirA, and 1crp1sirA genetic backgrounds. (B) Transcriptional expression of the chromosomal csrC-lacZ fusion upon ectopic expression of
the sRNA Spot 42 compared to the strain carrying the control vector (pBRplacVC) in a WT and a 1sirA backgrounds. The transcriptional expression is shown in
relative values. In each case, the reference (pBRVC) was set as 1.0. Miller units of the pBRVC backgrounds were 159 ± 21 and 20 ± 2.2 for WT and 1sirA,
respectively. In all cases, cultures were grown in LB at 37◦C up to an OD600 nm of 0.4. β-galactosidase activity was determined for three independent cultures,
average and standard deviation are presented. *p < 0.05; ***p < 0.001; ****p < 0.0001; ns, not significant.

FIGURE 6 | Proposed model for CRP-cAMP mediated repression of CsrC at the logarithmic growth phase. In green, positive regulation is indicated. In red, negative
regulation is indicated. SirA, when phosphorylated, it positively regulates CsrB and CsrC. CRP-cAMP represses CsrC and Spot 42. In addition, Spot 42 positively
regulates CsrC levels.

in conditions where the CRP-cAMP activity is downregulated
similarly as it occurs for the Spot 42-regulated hilD mRNA
(El Mouali et al., 2018).

In this report, we provide new insights in the link between
the CRP-cAMP and Csr regulons in Salmonella. We demonstrate
that CRP-cAMP differentially regulates CsrB and CsrC. These
two sRNAs are considered functionally redundant but our results
suggest that they respond distinctly under specific environmental
and physiological conditions in Salmonella. The presence of

CsrB alone would affect the free pool of CsrA to a lesser extent
than when both CsrB and CsrC sRNAs are present. This fine-
tuning of the free CsrA levels would affect the Csr regulon where
high affinity mRNA targets will require reduced amounts of free
CsrA whereas low affinity targets will require full derepression
of CsrA. We show that CRP-cAMP and its target sRNA Spot 42
contribute to the overall levels of CsrB and CsrC. Its contribution
allows Salmonella to tightly control the levels of free CsrA in
response to environmental stimuli. These features contribute to
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the versatility of pathogenic bacteria such as the model organism
Salmonella enterica.

MATERIALS AND METHODS

Bacterial Strains, Plasmids, and Growth
Conditions
The bacterial strains, derivatives of Salmonella enterica serovar
Typhimurium SL1344, were cultivated in Lysogeny broth (LB;
tryptone 10 g/l, yeast extract 5 g/l and sodium chloride 10 g/l).
When required, media was supplemented with the antibiotics
indicated, ampicillin (Amp) 100 µg/ml, chloramphenicol (Cm)
15 µg/ml or kanamycin (Km) 50 µg/ml. Bacterial cultures
were inoculated at an OD600 nm of 0.001, cultures reaching
OD600 nm 0.4 were considered logarithmic growth and reaching
OD600 nm 2.0 was considered early stationary phase. The
bacterial strains and plasmids used in this study are listed in
Supplementary Tables S1, S2, respectively.

Genetic Manipulations
Deletion strains were generated by standard gene replacement
as previously described (Datsenko and Wanner, 2000). For
chromosomal csrC-lacZ transcriptional fusion. The csrC:Cm
strain was cured from the antibiotic resistance as previously
described (Cherepanov and Wackernagel, 1995). The resulting
csrC:frt strain carrying the FRT scar was further used to
obtain chromosomal csrC-lacZ by integration of pKG136 as
previously described (Ellermeier et al., 2002). Chromosomal
spf -lacZ was obtained as for CsrC (El Mouali et al., 2018).
Oligonucleotides used for strains construction are listed in
Supplementary Table S3.

Plasmidic transcriptional fusions were generated for csrB and
csrC. The regulatory regions of interest were PCR amplified,
BamHI/HindIII digested and ligated within pQF50 (Farinha
and Kropinski, 1989). Spot 42 was cloned in pBRplac (Guillier
and Gottesman, 2006; Beisel and Storz, 2011). Spot 42 was
PCR amplified, AatII/EcoRI digested and ligated in pBRplac.
Spot 42 was expressed constitutively in Salmonella (El Mouali
et al., 2018). Oligonucleotides used for cloning are listed in
Supplementary Table S3.

β-Galactosidase Activity Assay
Strains of interest were grown to logarithmic growth phase
(OD600 nm 0.4) or early stationary phase (OD600 nm 2.0).
β-galactosidase activity was measured as described previously
(Miller, 1992). Shortly, 100 µl of culture was added to 900 µl
of buffer Z (60 mM Na2HPO4, 40 mM NaH2PO4, 10 mM KCl,
1 mM MgSO4, and 50 mM 2-mercaptoethanol, pH 7) and cells
were lysed by the addition of 10 µl of toluene. Reactions were
incubated at 28◦C and β-galactosidase activity was measured
upon addition of 200 µl of ONPG (4 mg/ml). Reactions were
stopped by the addition of 500 µl of Na2CO3 (1 M). The
OD420 nm and OD550 nm was measured and Miller Units were
calculated as previously described (Miller, 1992). β-galactosidase
activity determination was performed in technical duplicates for
each of three biological replicates.

Total RNA Isolation and Northern Blot
Strains of interest were grown to logarithmic growth phase
(OD600 nm 0.4). The biomass of 4 units of OD600 nm was
collected, and total RNA extracted by classic hot phenol method.
Shortly, the cells were resuspended in 600 µl of TE (10 mM
Tris-HCl, 1 mM EDTA, pH 8.0) containing 0.5 mg/ml lysozyme.
Then, 60 µl of 10% SDS (w/v) was added; mixed by inversion
and incubated at 64◦C for 1–2 min. After the incubation, 66 µl of
sodium acetate pH 5.2 (1 M) was added and mixed by inversion.
For RNA extraction, 750 µl of Roti-Aqua phenol was added to
the samples, mixed by inversion and incubated at 64◦C for 6 min.
Upon centrifugation (15 min, 13,000 rpm, 4◦C), the top aqueous
layer was transferred to a fresh 2 ml microcentrifuge tube, and
750 µl of chloroform was added. The samples were mixed and
upon centrifugation (12 min, 13,000 rpm, 15◦C), the upper
aqueous layer was transferred into a new tube and precipitated
with 30:1 mix of ethanol and sodium acetate (1 M, pH 6.5).
The samples were incubated for 2–3 h or overnight at −20◦C.
The samples were then centrifuged and precipitated RNA was
resuspended in water and concentration measured by NanoDrop.
Samples of 10 µg of total RNA were subjected to electrophoretic
separation in Tris-Borate-EDTA (TBE) 8% acrylamide gels
containing 8.3 M urea. RNAs were transferred to Hybond
N+ (GE Healthcare) filters by semi-dry TBE based transference.
Transcripts of interest were detected by hybridization with 5′
radiolabeled oligos as probes. Images were obtained with the
FLA-5100 imaging system (Fujifilm). Oligonucleotides used as
probes are listed in Supplementary Table S3.

Statistical Analysis
Graph Pad 8.0 software was used for data analysis. Unpaired two-
tailed Student’s t-test were carried out for two groups comparison
and p < 0.05 were considered significant.
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Transfer RNA (tRNA) is the central molecule in genetically encoded protein synthesis.
Most tRNA species were found to be very similar in structure: the well-known cloverleaf
secondary structure and L-shaped tertiary structure. Furthermore, the length of the
acceptor arm, T-arm, and anticodon arm were found to be closely conserved. Later
research discovered naturally occurring, active tRNAs that did not fit the established
‘canonical’ tRNA structure. This review discusses the non-canonical structures of some
well-characterized natural tRNA species and describes how these structures relate to
their role in translation. Additionally, we highlight some newly discovered tRNAs in which
the structure–function relationship is not yet fully understood.

Keywords: tRNA, non-canonical, genetic code expansion, identity elements, translation, selenocysteine,
pyrrolysine, mitochondria

INTRODUCTION

Transfer RNAs (tRNAs) range in length between 70 and 100 nucleotides. tRNAs are acylated with
the cognate amino acid by their cognate aminoacyl-tRNA synthetase (aaRS), and the resulting
aminoacyl-tRNAs are substrates for ribosomal protein synthesis. tRNAs were determined early on
to have a highly conserved cloverleaf secondary structure (Figure 1A) (Holley et al., 1965) and an
L-shaped tertiary structure (Figure 1B) (Cramer et al., 1969). The cloverleaf secondary structure is
formed from Watson–Crick base pairs (bp) which create helical stems typically ending in unpaired
bases to form loops. These arms (stem and loop) include the acceptor arm, D-arm, anticodon arm,
T9C arm (T-arm), and a variable arm. Of these features, the acceptor arm, anticodon arm and
T-arm are highly conserved in size, while the D-arm and variable arm can differ.

The stems of the acceptor arm and T-arm are found to have 7 and 5 bp, respectively, to give
the canonical 7/5 configuration. Occasionally, a base-pair mismatch is found in the acceptor stem,
which does not disrupt the conformation of the helix. Furthermore, the acceptor arm has four 3′-
terminal residues which are not base paired: the discriminator base (Crothers et al., 1972) and the
CCA tail. The 3′-terminal adenosine is in the form of a slightly activated ester to bind to the amino
acid. The 3′-strand of the acceptor stem is directly connected to the T-stem, while the 5′-strand is
connected to the D-stem by two unpaired bases. The length of the D-stem varies amongst tRNAs;
most of them have between three and 5 bp leading up to the D-loop. The anticodon stem is also
highly conserved in length, being found to consistently have 5 bp before ending with the anticodon
loop. The anticodon loop has 7 nucleotides, with the three residues in the center of the anticodon
loop (anticodon) participating in mainly Watson–Crick (but also sometimes non-Watson–Crick
or wobble base) interactions with the codon of the mRNA. Finally, the variable loop is the least
conserved amongst all tRNAs (Sigler, 1975). tRNAs are classified into two groups based on the
size of their variable loops. Most tRNAs fall into class I and have four or five nucleotides in the
variable loop, while class II tRNAs including tRNASer , tRNALeu, and tRNATyr have long variable
loops consisting of 10 or more nucleotides (Sprinzl et al., 1998).
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FIGURE 1 | (A) Secondary and (B) tertiary representation of a tRNA molecule colored based on specific regions: acceptor arm (green), T-arm (dark blue), D-arm
(light blue), variable arm (yellow), anticodon arm (pink). The cloverleaf (secondary structure) model includes the standard tRNA numbering. Dashed lines correspond
to the tertiary interactions which form the L-shape observed with tRNAs.

The conserved L-shape of tRNA is facilitated by base stacking
and tertiary interactions between conserved or semi-conserved
nucleotides. One arm of the L is formed from stacking of
the acceptor stem with the T-stem, while the other arm is
formed from stacking of the D-stem and anticodon stem.
The conserved and semi-conserved nucleotides which form the
tertiary interactions are found in the D- and T-loops; specifically
G18 with 955 and G19 with C56 (Figure 1A) (Hou, 1993).
Additional tertiary interactions are found throughout the tRNA,
including interactions between the D-stem and variable loop,
the connecting base U8 and A14 in the D-loop, and stabilizing
interactions within the T-loop and anticodon loop. Furthermore,
stabilization often occurs at the level of the codon:anticodon
interaction via tRNA modifications typically found at position
34, the wobble base in the anticodon, or position 37 which is just
prior to the anticodon (Lyons et al., 2018). The conserved tRNA
structure and sequences are crucial for functionality of the tRNA,
including interaction with modifying enzymes (i.e., CCA-adding
enzyme) and positioning in the ribosome (Lorenz et al., 2017).

Although tRNA structures are highly conserved, they do
contain distinguishing elements which allow recognition by
their cognate aaRS. These distinguishing elements, referred
to as identity elements, are the only residues required for
recognition by that aaRS. Common identity elements include
the discriminator base and the anticodon; however, they are not
limited to those regions. Identity elements of tRNAs have been
extensively reviewed (Giegé et al., 1998) and therefore will not be
discussed in detail here.

Instead, we focus on tRNAs with structures that deviate from
canonical tRNAs. The nature of the proper secondary structure
model of tRNAs was widely discussed (Hubert et al., 1998).
Diverse experimental strategies (chemical and enzymatic RNA

probing, phylogenetic analyses, and finally structural studies)
showed the presence of natural tRNAs which lack the canonical
7/5 structure. As genomic studies expanded, many more tRNA
genes with unique features were discovered. Some of these were
poorly annotated due to the presence of unusual recognition
elements, an anticodon sequence that disagreed with the other
identity elements of the tRNA, or an irregular secondary
structure.

tRNASec

Discovered as the 21st amino acid in 1976, incorporation
of selenocysteine (Sec) into proteins occurs naturally in all
domains of life (Cone et al., 1976). Unlike the translational
mechanism of inserting the first 20 identified amino acids
into proteins, incorporation of Sec into selenoproteins is more
nuanced and involves additional steps. First, a specialized
tRNASec initially becomes aminoacylated with serine (Ser) by
seryl-tRNA synthetase (SerRS) to form Ser-tRNASec. The serine
hydroxyl group is then substituted with selenium to form
Sec. In bacteria, this occurs in a single step with the enzyme
selenocysteine synthase (SelA), while in archaea and eukaryotes,
it is a two-step process involving first phosphorylation of
the Ser with phosphoseryl-tRNASec kinase (PSTK) followed by
its replacement with selenium by O-phosphoseryl-tRNASec:Sec
synthase (SepSecS) (Figure 2A). The fully aminoacylated Sec-
tRNASec product is then transported to the ribosome and
incorporated into the nascent peptide at a UGA codon via
a specialized elongation factor, SelB (also referred to as
eEFSec in eukaryotes). SelB distinguishes UGA codons for Sec
incorporation over UGA stop codons through recognition of a
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FIGURE 2 | (A) Aminoacylation pathway for tRNASec is different in bacteria compared to archaea and eukaryotes. An additional step is required in the latter, resulting
in an intermediate tRNASec containing a phosphoserine moiety. (B) Bacterial and (C) archaeal and eukaryotic elongation pathways for tRNASec. A selenocysteine
insertion sequence (SECIS) element is required in the mRNA sequence which forms a hairpin in the 3′ translated region for bacteria or 3′ untranslated region for
archaea and eukaryotes. A unique elongation factor [SelB (sometimes referred to as EFSec)] is required in all systems.

hairpin in the mRNA [Sec Insertion Sequence (SECIS) element]
(Figures 2B,C) (reviewed in Serrao et al., 2018).

This rather complicated translational process is distinct from
the translation pathway of the other 20 canonical amino acids.
Therefore, it does not come as a surprise that tRNASec does not
conform to the structure of a canonical tRNA. From secondary
structure predictions, it was evident that bacterial and archaeal
tRNASec both have a 13 bp acceptor domain (acceptor stem
and T-stem) with an 8/5 and 9/4 structure, respectively (Schön
et al., 1989; Sturchler et al., 1993; Hubert et al., 1998). However,
this was not so clear for eukaryotes. The information obtained
through modeling was torn between tRNASec adopting a 9/4
structure like the archaeal tRNASec or the canonical 7/5 structure
observed in all other eukaryotic tRNAs known at the time
(Ioudovitch and Steinberg, 1998; Steinberg et al., 1998). Without
three-dimensional data to gather information from, researchers
turned to phylogenetics to settle the debate. With eukaryotic
and archaeal translational machineries being very similar to
one another, it suggested that their tRNAs would have similar
structures.

This provided the necessary evidence for eukaryotic tRNASec

to be accepted as having a 9/4 structure even before the structural
data was able to confirm it over a decade later (Hubert et al.,

1998; Itoh et al., 2009; Palioura et al., 2009). The 9/4 structure
of eukaryotic tRNASec would imply that the 8th residue would
be base paired in the acceptor stem and unable to participate
in binding to SerRS, a common interaction in canonical pairs
of aaRSs and tRNAs. This is in contrast to what is found in
E. coli tRNASec with G8 forming a novel tertiary interaction with
A21 and U14 (Sturchler et al., 1993). However, even with the
proposed 9/4 arrangement, the overall tRNA secondary structure
still has non-paired residues in positions 8 and 9 which in theory
could participate in the aforementioned interactions. Crystal data
show that this is not the case and there is instead an open cavity
in the tertiary core with positions 8 and 9 not participating in
any tertiary interactions. Instead, a different unique base triple
is found in eukaryotic tRNASec with U20 forming an interaction
with the commonly found G19:C56 pair (Itoh et al., 2009). In
addition to the canonical tertiary interactions between the D-
and T-loops, a novel interaction was found between C16 in the
D-loop and C59 in the T-loop for E. coli which is similar to
the U16:U59 interaction in eukaryotic tRNASec. Moreover, the
tertiary interactions found between the variable arm and D-arm
in canonical tRNAs are absent in tRNASec (Figure 3). Although
this was predicted to create a different orientation of the variable
arm with respect to the overall L-shape of the tRNA through
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FIGURE 3 | Comparing cloverleaf structures of tRNASer with tRNASec from bacterial and eukaryotic species with specific focus on the tertiary structure of tRNASec.
Cloverleaf structures of (A) E. coli tRNASer and (B) E. coli tRNASec highlight differences in the acceptor domain and D-arm as well as different tertiary interactions.
(C) Bacterial A. aeolicus tRNASec (PDB ID: 3W3S; Itoh et al., 2013) forms the canonical L-shaped tertiary structure. A similar comparision is shown of (D) H. sapiens
tRNASer and (E) H. sapiens tRNASec. (F) The tertiary structure of H. sapiens tRNASec (PDB ID: 3A3A; Itoh et al., 2009) also shows a similar L-shape. The tRNA
structure elements are colored accordingly: acceptor arm (green), T-arm (dark blue), D-arm (light blue), variable arm (yellow), and anticodon arm (pink). Tertiary
interactions are represented by dashed lines with black lines being conserved interactions between the two tRNAs while magenta lines are unique to that tRNA.
Magenta boxes highlight important regions of tRNASec for interaction with aminoacylation and elongation machinery.
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biochemical studies (Baron et al., 1993), structures indicate that
indeed the variable arm of tRNASer and tRNASec are in an almost
identical orientation with respect to the T-arm (Itoh et al., 2009).

The unique structure of tRNASec, mainly the 13 bp acceptor
domain structure and long variable arm, are essential for its
function in translation (Mizutani and Goto, 2000). First, tRNASec

must be recognized by SerRS, which suggests it must have the
same identity elements as tRNASer . Since SerRS only recognizes
class II tRNAs, it follows that tRNASec is also a class II tRNA
(Schatz et al., 1991; Heckl et al., 1998). More specifically, it
is the long variable arm and G73 discriminator base which
SerRS recognizes for serylation of both tRNASer and tRNASec

(Breitschopf and Gross, 1994). The mechanism of how the
long variable arm serves as an identity element remains to be
elucidated. It is hypothesized that the orientation of the arm is
more important than the actual sequence based off of the low
conservation over different tRNASer sequences (Wu and Gross,
1993), but further studies suggest that there might be some
sequence identity in the variable arm of tRNASec (Ohama et al.,
1994). This coincides with the evidence that SerRS preferentially
binds 12 bp acceptor domain tRNAs. To get efficient serylation of
tRNASec, which has a 13 bp acceptor domain, specific residues in
the variable arm (and in the D-arm for eukaryotes) work together
to promote synthetase binding and thus serylation (Ohama et al.,
1994; Amberg et al., 1996; Fu et al., 2018).

Following serylation by SerRS, bacterial Ser-tRNASec must
then be recognized by SelA for conversion to Sec-tRNASec. One
of the striking features that distinguishes tRNASec from tRNASer

other than the acceptor domain, is the secondary structure of
the D-arm. The D-stem in tRNASec has 6 bp with a 4 base
D-loop while tRNASer has a 4 bp D-stem and 8–11 base D-loop
(Figures 3A,B). Kinetic data initially suggested that the unique
D-arm of bacterial tRNASec was the important feature for SelA
discrimination against tRNASer. This was later confirmed by
crystal structures to show that the N-terminal domain (NTD) of
SelA is responsible for interacting with the D-arm of tRNASec

(Figure 3C) (Itoh et al., 2013). Further studies found that the
interaction of SelA is not sequence-based but rather structural.
The presence of the 5th and 6th bp in the D-arm of tRNASec

(regardless of sequence) had a positive impact on its activity
(Ishii et al., 2013).

In eukaryotes, it is PSTK that must recognize Ser-tRNASec for
phosphorylation while at the same time excluding Ser-tRNASer .
Similar to bacteria, the length and secondary structure of the
D-arm differs between eukaryotic tRNASec and tRNASer . The
D-stem in tRNASec has 6 bp with a 4-base D-loop, while tRNASer

has a 4 bp D-stem and 8-base D-loop (Figures 3D,E). Studies
show that by simply adding 2 bp into the D-stem of tRNASer ,
it becomes a substrate for PSTK. Alternatively, by increasing
the 4-base D-loop of tRNASec to 8 bases, phosphorylation is
decreased (Wu and Gross, 1994). These results suggest that
the D-arm is a major identity element for PSTK recognition.
It was also discovered that a minor contributor for successful
phosphorylation is the T-stem length (tRNASec has a 4 bp T-stem
and tRNASer has 5 bp). This was observed by the slight decrease in
phosphorylation found by increasing the length of the T-stem in
tRNASec (Wu and Gross, 1994). These findings were confirmed

by the complex crystal structure. Crystal contacts were found
between PSTK and the D-arm and T-stem of tRNASec (Figure 3F)
(Chiba et al., 2010). In contrast to eukaryotic tRNASec, the
archaeal D-stem is 7 bp and not considered a major identity
element for PSTK recognition (reduction to 5 bp caused only a
minor decrease in phosphorylation). Instead, the 13 bp acceptor
domain binds to the NTD of PSTK as the major contributor
(Sherrer et al., 2011) while the minor contributor was formed
through the D-stem binding the C-terminal domain (CTD) of
PSTK (Sherrer et al., 2008).

After phosphorylation by PSTK, archaeal and eukaryotic
tRNASec must also be recognized by SepSecS to form Sec-tRNASec

for incorporation into the polypeptide chain. As with the other
enzymes involved in Sec incorporation, SepSecS distinguishes
tRNASec from the canonical tRNAs by the 13 bp acceptor domain
(Figure 3E) (Amberg et al., 1996). The role of the 13 bp acceptor
domain was determined to play a role in stabilization of tRNASec

for interaction with SepSecS. The co-crystal structure revealed
that the main interaction of tRNASec with SepSecS is through
its acceptor domain, where it approaches the tRNA from the
variable arm side and not through recognition of the D-arm
(Palioura et al., 2009).

The final step in translation of tRNASec is elongation. The
unique structure of tRNASec is also required for recognition by
SelB and rejection from the traditional elongation factors (EF-
Tu in bacteria and EF-1α in eukaryotes) used for canonical
tRNAs. In bacteria, EF-Tu was found to bind with 100-fold
weaker affinity to Ser-tRNASec than Ser-tRNASer . This was found
to be a result of the longer acceptor stem in tRNASec (8 bp
compared to 7 bp). This long acceptor stem is also the major
structural determinant for SelB binding and the feature which
distinguishes tRNASec from the canonical tRNAs (Forster et al.,
1990; Baron and Böck, 1991; Sturchler-Pierrat et al., 1995).
With eukaryotes and archaea, the structural determinant for
elongation is more specific. Phylogenetic considerations showed
conservation of U6:U67 and a non-Watson–Crick base pair
at 5a:67b in the acceptor stem of vertebrates, Drosophila and
Caenorhabditis elegans. In vertebrates and C. elegans the sequence
is a conserved wobble base pair G5a:U67b while in Drosophila it
is replaced with A5a:G67b (highlighted in Figure 3E). Through
randomization of both regions of the acceptor stem, it was found
that the 5a:67b non-Watson–Crick interaction was imperative
for function and that the U6:U67 pair was dispensable. The
5a:67b pair is believed to provoke structural modification of the
phosphodiester backbone of the RNA helix for interaction with
SelB (Mizutani et al., 1998b).

From the above evidence, the unique structure of tRNASec is
warranted by the specific interactions it encounters compared
to canonical tRNAs. Interestingly, although multiple enzymes
interact with tRNASec, none of them bind to the anticodon arm.
Therefore, it follows that although tRNASec was initially found to
have a UCA anticodon and that majority of species conform to
this, there are quite a few tRNASec species with sense anticodons
(Mukai et al., 2016). Through ongoing research in the field of
Sec incorporation, a genomic search for tRNASec in other species
revealed two other tRNA variants: selC∗ tRNACys and allo-tRNA
(Mukai et al., 2017).

Frontiers in Microbiology | www.frontiersin.org 5 October 2020 | Volume 11 | Article 59691446

https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles


fmicb-11-596914 October 15, 2020 Time: 17:12 # 6

Krahn et al. tRNAs With Non-canonical Structures

tRNASec-LIKE STRUCTURES

In a metagenomic search for additional tRNASec species, some
tRNAs were found that are structurally similar to, but do not
function as tRNASec. Further investigation into these unique
structures led to the classification of two tRNA species: selC∗
tRNACys and allo-tRNA. Both tRNA groups contain the same
distinctive tRNASec structural features; a longer variable arm,
acceptor stem, and anticodon stem compared to canonical tRNAs
(Mukai et al., 2017).

selC∗ tRNACys

selC∗ tRNACys are found in anaerobic bacteria from the
phyla Firmicutes, Thermodesulfobacteria, Nitrospirae, and
Proteobacteria. selC∗ tRNAs were named after the selC gene
which encodes tRNASec in E. coli (Mukai et al., 2017). selC∗
tRNACys isoacceptors have similar structure to tRNASec

but contain identity elements of tRNACys (notably the
U73 discriminator base and cysteine (GCA) anticodon)
(Pallanck et al., 1992; Komatsoulis and Abelson, 1993).
Although the GCA anticodon is a strong identity element
for CysRS recognition, some of the selC∗ tRNACys were
found to have an opal (UCA) anticodon instead. Further
evidence showed that some CysRS variants can cysteinylate
tRNACys

UCA, therefore including this group of tRNAs in
this category (Turanov et al., 2009). The most striking

feature of selC∗ tRNACys is their modified 8/4 structure. In
the 4 bp T-stem an unpaired adenosine produces a bulge
at position 51a. This is similar to what is found in the
structure of minor bacterial (8/4) tRNASec species (Figure 4A)
(Mukai et al., 2017).

Further genomic analysis revealed that in two
δ-proteobacterial subgroups, Syntrophobacterales and
Desulfobacterales, a second copy of selB (selB∗) was found
downstream of the selC∗ genes. From this, it was hypothesized
that selC∗ tRNACys is recognized by SelB∗ in a similar way
as the 8/4 tRNASec is recognized by SelB. Moreover, in
Desulfobacterales, selC∗ tRNACys was found to contain an
A1:U72 pair and an opal (UCA) anticodon. As previously
mentioned, some CysRS variants (encoded by cysS) would
be able to recognize the opal anticodon, however, they
would be unable to recognize the A1:U72 pair. Therefore
in these species a second copy of CysRS was found to be
encoded downstream of selB∗ (cysS∗) (Figure 4B) (Mukai
et al., 2017). CysRS∗ lacks an anticodon binding domain,
which allows for recognition of selC∗ tRNACys with an
opal anticodon. Recognition of A1:U72 is possible due to
mutations in the CP1 domain (Figure 4C) (Liu et al., 2012).
These discoveries suggest that CysRS∗ specifically evolved to
recognize and aminoacylate selC∗ tRNACys. In vivo analysis
confirmed that CysRS∗ can aminoacylate selC∗ tRNACys through
recognition of the 8 bp acceptor stem and the unique A51a bulge,

FIGURE 4 | (A) Cloverleaf structure of SelC∗ tRNACys highlights its unique structure compared with canonical tRNAs. Magenta boxes emphasize these specific
regions. R and Y denote A/G and U/C, respectively and empty circles represent no conservation in sequence. (B) Genomic structure of selC∗ reveals an additional
elongation factor (selB∗) in Syntrophobacterales and Desulfobacterales while an additional aaRS (cysS∗) is present in only Desulfobacterales. (C) cysS∗ (which codes
for CysRS∗) is an aaRS that has a mutated connective polypeptide (CP∗) domain and the anticodon binding domain (ABD) is absent. The Rossman fold (RF) and
stem-contact (SC) fold are consistent between CysRS and CysRS∗
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characteristic of selC∗ tRNACys, was found to be dispensable
(Mukai et al., 2017).

Allo-tRNA
Allo-tRNA genes belong to bacteria from Clostridia,
Proteobacteria, and Acidobacteria. They encode a unique
tRNA whose striking feature is their 12 bp acceptor domain,
which is found in either an 8/4 or 9/3 conformation (Mukai
et al., 2017). Based on the presence of identity elements for SerRS
recognition, allo-tRNAs were suggested to be Ser isoacceptors.
With the knowledge that SerRS can recognize not only 7/5
tRNASer but also 8/5, 9/4, and 8/4 tRNASec, this was a reasonable
hypothesis (Mizutani et al., 1998a). Moreover, most allo-tRNAs
were found to have non-serine anticodons which SerRS does not
recognize (Breitschopf and Gross, 1994). In fact, the anticodons
are highly diverse and span 35 out of 64 codons. The most
predominant anticodons for the 8/4 allo-tRNA species are
UAU, GCG, and GUC which correspond to isoleucine (Ile),
arginine (Arg), and aspartic acid (Asp), respectively. Conversely,
anticodons UUC, GUC, CAC, and AAA corresponding to
phenylalanine (Phe), valine (Val), histidine (His), and lysine

(Lys) were only found once in the metagenomic data analyzed.
Fewer 9/3 species were found and they contained anticodons
which corresponded to Arg, leucine (Leu) and the ochre stop
codon (UAA) (Figure 5) (Mukai et al., 2017).

In vivo studies began to examine the utility of these tRNAs
in the bacterial translation system. Initially, two allo-tRNAs
(an 8/4 and 9/3 structure) from Silvibacterium bohemicum
were expressed in E. coli with position 2 of super-folder green
fluorescent protein (sfGFP) mutated to Leu codons (CUC and
UUA). Interestingly, Ser was efficiently incorporated into sfGFP
as confirmed by fluorescence and mass spectrometry data. Other
8/4 and 9/3 allo-tRNAs were found to contain the major identity
element for recognition by alanyl-tRNA synthetase (AlaRS),
specifically the G3:U70 wobble base pair (Hou and Schimmel,
1988; Mcclain and Foss, 1988). Testing their capabilities in vivo, it
was found that Ala and Ser were the main residues incorporated
at an amber codon; however, insertion of other amino acids
including Asn, Gln, Lys, Cys, Ile, and Glu were also detected.
These studies showed that allo-tRNAs derived from other
bacterial species could be efficiently used as a substrate in the
E. coli translation system, and the nature of the incorporated

FIGURE 5 | Genetic code wheel highlights the codons and subsequent amino acids which can be incorporated by allo-tRNAs of 9/3 structure (yellow), 8/4 structure
(blue) or both (green) (adapted from Mukai et al., 2017). The number of allo-tRNAs found with the indicated anticodon (subscript) is shown as a bold number in front
of the allo-tRNA name. Some allo-tRNAs with a specific anticodon are thought to be able to read through multiple codons.
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amino acid is based on the allo-tRNA identity elements rather
than on the anticodon present (Mukai et al., 2017).

An interesting discovery was found in the Edaphobacter
strain C40. An allo-tRNAUAU pseudogene with several base-
pair disruptions was found overlapping with the open reading
frame of a transposon-related protein. This allo-tRNA species
was found to be the most abundant group among the allo-
tRNA genes observed in the soil and sediment metagenomic
sequences. Their cloverleaf structures were unlike allo-tRNASer ,
containing stem-destabilizing mutations as in the Edaphobacter
strain C40 and possible five-stem-junction structures (Figure 6).
Unlike the previously described allo-tRNAs, these were unable
to be used for translation in E. coli and were hypothesized
to be associated with transposable elements or toxin-antitoxin
systems. Moreover, polycistrons of allo-tRNA-like sequences and
other irregular tRNA sequences were discovered from forest and
peat soil metatranscriptomic data. Many of these tRNAs were
predicted to have an 8/4 structure, but with additional features
were found, including an extra loop in between the acceptor stem
and D-stem as well as a G-1 base. These allo-tRNAs could not be
aminoacylated by E. coli aaRSs in vitro. However, this does not
answer the question whether they are used for translation in their
original hosts with an aaRS capable of recognizing these unique
differences in the tRNA structure (Mukai et al., 2017).

tRNAPyl

Pyrrolysine (Pyl), the 22nd proteinogenic amino acid, was
discovered in the active site of methylamine methyltransferase
in the archaeal methanogen Methanosarcina barkeri (Hao
et al., 2002). Pyl is genetically encoded via an in-frame amber
(UAG) codon, which is normally used as a stop codon to
terminate protein synthesis. This is possible due to an amber
suppressor tRNA found in certain archaeal and bacterial species,
pyrrolysine tRNA (tRNAPyl) (Srinivasan et al., 2002). tRNAPyl

is aminoacylated by its cognate pyrrolysyl-tRNA synthetase
(PylRS), a class II aaRS (Polycarpo et al., 2004). Unlike Sec, which
requires a multi-step enzymatic process to be incorporated into a
protein during translation (see section “tRNASec”), incorporation
of Pyl utilizes the same translational machinery as canonical
tRNAs (Théobald-Dietrich et al., 2004; Zhang et al., 2005;
Longstaff et al., 2007). The PylRS-tRNAPyl pair has been studied
extensively; it is frequently utilized as a tool for genetic code
expansion due to its ability to charge a wide variety of non-
canonical amino acids (ncAAs) as well as its orthogonality in
both bacterial and eukaryotic hosts (Wan et al., 2014; Tharp et al.,
2018).

PylRS is typically composed of two domains: a CTD catalytic
domain (PylSc) and an NTD (PylSn) (Figure 7A) (Herring
et al., 2007a). The organization of these domains varies between
organisms. In species from the archaeal genus Methanosarcina,
PylRS is encoded as a single protein featuring both an NTD and
CTD connected with a linker (Herring et al., 2007a). On the other
hand, Pyl-utilizing bacteria such as Desulfitobacterium hafniense
encode two individual proteins, PylSc and PylSn, for each domain
(Nozawa et al., 2009). Finally, seventh-order methanogens such

as Methanomethylophilus alvus encode a protein homologous to
PylSc, but no homolog of PylSn exists in these archaea (Borrel
et al., 2014). In general, PylSc is responsible for catalyzing
the aminoacylation of tRNAPyl, while PylSn forms additional
contacts with the tRNA (Figure 7B) (Herring et al., 2007a;
Nozawa et al., 2009; Suzuki et al., 2017). Regardless of the domain
structure of the enzyme, tRNAPyl structure and its interaction
with PylRS varies from canonical tRNAs, and at the same time
vary from one another.

Unlike previously mentioned tRNAs, most tRNAPyl species
characterized to date have the canonical 7/5 tRNA structure,
which allows translation with the same machinery as canonical
tRNAs. Crystal structures as well as structure mapping and
melting curve assays show that tRNAPyl adopts a tertiary
conformation similar to the canonical L-shape (Théobald-
Dietrich et al., 2004; Nozawa et al., 2009). The distinguishing
features of tRNAPyl are the three-nucleotide variable arm, an
elongated anticodon stem (from 5 to 6 bp), and a CUA anticodon.
More specifically, the universal tRNAPyl identity elements are the
discriminator base G73, and the first bp in the acceptor stem
G1:C72 (Ambrogelly et al., 2007; Herring et al., 2007b). However,
since these are also identity elements of many other tRNAs (Giegé
et al., 1998; Giegé and Frugier, 2000–2013), additional identity
elements are necessary for PylRS to distinguish tRNAPyl from the
canonical tRNAs. These additional identity elements can differ
for each PylRS-tRNAPyl pair and therefore will be explored in
more detail below.

The M. barkeri tRNAPyl (Mb tRNAPyl) contains the above-
mentioned features of tRNAPyl with a 6 bp anticodon stem
(Figure 8A). However, it contains some additional features
that differ from canonical tRNAs and distinguishes it from
other tRNAPyl species. Canonical tRNAs contain two nucleotides
between the acceptor stem and D-stem, while Mb tRNAPyl only
has one. However, the connecting nucleotide is a U, consistent
with the highly conserved U8 in canonical tRNAs. Furthermore,
the D-loop is small, with only five nucleotides, and lacking
the widely conserved G18, G19 sequence motif. Since the D-
and T-loop are known to interact with each other, it follows
that the T-loop is missing the corresponding U54, 955, and
C56 sequence. The absence of G19 and C56 (which forms a
tertiary interaction in canonical tRNAs) indicates that an unusual
interaction occurs between the D- and T-loops in Mb tRNAPyl.
Details on the identity elements of Mb tRNAPyl were elucidated
by screening its amber suppression efficiency (Ambrogelly et al.,
2007). This study revealed that the nucleotides adjacent to the
anticodon U33 and A37, and the T-stem bp G51:C63 are identity
elements. Mutation of these identity elements significantly
decreased the binding of Mb tRNAPyl to Mb PylRS in addition
to their suppression efficiency. Furthermore, transplanting these
identity elements into bovine mitochondrial tRNASer yielded an
active chimeric tRNA that could be aminoacylated by Mb PylRS
both in vitro and in vivo.

The crystal structure of M. mazei tRNAPyl (Mm tRNAPyl) in
complex with M. mazei PylSn (NTD) revealed the importance
of the small, three-nucleotide variable arm. A tight interaction
is formed between Mm PylSn and the variable arm of tRNAPyl

(Suzuki et al., 2017). As previously mentioned, the small
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FIGURE 6 | Allo-tRNA secondary structures for (A) Silvibacterium bohemicum and (B) Edaphobacter strain C40 have unique features from canonical tRNAs.
(A) Both 8/4 and 9/3 structures are observed for allo-tRNASer with anticodons (boxed in magenta) that do not correlate with decoding of the Ser amino acid. (B) Two
completely different tRNA secondary structures are proposed with either a G at the –1 position to form an additional base pair (boxed in magenta) providing either a
8/4 or 9/4 structure and a tRNA structure with an additional fifth loop between the acceptor arm and D-arm (gray boxed in magenta).

variable arm is a unique feature of tRNAPyl, as the variable
arms of canonical tRNAs typically have 4–5 nucleotides for
class I tRNAs, or greater than 10 nucleotides in the case
of class II tRNAs (Sprinzl et al., 1998). Therefore, PylSn

discriminates against canonical tRNAs based on the size of their
variable arm. Addition of a fourth nucleotide to the variable
arm of Mb tRNAPyl significantly decreases its suppression
efficiency, providing further evidence that the interaction
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FIGURE 7 | Domain organization and binding mode of PylRS. (A) PylRS is composed of two domains, an N-terminal domain (PylSn) and a catalytic domain (PylSc).
PylRS is either composed of a fusion of these two domains, two standalone proteins, or as a lone PylSc. (B) PylSc interacts with the acceptor stem and catalyzes
the aminoacylation of tRNAPyl . PylSn forms a tight interaction with the variable arm.

between PylRS and the variable arm is critical for aminoacylation
(Ambrogelly et al., 2007).

Although there are several differences in nucleotide sequences,
the secondary structure of Mb tRNAPyl is quite similar to the
homologous tRNA from D. hafniense. Like Mb tRNAPyl, Dh
tRNAPyl has an elongated anticodon stem, shortened D-loop,
small variable arm, and lacks the conserved nucleotide sequences
G18, G19, and T9C (Figure 8B). However, Dh tRNAPyl is unique
from tRNAPyl from methanosarciniae in that the single nucleotide
separating the acceptor and D-stem is G8 as opposed to U8. In
canonical tRNAs, this position is widely conserved as U8, which
stabilizes tertiary structure through base pairing with A14. Thus,
the absence of U8 in Dh tRNAPyl abolishes the highly conserved
U8:A14 bp (Herring et al., 2007b; Nozawa et al., 2009).

The crystal structure of the D. hafniense PylSc in complex
with Dh tRNAPyl shows that the change of U8 to G8 allows an
unusual interaction to occur between the D- and T-loop, wherein
G13 interacts with C55 to stabilize the tertiary conformation of
the tRNA (Nozawa et al., 2009). This also enables G8 to serve
as an identity element for the interaction with PylSc, specifically
through interaction with residues Arg140, Arg144, and Glu145

(Herring et al., 2007b; Nozawa et al., 2009). Despite these
differences, Dh tRNAPyl folds into an L-shape similar to canonical
tRNAs (Figure 8B), with a compact core that is accommodated by
the PylSc active site.

Structural and biochemical data on the interaction between
Dh tRNAPyl and Dh PylSc have revealed several tRNA identity
elements (Figure 8B). In addition to the universal tRNAPyl

identity elements, a direct interaction occurs between Dh PylSc
and the D-stem base pairs G10:C25 and A11:U24, as well as
the previously mentioned G8 (Herring et al., 2007b; Nozawa
et al., 2009). Although in vitro aminoacylation assays indicate
that the nucleotides flanking the anticodon U33 and A37 are
identity elements for Mb PylRS (Ambrogelly et al., 2007), Dh
PylSc and PylSn do not directly interact with these residues
(Nozawa et al., 2009; Jiang and Krzycki, 2012). Furthermore,
while the anticodon is normally a tRNA identity element, Dh
PylSc is found not to interact with the anticodon, which is also the
case for all other characterized PylRS-tRNAPyl pairs (Ambrogelly
et al., 2007; Herring et al., 2007b; Nozawa et al., 2009). This
desirable trait allowed for general codon reassignment, and thus
opened the door for synthetic biologists to incorporate multiple
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FIGURE 8 | Cloverleaf structures of tRNAPyl from (A) M. barkeri, (B) D. hafniense, and (C) M. alvus. Identity elements for each tRNAPyl are highlighted by magenta
boxes. The crystal structure of D. hafniense tRNAPyl (PDB ID: 2ZNI; Nozawa et al., 2009) is also shown in (B).

ncAAs into a single protein using different PylRS-tRNAPyl pairs
(Wan et al., 2010; Chin, 2017). Ultimately, Dh PylSc binds to
tRNAPyl through contacts with the acceptor and D-stem, and
has no direct contact with the anticodon stem, variable loop, or
T-stem (Nozawa et al., 2009).

The PylRS-tRNAPyl pair in the seventh-order methanogen
M. alvus has recently been explored as an additional tool for
genetic code expansion with advantages over its previously
studied counterparts (Meineke et al., 2018; Willis and Chin,

2018; Yamaguchi et al., 2018; Beránek et al., 2019; Dunkelmann
et al., 2020; Seki et al., 2020). Ma tRNAPyl has many unusual
features that distinguish it from canonical tRNAs as well as
previously characterized tRNAPyl (Figure 8C). The anticodon
stem of Ma tRNAPyl features 6 bp in the anticodon stem like other
tRNAPyl, but the stem is broken by an unpaired adenosine on
the 3′ side of the stem. Other seventh order methanogens such
as Methanomassiliicoccus intestinalis and Methanomassiliicoccus
lumenyensis tRNAPyl feature larger breaks that form small loops
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within the anticodon stem (Borrel et al., 2014). Also, Ma tRNAPyl

does not have a nucleotide separating the acceptor and D-stem of
the tRNA. This differs considerably from canonical tRNAs as well
as from tRNAPyl species previously mentioned. An additional
difference of M. alvus tRNAPyl is the four nucleotide D-loop
(instead of five observed in the other tRNAPyl discussed).

On the surface, the break in the base pairing of the
anticodon stem as well as the lack of a connecting base
between the acceptor and D-stem profile as potential identity
elements for Ma tRNAPyl. Interestingly, deletion of the unpaired
nucleotide in the anticodon stem did not significantly alter
the translation efficiency of Ma PylRS-tRNAPyl in a cell-
free translation system (Yamaguchi et al., 2018). Insertion
of a C or U between the acceptor and D-stem (position
8) moderately decreased translation, but inserting an A or
G had no effect (Yamaguchi et al., 2018). This indicates
that the absence of a base in this position may not be an
identity element for Ma tRNAPyl. Therefore, in this system, the
functional role, if any exists, of these unique features of Ma
tRNAPyl is unclear.

Unlike M. barkeri and D. hafniense, M. alvus does not encode
a protein homologous to PylSn, either as a standalone protein or a
fusion to PylSc. PylSn binds tightly to the variable loop of tRNAPyl

(Suzuki et al., 2017) and is essential for in vivo aminoacylation of
Dh tRNAPyl (Herring et al., 2007a). However, Ma PylRS is highly
active toward its cognate tRNAPyl even though it does not feature
PylSn. Despite significant structural differences between Ma and
Mm tRNAPyl, Ma tRNAPyl can serve as a substrate for both
PylRS enzymes (Yamaguchi et al., 2018). However, lengthening
the variable arm of Ma tRNAPyl prevents aminoacylation by Mm
PylRS, due to steric constraints between PylSn and the enlarged
variable arm as discussed earlier (Suzuki et al., 2017). Since Ma
PylRS does not have a PylSn to interact with the variable arm,
it still readily aminoacylates the tRNA despite the larger variable
arm (Willis and Chin, 2018).

MITOCHONDRIAL tRNAs

Mitochondria are responsible for energy production in
eukaryotic cells. As a semi-autonomous organelle descendent
from bacteria, mitochondria have their own genome.
Mitochondrial genomes not only encode proteins essential
for energy production, but also encode parts of the translation
machinery, including mitochondrial tRNAs (mt-tRNAs)
(Gray et al., 1999). The number of mt-tRNA genes encoded
in the mitochondrion varies between organisms. In most
cases, mitochondria import additional, nuclear-encoded tRNA
and proteins that are required for translation (Alfonzo and
Söll, 2009; Dudek et al., 2013; Salinas-Giegé et al., 2015). In
addition to mt-tRNAs, mitochondrial translation occurs via a
specialized translation machinery, including mitoribosomes and
mitochondrial initiation and elongation factors (Salinas-Giegé
et al., 2015; D’ Souza and Minczuk, 2018). Although canonical
tRNAs require conserved structural elements for proper folding,
many mt-tRNAs possess highly unusual secondary structures
that deviate greatly from canonical tRNAs.

Most tRNAs found in organisms are type 0 tRNAs, which
have a conserved cloverleaf structure and fold into a tertiary
L-shape due to interactions between the D- and T-loops. On
the other hand, mt-tRNAs can be classified into three types
based off of their secondary structure (Watanabe, 2010; Suzuki
et al., 2011). Type I mt-tRNAs have an atypical anticodon stem.
This includes mt-tRNASer

UCN , which has 6 bp in the anticodon
stem instead of the typical 5 bp (Figure 9A). Mammalian mt-
tRNASer

UCN has many similarities with Mb tRNAPyl that are
not seen in most characterized tRNAs. Both tRNA structures
have only a single nucleotide separating the acceptor and
D-stem, have smaller than normal D-loops, elongated anticodon
stems, and variable arms consisting of only three nucleotides.
However, unlike Mb tRNAPyl, mt-tRNASer

UCN features the G18,
G19, and T9C sequences in its D- and T-loops (Figures 7A,
9A). Furthermore, type I mt-tRNAs have the L-shaped tertiary
structure which resembles that of canonical tRNA (Watanabe
et al., 1994a; Hayashi et al., 1998; Mustoe et al., 2015). The
most common mt-tRNAs, type II mt-tRNAs lack interaction
between the D- and T-loops (Figure 9B). In these mt-tRNAs,
the canonical G18, G19, and T9C sequence motifs in the D-
and T-loop, respectively, are not conserved. Instead, interactions
occur between the D-loop and the variable stem to stabilize
the mt-tRNA tertiary structure (Wakita et al., 1994; Messmer
et al., 2009; Watanabe, 2010). Finally, type III mt-tRNAs lack
a D-stem; they are the only mammalian mt-tRNAs without the
canonical cloverleaf structure. An example of a type III mt-tRNA
is mt-tRNASer

AGY (Figure 9C). Despite lacking a D-stem, this
mt-tRNA is functional in vitro and adopts a conformation that
is suitable for the ribosome (Hanada et al., 2001; Frazer-Abel and
Hagerman, 2008).

The interaction between mt-tRNAs and mt-aaRSs is not well-
understood, as there is limited structural information available
on the binding of mt-tRNAs to their cognate aaRSs. However,
identity elements have been established for mammalian mt-
tRNATyr (Bonnefond et al., 2005, 2007), mt-tRNALeu (Sohm et al.,
2003, 2004), mt-tRNASer (AGY and UCN) (Shimada et al., 2001),
mt-tRNAAla (Lovato et al., 2001), and mt-tRNAAsp (Fender et al.,
2006; Neuenfeldt et al., 2013) species. Interestingly, mammalian
mt-aaRSs appear to have evolved relaxed specificity for their
cognate tRNAs. Specifically, bovine mt-aaRSs have been shown
to acylate the corresponding E. coli tRNAs, while the E. coli aaRSs
cannot acylate the equivalent mt-tRNA (Kumazawa et al., 1991;
Watanabe et al., 1994a). Mt-SerRS is even more promiscuous, as
it serylates several E. coli tRNAs as well as mt-tRNAGln (Shimada
et al., 2001). Mt-tRNAGln is an orphan tRNA; in addition to being
a substrate for mt-SerRS, mt-tRNAGln is also mischarged by mt-
GluRS to Glu-tRNAGln, which is subsequently transamidated to
Gln-tRNAGln (Nagao et al., 2009). In canonical aaRS-tRNA pairs,
the first bp is a common identity element. However, in the more
promiscuous human mt-TyrRS it was found not to recognize the
first bp of mt-tRNATyr (Bonnefond et al., 2005, 2007). Taken
together, these findings indicate that in mammals, mt-aaRSs
do not strongly discriminate against non-cognate tRNAs. This
apparent lack of specificity may be attributed to the high substrate
diversity of mt-tRNAs, or possibly a lack of evolutionary pressure
due to the smaller pool of mt-tRNAs present in the cell.
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FIGURE 9 | Mammalian mt-tRNA can be classified into three types. (A) Type I mt-tRNA, represented by mt-tRNASer
UCN, shares similarities with canonical tRNAs,

featuring the same conserved D- and T-loop interactions. (B) Type II mt-tRNA, represented by mt-tRNAAsp, is the most commonly found mt-tRNA. (C) Type III
mt-tRNA, represented by mt-tRNASer

AGY , do not have a D-arm. Instead, the connecting region between the acceptor and anticodon stem interacts with the variable
and T-loop to promote folding.

FIGURE 10 | Nematode mt-tRNAs have diverse and highly unusual secondary structures. Examples of these abnormal mt-tRNA structures are shown here.
(A) R. culicivorax mt-tRNAIle has no D- or T-arm. (B) C. elegans mt-tRNATyr has a D-arm, but no T-arm. (C) A. suum mt-tRNASer

UCU has a short T-arm and a
variable loop, but no D-arm.

Like their mammalian counterparts, nematode mt-tRNAs
have unusual structural features that are distinct from canonical
tRNAs. Nematodes encode short mt-tRNAs with diverse

cloverleaf structures. In addition to nematodes, highly truncated
mt-tRNAs have been found in the genomes of mites and
arachnids, where short tRNAs missing both the D- and T-arms
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have been identified (Figure 10A) (Klimov and Oconnor, 2009;
Jühling et al., 2012; Palopoli et al., 2014; Wende et al., 2014;
Salinas-Giegé et al., 2015; Juhling et al., 2018). Despite greatly
deviating from the canonical tRNA cloverleaf structure, evidence
suggests that mt-tRNAs lacking one or both sidearms can still
interact with tRNA processing enzymes such as CCA-adding
enzyme, and are aminoacylated by their cognate synthetases
(Wolfson et al., 1999; Tomari et al., 2002; Wende et al., 2014).
Most nematode mt-tRNAs lack the entire T-arm (Figure 10B),
except mt-tRNASer , which have a short T-arm consisting of
only 10–13 nucleotides (Wolstenholme et al., 1987; Okimoto
and Wolstenholme, 1990; Watanabe et al., 1994b). For instance,
Ascaris suum mt-tRNASer

UCU has a short, 10-nucleotide T-arm,
and completely lacks a D-arm (Figure 10C) (Ohtsuki et al.,
2002). The short T-arm in A. suum tRNASer

UCU as well as the
connector region which replaces the D-arm, confer flexibility
to the mt-tRNA. This flexibility allows the mt-tRNA to adopt a
less rigid tertiary structure than the canonical L-shape, enabling
the distance between the 3′ end of the tRNA and the anticodon
to properly adjust to fit into the ribosome (Ohtsuki et al.,
2002). Similar findings of flexible tertiary structure have been
reported for mammalian mt-tRNASer

AGY (Figure 9C), which
also lacks a D-arm (Steinberg and Cedergren, 1994; Frazer-
Abel and Hagerman, 2008). In addition to these observations,
recent structural data also indicate that R. culicivorax mt-
tRNAIle (Figure 10A) folds into a stable, boomerang-shaped
tertiary structure (Juhling et al., 2018). Further, the 3D structure
reveals that the distance between the anticodon and 3′ end of
R. culicivorax mt-tRNAIle is comparable to that of canonical,
cytosolic tRNAPhe from Saccharomyces cerevisiae (Juhling et al.,
2018). Thus, evidence suggests that the D- and T-arms are not
required for tRNA to fold into a tertiary conformation suitable
for enzymatic activity, and the flexibility of these truncated mt-
tRNAs helps to achieve functionality.

In addition to the flexible tertiary structure discussed above,
post-transcriptional modifications appear to play an important
role in stabilizing mt-tRNAs. Many unmodified mt-tRNAs will
not fold properly, but proper modification allows folding and
interaction with tRNA processing enzymes to occur (Lorenz et al.,
2017). For instance, 1-methyl adenosine at position 9 (m1A9)
is found in many mt-tRNA species, including those lacking one
or both sidearms, and this modification is important for proper
cloverleaf folding to occur (Helm et al., 1999; Sakurai et al., 2005;
Lorenz et al., 2017; Juhling et al., 2018). Nematode mt-tRNA
lacking the D-arm possess m1A9 as well as several pseudouridine
in the acceptor and anticodon stem (Sakurai et al., 2005; Lorenz
et al., 2017; Juhling et al., 2018). In these mt-tRNA, m1A9
facilitates aminoacylation and interaction with EF-Tu (Sakurai
et al., 2005), while pseudouridine likely supports tRNA stability
(Lorenz et al., 2017). Ultimately, post-translational modification
appears to play an important role in facilitating mt-tRNA activity
and stability, including the truncated mt-tRNAs that lack a
canonical cloverleaf structure.

Deviations from the standard genetic code have been reported
in the mitochondria of green plant algae from the phylum
Chlorophyta (Noutahi et al., 2019). Similar to the pyrrolysine
incorporation system in archaea and bacteria, the stop codons

UAG and UGA are reassigned to sense codons in some
Chlorophyta. In several of these species, UAG is reassigned to
Ala or Leu, and UGA is reassigned to Trp (Fučíková et al.,
2014). These mt-tRNAs with CUA or UCA anticodons, feature
identity elements of tRNAAla, tRNALeu or tRNATrp species, thus
allowing for stop codon suppression and elongation with the
corresponding amino acid.

Recent evidence suggests that in addition to stop codon
reassignment, sense codons may also be reassigned in green algae.
AGG, which is normally an Arg codon, appears to be reassigned
in Sphaeropleales (Noutahi et al., 2019). In these green algae,
mt-tRNAs with a CCU anticodon do not share any structural
or sequence similarities with canonical tRNAArg . Analysis of the
mt-tRNACCU secondary structures reveals that many of these
mt-tRNAs instead share identity elements with Chlorophyta
mt-tRNAAla

UGC, including the invariant G3:U70 pair and the
discriminator base A73.

Sense codon reassignment has also been observed in
S. cerevisiae mitochondria as well as that of Ashbya gossypii, a
relative of yeast (Alfonzo and Söll, 2009; Su et al., 2011; Ling et al.,
2014, 2015). In S. cerevisiae mitochondria, CUN codons, which
normally decode Leu, are reassigned to Thr. This reassignment
is facilitated by an unusual mt-tRNAThr

UAG that features an
enlarged 8-nt anticodon loop and a UAG anticodon. S. cerevisiae
lacks mt-tRNALeu

UAG, thus allowing complete reassignment of
the CUN codon from Leu to Thr. Interestingly, phylogenetic
and mutational analyses of yeast mt-tRNAs indicate that mt-
tRNAThr

UAG evolved from mt-tRNAHis
GUG as opposed to mt-

tRNALeu
UAG or mt-tRNAThr

UGU (Su et al., 2011). In A. gossypii,
the codons CUU and CUA are reassigned to decode Ala. Like
the Chlorophyta mt-tRNACCU described above, A. gossypii mt-
tRNAAla

UAG features the strictly conserved Ala identity element
G3:U70. This bp is critical for recognition of mt-tRNAAla

UAG by
AlaRS, with a G3A mutation abolishing aminoacylation (Ling
et al., 2014). The observation that codon reassignment occurs in
mitochondria across kingdoms underscores the dynamic nature
of the mitochondrial genome.

OUTLOOK

This evidence shows that not all tRNAs have the canonical 7/5
structure that was originally portrayed. The unique structures
found in these non-canonical tRNAs appear to be a result of
their necessary function and the enzymes that they interact
with. In some cases (tRNASec), these details are well-understood
while in others (allo-tRNAs) it is a bit more speculative. Despite
deviating from the canonical structure, majority of the tRNAs
presented in this review have been found to be functional
in translation. While tRNASec has specialized translational
requirements for Sec to be incorporated into proteins, tRNAPyl

utilizes the same translational machinery as canonical tRNAs
(Théobald-Dietrich et al., 2004; Zhang et al., 2005; Longstaff
et al., 2007). In mitochondria, highly unusual mt-tRNAs with
diverse structures are used along with specialized mitochondrial
translation machinery to translate proteins encoded by the
mitochondrial genome (Gray et al., 1999). Taken together, these
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observations clearly indicate that the canonical tRNA structure is
not a prerequisite for translation, and it is evident that although
canonical tRNAs are in the 7/5 structure, their translation systems
can accommodate diverse structures including 8/4, 8/5, 9/3, and
9/4 structures.

The translational machinery has evolved to accept a wide
variety of tRNA structures for efficient translation of proteins
in the desired host. A significant amount of effort has been put
forth to expand the genetic code, pushing the boundaries of what
functionality can be incorporated into proteins. To that end,
engineered aaRS-tRNA pairs have been utilized to incorporate
numerous diverse ncAAs into proteins both in vitro and in vivo.
In many cases, the host’s translation machinery readily accepts
foreign and modified tRNAs featuring diverse structures and
charged with a ncAA (Chin, 2017). This plasticity may indicate
a lack of evolutionary pressure to discriminate against unknown
or unusual tRNAs that are rarely, if ever, encountered by the
host cell. Thus, it is plausible that the unusual structures of
specialized or non-canonical tRNAs such as the ones described in
this review are made possible by a lack of evolutionary pressure to
maintain the canonical structure. An alternative possibility is that
many of these non-canonical tRNAs originated from an ancient,
more diverse genetic code, and because of their specialized
and infrequent usage, they were never pressured to evolve
into a canonical tRNA structure. In either case, if deviations
from the canonical tRNA structure are well-tolerated by the
aminoacyl-synthetase and translation machinery, mutations or
structural changes to the tRNA can potentially occur without
consequence and lead to polymorphisms over time. This can

be seen in mitochondria. Highly variable mt-tRNAs are well-
known to be susceptible to mutations, and while mt-tRNA
mutations to critical nucleotides can cause diseases, neutral or
slightly deleterious polymorphisms frequently occur and are
inconsequential (Lynch, 1996; Wittenhagen and Kelley, 2003;
Yarham et al., 2010). Ultimately, despite their many differences
from the canonical tRNA structure, non-canonical tRNAs are
readily utilized in translation and enable the cell to produce
proteins that are, in many cases, essential for survival (Longstaff
et al., 2007).
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Bacteria belonging to the orders Bacillales and Clostridiales form spores in response to 
nutrient starvation. From a simplified morphological perspective, the spore can be considered 
as comprising a central protoplast or core, that is, enveloped sequentially by an inner 
membrane (IM), a peptidoglycan cortex, an outer membrane, and a proteinaceous coat. 
All of these structures are characterized by unique morphological and/or structural features, 
which collectively confer metabolic dormancy and properties of environmental resistance 
to the quiescent spore. These properties are maintained until the spore is stimulated to 
germinate, outgrow and form a new vegetative cell. Spore germination comprises a series 
of partially overlapping biochemical and biophysical events – efflux of ions from the core, 
rehydration and IM reorganization, disassembly of cortex and coat – all of which appear to 
take place in the absence of de novo ATP and protein synthesis. If the latter points are 
correct, why then do spores of all species examined to date contain a diverse range of 
mRNA molecules deposited within the spore core? Are some of these molecules “functional,” 
serving as translationally active units that are required for efficient spore germination and 
outgrowth, or are they just remnants from sporulation whose sole purpose is to provide a 
reservoir of ribonucleotides for the newly outgrowing cell? What is the fate of these molecules 
during spore senescence, and indeed, are conditions within the spore core likely to provide 
any opportunity for changes in the transcriptional profile of the spore during dormancy? 
This review encompasses a historical perspective of spore ribonucleotide biology, from the 
earliest biochemical led analyses – some of which in hindsight have proved to be remarkably 
prescient – through the transcriptomic era at the turn of this century, to the latest next 
generation sequencing derived insights. We provide an overview of the key literature to 
facilitate reasoned responses to the aforementioned questions, and many others, prior to 
concluding by identifying the major outstanding issues in this crucial area of spore biology.

Keywords: Bacillus, spores, mRNA, germination, sporulation

PRELUDE

When RNA species in spores of Bacillales species were first characterized more than 50  years 
ago, spores were found to contain both rRNAs and tRNAs, although some of these nucleic 
acids exhibited a few apparent differences from their growing cell counterparts (Chambon 
et  al., 1968; Deutscher et  al., 1968; Setlow et  al., 1974). The existence of functional spore 
mRNA, however, seemed less likely, since several early studies showed that spores germinating 
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in the presence of inhibitors of RNA polymerase made little 
if any detectable protein (Steinberg et  al., 1965; Torriani and 
Levinthal, 1967; Setlow and Primus, 1975), although it is possible 
that RNA synthesis inhibitors may not enter the spore core 
until germination is complete. However, even ~50  years ago 
there was evidence that spores did contain some mRNA, and 
that some of this mRNA was translationally active, at least 
in vitro (Chambon et  al., 1968; Deutscher et  al., 1968; Jeng 
and Doi, 1974), even if this spore mRNA appeared to 
be  non-functional during spore germination and subsequent 
outgrowth. However, the thinking about spore mRNA was 
changed dramatically beginning ~14  years ago in the 
transcriptomics revolution, as over the following years a number 
of laboratories found 100s to 1,000s of specific mRNAs in 
spores of a large number of Bacillales as well as Clostridiales 
species (Bergman et  al., 2006; Bettegowda et  al., 2006; Keijser 
et al., 2007; Jones et al., 2008; van Melis et al., 2011; Nicholson 
et  al., 2012; Segev et  al., 2012; Bassi et  al., 2013; Dembek 
et  al., 2013; Bate et  al., 2014; Swarge et  al., 2018). This review 
will trace the history of spore mRNA biology and summarize 
the more recent work, some of which is ongoing. The focus 
will be  on what we  do know, and more importantly what 
we  do not know about spore mRNA, including how these 
mRNAs come to be  present in dormant spores. Perhaps most 
significantly, we  will also consider the function of the plethora 
of mRNAs in dormant bacterial spores, and, just as importantly, 
what this function is not.

INTRODUCTION

Spores are formed by some Firmicutes species, the most well-
studied being those of the Bacillales, although studies on spores 
of Clostridiales species are increasing (Tan and Ramamurthi, 
2014; Setlow and Johnson, 2019; Shen et al., 2019). Such spores 
are considered metabolically dormant and extremely resistant 
to all manner of potentially harmful treatments, including wet 
and dry heat, desiccation, high radiation levels, and a host of 
toxic chemicals, including antibiotics, and can survive for many 
years (Setlow, 2006; Ulrich et  al., 2018). Notably, dormant 
spores’ central core (Figure  1), comparable to the protoplast 
of a growing cell, has an extremely low water content, as low 
as 25% of wet wt in spores of some thermophiles and 35% 
of wet wt in the well-studied Bacillus subtilis spores; this is 
in contrast to the value of 80% of wet wt as water in growing 
cells or fully germinated spores (Gerhardt and Marquis, 1989). 
Spores have been studied in part because of their fascinating 
life cycle of growth, sporulation, and spore germination (Tan 
and Ramamurthi, 2014; Setlow et  al., 2017; Shen et  al., 2019). 
In addition, spores of a number of species are vectors for 
human diseases or intoxications, as well as food spoilage and 
food-borne disease. Consequently, there is also much applied 
interest in spore resistance and germination, the latter largely 
because a germinated spore has lost the high resistance of the 
dormant spore, and is easy to kill (Setlow and Johnson, 2019; 
Buhr et al., 2020). Together, both the basic science and applied 
interests in spores’ formation, properties, and germination has 

made this one of the best studied developmental system in 
biology, with definitive work going back many years.

The Early Years
Given the technology available for use 50-plus years ago, much 
of early work on spores was descriptive (Setlow et  al., 2017; 
Setlow and Johnson, 2019). This work involved: (i) isolation 
and mapping of sporulation mutants in B. subtilis because some 
strains of this species are naturally transformable (this is also 
the major reason that B. subtilis became the “model” spore 
former), (ii) characterizing biochemical and morphological events 
in sporulation and spore germination and their timing, including 
changes in metabolism, (iii) characterization and quantitation 
of the components in the dormant spore, including nucleic 
acids and small molecules, and using spores of multiple species, 
and (iv) examining early events in spore germination, including 
the release of small molecules, degradation of a specific 
peptidoglycan layer unique to spores, termed the cortex 
(Figure  1), followed by a return to metabolism and 
macromolecular synthesis in outgrowth, which converts a 
germinated spore into a growing cell (although enzyme activity 
in the spore core could well resume before completion of spore 
germination – see section Issues for the Future). Notably, one 
of the unique features of spores of all Bacillales and Clostridiales 
is the presence in the spore core of ~25% of core dry wt as 
CaDPA, a 1:1 chelate of Ca2+ and pyridine-2,6-dicarboxylic acid 
(dipicolinic acid, DPA; Gerhardt and Marquis, 1989). DPA is 
made in the mother cell compartment of the sporulating cell, 
and imported into developing spores probably as CaDPA via 
several spore-specific channels (Ramírez-Guadiana et  al., 2017; 
Setlow and Johnson, 2019); this incorporation almost certainly 
requires energy and lowers the spore core water content 
appreciably. CaDPA also has roles in spore resistance, is rapidly 
released during spore germination, and has a signaling role in 
germination of spores of most, but probably not all Firmicutes 
(Setlow et  al., 2017; Shen et  al., 2019).

FIGURE 1 | Schematic of a dormant Bacillus subtilis spore. Spores of all 
species share similar morphological features, namely a coat, which in this 
species can be sub-divided into distinct inner and outer layers, a 
peptidoglycan cortex, and a membrane bound spore core. The nucleoid 
comprises DNA encrusted by protective SASP proteins, visible as clusters of 
ordered dots. mRNA content is present only within the spore core.
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Among the important observations made in this early 
period of spore research was the characterization of spore 
nucleic acids, most thoroughly in Bacillus megaterium, an 
attractive subject for biochemical work because it sporulates 
profusely, its spores are easily purified and these spores 
germinate very rapidly (Levinson and Hyatt, 1966). Early 
analyses of nucleic acids found that spores contained the 
expected rRNAs, in some cases with minor modifications, 
and also tRNAs (Chambon et  al., 1968; Deutscher et  al., 
1968). However, the 3' terminal A residue almost always 
present in the tRNA in vegetative cells is absent from 
approximately one third of total spore tRNAs and some 
adjacent C residues are also absent (Setlow, 1974). Several 
researchers also found a small amount of RNA in spores 
(2–4% of the total), which was larger than tRNA but was 
not small rRNA (Chambon et  al., 1968; Deutscher et  al., 
1968; Jeng and Doi, 1974). One of the latter reports showed 
that this RNA hybridized throughout the spore genome, and 
another reported that this RNA directed a small amount of 
protein synthesis in vitro. This latter RNA was thus suggested 
to be  mRNA or “mRNA-like.” It was also clear from the 
early work that tRNA in spores is minimally aminoacylated, 
if at all, although aminoacyl-tRNA synthetases are present 
(Deutscher et  al., 1968; Setlow, 1974).

In addition, studies of small molecules in spores ~50 years 
ago found that while spores do have the coenzymes generally 
found in all growing cells such as FAD, NAD, NADP, and 
the four common ribo and deoxyribonucleotides, these are 
all in what might be  termed a “low energy state,” with 
minimal if any NADH, NADPH, or ATP (Setlow and Kornberg, 
1970a,b; Setlow and Setlow, 1977). Indeed, the absence of 
ATP (≤1% of the total adenine nucleotide pool) from spores 
shown ~50  years ago by chromatography of extracts from 
32P-labeled spores and enzymatic assays using firefly luciferase, 
was confirmed more recently using 31P-NMR analysis of spore 
extracts (Ghosh et  al., 2015). The latter assays were also 
carried out on spores incubated at physiological temperatures 
with care taken to prevent spore germination using appropriate 
mutant strains, and again with no ATP detected. A major 
conclusion from this older and newer work is that dormant 
spores in water have an energy charge [(ATP)  +  0.5(ADP)/
(ATP)  +  (ADP)  +  (AMP)] of ≤0.1, while in growing cells 
of both prokaryotes and eukaryotes’ energy charge is 
maintained at ~0.9 (Chapman et  al., 1971). The ratio of 
ATP relative to the total adenine nucleotide pool in the 
dormant spore is thus ≤0.01, while this is normally at 0.8  in 
growing cells. This low ratio would in all likelihood make 
normal biosynthetic reactions using ATP thermodynamically 
unfavorable in the dormant spore core, leaving aside the 
role of the low core water content that most likely greatly 
restrains protein movement and enzymatic activity there also 
(Gerhardt and Marquis, 1989; Cowan et  al., 2004).

Another set of important observations made >40  years 
ago was that dormant spores of B. megaterium did not 
contain one or more key enzymes for the synthesis of 
ribonucleotides or amino acids (Setlow and Kornberg, 1970b; 
Setlow and Primus, 1975). As a consequence, despite synthesis 

of RNA and proteins beginning relatively soon after spores 
were triggered to germinate, there was no detectable de novo 
synthesis of ribonucleotides or amino acids at this time, 
and biosynthesis of these small molecules only began long 
after germination was complete and then only after the 
required biosynthetic enzymes were synthesized during spore 
outgrowth. Thus, any synthesis of RNA or proteins occurring 
soon after the triggering of spore germination must come 
from spores’ reserves of ribonucleotides or amino acids, 
respectively. Indeed, spores contain a large amount of protein, 
classified as small, acid-soluble spore proteins (SASP), that 
are degraded soon after germination is initiated, and this 
provides amino acids for new protein synthesis at this time 
(Setlow, 2007). The energy for the earliest RNA and protein 
synthesis after spore germination is initiated, as well as tRNA 
repair, can come from the environment, if available, and 
also by utilizing spores’ endogenous energy reserves, including 
3-phosphoglyceric acid (3PGA) as well as degradation of 
some amino acids generated by proteolysis (Nelson and 
Kornberg, 1970b; Setlow and Kornberg, 1970a; Setlow and 
Primus, 1975). There were also suggestions in this early 
period of spore research that ribonucleotides needed for 
RNA synthesis soon after triggering spore germination would 
also come from breakdown of spore RNAs (Setlow and 
Kornberg, 1970b), but the specific RNA degraded was not 
definitively identified.

Notably, the absence of nucleotide biosynthetic enzymes 
from spores and that these proteins are synthesized at various 
times in spore outgrowth have also recently been shown for 
B. subtilis spores in several proteomic studies (Swarge et  al., 
2018, 2020b). The latter findings were also made for amino 
acid biosynthetic enzymes as well. Other important observations 
(Nelson and Kornberg, 1970b; Setlow and Kornberg, 1970a,b; 
Scott and Ellar, 1978) made early in biochemical analyses of 
spore germination were that: (i) ATP accumulation began only 
after germination was completed or very near completion, (ii) 
catabolism of dormant spores’ endogenous energy reserves, 
most notably 3PGA, could support almost all ATP needed for 
at least the first few minutes after germination was triggered, 
and (iii) even if ATP accumulation was blocked, germination 
still took place. This latter observation was also confirmed 
more recently (Cowan et al., 2004). The thinking about mRNA 
in spores was also greatly influenced by experiments showing 
that spores of several species incubated with germinants in 
the presence of inhibitors of RNA synthesis still germinated, 
but protein synthesis was blocked >99% (Steinberg et al., 1965; 
Torriani and Levinthal, 1967; Setlow and Kornberg, 1970b). 
While this certainly does not prove that spores have no mRNA, 
it does suggest that the amount of functional mRNA in spores 
was either minimal, or this mRNA was very rapidly degraded 
early in spore germination.

Overall, based on the evidence available in the early years of 
biochemical studies on dormant spores and spore germination, 
the general thinking was that: (i) there was minimal if any ATP 
in spores and therefore minimal if any metabolic activity, (ii) 
this latter statement included even metabolism of endogenous 
energy reserves such as 3PGA – note that enzymes for converting 
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3PGA to acetate, NADH, and ATP are present in spores and 
generate ATP early after spore germination is initiated, but 3PGA 
is stable in dormant spores (Nelson and Kornberg, 1970a), and 
this latter point was revisited recently and confirmed by 31P-NMR 
of extracts from spores stored at physiological temperatures for 
weeks (Ghosh et al., 2015), (iii) there is neither functional mRNA 
nor ribonucleotide biosynthetic enzymes in dormant spores, and 
therefore synthesis of protein when spores germinate will require 
synthesis of new mRNA using ribonucleotides generated by 
degradation of some dormant spore RNA. Indeed, there was 
indirect evidence for this RNA degradation even 50  years ago 
(Setlow and Kornberg, 1970a,b), as B. megaterium spores germinating 
with glucose plus an inhibitor of RNA synthesis accumulated 
ATP levels >5-fold higher than did spores germinating with glucose 
alone, and (iv) spores contained ribosomes, the components of 
which appeared to be  indistinguishable from their vegetative cell 
counterparts (Chambon et  al., 1968; Deutscher et  al., 1968). 
Moreover, spore ribosomes appeared to be  translationally active, 
in the sense that when extracted, they were capable of synthesizing 
polyphenylalanine from a polyuracil template in cell-free reaction 
mixtures at comparable rates to ribosomes purified from log-phase 
vegetative cells (Chambon et  al., 1968; Deutscher et  al., 1968). 
Whether ribosome hibernation factors, such as the Hpf protein, 
have a role in spores in preserving the structural integrity of 
ribosomes during dormancy, analogous to that observed in stationary 
phase vegetative cells (Feaga et  al., 2020), perhaps facilitating 
rapid resumption of activity upon germination, has not been 
established. Regardless, and most importantly, the thinking about 
spores until ~2006 was that they did not have “functional” mRNA.

The Omics Era Arrives
The idea that spores do not have mRNA, even if this was 
not quite what the data from the 1960s and 1970s showed, 
took a real body blow in 2006 with the publication of two 
reports of analyses of mRNAs in bacteria of two spore formers, 
B. subtilis and Clostridium novyi, using microarray hybridization 
technology (Bettegowda et al., 2006; Keijser et al., 2007). These 
reports examined not only cells of these two organisms, but 
also dormant spores, and found readily detectable levels of 
mRNAs in spores from a number of genes coding for proteins 
~23  in B. subtilis spores and 960  in C. novyi spores. The 
difference in the numbers in these two species was likely simply 
because of what was deemed significant in the different studies. 
Notably, a large number of the genes encoding mRNAs in 
B. subtilis were ones that: (i) encoded proteins known to 
be  present in dormant spores and (ii) were expressed only in 
the developing forespore late in sporulation, and using RNA 
polymerase with the forespore-specific σ (specificity) factors 
for RNA polymerase, σF and/or σG (Figure  2; Arrieta-Ortiz 
et  al., 2015; Swarge et  al., 2018). The C. novyi spore data were 
more difficult to analyze fully because of the lack of proteomics 
data for spores of this organism. However, at least three of 
the most abundant five mRNAs in these spores encoded small, 
SASP, which in other spore formers are known to be: (i) 
synthesized only in the developing spore under σG and/or σF 
control and (ii) abundant proteins in spores (Setlow, 2007). 

However, note that none of these spore mRNAs have been 
shown to direct the synthesis of a protein after spores germinate.

The publication of the two papers cited above applying the 
new transcriptomics technology to spores unleashed a flood 
of publications reporting the mRNAs in spores of multiple 
species. The list of these species includes a veritable who’s 
who of spore formers and includes the spores of the two 
species noted above as well as spores of Bacillus cereus, Bacillus 
anthracis, Bacillus thuringiensis, Clostridium acetobutylicum, 
Clostridium sporogenes, and Clostridioides difficile, and several 
additional publications examining B. subtilis spores (Bergman 
et  al., 2006; Bettegowda et  al., 2006; Keijser et  al., 2007; Jones 
et  al., 2008; van Melis et  al., 2011; Nicholson et  al., 2012; 
Segev et  al., 2012; Bassi et  al., 2013; Dembek et  al., 2013; 
Bate et  al., 2014; Bassi et  al., 2016; Nagler et  al., 2016; Swarge 
et  al., 2020a). All these studies reported generally similar 
findings as follows: (i) there was indeed hybridization of spore 
RNA to protein coding regions from genomes of these species, 
with these spore RNAs being almost certainly mRNAs, (ii) 
the variability in the numbers of these mRNAs was quite high, 
ranging from the low of 23 noted above to highs of >1,000, 
with most studies finding many 100s of mRNAs, (iii) as noted 
above, most of the very abundant B. subtilis spore mRNAs 
encoded proteins found in spores and their coding genes were 
expressed in the developing spore late in sporulation, but (iv) 
some mRNAs present at high levels in B. subtilis spores were 
not known to be  expressed in the developing spore, and 
surprisingly, some were thought to be  expressed only in the 
mother cell compartment of the sporulating cell (Figure  2). 
Notably, these putative mother cell mRNAs were not contaminants 
in outer layers of at least B. subtilis spores, since spores incubated 
in alkaline conditions which would hydrolyze RNA in spores’ 
outer layers still had the mother cell-expressed mRNAs present 
in the spore core (Korza et  al., 2019).

FIGURE 2 | Schematic of B. subtilis sporulation. The process starts with an 
asymmetric cell division, which results ultimately in the larger mother cell 
compartment engulfing the nascent forespore. Both compartments are 
characterized by the activity of RNA polymerase containing sequentially different 
sporulation-specific sigma factors, the products of which progressively assemble 
the spore prior to its release to the environment. Despite being metabolically 
dormant, spores contain significant amounts of mRNA, including a minority of 
σE and σK associated transcripts. Neither the source nor purpose, if any, of 
these mother-cell associated mRNA molecules has been established, although 
the SpoIIIA-IIQ channel that connects both cellular compartments at or around 
the engulfment stage of the process may have a contributing role in the former.
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In addition to reports of the presence of multiple mRNAs 
in spores, there was also extensive analysis of when the various 
genes encoding these spore mRNAs were actually transcribed, 
and whether in growing cells or during sporulation. However, 
these analyses were hampered by the lack of specific information 
on where genes were transcribed in sporulation of almost all 
species, in particular whether in the mother cell or forespore 
compartment of the sporulating cell. B. subtilis and B. anthracis 
were the notable exceptions to the relative paucity of definitive 
information on the “where” question posed above, in large 
part because of the classification of what σ (specificity) factors 
for RNA polymerase directed the transcription of various genes 
in developing spores (Bergman et al., 2006; Arrieta-Ortiz et al., 
2015). Indeed, as noted above, of the 23 mRNAs identified 
in the initial report on B. subtilis spore mRNAs, the transcription 
of almost all was dependent on σF and σG known to be responsible 
for specific transcription late in forespore development (Keijser 
et  al., 2007). However, for studies in which many 100s of 
B. subtilis spore mRNAs were identified, this was not the case. 
The second major type of analysis of the many 100s of mRNAs 
found in spores of different species was using one of several 
programs to analyze the role of the proteins encoded by the 
spore mRNAs in metabolism, macromolecular synthesis, and 
stress responses etc. (Hosack et al., 2003; Kanehisa et al., 2017). 
This generated a huge amount of speculation on the precise 
functions for specific mRNAs in spores.

A second application of the new transcriptomics technology 
was looking at the fate of these mRNAs in spores, and one 
study with B. anthracis spores found that they almost completely 
disappeared when spores were stored for ~30  days at 37°C 
(Bergman et  al., 2006). This was largely true for B. subtilis spore 
mRNAs as well, and in even less time (Segev et  al., 2012). The 
latter report also found that even spore rRNA was fragmented 
when spores were stored for various lengths of time at 37–50°C; 
this fragmentation also appeared to be  endonucleolytic, and it 
was suggested to be  due to RNase Y. This finding of rRNA 
degradation in spores incubated at elevated temperatures was 
confirmed more recently, and in both B. megaterium and B. subtilis 
spores, although not the involvement of RNase Y, and this rRNA 
fragmentation did not decrease spore viability or germination 
rates (Korza et al., 2016). However, since the rRNA fragmentation 
was not associated with generation of mononucleotides, it certainly 
appeared to be  endonucleolytic. The fact that the rate of this 
rRNA fragmentation increased drastically as spore incubation 
temperature increased up to ~80°C, even though spores remained 
viable, suggested that the rRNA fragmentation was not enzyme 
catalyzed. Notably, the mRNAs in C. novyi spores appeared to 
be  more stable than in spores of Bacillus species (Bettegowda 
et  al., 2006), but this finding has not been studied further.

Another extremely surprising observation made based on 
the new technology was a report that not only was rRNA 
fragmented in spores incubated at 37–50°C, but that there was 
actual synthesis of mRNAs in spores incubated at 4°C, as shown 
primarily by transcriptomics and qRT-PCR (Segev et  al., 2012). 
This report was particularly surprising in that as noted in 
section The Early Years above, spores have very low, if any, 
levels of ATP, and generate no detectable steady state level of 

ATP on incubation at 37°C. In addition, it seems very likely 
that: (i) proteins needed for RNA synthesis would not work 
in the low water content in the spore core and (ii) spores’ 
extremely low ratio of ATP/AMP would thermodynamically 
preclude phosphodiester bond formation, and if pyrophosphatase 
also does not work in the dormant spore core, this would 
make phosphodiester bond formation even more unfavorable. 
Thus, it is difficult to imagine how RNA synthesis would go 
on in all spores in the spore population at the same time, 
although it is of course impossible to prove that no spores in 
populations do this intermittently.

The overall picture that emerged from the work noted above 
in 2006–2016 was that: (i) spores appeared to have many 100s 
of different mRNA species, (ii) some of these spore mRNAs 
are synthesized specifically late in spore formation, and thus 
might be  “left over” when the water content in the developing 
spore drops from 80% of wet wt to <35%, (iii) but many 
spore mRNAs are not known to be  synthesized specifically in 
developing spores, and (iv) and surprisingly, some of these 
spore mRNAs are thought to be  expressed in the mother cell 
compartment of the sporulating cell. So, the key questions 
raised but not answered by the transcriptomics work between 
2006 and 2016 were: (i) where did all these various mRNAs 
come from and (ii) what is their function?

Some new insight into the answers to these questions posed 
above came from application of even newer transcriptomics 
technology, RNA-Seq, to analysis of B. subtilis spore mRNA (Nagler 
et  al., 2016). This work found ~1,800 individual mRNAs in 
dormant B. subtilis spores, and also reported the relative abundance 
of these mRNAs, based on values for reads per kb of transcript 
per million mapped reads (RPKM). Notably, there was a huge 
variation in these RPKM values, ranging from >106 for the most 
abundant mRNA down to <10 for many others, with all else in 
between. Analysis of these many mRNAs found that while the 
~50 most abundant ones were almost all expressed in the developing 
spore under σG control (and see below), many spore mRNAs 
were known to be  expressed in the mother cell compartment of 
the sporulating cell (Korza et  al., 2019), and how such mRNAs 
ended up in the spore was not clear. Equally, only two of the 
mother-cell associated mRNA molecules were present in the top 50 
or so most abundant transcripts, averaging roughly one molecule 
per spore (in contrast, the most abundant mRNA molecules are 
present at ~100 copies per spore; Korza et al., 2019). It is possible 
also that mother-cell associated mRNA is fragmented and may 
not serve as a template for translation, as discussed further below. 
Regardless, the results from the use of this new technology, in 
some ways, raised more questions than it answered. However, 
the improved quantitation that RNA-Seq provided over microarray 
hybridization, especially in terms of the whole dynamic range, 
certainly made the questions about these mRNAs more specific, 
particularly in terms of the quantitation of spore mRNAs.

The Smoke Begins to Clear
While the reports of transcriptomics work that appeared starting 
in 2006 and up to 2016 provided much new information on 
spore mRNAs, the role of all these mRNAs was not clear. 
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It was also not clear how all these mRNAs got into the spore 
core, since many were known to be  synthesized in the mother 
cell compartment of the sporulating cell. However, the shift 
to analyses by RNA-Seq in the 2016 report (Nagler et  al., 
2016) provided important quantitative information, since the 
RPKM values for all ~1,800 dormant spore mRNAs identified 
varied over >105-fold, a dynamic range that could not easily 
be  achieved with microarray technology. Notably, of the most 
abundant ~50 mRNAs detected in this RNA-Seq study almost 
all: (i) were expressed in the developing spore late in sporulation, 
and under the control of σF and/or σG and (ii) encoded proteins 
present in the dormant spore, with some, in particular the 
α/β- and γ-type SASP, being the most abundant spore proteins 
(Setlow, 2007; Zhu and Stülke, 2018). These two types of SASP 
are degraded rapidly when spores germinate to provide amino 
acids for new protein synthesis. Notably if α/β-type SASP is 
not degraded, this causes the death of the outgrowing spore, 
as these proteins saturate spore DNA and if not degraded 
after germination, this will likely block transcription of much 
of the genome (Hayes and Setlow, 2001). Thus, it seems extremely 
unlikely that there will be  any need for synthesis of proteins 
from these genes’ abundant mRNAs soon after spore germination 
is triggered. Indeed, recent work has shown that almost all 
abundant mRNAs are rapidly degraded following initiation of 
spore germination (Swarge et al., 2018). However, it is certainly 
possible that one or more spore mRNAs, in particular one of 
the most abundant ones, could direct synthesis of a protein 
or proteins that are essential for the development of the 
germinated spore. Indeed, there was one report that the malic 
enzyme encoded by malS was synthesized very early in B. subtilis 
spore germination, and even before the phase bright dormant 
spore turned phase dark due to excretion of CaDPA and cortex 
hydrolysis (Sinai et  al., 2015). Evidence to support protein 
synthesis prior to the phase transition was principally in the 
form of an unexpected increase in fluorescence associated with 
a MalS-GFP fusion protein, coupled with Western blot data 
showing an apparent increase in abundance of the protein 
during this period. The same authors suggested that the 
concentration of malate in dormant spores was relatively high, 
in contrast to earlier studies and a more recent one (Setlow 
et al., 1977; Scott and Ellar, 1978; Korza et al., 2017), providing 
a readily available substrate with which to generate ATP for 
the germinating spore. A more recent study, employing analogous 
strains and a range of sporulation conditions, reported a similar 
increase in fluorescence associated with MalS-GFP during the 
early stages of germination (Swarge et  al., 2020b). However, 
in contrast to results of Sinai et  al. (2015), Western blot data 
in the Swarge et al. report indicated that MalS-GFP abundance 
remained stationary throughout germination. Indeed, mass 
spectrometry data, using a more sensitive approach than that 
employed by Sinai et  al. (2015), convincingly demonstrates 
that synthesis of MalS does not begin until ~80  min after the 
completion of germination. The same authors suggest that the 
observed increase in MalS-GFP fluorescence reflects a change 
in the environment of the germinating spore core – most 
likely partial ingress of water from the environment promoting 
enhanced fluorescence from existing MalS-GFP – and is not 

associated with de novo protein synthesis. The observation that 
malS mRNA sits outside the top 1,000 most abundant transcripts 
detected within spores, at levels indicative of being present in 
only a small sub-set of the population and with a copy number 
averaging much less than 1/spore (Nagler et  al., 2016; Korza 
et  al., 2019), further supports the conclusions reported by 
Swarge et  al. (2020b). Indeed, very recently published work 
conducted by the same group, this time combining an integrated 
transcriptomic and multi-faceted proteomic approach, permitting 
a hitherto unsurpassed level of resolution to these analyses in 
spores, robustly supports the idea that both transcription and 
protein synthesis start after the completion of germination 
(Swarge et  al., 2020a).

There is also the question of when ATP becomes available 
in the developing spore, and as noted in section The Early 
Years, this appears to begin at most very late in spore germination, 
and perhaps not until this process is complete and spore core 
water content rises to the 80% of wet wt in growing cells. 
While all this evidence by no means conclusively proves that 
spore mRNAs are not saved to direct synthesis of some proteins 
when spores return to life in germination, these data certainly 
raise significant concerns about whether this could be the case.

It was the large dynamic range of the RNA-Seq data that 
led to a clearer picture of what spore mRNAs might do. 
Work done many years ago had indicated that as in most 
organisms, in growing cells of B. subtilis and a very closely 
related species, approximately 3% of their RNA is mRNA 
(Midgley, 1969; Brown and Coleman, 1975), and notably the 
uncharacterized RNA in B. subtilis spores termed “mRNA-like” 
was also ~3% of total RNA (Jeng and Doi, 1974). This number 
plus the RPKM values from RNA-Seq analysis of spore mRNAs 
in rRNA depleted spore RNA samples then allowed assignment 
of relative levels of all spore mRNAs. The other crucial number 
was the exact amount of RNA present in a single B. subtilis 
spore. This number, as well as the amount of spore DNA, 
was determined ~50  years ago in 32P-labeled B. subtilis and 
B. megaterium spores (Nelson and Kornberg, 1970a). Notably, 
although not known at that time, the value of B. subtilis 
spore DNA bp/spore determined in this report was almost 
identical to the length of the sequenced B. subtilis chromosome. 
In contrast, B. megaterium spores had slightly more than twice 
the DNA/spore than B. subtilis spores, as is now known to 
be  consistent with B. megaterium making digenomic spores 
(Hauser and Karamata, 1992) and with a slightly larger 
chromosome than B. subtilis. Most importantly, the average 
values for RNA nt in B. subtilis spores, coupled with the 
assumption that 3% of spore RNA was mRNA as it is in 
growing cells, indicated that mRNAs in B. subtilis spores 
contributed an average of ~106 nt/spore. Combining this latter 
number with the relative levels of spore mRNAs determined 
from RNA-Seq, and these mRNAs’ lengths adjusted for extra 
nt at the 5' and 3' ends, allowed calculation of the relative 
levels of these mRNAs needed to give the 106  nt in B. subtilis 
spores (Korza et  al., 2019). This analysis indicated that in 
B. subtilis there were only ~50 mRNAs present at ≥1 molecule/
spore in populations, with many 100s present in <10% of 
the population. Notably, almost all of the abundant spore 
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mRNAs are transcribed by RNA polymerase with σG or σF 
and encode proteins in spores. This suggests these mRNAs 
were those that were being made when the developing spore 
shut down, and they have been in suspended animation 
through dormancy.

While the above work certainly clarifies where the abundant 
and likely most significant spore mRNAs came from, they do 
not completely address the function of these mRNAs, as well 
as that of the many mRNAs present in only small fractions 
of the spore population. Might these be  important in directing 
protein synthesis early in germination even if only for some 
spores? Ruling this out is most likely impossible. However, a 
simple experiment of leaving spores to sporulate for different 
times, and then analyzing their mRNA levels provided strong 
evidence that spore mRNAs, more specifically intact spore 
mRNAs, are not essential for at least B. subtilis spore germination 
and outgrowth (Camilleri et  al., 2019). Thus RNA-Seq analysis 
on B. subtilis spores harvested after 2  days of sporulation gave 
approximately the same ~50 spore mRNAs at ≥1 molecule/
spore, but spores allowed to sporulate on plates for 45–90 days 
at 37°C gave RNA from which levels of all spore mRNAs 
were decreased ≥95-fold, and rRNAs were significantly 
fragmented. Yet despite this loss of all intact spore mRNA 
and significant damage to rRNA, spore germination and return 
to growth were not appreciably affected. This result certainly 
rules out spore mRNAs as playing any role in directing protein 
synthesis when spores germinate, and suggests that these mRNAs 
main function is to serve as a reservoir of ribonucleotides for 
new RNA synthesis when spores germinate fully. As noted 
above, almost all the abundant spore mRNAs are rapidly 
degraded when spores germinate, but how this degradation 
takes place in the dormant spore is not clear, but it is not 
to ribonucleotides (Korza et  al., 2016). Indeed, rRNA was also 
fragmented in spores after 45–90  days of sporulation, and at 
specific regions and into rather large fragments. Almost all 
mRNA from these aged spores is thus also almost certainly 
fragmented into pieces too small to be  detected by RNA-Seq, 
but this will require further work to determine the fragment 
sizes of the degraded spore mRNAs. It is also possible that 
some small mRNA fragments play a regulatory role in gene 
expression, although there is currently no evidence relevant 
to this suggestion.

Probably the biggest question not answered to date is how 
so much mRNA from genes expressed in the mother cell shows 
up in dormant spores. Certainly, contamination in dormant 
spores’ outer layers has been thoroughly ruled out (Korza et al., 
2019). However, there is known to be  a feeding tube between 
the mother cell and forespore through which small molecules 
can pass to “feed” the developing spore (Figure  2). Perhaps 
fragments of mother cell mRNA can also pass into the developing 
spore as was previously suggested (Segev et  al., 2012). Indeed, 
analysis of the coverage of RNA-Seq data for high and low 
abundance mRNAs in B. subtilis spores indicates that while 
coverage of reads of high abundance mRNAs is reasonably 
uniform, coverage of reads for low abundance mRNAs is 
somewhat less uniform, consistent with at least some of these 
mRNAs being in fragments. Indeed, direct evidence for the 

fragmented nature of at least some spore mRNAs was obtained 
recently by examining spore mRNAs for an NAD residue 
incorporated at mRNAs 5'-termini (Craft et  al., 2020).

ISSUES FOR THE FUTURE

Given all the material above, the most likely assumptions now 
about spore mRNA seem to be  as follows: (1) this mRNA is 
not important for directing synthesis of proteins needed for 
spore germination or outgrowth and (2) the role of this mRNA 
is to serve as a ribonucleotide reserve for new RNA synthesis 
when spores resume macromolecular synthesis. The available 
data on spore ATP levels also make it extremely unlikely that 
there can be significant levels of new RNA synthesis in dormant 
spore populations. However, given the well-known heterogeneity 
in spore populations (Setlow et  al., 2012, 2017), it is certainly 
possible that a small percentage of dormant spores could 
be  active in RNA synthesis from time to time, and disproving 
such possible heterogeneity in dormant spore populations will 
be  extremely difficult. Perhaps going forward it may become 
possible to conduct transcriptomic analyses on individual 
dormant spores. Alternatively, small fractions of spores within 
dormant populations have been observed to initiate germination 
in a seemingly stochastic manner that reflects phenotypic rather 
than genetic diversity (Paidhungat and Setlow, 2000; Sturm 
and Dworkin, 2015). It is plausible then that these “spontaneously” 
germinating spores account for detectable mRNA synthesis in 
otherwise dormant spore populations, particularly if sensitive 
assays are employed.

Another topic touched upon in this review is whether RNA 
and/or protein synthesis are needed for spore germination. Most, 
but not all evidence supports an answer of no to this question, 
with the lack of the inhibition of spore germination by inhibitors 
of RNA or protein synthesis seen by most workers being potentially 
definitive results. However, it is well-known that the dormant 
spore inner membrane (IM), at least of B. subtilis, is impermeable 
to charged compounds, and exhibits only very slow permeability 
to neutral lipophilic compounds and even water (Gerhardt and 
Black, 1961; Knudsen et  al., 2016). Thus, it seems most likely 
that charged and hydrophilic inhibitors of macromolecular 
synthesis would not get into the spore core until after germination 
is complete, including the hydrolysis of the spore peptidoglycan 
cortex, when IM lipid mobility and permeability return to that 
of growing cells. Indeed, there is no direct evidence for uptake 
of inhibitors of RNA or protein synthesis into an intact dormant 
spore, including when various treatments have been used in 
hopes of increasing spore permeability (Tanimoto et  al., 1996; 
Sinai et  al., 2015). Thus, to make this inhibitor experiment 
definitive, new ways must be developed to ensure that inhibitors 
indeed are able to freely enter the spore core. The recent 
demonstration of the high apparent IM permeability of decoated, 
CaDPA-less spores which retain characteristics of dormant spores 
(Mokashi et al., 2020) suggests that these spores could be useful 
for this type of experiment.

The second major evidence against any essential involvement 
of macromolecular synthesis in spore germination is that ATP 
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levels are almost non-existent in dormant spores, and appear 
to increase only after germination is complete (Setlow and 
Kornberg, 1970a; Scott and Ellar, 1978). While this result is 
potentially definitive in ruling out macromolecular synthesis’ 
involvement in spore germination, this experiment can 
be  confounded to some extent by at least three factors – (i) 
the heterogeneity in germination rates between individual spores 
in populations (Setlow et  al., 2017), so that curves for both 
germination and ATP accumulation are broadened significantly, 
(ii) completion of germination after CaDPA release requires 
hydrolysis of the spore cortex peptidoglycan, which leads to an 
increase in core water content to 80% of wet wt allowing full 
protein mobility in spores and thus metabolic activity; however, 
the latter increase in core water is not rapid and takes 10–15 min 
in B. subtilis (Camilleri et  al., 2019), and perhaps there could 
be  metabolic activity when core water content reaches 60% of 
wet wt, and (iii) analyses of the accumulation of ATP by 
germinating spores has always been measured by extraction of 
small molecules and subsequent analyses and it would be  ideal 
to measure molecules such as ATP, NADH, etc., in individual 
germinating spores, as this would give much higher resolution 
for analyses of when ATP and other high energy compounds 
were generated in spore germination. Indeed, certainly our 
understanding of spore germination has been significantly increased 
by examining the germination of multiple individual spores 
(Setlow et  al., 2017). It certainly seems possible that use of new 
technology to examine individual germinating spore properties 
could give further insight into events early in germination and 
with much better time resolution than we  currently have.

Finally, one of the most puzzling findings to come from detailed 
analysis of mRNAs in dormant spores is that a number of these 
mRNAs are thought to be  expressed only in the mother cell 
compartment of this sporulating cell under the control of the 
mother cell compartment-specific σE or σK factors for RNA 
polymerase. It is certainly possible that there is some small amount 
of either or both of these σ-factors in forespores, although expression 
of such mother cell proteins has not been observed, and indeed 
would seem to serve no purpose, especially for mRNAs that 
encode spore coat or exosporium proteins. Readthrough 
transcription from an upstream gene under control of a forespore 
promoter may also be a contributing factor here although it seems 
unlikely that such a mechanism would be  relied upon to confer 
molecules with functional significance. Another possibility suggested 
~8  years ago (Segev et  al., 2012) is that mother cell mRNAs 
might migrate into the developing spore via the “feeding tube” 

through which the mother cell nurtures the forespore (Camp 
and Losick, 2008; Meisner et  al., 2008; Camp and Losick, 2009; 
Crawshaw et  al., 2014; Zeytuni and Strynadka, 2019). However, 
if these mRNAs were intact, this would again seem to raise the 
concern of expressing mother cell protein in the spore core. An 
obvious alternative is that the mother cell mRNAs are only 
fragments, which might even facilitate their passage through the 
feeding tube. Indeed, many spore mRNAs appear to be significantly 
fragmented as determined by both analysis of the coverage of 
reads along a gene (Camilleri et  al., 2019; Korza et  al., 2019), 
as well as isolation of 5'-modified regions of a few B. subtilis 
spore mRNAs and demonstration that 3'-regions of these mRNAs 
were not isolated with 5' ends (Craft et  al., 2020). This analysis, 
as well as the mechanism of mRNA (as well as rRNA) hydrolysis 
in spores and which does not give rise to mononucleotides (Korza 
et  al., 2016) are also subjects for further work, and will almost 
certainly give new and interesting information on what is going 
on inside developing spores, and even dormant spores themselves.
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6S RNA is a kind of high-abundance non-coding RNA that globally regulates bacterial 
transcription by interacting with RNA polymerase holoenzyme. Through bioinformatics 
analysis, we found that there are two tandem 6S RNA-encoding genes in the genomes 
of Bacillus cereus group bacteria. Using Bacillus thuringiensis BMB171 as the starting 
strain, we have explored the physiological functions of 6S RNAs, and found that the genes 
ssrSA and ssrSB encoding 6S-1 and 6S-2 RNAs were located in the same operon and 
are co-transcribed as a precursor that might be processed by specific ribonucleases to 
form mature 6S-1 and 6S-2 RNAs. We also constructed two single-gene deletion mutant 
strains ΔssrSA and ΔssrSB and a double-gene deletion mutant strain ΔssrSAB by means 
of the markerless gene knockout method. Our data show that deletion of 6S-1 RNA 
inhibited the growth of B. thuringiensis in the stationary phase, leading to lysis of some 
bacterial cells. Furthermore, deletion of 6S-1 RNA also significantly reduced the spore 
number and parasporal crystal content. Our work reveals that B. thuringiensis 6S RNA 
played an important regulatory role in ensuring the sporulation and parasporal 
crystal formation.

Keywords: non-coding RNA, 6S RNA, Bacillus thuringiensis, sporulation, parasporal crystal formation

INTRODUCTION

In 1967, Hindley (1967) first discovered a highly abundant non-coding RNA in Escherichia 
coli. Because it exhibits a sedimentation coefficient of 6S, it was thus named 6S RNA, with 
its nucleotide sequence further determined by Brownlee (1971) afterwards. However, the 
study of 6S RNA remains silent for a long time until 2000, when Wassarman and Storz 
(2000) found that E. coli 6S RNA exists in high abundance throughout all bacterial growth 
phases, and exhibits a concentration as high as 10,000 molecules/cell in E. coli cells in the 
stationary phase. High abundant 6S RNA is found to regulate gene transcription in the 
stationary phase by combining with σ70-denpendent RNA polymerase holoenzyme, thus leading 
to the response regulation of bacterial to stresses such as starvation. Infact, all previous 
studies also seem to indicate that 6S RNA is a global regulatory factor (Wassarman and 
Storz, 2000; Cavanagh and Wassarman, 2014; Steuten et  al., 2014; Wassarman, 2018). Later 
on, 6S RNA is found to exist in even more bacteria. Wehner et  al. (2014) identified 1,750 
6S RNA-encoding genes in 1,611 bacterial genomes, and found that the sizes of 6S RNA-encoding 
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genes ranging from 153 to 237 base pairs (with an average 
of 183  bp). While most bacteria seem to contain only one 
6S RNA-encoding gene in their genomes, some bacteria, such 
as Bacillus genus in Firmicutes phylum, do contain two 6S 
RNA-encoding genes. Interestingly, even four such 6S 
RNA-encoding genes are found in the genome of Magnetococcus 
sp. MC-1 of α-Proteobacteria. In fact, 6S RNA-encoding genes 
are now found to be  widely distributed in various bacteria, 
even in bacteria from the phyla Chloroflexi and Aquificae at 
the root of the phylogenetic tree (Wehner et al., 2014), indicating 
that 6S RNAs are originated quite early and are widely distributed.

Besides, Trotochaud and Wassarman (2004) also reveal 
that the survival ability of E. coli is distinctively reduced 
in the stationary phase when the 6S RNA-encoding gene 
ssrS1 is deleted, indicating that 6S RNA is beneficial to the 
normal growth and survival of E. coli in the stationary phase. 
Indeed, more and more regulatory functions of 6S RNA 
are gradually unveiled after many more in-depth researches. 
For example, it can now delay the sporulation of Bacillus 
subtilis (Cavanagh and Wassarman, 2013), promote the 
photosynthesis of Synechocystis (Heilmann et  al., 2017), 
enhance the gene expression of pathogenicity island in 
Salmonella enterica serovar Typhimurium (Ren et  al., 2017), 
increase the synthesis of antibiotics in Streptomyces coelicolor 
(Mikulík et al., 2014), optimize the symbiosis of Bradyrhizobium 
with leguminous plants (Madhugiri et  al., 2012), and so on.

B. subtilis contains two kinds of 6S RNAs, called 6S-1 and 
6S-2 RNAs, with their encoding genes bsrA and bsrB located 
in different regions of the genome. While deletion of 6S-1 
RNA inhibits the growth of B. subtilis in the stationary phase 
(Hoch et  al., 2015) and promotes earlier sporulation initiation 
by accelerating the utilization of nutrients (Cavanagh and 
Wassarman, 2013), the lack of 6S-2 RNA does not, however, 
seem to affect the growth and sporulation in the stationary 
phase (Cavanagh and Wassarman, 2013; Hoch et  al., 2015). 
Until now, its physiological function remains unclear.

The Bacillus cereus group is a taxonomic group comprising 
closely related species of the Bacillus genus that includes more 
than 20 different species (Miller et  al., 2016; Liu et  al., 2017). 
Among them, the insect pathogen Bacillus thuringiensis, the 
anthracnose pathogen Bacillus anthracis, and the food-borne 
opportunistic pathogen B. cereus (Wang et al., 2019), have attracted 
extensive attention. Different from B. subtilis that harbors two 6S 
RNA-encoding genes located in different regions, B. cereus group 
bacteria contain the 6S RNA-encoding genes arranged in tandem 
in their genomes (Wehner et  al., 2014). In this study, taking the 
B. thuringiensis BMB171 as a model to study the physiological 
function of 6S RNAs in B. cereus group bacteria, we  found that 
the encoding genes ssrSA and ssrSB of 6S-1 and 6S-2 RNAs in 
BMB171 were located in the same operon and were co-transcribed 
as a precursor, which might be  processed by ribonucleases to 
form mature 6S-1 and 6S-2 RNAs. Furthermore, deletion of the 
ssrSA gene inhibited the growth of B. thuringiensis in the stationary 
phase and decreased the sporulation and parasporal crystal 
formation. Besides, we  found that diminished sporulation is 
primarily due to the decreased growth rate of the ssrSA deletion 
mutant in the stationary phase.

MATERIALS AND METHODS

Bacterial Strains and Growth Conditions
The plasmids and strains used in this study are listed in 
Tables 1, 2, with primers used listed in Supplementary Table S1, 
respectively. Escherichia coli DH5α was used for cloning 
experiment and was cultured at 37°C in lysogeny broth (LB) 
medium (g/L: tryptone, 10; yeast extract, 5; and NaCl, 10). 
The medium was adjusted to pH 7.0 before autoclaving at 
121°C for 15  min. Bacillus thuringiensis BMB171 and its 
derivative strains were cultured at 28°C in the GYS medium 
(g/L: glucose, 1.00; yeast extract, 2.00; K2HPO4·3H2O, 0.66; 
(NH4)2SO4, 2.00; MgSO4·7H2O, 0.04; MnSO4·H2O, 0.04; and 
CaCl2, 0.08), with the medium autoclaved at 115°C for 30 min 
after pH value being adjusted to 7.8. When necessary, relevant 
antibiotics were added to the cultures with the following 
final concentration: 50 μg/ml kanamycin, 25 μg/ml erythromycin, 
100  μg/ml ampicillin, 300  μg/ml spectinomycin, or 
60  U polymyxin (Wang et  al., 2019). For the decoyinine-
added experiment, cells were grown to an OD600 of 0.5  in 
GYS medium, followed by the addition of decoyinine to 
0.4  mg/ml as previously described (Mitani et  al., 1977; 
Ikehara et  al., 1982; Cavanagh and Wassarman, 2013).

RNA Extraction and RT-qPCR
The samples of 30  ml each from BMB171 and its derivative 
strains were cultured in GYS medium for 11  h before being 
centrifuged, followed by total RNA extraction and RT-qPCR 
experiments as previously described (Zheng et  al., 2015, 2020; 
Fu et  al., 2018). In these experiments, the gapdh gene was 
used as an internal control.

Identification of Transcription Start Site
The 5'-rapid amplification of complementary DNA (cDNA) 
ends (5'-RACE) experiment was performed to identity the 
trancription start site (TSS) as described previously with some 
modifications (Ali et  al., 2017). RNA was first extracted from 
BMB171 cells that were grown in GYS, followed by reverse 
transcription to cDNA. The 3'-end of cDNA was then labeled 
by poly(dA) using terminal deoxynucleotidyl transferase (Takara, 
Japan). The cDNA was then PCR amplified using primers of 
Primer-8 and ssrSB-R as listed in Supplementary Table S1. 
The PCR products were then cloned to the pMD19-T vector 
(Takara, Japan) and sequenced (Wang et  al., 2019).

Determination of β-Galactosidase Activity
BMB171/pHT1K, BMB171/P1-lacZ, and BMB171/P2-lacZ strains 
were grown at 28°C in a shaking incubator at 200  rpm in 
100  ml GYS with 25  μg/ml erythromycin. Two milliliters of 
each culture was separately collected at indicated time and 
assayed for β-galactosidase activity as described previously 
(Zhou et  al., 2017; Wang et  al., 2019).

Spore Count by Spread-Plate Method
BMB171 and its single deletion 6S-1 RNA mutant ΔssrSA, single 
deletion 6S-2 RNA mutant ΔssrSB, and the double deletion mutant 
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ΔssrSAB were cultured in GYS medium at 28°C for 24  h, which 
were then heated to 65°C for 30 min, followed by gradient dilution 
(10 times) with M9 minimum medium. Around 100  μl of each 
diluent was then spread onto LB plates. The colony-forming units 
(CFUs) per ml were then counted (Wang et  al., 2016).

Phase-Contrast Microscopic Analysis of 
Sporulation
BMB171 and its derivative strains were cultured at 28°C in 
GYS medium. To observe the morphology of vegetative cells 
and spores, 5  μl of each cell sample was collected at indicated 
time points, spotted onto the center of a glass slide, and covered 
with a coverslip. Spores were then observed with a phase-
contrast microscope (Olympus, Japan; Zheng et  al., 2020).

Transmission Electron Microscope
To observe the morphology of BMB171 cells and its derivative 
strains, 4  ml of each sample was harvested by centrifugation 
at 17 h, with the cell pellets resuspended in 2.5% glutaraldehyde, 
and stored at 4°C overnight. Ultra-thin sections were finally 
prepared and stained as described (Craig et al., 1997). A Hitachi 
H-7000 FA transmission electron microscope (Hitachi, Japan) 
was then used for observation.

Construction of Markerless Gene Deletion 
Strains
The markerless gene deletion mediated by homing endonuclease 
I-SceI was performed in B. thuringiensis as previously reported 
(Zheng et  al., 2015; Tang et  al., 2016; Wang et  al., 2016).  

TABLE 1 | Plasmids used in this study.

Plasmids Relevant characteristics Purposes Origins

pHT1K B. thuringiensis-E. coli shuttle plasmid; AmpR ErmR For β-galactosidase assays and gene 
complementation

Wang et al., 2013a

pHT1K-lacZ
pHT1K plasmid carrying the promoter-less lacZ gene, for β-galactosidase 
activity assay

β-galactosidase assays Wang et al., 2013a

pHT1K-P1-lacZ
pHT1K carrying the promoter region (−190 to +10) of ssrS operon fused 
with lacZ

β-galactosidase assays This work

pHT1K-P2-lacZ
pHT1K carrying the upstream region (+10 to +214) of ssrSB fused with 
lacZ

β-galactosidase assays This work

pHT1K-P1-ssrSA
pHT1K carrying the promoter and ssrSA encoding region of ssrS operon 
fused with terminator region of ssrS operon

Gene complementation This work

pHT1K-P1-ssrSAB pHT1K carrying the promoter and encoding region of the ssrS operon Gene complementation This work

pRP1028
B. thuringiensis-E. coli shuttle plasmid; AmpR ErmR; carrying turbo-rfp gene 
and an I-SceI recognition site

Gene deletion Janes and Stibitz, 2006

pSS4332
B. thuringiensis-E. coli shuttle plasmid; KmR; carrying gfp and I-SceI 
restriction enzyme encoding gene

Gene deletion Janes and Stibitz, 2006

pSS1827 The helper plasmid for conjugative transfer; AmpR Gene deletion Janes and Stibitz, 2006

pRP1028-ssrSA-UD
pRP1028 with the upstream and downstream regions of ssrSA, an 
intermediate plasmid in gene deletion experiment

Gene deletion This work

pRP1028-ssrSB-UD
pRP1028 with the upstream and downstream regions of ssrSB, an 
intermediate plasmid in gene deletion experiments

Gene deletion This work

pRP1028-ssrSAB-UD
pRP1028 with the upstream region of ssrSA and downstream region of 
ssrSB, an intermediate plasmid in gene deletion experiments

Gene deletion This work

pBMB43-304
B. thuringiensis-E. coli shuttle plasmid; AmpRErmR; carrying ORF of 
cry1Ac10;

Determination of the parasporal 
crystal protein Cry1Ac 10

Qi et al., 2015

TABLE 2 | Strains used in this study.

Strains Relevant characteristics Origins

E. coli DH5α F-Φ80lacZΔM15 Δ(lacZYA-argF) U169 recA1 endA1 hsdR17 (rk-, mk+) phoA supE44 thi-1 gyrA96 relA1 λ- Beijing TransGen Biotech Co., Ltd.
BMB171 B. thuringiensis strain BMB171; an acrystalliferous mutant strain; high transformation frequency He et al., 2010; Wang et al., 2013a
ΔssrSA Markerless deletion of ssrSA in BMB171 This work
ΔssrSB Markerless deletion of ssrSB in BMB171 This work
ΔssrSAB Markerless deletion of ssrSA and ssrSB in BMB171 This work
BMB171/pHT1K BMB171 strain harboring plasmid pHT1K This work
ΔssrSA/P1-ssrSA Gene complemented strain: ΔssrSA strain harboring plasmids pHT1K-P1-ssrSA This work
ΔssrSAB/P1-ssrSAB Gene complemented strain: ΔssrSAB strain harboring plasmid pHT1K-P1-ssrSAB This work
BMB171/lacZ BMB171 strain harboring pHT1K carrying the promoter-less lacZ gene This work
BMB171/P1-lacZ BMB171 strain harboring pHT1K carrying the promoter region of ssrSA fused with lacZ This work
BMB171/P2-lacZ BMB171 strain harboring pHT1K carrying the upstream region of ssrSB fused with lacZ This work
BMB171-cry BMB171 strain harboring plasmid pBMB43-304 This work
ΔssrSA-cry ΔssrSA strain harboring plasmid pBMB43-304 This work
ΔssrSB-cry ΔssrSB strain harboring plasmid pBMB43-304 This work
ΔssrSAB-cry ΔssrSAB strain harboring plasmid pBMB43-304 This work
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Intermediate plasmids (pRP1028-ssrSA-UD, pRP1028-ssrSB-UD, 
and pRP1028-ssrSAB-UD) used in this study for gene deletion 
experiments were listed in Table  1. The helper plasmid pSS1827 
for conjugational transfer and B. thuringiensis-E. coli shuttle plasmid 
pRP1028 carrying an I-SceI recognition site and pSS4332 carrying 
I-SceI restriction enzyme encoding gene was listed in Table  1.

Observation of Parasporal Crystal and 
Determination of Parasporal Crystal 
Protein
Crystalliferous strains of BMB171-cry, ΔssrSA-cry, ΔssrSB-cry, and 
ΔssrSAB-cry were obtained by transformation of the cry1Ac10 
gene with its original promoter in the plasmid pBMB43-304 (Qi 
et  al., 2015) into BMB171, ΔssrSA, ΔssrSB, and ΔssrSAB strains, 
respectively. To observe parasporal crystals, the crystalliferous 
strains were grown at 28°C and 200 rpm for 24 h in GYS medium 
supplemented with 25 mg/ml erythromycin. One drop from each 
culture was spotted onto the center of a glass slide, and covered 
with a coverslip. Parasporal crystals were then observed with a 
phase-contrast microscope (Olympus, Japan). To extract Cry1Ac10 
protein, each culture was collected separately by centrifugation 
at 6,000  g for 15  min (AG Eppendorf, Hamburg, Germany). 
Procedure for the separation of Cry1Ac10 protein was carried 
out according to a previous study (Wang et  al., 2013b). Finally, 
the Cry1Ac10 protein was visualized by SDS-PAGE, with its 
concentration measured by the Bradford method (Wang et al., 2016).

RESULTS

The ssrSA and ssrSB Genes Were Located in 
the Same Operon and Were Co-Transcribed
The BMB171 strain was found to possess two 6S RNAs, 
with their encoding genes ssrSA (BMB171_RS29145) and 
ssrSB (BMB171_RS291506) located in tandem in the genome 
(Figure  1A). To explore whether the ssrSA and ssrSB genes 
are within the same operon, we  first verified the 
co-transcription of the ssrSA and ssrSB genes by the semi-
quantitative reverse transcription PCR (SqRT-PCR; 
Supplementary Figure S1), and found they were indeed 
co-transcribed. To further confirm that the ssrSB gene is 
not transcribed individually, we carried out the β-galactosidase 
assays to detect the promoter activities of the upstream 
regions of ssrSA and ssrSB genes in the BMB171 genome, 
respectively. We  found that the upstream sequence of the 
ssrSA gene (P1 region) exhibited strong transcription initiation 
activities in the logarithmic phase (5  h), transition phase 
(11  h), and stationary phase (17  h), while those of the ssrSB 
gene (P2 region) basically exhibited no such transcription 
initiation activities at all when compared to the no promoter 
control (Figure  1B). These data indicate that the ssrSB gene 
was co-transcribed along, but not individually, with ssrSA. 
Finally, through the 5’-RACE experiment (Figure  2A), 
we  identified a TSS as well as the canonical −35 and −10 
regions (Figure  2B) upstream of the ssrSA gene, but found 
no independent TSS upstream of the ssrSB gene. These results 

thus clearly confirmed that the 6S RNA-encoding genes ssrSA 
and ssrSB were co-transcribed in BMB171.

Deletion of 6S-1 RNA Inhibited the Growth 
of B. thuringiensis in the Stationary Phase
It has been reported that deletion of 6S-1 RNA results in 
inhibition of the growth of B. subtilis in the stationary phase 
(Hoch et  al., 2015). We  thus wonder whether deletion of 6S 
RNAs also exhibits the similar effect on the growth of B. 
thuringiensis. We have thus used the markerless gene knockout 
technology to precisely delete the two 6S RNA-encoding genes 
in the starting strain BMB171, and constructed the single 
deletion 6S-1 RNA mutant ΔssrSA, single deletion 6S-2 RNA 
mutant ΔssrSB, and the double deletion mutant ΔssrSAB. 
We  first determined the growth curves of BMB171 and its 
mutants, and found that the growth rates of mutants ΔssrSA 
and ΔssrSAB declined much more rapidly than that of starting 
strain BMB171 in the stationary phase, while ΔssrSB exhibited 
no significant change compared to BMB171 (Figure  3A). 
Next, we  checked the cell morphologies of BMB171, ΔssrSA, 
ΔssrSB, and ΔssrSAB at 17  h with transmission electron 

A

B

FIGURE 1 | Promoter activity assays of the ssrSA and ssrSB genes in 
BMB171. (A) Schematic diagram of ssrSA and ssrSB genes and their putative 
promoter regions of P1 (marked in green) and P2 (marked in blue). The P1 
and P2 regions were each fused with a β-galactosidase gene (lacZ) and 
transformed into the plasmid pHT1K, respectively. (B) The β-galactosidase 
activity assay of strains BMB171/P1-lacZ and BMB171/P2-lacZ harboring 
plasmids pHT1K-P1-lacZ and pHT1K-P2-lacZ with the BMB171/-lacZ 
harboring pHT1K carrying a promoter-less lacZ as the control. The strains 
were cultured at 28°C in GYS medium and were determined in the logarithmic 
phase (5 h), transition phase (11 h), and stationary phase (17 h). The values 
were means ± SDs for triplicate assays. Significances of differences by 
Student’s t-test are indicated. ***p < 0.001; **p < 0.01; *p < 0.05; ns, p > 0.05.
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microscope, and found that deletion of 6S-1 RNA caused 
more cells to lyse (Figure 3B), while the complemented strains 
ΔssrSA/P1-ssrSA and ΔssrSAB/P1-ssrSAB showed no significant 
differences in bacterial growth and morphology 
(Supplementary Figure S2) compared to the control strain 
BMB171/pHT1K. Taken together, these results indicate that 
deletion of 6S-1 RNA but not 6S-2 RNA inhibited the growth 
of B. thuringiensis in the stationary phase.

Deletion of 6S-1 RNA Inhibited the 
Sporulation and Parasporal Crystal 
Formation
To investigate the roles of 6S-1 and 6S-2 RNAs in the process 
of sporulation, we  first checked the spores of BMB171 and its 
mutants in the stationary phase through a phase-contrast 
microscope, and found that the spores formed by mutants ΔssrSA 
and ΔssrSAB were much fewer than those of the starting strain 
BMB171. However, the spore amount of ΔssrSB was similar to 
that of BMB171 (Figure  4A). Second, we  counted the spores 
by spread-plate method, and found that the spore numbers 

formed by ΔssrSA and ΔssrSAB were much fewer than those 
of BMB171, whereas the spore number in ΔssrSB did not differ 
much from that in BMB171 (Figure  4B). Meanwhile, we  also 
complemented back the ssrSA and ssrSAB genes into the mutants 
ΔssrSA and ΔssrSAB, respectively. Phase-contrast microscopy 
observation and spore count did show that the sporulation 
capabilities of the complemented strains ΔssrSA/P1-ssrSA and 
ΔssrSAB/P1-ssrSAB have returned to the original level of the 
control strain BMB171/pHT1K (Supplementary Figure S3). 
These results indicate that deletion of the ssrSA gene, but not 
ssrSB, inhibited sporulation; namely, the presence of 6S-1 RNA 
was required for the normal sporulation.

A

B

FIGURE 2 | Identification of the transcription start site (TSS) and promoter 
regions of the ssrSAB operon. (A) TSS is identified by 5'-rapid amplification of 
complementary DNA (cDNA) ends (5'-RACE), with the 5'-RACE aptamer 
sequence (a tandem of 16 thymine nucleotides) shown in red, and the TSS 
marked with a curved arrow. The 5'-end 40 bp sequence of the ssrSAB 
operon was highlighted with a green box, with the colored nucleotides 
consistently as those in the sequencing diagram (below). (B) The promoter 
(−51 to −1) and encoding region (+1 to +398) sequences of the ssrSAB 
operon. The −35 and −10 regions were underlined in black, and the ssrSA 
(+1 to +193) and ssrSB (+215 to +398) encoding regions underlined in red 
and blue, respectively. The TSS was marked with a curved arrow with the 
5'-end 40 bp sequence enclosed by a green box and colored as those in (A).

A

B

FIGURE 3 | The effect of deleting of 6S RNA-encoding genes on the 
growths of Bacillus thuringiensis. (A) Determination of the growth curves of 
BMB171 and its 6S RNA-encoding genes deletion mutants ΔssrSA, ΔssrSB, 
and ΔssrSAB. (B) Transmission electron microscope images of the cell 
morphologies of BMB171 and its deletion mutants ΔssrSA, ΔssrSB, and 
ΔssrSAB at 17 h (stationary phase). Lysed cells are indicated by red arrows. 
The above-mentioned strains were cultured at 28°C in GYS medium. The 
values were means ± SDs for triplicate assays.
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BMB171 is an acrystalliferous mutant of wild-type YBT-1463 
(Li et  al., 2000; Qi et  al., 2015). To explore whether 6S 
RNAs affect the parasporal crystal formation, we  introduced 
a pBMB43-304 plasmid containing the parasporal crystal 
protein encoding gene cry1Ac10 and its original promoter 
sequence (Qi et  al., 2015) into the BMB171 and its mutant 
strains ΔssrSA, ΔssrSB, and ΔssrSAB, respectively, to obtain 
the crystalliferous strains of BMB171-cry, ΔssrSA-cry, 
ΔssrSB-cry, and ΔssrSAB-cry. We first checked the parasporal 
crystal formation of BMB171 and its mutants in the stationary 
phase through a phase-contrast microscope, and found that 
the amounts of parasporal crystals formed by the ΔssrSA-cry 
and ΔssrSAB-cry strains were far less than that of BMB171-
cry, while the amount of crystals in the ΔssrSB-cry was 
similar to that of BMB171-cry (Figure  5A). Subsequently, 
we  measured the content of parasporal crystal protein 
Cry1Ac10, and found that the concentrations of Cry1Ac10 in 
ΔssrSA-cry and ΔssrSAB-cry were remarkably reduced 
compared to BMB171-cry, while the ΔssrSB-cry exhibited 
no substantial difference (Figures  5B,C). These experiments 
show that deletion of 6S-1 RNA not only inhibited the 
sporulation of bacterial cells, but also repressed the parasporal 
crystal formation.

Reduction in Sporulation Capability Was 
Due to Inhibition of Bacterial Growth in the 
Stationary Phase
To figure out the reasons accounting for inhibition of 
sporulation in BMB171 after 6S-1 RNA deletion, we  used 
the real-time quantitative PCR (RT-qPCR) to examine the 
transcription levels of several key early sporulation-related 
genes in BMB171 and its mutant’s strains ΔssrSA, ΔssrSB, 
and ΔssrSAB. These relevant genes include spo0A, which 
encodes an essential transcriptional regulatory factor in the 
initial stage of sporulation (Lopez et  al., 2009); kinA, which 

encodes a phosphorylation kinase that is mainly responsible 
for the phosphorylation of Spo0A (Jiang et  al., 2000a); and 
spo0H, which encodes σH to promote the transcription of 
spo0A and kinA (Predich et  al., 1992). Taking gene gapdh 
encoding glyceraldehyde-3-phosphate dehydrogenase as an 
internal control, we demonstrated that the transcription levels 
of spo0A, kinA, and spo0H from mutants ΔssrSA, ΔssrSB, 
and ΔssrSAB at 0.5, 1.0, 1.5, and 2.0  h showed almost no 
difference to those of BMB171 (Supplementary Figure S4). 
Besides, we further determined the transcriptomes of BMB171 
and ΔssrSAB in the stationary phase and found that  
the transcription levels of sporulation-related genes did  
not change significantly between BMB171 and ΔssrSAB 
(Supplementary Table S2). These data demonstrate that 
deletion of 6S-1 RNA did not change the start time of 
sporulation at the molecular level.

Since deletion of 6S-1 RNA did inhibit the growth of 
B. thuringiensis in the stationary phase, we  wonder whether 
such inhibition also affects their sporulation? Because BMB171 
and its various mutants ΔssrSA, ΔssrSB, and ΔssrSAB 
exhibited no obvious difference in the growth curves in 
the logarithmic phase, we wonder whether there is difference 
in sporulation efficacy when these strains were induced to 
produce spores at this time? Given that decoyinine can 
induce Bacillus cells to produce spores in advance (Cavanagh 
and Wassarman, 2013; Wang et al., 2016; Zhou et al., 2017), 
we  thus conducted an experiment by adding decoyinine to 
the GYS medium in the logarithmic phase. The results 
showed that the spore numbers formed by ΔssrSA, ΔssrSB, 
and ΔssrSAB did not differ much from that of BMB171 
(Figure  6). This experiment proves that the reduced 
sporulation efficacy was mainly caused by inhibition of the 
growth of B. thuringiensis in the stationary phase, not in 
the logarithmic phase. Further, we found that the transcription 
levels of genes involved in carbohydrate transport and 
metabolism, nucleotide transport and metabolism, protein 

A B

FIGURE 4 | The effect of deleting of 6S RNA-encoding genes on the B. thuringiensis sporulation. (A) Observation of the spore formed by BMB171 and its deletion 
mutants ΔssrSA, ΔssrSB, and ΔssrSAB at 24 h (stationary phase) using a phase contrast microscope. Oval-shaped spores are indicated by red arrows. (B) The spore 
counts of BMB171 and its mutants ΔssrSA, ΔssrSB, and ΔssrSAB at 24 h (stationary phase). The strains were cultured at 28°C in GYS medium. The values were 
means ± SDs for triplicate assays. Significances of differences by Student’s t-test are indicated. ***p < 0.001; **p < 0.01; *p < 0.05; ns, p > 0.05.
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translation, and energy production and conversion decreased 
significantly in ΔssrSAB (Supplementary Table S3). Therefore, 
the decreased growth rate of the ssrSA deletion mutant in 
the stationary phase is the main reason for the diminished 
sporulation of B. thuringiensis.

DISCUSSION

In this study, we verified that the 6S-1 and 6S-2 RNAs-encoding 
genes ssrSA and ssrSB were located in the same operon and 
co-transcribed in B. thuringiensis. Through the phenotypic 
study of BMB171 and its deletion mutants of ΔssrSA, ΔssrSB, 
and ΔssrSAB, we  found that deletion of 6S-1 RNA not only 
inhibited the growth of B. thuringiensis in the stationary phase, 
but also decreased the sporulation and parasporal crystal 
formation. We further confirmed that inhibition of the growth 
in the stationary phase is likely the primary reason for the 
reduced sporulation efficacy.

In BMB171, we  validated that the 6S-1 and 6S-2 RNAs-
encoding genes ssrSA and ssrSB were arranged in tandem and 
co-transcribed, and verified that the upstream sequence of the 
ssrSA gene exhibited the transcription initiation activity, but not 
the upstream sequence of the ssrSB gene (Figure 1). These results 
indicate that the transcriptions of ssrSA and ssrSB genes were 
initiated through the upstream promoter region of the ssrSA 
gene, and were jointly transcribed into a long RNA precursor. 
In E. coli, the 6S RNA-encoding gene is first transcribed into 
a long RNA precursor, which is then cleaved by RNase E and 
RNase G into mature 6S RNA (Kim and Lee, 2004). Given the 
fact that RNase E and RNase G prefer to cut the regions enriched 
in nucleotides A and U on single-stranded RNA (Mackie, 1998; 
Jiang et  al., 2000b; Tock et  al., 2000), so we  analyzed the RNA 
precursor sequence in BMB171 and found that, similar to E. coli, 
the 5'- and 3'-ends of the precursor RNA of 6S-1 RNA and 
6S-2 RNA in BMB171 are also rich in A and U 
(Supplementary Figure S5). Moreover, transcriptomic data showed 
that 6S RNAs existed mainly as two separate mature 6S-1 and 

A B

C

FIGURE 5 | The effect of deleting 6S RNA-encoding genes on the parasporal crystal formation of B. thuringiensis (A) Phase contrast microscopy image of the 
parasporal crystal formation in crystalliferous strains BMB171-cry, ΔssrSA-cry, ΔssrSB-cry, and ΔssrSAB-cry at 24 h (stationary phase). Cells with parasporal 
crystals and spores are indicated by blue and red arrows, respectively. (B) Separation of Cry1Ac10 from the four strains by SDS-PAGE. Lines 1–4 represent 
BMB171-cry, ΔssrSA-cry, ΔssrSB-cry, and ΔssrSAB-cry, respectively. (C) The concentrations of Cry1Ac10 in BMB171-cry (1), ΔssrSA-cry (2), ΔssrSB-cry (3), and 
ΔssrSAB-cry (4) at 24 h (stationary phase). The above-mentioned strains were cultured at 28°C in GYS medium. The values were means ± SDs for triplicate assays. 
Significances of differences by Student’s t-test are indicated. ***p < 0.001; **p < 0.01; *p < 0.05; ns, p > 0.05.

FIGURE 6 | The effect of deleting 6S RNA-encoding genes on the 
sporulation of BMB171 and its mutants in the logarithmic phase. After adding 
the sporulation inducer decoyinine (0.4 mg/ml) to the GYS cultures of above-
mentioned strains in the logarithmic phase (3 h, OD600 ≈ 0.5), the spore 
numbers were counted at 6, 9, 12, and 15 h after induction. The strains were 
cultured at 28°C and the numbers are revealed as means ± SDs in triplicate 
assays. Significances of differences by Student’s t-test are indicated. 
***p < 0.001; **p < 0.01; *p < 0.05; ns, p > 0.05.
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6S-2 RNAs (Supplementary Figure S6). Combining the above 
results (Supplementary Figures S1, S5, S6), we  suggest that a 
long precursor 6S RNA is first transcribed, followed by processing 
with RNase E, RNase G, or other ribonucleases to form mature 
and functional 6S-1 and 6S-2 RNAs.

In the present manuscript, we  have analyzed the 6S 
RNA-encoding genes of Bacillus genus bacteria and their gene 
organization. Bacillus genus bacteria usually contain two 
different 6S RNA-encoding genes of ssrSA and ssrSB 
(Supplementary Tables S4–S6). However, unlike other Bacillus 
genus bacteria that have these two genes located in different 
regions of the genome, the two 6S RNA-encoding genes of 
B. cereus group bacteria were located in tandem positions. 
Furthermore, we also verified that they were in the same operon 
and are transcribed together. The ssrSA and ssrSB genes of 
B. cereus group bacteria are located between the genes encoding 
thiocyanase and glutathione spermidine synthase. The former 
is related to the detoxification of exogenous toxins while the 
latter involved in the resistance to stress such as oxidation 
(Supplementary Table S4). Other than the B. cereus group, 
there is also a B. subtilis group bacteria composed of more 
than 20 important bacteria species, such as, B. subtilis, Bacillus 
licheniformis, Bacillus pumilus, Bacillus velezensis, and Bacillus 
amyloliquefaciens in Bacillus genus (Caulier et  al., 2019; Fayad 
et  al., 2019). Unlike the B. cereus group bacteria, the ssrSA 
gene of B. subtilis group bacteria was mainly located between 
the FMN-dependent NADH-azoreductase and DNA helicase 
RecQ encoding genes. The former is related to the detoxification 
of exogenous toxins, while the latter is linked with DNA repair, 
recombination, and replication. The ssrSB gene, on the other 
hand, was mainly located between the aspartate-tRNA ligase 
and tRNA threonylcarbamoyladenosine dehydratase, both of 
which were associated with protein translation 
(Supplementary Table S5). Among Bacillus genus bacteria 
excluding B. cereus group and B. subtilis group, only the aspartate-
tRNA ligase encoding gene locus upstream of the ssrSB gene 
was relatively conservative (Supplementary Table S6).

The 6S RNAs in B. cereus group bacteria were quite different 
to those of B. subtilis group bacteria regarding their gene 
organization, which might lead to their differences in sporulation. 
For example, in B. subtilis, deletion of 6S-1 RNA accelerates 
the utilization of nutrients, leading to the early arrival of 
nutrient deprivation conditions, which in turn induces the 
earlier expression of key early sporulation-related genes, ultimately 
promoting the earlier sporulation (Wassarman, 2018), while 
deletion of 6S-1 RNA in B. thuringiensis resulted in suppression 
of sporulation. In order to explore its possible regulatory 
mechanism, we have determined the transcriptomes of BMB171 
and ΔssrSAB in the stationary phase. After analyses, we  found 
that the transcription levels of sporulation-related genes did 
not change significantly between BMB171 and ΔssrSAB 
(Supplementary Table S2), indicating that 6S RNA does not 
affect sporulation by directly regulating the temporal expression 
of sporulation-related genes. Moreover, the experiments of 
decoyinine-induced sporulation in the logarithmic phase 
(Figure  6) and RT-qPCR detection of the transcription levels 
of key early sporulation-related genes (Supplementary Figure S4) 

further proved this conclusion. Since there is no available 
transcriptomic data from the 6S-1 RNA deletion in B. subtilis, 
we  are currently unable to compare the 6S-1 RNA regulatory 
mechanisms between the two bacteria in a more comprehensive 
way. Altogether, the 6S RNAs of B. subtilis group and B. cereus 
group bacteria exhibited different gene organization and 
physiological functions, indicating that 6S RNAs might regulate 
the biological functions of B. subtilis group and B. cereus group 
bacteria via different mechanisms.

Then, how does deletion of 6S-1 RNA inhibit sporulation 
of B. thuringiensis? After further analyzing the transcriptomic 
data, we found that the transcription levels of genes involved 
in carbohydrate transport and metabolism, nucleotide 
transport and metabolism, protein translation, and energy 
production and conversion decreased significantly in ΔssrSAB 
(Supplementary Table S3). According to our previous report 
that sporulation and parasporal crystal formation do require 
a lot of material and energy supply in B. thuringiensis (Wang 
et al., 2013c), we therefore speculate that the insufficient supply 
of material and energy in ΔssrSAB was the main reason for 
inhibition of sporulation.

How does deletion of 6S-1 RNA inhibits the parasporal 
crystal formation of B. thuringiensis? In crystalliferous strain 
BMB171-cry, cry1Ac10 with the original promoter was regulated 
by a sporulation-specific sigma factor SigE. In the transcriptomic 
data, we  did not find a significant expression difference of 
sigE between BMB171 and ΔssrSAB (Supplementary Table S2). 
Meanwhile, RT-qPCR assays confirmed that cry1Ac10 had no 
expression difference between BMB171 and ΔssrSAB 
(Supplementary Figure S7). However, the content of parasporal 
crystals was significantly reduced in ΔssrSAB (Figure 5B). This 
indicates that deletion of 6S RNA may inhibit the translation 
of Cry1Ac10, further reducing the parasporal crystal formation.

Like 6S RNA, CsrA, CarD, and (p)ppGpp are all global 
regulatory factors that can respond to starvation stress in the 
stationary phase (Kalia et  al., 2013; Romeo et  al., 2013; Flentie 
et  al., 2016). CsrA is believed to inhibit bacterial translation 
by interacting with conserved sequences on target mRNA under 
carbon starvation conditions (Romeo et  al., 2013). Both CarD 
and (p)ppGpp, on the other hand, seem to regulate downstream 
gene transcription by interacting with RNA polymerase; in 
addition, the binding of CarD with RNA polymerase has been 
found to stabilize the transcription initiation complex to initiate 
the transcription of downstream genes (Flentie et  al., 2016). 
Under starvation conditions, high levels of intracellular (p)
ppGpp can also inhibit translation, which not only regulates 
the transcription of tRNA, rRNA, and ribosomal protein genes 
by binding to RNA polymerase, but also directly inhibits the 
bacterial translation activity through combining translation 
initiation factor IF2 with the translation elongation factors 
EF-Tu and EF-G (Kalia et al., 2013). Like CarD and (p)ppGpp, 
6S RNA is also a global regulatory factor that can regulate 
gene transcription by binding to RNA polymerase. The consistent 
function of 6S RNA, CsrA, CarD, and (p)ppGpp may be  to 
maintain and optimize the survival rates of bacteria under 
different stress conditions, which may be  manifested in rather 
complex metabolic regulation networks. Currently we  cannot 
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figure out what are the specific roles 6S RNA plays in these 
networks and also how they co-regulate the bacterial response 
to starvation stress in the stationary phase, which are issues 
deserve further exploration.
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Timely and accurate RNA synthesis depends on accessory proteins that instruct RNA
polymerase (RNAP) where and when to start and stop transcription. Among thousands
of transcription factors, NusG/Spt5 stand out as the only universally conserved
family of regulators. These proteins interact with RNAP to promote uninterrupted
RNA synthesis and with diverse cellular partners to couple transcription to RNA
processing, modification or translation, or to trigger premature termination of aberrant
transcription. NusG homologs are present in all cells that utilize bacterial-type RNAP,
from endosymbionts to plants, underscoring their ancient and essential function. Yet,
in stark contrast to other core RNAP components, NusG family is actively evolving:
horizontal gene transfer and sub-functionalization drive emergence of NusG paralogs,
such as bacterial LoaP, RfaH, and UpxY. These specialized regulators activate a few (or
just one) operons required for expression of antibiotics, capsules, secretion systems,
toxins, and other niche-specific macromolecules. Despite their common origin and
binding site on the RNAP, NusG homologs differ in their target selection, interacting
partners and effects on RNA synthesis. Even among housekeeping NusGs from diverse
bacteria, some factors promote pause-free transcription while others slow the RNAP
down. Here, we discuss structure, function, and evolution of NusG proteins, focusing on
unique mechanisms that determine their effects on gene expression and enable bacterial
adaptation to diverse ecological niches.

Keywords: antitermination, evolution, NusG, RfaH, transcriptional pausing, termination, virulence

INTRODUCTION

In every living cell, multi-subunit RNA polymerases (RNAPs) carry out the first step of gene
expression, transcription of a DNA template into an RNA copy. Reflecting their common
evolutionary origin in the last universal common ancestor (LUCA) and the basic mechanism of
RNA synthesis, RNAPs share an overall architecture and structural elements that play key roles in
the assembly of transcription complexes, substrate selection and catalysis, interactions with nucleic
acids, etc. (Lane and Darst, 2010a,b). However, extant RNAPs differ greatly in subunit composition
and sequence: core RNAPs are composed of 5–7 subunits in bacteria vs. 12+ subunits in archaea
and eukaryotes, and even RNAPs from mesophilic bacteria Escherichia coli and Bacillus subtilis
are only 50% identical. Differences in cellular transcriptional machinery are thought to reflect
unique regulatory constraints imposed by diverse habitats. In support of this notion, even basal
general transcription factors that assist RNAP during each step of the transcription cycle are not
conserved between kingdoms. The sole exception to this trend is a transcription elongation factor
NusG (Werner, 2012).
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Bacterial Nus (N-utilization substance) proteins have
been identified genetically based on their requirement for
the coliphage λ development (Casjens and Hendrix, 2015).
In E. coli and Salmonella, potentially harmful xenogenes
are silenced by premature transcription termination by
a hexameric RNA helicase Rho (Peters et al., 2012; Bossi
et al., 2019). To escape silencing, bacteriophages have evolved
antitermination mechanisms targeting Rho or RNAP (Santangelo
and Artsimovitch, 2011). The immediate early gene N of phage λ

is required for the expression of delayed-early genes. N nucleates
the assembly of a large transcription antitermination complex
(TAC) composed of RNAP and NusABEG proteins (Mason
and Greenblatt, 1991; Krupp et al., 2019) and a similar TAC
assembles during transcription of the E. coli ribosomal RNA
operons (Squires et al., 1993; Huang et al., 2020). NusA and
NusG are general transcription elongation factors, which are
associated with RNAP transcribing all genes, at least in E. coli
(Mooney et al., 2009a). NusE, a.k.a. the ribosomal protein S10,
requires a binding partner NusB to remain soluble while not
a part of the ribosome; NusB is selectively enriched on rRNA
operons (Mooney et al., 2009a), consistent with its principal role
in rRNA synthesis. Among the shared components of the TACs,
NusG is the only factor that facilitates transcription elongation
in vivo and in vitro (Burova et al., 1995; Burns et al., 1998;
Zellars and Squires, 1999); by contrast, NusA increases RNAP
pausing and intrinsic termination, whereas NusB/E have no
effect (Belogurov and Artsimovitch, 2015).

All NusG-like proteins (NusG in bacteria; Spt5 in archaea
and yeast, DSIF in mammals) bind to an evolutionary conserved
site on the largest RNAP subunit (Klein et al., 2011; Martinez-
Rucobo et al., 2011; Ehara et al., 2017; Kang et al., 2018; Vos
et al., 2018). The NusG binding site is located on the tip of the
RNAP clamp, a conserved flexible module that closes over the
DNA binding channel. The clamp closes during the formation
of a transcriptionally competent initiation complex, remains
closed throughout elongation, and opens during termination
(Belogurov and Artsimovitch, 2019); more subtle movements of
the clamp have been proposed to accompany RNAP pausing,
which serves as a prelude to termination (Kang et al., 2019).
By keeping the clamp locked, NusG proteins are thought to
promote continuous, pause-free RNA synthesis, an essential
function given that the premature release of the RNA transcript
is irreversible. The presence of a clamping factor in LUCA
thus underscores the fundamental importance of transcription
processivity, particularly on difficult templates (Werner, 2012).

The antipausing and, by inference, antitermination activity of
NusG prompted its annotation as a transcription antiterminator.
Likewise, many subsequently discovered bacterial NusG
homologs have been shown to possess antitermination activity
(Artsimovitch and Knauer, 2019). Nevertheless, this view has
been challenged since the time of E. coli NusG discovery by the
data in support of its role as a termination-promoting factor.
NusG is essential in wild-type E. coli (Downing et al., 1990)
and its depletion leads to defects in Rho-dependent termination
(Sullivan and Gottesman, 1992). NusG aids Rho in silencing
transcription of damaged and harmful RNAs genome-wide
(Peters et al., 2012) and promotes efficient termination by Rho

in vitro (Burns and Richardson, 1995). Indeed, the nusG gene
can be deleted, albeit at a significant fitness cost, in an E. coli
strain lacking the toxic rac prophage, which is silenced by Rho
(Cardinale et al., 2008). Point mutations in nusG that lead to
defects in transcription termination (Saxena and Gowrishankar,
2011) or interactions with the ribosome (Saxena et al., 2018) do
not have significant fitness phenotypes.

Functional studies of NusG-like proteins from different
bacteria support a picture in which these factors can mediate
diverse effects on RNA synthesis (Figure 1). Through contacts to
RNAP, nucleic acids, and auxiliary proteins, NusG homologs can
suppress or promote transcriptional pausing and termination and
bridge RNAP to other cellular machineries. Most unusually for a
family of alternative transcription regulators, although binding
to the same site on the transcribing RNAP, NusG-like proteins
frequently have exactly opposite effects on the expression of
some genes, most notably those encoding virulence determinants.
Furthermore, even the housekeeping NusG proteins have
seemingly opposite effects on RNA synthesis; for example, unlike
its E. coli counterpart, B. subtilis NusG promotes RNAP pausing
in vitro and in vivo (Yakhnin et al., 2016, 2020a). Below, we
describe recent advances in our understanding of molecular
mechanisms, evolution, and regulatory diversity of bacterial
NusG-like proteins.

STRUCTURE AND TARGET
CONSERVATION

NusG-like proteins have a similar structural core consisting of
a NusG N-terminal domain (NGN) and a C-terminal domain
with a 27-residue long Kyrpides-Ouzounis-Woese (KOW) motif
common among RNA-binding proteins (Kyrpides et al., 1996;
Ponting, 2002; Figure 2). Bacterial NusG alone can perform
its function, while Spt5 has an obligatory partner—a small zinc
finger protein Spt4 (called RpoE in archaea). Eukaryotic Spt5
contains several KOW domains, the first of which carries a
large insertion, an N-terminal acidic region, and an unstructured
C-terminal repeat (CTR) domain (Figure 2A); in metazoan
DSIF, additional KOWs are present at the very C terminus of

FIGURE 1 | Unique and overlapping cellular functions of housekeeping E. coli
NusG and its specialized paralogs.
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FIGURE 2 | Structural conservation of NusG-like proteins. (A) Domain organization. (B) Superposition of NGN and KOW domains. PDB IDs: E. coli (Eco)
NusG-NGN: 2K06; Eco NusG-KOW: 2KVQ; Eco RfaH-NGN: 2OUG; Eco RfaH-KOW: 2LCL; Pyrococcus furiosus (Pfu) Spt5-NGN/KOW: 3P8B; Saccharomyces
cerevisiae (Sce) Spt5-NGN: 2EXU; Sce Spt5-KOW1: 4YTK; Sce Spt5-KOW2/3: 4YTL; Homo sapiens (Hsa) DSIF-NGN: 3H7H; Hsa DSIF-KOW1: 5OIK; Hsa
DSIF-KOW2: 2E6Z; Hsa DSIF-KOW3: 2DO3; Hsa DSIF-KOW4: 5OHO; Hsa DSIF-KOW5: 2E70. Sce Spt5-KOW1/2/3 have similar structures and are shown in the
same color, as are Hsa DSIF-KOW1/2/3/4/5 domains.

the protein (Decker, 2020). Apart from the KOW1 insertion,
the NGN and KOW domains from all life have very similar
topologies (Figure 2B).

All NGN domains make very similar contacts to two
conserved RNAP elements (Klein et al., 2011; Martinez-Rucobo
et al., 2011; Ehara et al., 2017; Kang et al., 2018), the clamp helices
(CH) in the largest RNAP subunit (β’ in Bacteria) and the gate
loop in the second largest subunit (β in Bacteria).

In addition, some NGNs make sequence-specific contacts to
the non-template DNA strand in the transcription bubble of the
transcription elongation complex (TEC; see below). The NGN
binding site on the TEC is structurally analogous to binding sites
of transcription initiation factors in promoter complexes; e.g.,
bacterial σ factors recognize non-template DNA sequences and
an adjacent region on the β’ CH during promoter-dependent
initiation (Zhang et al., 2012). Consequently, NusG/Spt5 proteins
compete with the cognate initiation factors for binding to
RNAP, reducing pausing during transcription elongation and
potentially facilitating promoter escape (Sevostyanova et al.,
2008; Grohmann et al., 2011). Along with the housekeeping
NusG present in every free-living cell, many species also
contain NusG paralogs (Wang B. et al., 2020) that regulate
expression of selected genes in a sequence- or condition-
specific fashion.

While the “clamping” contacts between the NGN and
TEC are sufficient for NusG/Spt5 effects on RNA synthesis
(Mooney et al., 2009b; Hirtreiter et al., 2010), the KOW
domains determine their regulatory properties. In E. coli NusG,
interactions between the KOW domain and Rho facilitate

termination (Lawson et al., 2018), whereas the KOW-ribosome
interactions couple transcription to translation (Saxena et al.,
2018). In eukaryotic Spt5, the presence of multiple KOWs and
the CTR, which acts as a hub for recruitment of several RNA
processing enzymes and other cellular factors (Decker, 2020),
expands the range of regulatory interactions.

SILENCING ABERRANT
TRANSCRIPTION

Accurate and timely execution of the gene expression program
is essential for cell survival. By itself, RNAP is a passive
interpreter of genetic information. Auxiliary proteins instruct
RNAP to synthesize RNAs that are required for proper
cellular function and prevent it from wasting resources on
making useless or potentially harmful RNAs, such as antisense
transcripts or mRNAs encoding toxic proteins. In E. coli, the
housekeeping NusG travels with RNAP transcribing almost all
genes (Mooney et al., 2009a), save a few controlled by its
paralog RfaH (Belogurov et al., 2009), actively contributing to
the transcriptome surveillance. First, NusG cooperates with Rho
to silence transcription of aberrant RNAs; this is an essential
function of E. coli NusG (Mitra et al., 2017). Second, NusG
increases RNAP processivity by modifying properties of the TEC,
a shared function of NusG proteins from all life. Third, NusG is an
integral part of multi-component nucleoprotein complexes that
promote facile synthesis and proper assembly of the ribosomal
RNAs, and thus the ribosomes. Finally, NusG helps to protect
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translatable mRNAs from premature release by Rho by bridging
the RNAP and the ribosome.

Rho-Dependent Termination
Rho is an ATP-dependent, RecA-type hexameric helicase that
terminates transcription of a wide variety of genes in bacteria.
Initially viewed as a sequence-specific terminator that requires
a C-rich Rho utilization (rut) element for loading onto the
nascent RNA and subsequent TEC dissociation, Rho has recently
emerged as a global multi-functional regulator (Mitra et al.,
2017). In addition to its canonical role, inducing termination
at the end of some genes (Peters et al., 2012), Rho silences
transcriptional noise and expression of horizontally acquired
genes, reduces translational stress, and prevents replication-
transcription collisions. Genome-wide studies demonstrate that
E. coli Rho travels with the elongating RNAP, together with NusG
and NusA (Mooney et al., 2009a), from the onset of elongation,
and acts on numerous cellular targets that lack easily recognizable
rut sequences (Peters et al., 2012).

To silence AT-rich xenogenes and trigger the release of
antisense transcripts or low-quality mRNAs independently of
their sequence, Rho relies on help from NusG, which has been
implicated in Rho termination at suboptimal, C-less sites (Peters
et al., 2012). In a binary system lacking RNAP, NusG activates
Rho by promoting isomerization from an open-ring, RNA-
loading state, to a closed-ring, translocation-competent state,
the transition otherwise triggered by a perfect rut element in
the RNA (Lawson et al., 2018). The NusG KOW interacts with
the C-terminal translocase domain of Rho (Figure 3), inducing
conformational changes that favor the ring closure even on
RNAs devoid of C residues (Lawson et al., 2018). NusG-Rho
contacts are mediated by the same KOW region that binds to
the ribosomal protein S10 (Burmann et al., 2010), explaining
why the translating pioneering ribosome protects the mRNA
from a spurious attack by Rho. By contrast, the corresponding
Rho-binding residues are missing in RfaH (Lawson et al., 2018),
explaining why RfaH does not bind to Rho.

However, the ring closure activity of NusG may not be the
main mechanism by which NusG stimulates Rho-dependent
termination. Consistent with biochemical data (Schmidt and
Chamberlin, 1984; Epshtein et al., 2010) and genome-wide
mapping (Mooney et al., 2009a) that support persistent Rho-
RNAP interactions, a recent cryo-EM analysis of the E. coli
TEC under attack by Rho reveals seven complexes thought
to represent sequential steps in the termination pathway (Said
et al., 2020). During the initial binding to the TEC, Rho makes
numerous contacts to the RNAP subunits, NusA and NusG
NGN (Figure 4), but captures the nascent RNA transcript only
later in the pathway. Once engaged, Rho induces dramatic
conformational changes in RNAP and Nus factors, which
ultimately trap a moribund TEC in which the clamp is wide
open and the RNA 3′ end is dislodged from the RNAP active
site (Said et al., 2020), a model initially proposed by Nudler
and colleagues (Epshtein et al., 2010). In this structurally defined
pathway, NusG NGN assists Rho loading onto the RNA and
then dissociates to allow for Rho-mediated RNAP clamp opening,
whereas NusG KOW is invisible. Remarkably, the Rho ring

FIGURE 3 | Rho/NusG-KOW interface. Rho residues that contact NusG are
shown as red sticks. NusG KOW residues implicated in Rho and S10 binding
are shown as cyan sticks; PDB ID: 6DUQ.

remains opens even in the moribund TEC, implying that the
NusG-promoted Rho helicase activity is required to unwind
the RNA:DNA hybrid only after RNAP inactivation; this model
is supported by a report that the E. coli rho gene becomes
dispensable in the presence of a heterologous RNA:DNA helicase
(Leela et al., 2013). The allosteric model of termination explains
how Rho selectively binds to RNAs that are still being made
and reinforces the notion that, even in bacteria, transcriptional
regulators act in the context of multi-protein complexes, rather
than on RNAP alone.

Indeed, recent evidence suggests that Rho and NusG
cooperate with the histone-like nucleoid-structuring (H-NS)
protein, a prototypical xenogeneic silencer, to limit unwanted
gene expression. In E. coli, Rho and H-NS co-localize on
the chromosome (Chandraprakash and Seshasayee, 2014) and
mutations in rho and hns lead to synergistic growth defects
(Peters et al., 2012). In Salmonella, depletion of NusG leads
to massive upregulation of H-NS silenced loci, which include
pathogenicity islands and are devoid of rut sites; consistently,
mutations that compromise Rho-rut contacts have no effect on
NusG-mediated silencing (Bossi et al., 2019). While the molecular
mechanism of this cooperation remains to be determined, it
likely reflects RNAP stalling when running into nucleoprotein
filaments assembled by H-NS and other nucleoid-associated
proteins on the template DNA (Boudreau et al., 2018).

Inhibition of RNAP Pausing
During transcription of cellular DNA, RNAP frequently
encounters unfavorable sequences or obstacles, such as DNA-
bound proteins or DNA lesions, that slow the enzyme down
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FIGURE 4 | A cryo-EM structure of the Rho engagement complex, in which
Rho hexamer makes initial contacts with the transcribing RNAP bound to
NusA and NusG. The DNA is shown in black; the RNA—in red. PDB ID: 6Z9P.

or induce arrest. Retrograde movement of the RNAP along
the RNA and DNA chains, or backtracking, is a common
mechanism of pausing and arrest (Nudler, 2012). Backtracked
complexes are rendered inactive because the nascent RNA is
extruded through the active site, blocking nucleotide addition
(Figure 5). The arrested complexes are long-lived, blocking
progression of other RNAPs and replisomes, and must be
released or reactivated upon transcript cleavage. Cleavage
of the backtracked RNA, which is mediated by the RNAP
active site and is strongly enhanced by Gre cleavage factors
(Sosunova et al., 2003), repositions the 3’ end of the RNA in
the active site. By preventing backtracking, an activity well-
documented in the case of NusG and RfaH (Svetlov et al., 2007;
Herbert et al., 2010), NusG-like proteins facilitate processive
transcription and promote genome stability. Recent functional
and structural data suggest a molecular mechanism of enhanced
RNAP processivity, in which the NGN domain loops out the
non-template DNA, bringing the upstream and downstream
DNA duplexes closer together (Turtola and Belogurov, 2016;
Kang et al., 2018; Nedialkov et al., 2018), and establishes contacts
to the upstream DNA duplex (Krupp et al., 2019; Said et al.,
2020). Together, these interactions alter the upstream DNA
trajectory (Figure 5) and stabilize the upstream edge of the
transcription bubble, which must melt to allow backtracking,
explaining how NusG and RfaH inhibit backtracking (Svetlov
et al., 2007; Herbert et al., 2010). In addition, the NGN domain,
at least in the case of RfaH (Kang et al., 2018), disfavors subtle
conformational changes (termed swiveling) that accompany the
formation of hairpin-stabilized paused TEC (Kang et al., 2019)
and constrains the path of the non-template DNA, preventing it
from assuming non-productive conformations (Nedialkov et al.,
2018); a similar mechanism has been proposed for yeast Spt5
(Crickard et al., 2016). Together, the NGN-promoted changes

in the TEC ensure pause-free RNA synthesis, preventing arrest
and termination.

NusG-Assisted Antitermination
To enact RNA surveillance, Rho travels with the elongating
RNAP and probes the nascent RNA “translatability.” RNAs that
contain premature stop codons or are poorly translated, e.g.,
under conditions of proteotoxic stress, are released by Rho
(Richardson, 1991). Yet a very large fraction of cellular RNA is
never translated, most notably the most abundant and absolutely
essential rRNA which comprises ∼50% of the newly synthesized
RNA during the exponential growth phase (Dennis et al., 2004).
Thus, making rRNA rapidly while protecting it from Rho is key
to the survival of cells. Similarly, phage replication is critically
dependent on uninterrupted transcription of the phage genome,
but Rho is known to broadly silence xenogenes, including phages
(Mitra et al., 2017).

Protection of the phage λ early genes and E. coli rRNA operons
(rrn) from Rho is conferred by multicomponent TACs. Recently
solved cryo-EM structures of these TACs (Figure 6) revealed
common and unique details of their action (Krupp et al., 2019;
Huang et al., 2020). Both complexes assemble on boxA and boxB
elements in the nascent RNA and share a set of NusABEG factors.
Each complex also includes unique factors, N in the λN-TAC
and an inositol monophosphatase SuhB dimer + the ribosomal
protein S4 in the rrn-TAC.

The λN-TAC is resistant to pausing and termination elicited
by hairpin signals and Rho. An intrinsically unstructured λN
is the principal player which uses a range of mechanisms
to modify the TEC (Krupp et al., 2019). λN snakes inside
the RNAP, making contacts to multiple RNAP domains and
repositioning others, and rearranges Nus factor interactions. λN
stabilizes the elongation-competent state of RNAP, inhibiting
the nascent RNA hairpin formation and its stabilization by
NusA, supports the anti-backtracking and anti-swiveling action
of the NusG NGN domain. In the λN-TAC, neither NusG
domain can make contacts to Rho observed in the binary Rho-
NusG complex (Lawson et al., 2018) and Rho-TEC (Said et al.,
2020) structures. Consequently, in the λN-TAC, NusG anti-
pausing activity is augmented while its termination-promoting
activity is abolished.

Although the rrn-TAC has a different protein composition,
analogous structural changes inhibit backtracking and NusA-
stabilized hairpin pausing and sequester NusG from Rho, with
a much larger, well-folded SuhB dimer playing a central role
in restructuring of the TAC components instead of λN (Singh
et al., 2016). Notably, in addition to promoting pause- and
termination-free RNA synthesis, the rrn-TAC acts as a molecular
chaperone that actively assists the folding and maturation of the
nascent RNA (Huang et al., 2020). Similarly to the ribosome-
associated chaperones, SuhB, S4 and Nus factors assemble into
a ring around the RNA exit channel, extending the channel
outward to accommodate a longer segment of the exiting RNA.
The RNA is thus sequestered away from the upstream DNA,
blocking formation of deleterious R-loops, and is held within
a positively charged protein cage to promote folding of local
secondary structures and annealing of distant segments, which
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FIGURE 5 | Antipausing activities of E. coli NusG and RfaH. Upon encountering a pause-inducing sequence, RNAP can either backtrack or undergo conformational
changes termed swiveling; the latter are stabilized by formation of a pause hairpin in the nascent RNA. The NGN domains of both proteins bind near the upstream
edge of the transcription bubble, promoting forward and thus inhibiting backward translocation. Transient (NusG) or stable (RfaH) interactions with the non-template
DNA strand bring the upstream and downstream DNA duplexes closer together (indicated by angles between these duplexes), an effect that is more pronounced
with RfaH. RfaH also binds to the β’ and β subunits with higher affinity, restricting the clamp movements to inhibit swiveling and hairpin-stabilized pausing. NusG
lacks this activity.

is required for processing of rRNA precursors into mature forms
(Young and Steitz, 1978).

NusG plays a supporting role in both TACs: e.g., λN alone
has a short-range antitermination activity and requires the TAC
assembly to act over long distances (Rees et al., 1996). By contrast,
RfaH is a principal, self-sufficient antiterminator: RfaH acts over
very long distances yet its activity is not affected by cellular
factors, at least in vitro (Artsimovitch and Landick, 2002). Other
NusGSP may similarly act alone.

Transcription-Translation Coupling
In prokaryotic cells, the lack of a nuclear membrane provides
an opportunity for direct physical interaction of the transcribing
RNAP and the translating ribosome. The translation-coupled
synthesis of the nascent mRNA is known as transcription-
translation coupling. The coupling was directly observed by
electron microscopy in 1970 in E. coli cells (Miller et al., 1970) and
subsequently in archaeon Thermococcus kodakarensis (French
et al., 2007). RNAP and ribosomes form a one-to-one complex
with about 1 µM dissociation constant, which is already well
within a physiologically relevant range, even in the absence of the
nascent mRNA and accessory factors (Fan et al., 2017), resulting
in factor-free coupling. Alternatively, the two complexes can
be linked by bridging factors, e.g., via the NusG:S10 captured
by NMR (Burmann et al., 2010). Substitutions at the E. coli
NusG:S10 binding interface weakened NusG:S10 association
in vivo and completely abolished it in vitro (Saxena et al., 2018).

The TEC-ribosome complexes, stabilized by general
transcription factors, have been observed in vitro using
cryo-EM (Wang C. et al., 2020; Webster et al., 2020) and
analyzed inside cells using a combination of cross-linking mass
spectrometry and cryo–electron tomography (O’Reilly et al.,
2020). Evidence suggests that coupling may occur initially via
direct RNAP:ribosome contacts and then is aided by accessory
factors (Washburn et al., 2020). In the NusG/NusA coupled
complex, the RNAP β’ subunit contacts the 30S subunit protein
S3, NusA simultaneously binds to α/β subunits and S2/S5, and

FIGURE 6 | Transcription antitermination complexes (TAC). Left, rrn-TAC;
right, phage λN-TAC. RNA is in red, DNA is in black. The unique proteins that
play key roles in antitermination are shown on each complex; the shared
components are indicated in the middle. PDB ID: rrn-TAC, 6TQO; λN-TAC,
6GOV.

finally NusG binds to β/β’ and S10 (Figure 7). If the ribosome
approaches the RNAP further, the collided state, in which the
ribosome translocation and the factor-mediated coupling are
no longer possible, forms (Wang C. et al., 2020; Webster et al.,
2020). Preventing such unproductive collisions may be another
function of NusA and NusG.

Since RNAP might often transcribe without a linked ribosome
(Chen and Fredrick, 2018), the coupling events must carry
important regulatory information (McGary and Nudler, 2013).
The closely coupled ribosome prevents the formation of R-loops
and RNAP backtracking, thereby promoting genome stability
(Gowrishankar and Harinarayanan, 2004; Proshkin et al., 2010;
Stevenson-Jones et al., 2020) and inhibits factor-independent
termination by blocking the formation of nascent RNA hairpins
(Roland et al., 1988). The coupled ribosome also prevents
mRNA degradation, by blocking the access of RNaseE (Iost and
Dreyfus, 1995), or premature Rho termination, by sequestering
NusG and shielding the nascent RNA (Washburn et al., 2020).
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FIGURE 7 | Transcription-translation coupling. Left—an overall view: mRNA is in red, DNA is in black. The interface between the ribosomal 30S subunit and RNAP is
stabilized by NusA and NusG. Right—a view of the coupling interface; mRNA, DNA, the entire 50S and most of the 30S subunit have been removed for clarity. PDB
ID: 6 × 7F.

When the coupling is broken, e.g., by the ribosome pausing or
stalling, Rho releases the nascent RNA, a phenomenon known
as polarity (Richardson, 1991). Transcription attenuation is
another regulatory mechanism dependent on coupling between
the RNAP and the trailing ribosome, wherein the formation
of an RNA hairpin induces RNAP pausing and the trailing
ribosome pushes the RNAP out of the pause (Turnbough,
2019). By stabilizing the RNAP-ribosome tandem or aiding Rho,
NusG controls the fate of the nascent RNA, promoting its
translation or release.

B. subtilis (and Its NusG) Is Not at All
Like E. coli
The universal conservation of the NusG structure and its binding
site on the RNAP, as well as perceived common principles of gene
expression control in bacteria, justified using the E. coli NusG as
a paradigm. However, early and recent data suggest that, beyond
occupying the same site on RNAP, even housekeeping NusGs,
which are encoded within the conserved genomic locus, secE-
nusG-rplK-rplA in evolutionary distant bacterial phyla (Wang B.
et al., 2020), have relatively few common features. Comparison
of NusG proteins from E. coli and B. subtilis, the best studied
Gram-negative and Gram-positive model bacteria that grow very
similarly in the lab, illustrates these differences.

In wild-type E. coli, nusG and rho genes are essential; their
deletions can be obtained only in specially engineered strains
(Leela et al., 2013) and confer significant growth defects. In
contrast, neither gene is essential in B. subtilis (Ingham et al.,
1999), in which Rho has limited effects on gene regulation
(Nicolas et al., 2012), early stop codons do not induce polarity
(Johnson et al., 2020), and most transcription termination is
induced by hairpin signals (Mondal et al., 2016; Johnson et al.,
2020). In contrast to E. coli, where NusG aids Rho in termination

of rut-less RNAs (Lawson and Berger, 2019), Rho-dependent
termination in B. subtilis is strongly linked to cis-encoded C-rich
RNA elements (Johnson et al., 2020). Together, these results
suggest that NusG is not involved in gene expression control by
Rho in B. subtilis (and perhaps other related bacteria) and raise
a possibility that an alternative mechanism of transcription noise
silencing operates in these species.

Another key function of E. coli NusG is bridging the
RNAP and the ribosome (Figure 7) to mediate transcription-
translation coupling, which is thought to occur in all single-
compartment cells (see above). In addition to preventing Rho-
dependent termination, which may be irrelevant in B. subtilis,
the coupled ribosome inhibits RNAP backtracking (Proshkin
et al., 2010; Stevenson-Jones et al., 2020) and could disfavor the
formation of deleterious R-loops (Gowrishankar et al., 2013).
The pioneer round of translation may also prime the RNA for
subsequent rounds of translation. Strikingly, a recent report
demonstrates that transcription and translation are uncoupled
in B. subtilis (Johnson et al., 2020), where RNAP moves along
the template about twice as fast as the ribosome does. While in
E. coli the coupled ribosome inhibits both intrinsic and Rho-
dependent termination, termination in B. subtilis is unaffected by
translation. The loss of coupling has a profound effect on operon
structure: more than 70% of B. subtilis intrinsic terminators are
positioned just downstream of the stop codon (Johnson et al.,
2020), where they would be rendered inefficient by the trailing
ribosome in E. coli (Roland et al., 1988). These findings are
consistent with in vitro comparative analysis of B. subtilis and
E. coli RNAP, which shows that B. subtilis enzyme transcribes
faster and pauses less (Artsimovitch et al., 2000). In contrast,
their ribosomes move at similar rates and are unable to catch up
with the run-away B. subtilis RNAP (Johnson et al., 2020); even if
B. subtilis NusG binds to the RNAP and the ribosome, it cannot
bridge this gap.
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In E. coli, RNAP pauses frequently and NusG facilitates
RNA synthesis (Herbert et al., 2010). By contrast, B. subtilis
RNAP rarely pauses and NusG stimulates pausing in vitro and
in vivo (Yakhnin et al., 2020a). Unlike E. coli NusG, which is
positioned next to the non-template DNA strand in the TEC
but is not known to recognize any specific DNA elements
(Kang et al., 2018), B. subtilis NusG specifically binds to T-rich
DNA sequences and delays RNA chain elongation (Yakhnin
et al., 2016). NusG-dependent RNAP pausing is required for
regulation of several operons in B. subtilis (Yakhnin et al.,
2020b); for example, NusG-dependent pausing in the trp and rib
leader regions provides time for recruitment of an RNA-binding
protein TRAP and for riboswitching by flavin mononucleotide,
respectively. Sequence-specific pausing through non-template
DNA contacts has been first shown for RfaH (Artsimovitch
and Landick, 2002), which recognizes 12-nt ops elements in the
E. coli genome (Belogurov et al., 2009); RfaH-induced RNAP
delay is thought to facilitate the ribosome recruitment to the
nascent RNA (see below) in a handful of leader regions. The
ops sequence is a perfect match to the consensus pause sequence
that induces pausing in E. coli (Larson et al., 2014; Vvedenskaya
et al., 2014) but has additional recognition determinants for RfaH
(Zuber et al., 2018).

By contrast, in B. subtilis, NusG recognizes a simpler
consensus TTNTTT motif and stimulates pausing genome wide,
favoring forward translocation of RNAP (Yakhnin et al., 2020a).
Sequences that induce intrinsic, NusG-independent pausing of
B. subtilis enzyme are also very different from the consensus
pause elements documented in E. coli, and backtracking is not
observed (Yakhnin et al., 2020a). Although the mechanism and
regulation of pausing appear to be distinct, slowing RNAP
is expected to be essential in both B. subtilis and E. coli.
Pausing determines the overall rate of RNA chain synthesis, is
an obligatory step in termination, and facilitates recruitment
of regulatory factors (Kang et al., 2019). In both E. coli and
B. subtilis, pausing has been implicated in attenuation control
and co-transcriptional folding of riboswitches and catalytic RNAs
(Landick et al., 1985; Pan et al., 1999; Perdrizet et al., 2012;
Yakhnin et al., 2019), and contributes to coupling of transcription
and translation in E. coli (McGary and Nudler, 2013). Pausing-
defective E. coli RNAP variants do not support cell growth but
can be rescued by small-molecule ligands that slow the RNAP
down (Artsimovitch et al., 2003). In contrast to E. coli RNAP,
which readily pauses at consensus sequences without the aid
of accessory factors (Artsimovitch and Landick, 2000; Larson
et al., 2014; Vvedenskaya et al., 2014), B. subtilis RNAP relies on
NusG to slow it down (Yakhnin et al., 2016, 2020a). In this light,
NusG can be viewed as a pause-promoting accessory subunit,
a regulatory mechanism that could be widespread in bacteria
(Yakhnin et al., 2020b). Indeed, Thermus thermophilus NusG
reduces the RNA synthesis rate (Sevostyanova and Artsimovitch,
2010) and mycobacterial NusG promotes intrinsic termination
(Czyz et al., 2014).

Is there any common function of NusG proteins? The
conservation of the boxA and boxB RNA elements, all Nus
factors, ribosomal proteins, and SuhB suggests that similar rrn-
TACs may form in B. subtilis, a hypothesis supported by a

report that rrn antitermination can be achieved in a heterologous
E. coli/B. subtilis system (Arnvig et al., 2008). Observations that
B. subtilis cells lacking NusG do not show defects in rRNA
transcription argue that NusG is not required for rRNA synthesis
(Yakhnin et al., 2020a). However, given that the principal role of
the E. coli rrn-TACs appears to be in chaperoning of the nascent
RNA (Huang et al., 2020), an analogous complex, with or without
NusG, may be required to ensure the correct rRNA folding and
processing in B. subtilis.

A TUSSLE FOR RNAP

In addition to housekeeping NusG/Spt5 proteins present in
all free-living cells, many genomes encode one or more NusG
paralogs (Wang B. et al., 2020). While the primary sequences of
these proteins are very diverse, the high conservation of residues
that comprise the high-affinity RNAP binding site suggests that
all of them bind to the TEC similarly. Indeed, E. coli NusG
and RfaH, which are only 17% identical, make very similar
contacts to that RNAP β’ subunit (Kang et al., 2018). However,
in contrast to housekeeping NusG, which binds to RNAP and
modulates transcription genome wide (Mooney et al., 2009a;
Yakhnin et al., 2020a), these paralogs control expression of just
a few target genes. Akin to alternative transcription initiation
factors, these specialized NusGs (NusGSP) comprise a set of
alternative transcription elongation factors that compete for the
transcribing RNAP, an analogy further strengthened by their
recruitment to the same site on RNAP (Sevostyanova et al., 2008).

However, this analogy does not extend to functions and
mechanisms of gene-specific recruitment. Every σ factor activates
transcription of its cognate promoters by recruiting RNAP and
facilitating DNA melting; just the promoter sequences differ.
In a stark contrast, NusGSP factors activate expression of genes
that the housekeeping NusG silences (Figure 8). These genes
can be a few in number, but critical for bacterial evolution
and pathogenesis because they encode conjugation and virulence
determinants (see below).

Furthermore, while σ factors bind to specific DNA sequences
in static promoter complexes, NusG homologs are recruited to
a moving RNAP. The available data suggest that these proteins
use different recruitment mechanisms, only in some cases relying
on specific protein-DNA interactions. Housekeeping NusGs are
abundant proteins that can bind the TEC by chance, irrespective
of the transcribed sequence; indeed, specific interactions would
slow RNAP down, a regulatory feature used in B. subtilis (Yakhnin
et al., 2020a) but not in E. coli, in which NusG is sequence
blind. By contrast, the best characterized NusGSP, E. coli RfaH,
uses a very complex mechanism to ensure efficient and selective
recruitment to its targets (Zuber et al., 2018). RfaH is recruited
to the TEC at operon polarity suppressor (ops; Figure 9A)
sites (16 in E. coli MG1655 genome) which are present in
leader regions of several operons silenced by NusG and Rho
(Artsimovitch and Knauer, 2019). The ops element is a composite
regulatory signal: it induces RNAP pausing and backtracking
(Artsimovitch and Landick, 2000) and is directly recognized
by RfaH (Artsimovitch and Landick, 2002). Pausing at ops is

Frontiers in Microbiology | www.frontiersin.org 8 January 2021 | Volume 11 | Article 61961887

https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles


fmicb-11-619618 December 24, 2020 Time: 17:11 # 9

Wang and Artsimovitch Diversifying the Ubiquitous NusG

FIGURE 8 | Silencing and counter-silencing of virulence genes by NusG-like proteins.

essential for RfaH recruitment (Zuber et al., 2018): it (i) provides
additional time for RfaH, which is present in few copies/cell, to
find its target; and (ii) presents the ops bases in a small hairpin,
with a conserved T residue flipped out for specific recognition
by RfaH (Kang et al., 2018; Zuber et al., 2018). This is a one-
time opportunity because, once the RNAP moves past ops, the
recruitment window is closed; thus, RfaH must bind to RNAP at
ops and stay bound until the end of RNA synthesis. To fend off
100-fold more abundant NusG (Schmidt et al., 2016), RfaH binds
RNAP much tighter (Kang et al., 2018), essentially becoming an
RNAP subunit for one round of RNA synthesis. RfaH maintains
the ability to trigger pausing at a downstream (engineered) ops
site while traveling with RNAP but reduces pausing at any other
sequence (Belogurov et al., 2009).

If RfaH binds to RNAP very tightly during elongation,
why does it need the ops signal in the first place? Unlike
NusG, in which the RNAP-binding site on the NGN domain is
exposed, this site is blocked by the KOW domain in free RfaH
(Figure 9). Also unlike NusG, in which the KOW domain is
in a β-barrel state (β-KOW; Figure 2), in this “autoinhibited”
RfaH the KOW domain is folded as an α-helical hairpin (α-
KOW; Figure 9B). To bind RNAP, RfaH must be “activated”
by domain dissociation, which happens only in the presence
of a complete ops-paused TEC (Zuber et al., 2019). The details
of this process remain elusive, but the current model suggests
that the NGN domain recognizes the ops hairpin via its exposed
DNA-binding residues, forming a transient encounter complex
and triggering the KOW dissociation (Artsimovitch and Knauer,
2019). It is possible that autoinhibition may be a common
feature of NusG homologs. While in E. coli NusG the NGN and
KOW domains move freely (Burmann et al., 2011), in NusG
from a hyperthermophilic bacterium Thermotoga maritima, the
two domains interact, masking the binding sites for RNAP,
NusE, and Rho (Drögemüller et al., 2013). Domain dissociation
enables T. maritima NusG-KOW binding to Rho and NusE, and
these contacts may be stabilized by the NGN-RNAP contacts
(Drögemüller et al., 2017).

RfaH recruitment relies on the multi-functional DNA
element and elaborate structural rearrangements of the protein
domains. Binding to a specific DNA element enables RfaH
to control several operons scattered on the chromosome.
But how is a wannabe NusGSP, which has just surfaced

following gene duplication, targeted to a specific locus in
the presence of overwhelming numbers of NusG molecules?
An “ancestral” mechanism, in which NusGSP binds to the
transcribing RNAP in cis has been proposed to explain
this conundrum (Belogurov et al., 2009). This model is
supported by bioinformatics analyses which reveal that the
residues that mediate DNA contacts in RfaH arose late in
evolution and that many NusGSP are encoded within long
xenogeneic operons, in contrast to the standalone rfaH gene
(Wang B. et al., 2020). However, observations that some
of these cis-encoded regulators act in trans (Chatzidaki-
Livanis et al., 2010) suggest that NusGSP recruitment strategies
are multifaceted.

STRUCTURAL TRANSFORMATION OF
RfaH

RfaH activation is not limited to the domain dissociation needed
to expose the RNAP-binding site: the released α-KOW undergoes
a dramatic transformation into a NusG-like β-KOW (Figure 9B)
and binds to S10 similarly to NusG KOW (Burmann et al.,
2012). The residues that make contacts with S10 are not available
in the α-KOW domain, thus the free RfaH is autoinhibited
with respect to both RNAP and ribosome binding, allowing
RfaH to achieve high target specificity (Shi et al., 2017). The
activated state persists until the TEC dissociates at a terminator
and RfaH is released; the KOW then refolds into the α-helical
hairpin and re-establishes contacts with the NGN, restoring
autoinhibition (Figure 9A).

Interconversion between the alternative RfaH-KOW states
is principally controlled by interdomain contacts: the KOW
(re)folds into a β-barrel when expressed alone, separated
from the NGN domain upon proteolytic cleavage of the
linker, or as a result of interface-destabilizing substitutions
(Burmann et al., 2012; Tomar et al., 2013; Shi et al., 2017).
Deuteron incorporation reveals that the tip of the C-terminal
α-hairpin is stably folded in the autoinhibited state, whereas
the rest of the KOW is highly flexible, and its flexibility only
decreases in the β-folded state (Galaz-Davison et al., 2020).
The mechanism underlying this dramatic fold switch has been
also pursued by computational approaches (Gc et al., 2014, 2015;
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FIGURE 9 | (A) A full cycle of RfaH; see text for details. The inset shows the ops DNA element, which forms a short hairpin on the TEC surface; ops bases that make
most interactions with RfaH in the complex are circled; the pause position is indicated by an arrow. (B) RfaH domain dissociation and refolding. PDB IDs:
autoinhibited RfaH, 5OND; activated RfaH, 6C6S.

Balasco et al., 2015; Ramírez-Sarmiento et al., 2015; Xiong and
Liu, 2015; Xun et al., 2016). Although the β-barrel is a
preferred state of the isolated RfaH-KOW, its free energy is
only slightly lower than that of the α-helical conformation.
The separation of the two alternative states is dependent on
large energy barriers resulting from the main chain hydrogen
bonds of the α-helical hairpin. An all-atom Monte Carlo
simulations study suggests a possibility that the encounter
complex between the autoinhibited RfaH and the ops-TEC is
characterized by net attractive interactions with the NGN and
net repulsive interactions with the KOW. The resulting opposing
forces on the two domains, in combination with the peculiar
mechanical rigidity profile of the autoinhibited RfaH, might
help trigger domain separation (Seifi et al., 2020). The α →

β rearrangement essentially depends on an unstructured state:
upon dissolution of the α-helical hairpin, the KOW assumes
a disordered state and then follows a step-wise assembly into
the final five-stranded β-barrel (Bernhardt and Hansmann, 2018;
Joseph et al., 2019).

Among NusG homologs, E. coli RfaH is the only known
transformer protein. However, it is possible that other KOW

domains are capable of transformation. In particular, an
amazingly broad repertoire of known cellular targets of
eukaryotic NusG homologs (Decker, 2020) could be due to
metamorphic behavior of their KOWs.

RfaH AS A TRANSLATION FACTOR

RfaH-controlled genes encode toxins, adhesins, LPS and capsule
biosynthesis enzymes, type IV secretion apparatus, etc. located
in long horizontally acquired operons (Figure 10), which are
silenced by Rho. RfaH abolishes Rho-dependent termination
(Sevostyanova et al., 2011) and the ability to bind Rho appears
to be lost early in RfaH evolution (Wang B. et al., 2020).
RfaH elicits dramatic, 50 + fold activation of gene expression
in vivo, an effect that was initially assumed to be mediated
by its direct antitermination effects on RNAP (Artsimovitch
and Landick, 2002). Surprisingly, RNAP modification by RfaH
makes only a minor contribution in the cell (Sevostyanova et al.,
2011). Instead, RfaH inhibits Rho-dependent termination by
outcompeting NusG and activating translation.
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FIGURE 10 | Examples of RfaH-controlled operons. Positions of ops sites
(cyan bars) and a rut site (red bar) are indicated.

RfaH-controlled genes lack Shine-Dalgarno elements, which
recruit the ribosome through RNA base-pairing with the
16S rRNA (Rodnina, 2018) and have many rare codons,
limiting their translation and making them easy targets for
Rho. Observations that the transformed β-KOW directly binds
S10 (Burmann et al., 2012) prompted a hypothesis that
RfaH recruits the ribosome via β-KOW/S10 contacts and
then couples transcription to translation during elongation.
In support of this model, expression of SD-less reporters is
completely dependent on RfaH, and substitutions of residues
that interact with S10 abolish expression (Burmann et al.,
2012). In addition to the ribosome recruitment, by bridging
the RNAP and the ribosome during elongation, RfaH may
prevent uncoupling at rare codons; the ribosome stalling
exposes mRNA to Rho (Elgamal et al., 2016). RfaH may
be particularly important during synthesis of excessively long
proteins such as Salmonella pathogenicity island IV giant
600 kDa adhesin (Figure 9B), which requires RfaH for
expression (Main-Hester et al., 2008). Remarkably, the ops-
RfaH module supports efficient expression of an SD-less reporter
in vivo, ∼20% relative to that driven by a perfect SD element
(Burmann et al., 2012).

Although RfaH and NusG make similar contacts to S10
(Burmann et al., 2012), their effects on translation are expected
to be different. NusG binds to the RNAP transiently (Kang
et al., 2018) and late in the operon, well after the first ORF
(Mooney et al., 2009a). In contrast, RfaH binds to RNAP
upstream of the first ORF and remains stably associated with
the EC until termination (Belogurov et al., 2009). It is possible
that RfaH recruits the ribosome to the ops-paused RNAP and
promotes ribosome scanning for a downstream initiation codon.
Future studies will reveal the details of translation activation
by RfaH, but the available data suggest that this universally
conserved transcription antiterminator may be acting primarily
as an RNAP-tethered translation initiation/elongation factor and
may employ the first protein-mediated ribosome recruitment
mechanism outside of viruses.

FIGURE 11 | The maximum-likelihood phylogenetic tree of NusG-like
proteins. Plantae is an artificial group used solely for brevity.

DIVERSITY OF THE NusG FAMILY

Specialized NusG paralogs (Figure 11) are evolving in very
different ecological niches but may have similar functions—to
promote expression of long or silenced operons. Functional data
implicate several NusGSP in transcription antitermination of very
long gene clusters, whereas for others this function is inferred
from their genomic associations. Bacillus amyloliquefaciens
LoaP inhibits termination in two operons producing antibiotics
difficidin and macrolactin (Goodson et al., 2017). Differently
from RfaH, which is rather inefficient against intrinsic
terminators (Artsimovitch and Landick, 2002; Carter et al.,
2004), LoaP promotes readthrough of the hairpin termination
signals (Goodson et al., 2017). Polyketide antibiotic TA made by
Myxococcus xanthus inhibits bacterial cell wall synthesis and is
produced by a 40 kb operon which is activated by NusGSP called
TaA (Paitan et al., 1999) by an unknown mechanism. Human
gut bacterium Bacteroides fragilis synthesizes eight capsular
polysaccharides from separate operons, which are activated by
UpxY family of NusGSP. UpxY proteins prevent premature
transcriptional termination within the 5′ leaders upstream from
the upxY gene (Chatzidaki-Livanis et al., 2009).

While functional data are available for just a few NusGSP,
recent bioinformatics analysis suggests that these proteins fall
into eight different clusters, which differ in their primary
sequence signatures as well as regulatory contexts. Some NusGSP,
such as RfaH, form one group and are encoded by single
cistrons, whereas others (e.g., loaP, taA, and upxY) are adjacent
to their target operons (Wang B. et al., 2020). ActX, which

Frontiers in Microbiology | www.frontiersin.org 11 January 2021 | Volume 11 | Article 61961890

https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles


fmicb-11-619618 December 24, 2020 Time: 17:11 # 12

Wang and Artsimovitch Diversifying the Ubiquitous NusG

is closely related to RfaH (Figure 11), is encoded within
pilus biosynthesis operons on antibiotic-resistant plasmids
in E. coli and Klebsiella pneumoniae (Núñez et al., 1997),
but its regulatory function remains unknown. Analysis of
genomic contexts can be instrumental in predicting functional
associations (Moreno-Hagelsieb and Santoyo, 2015). Gene
neighbors of NusGSP (except for RfaH-like stand-alone genes)
are enriched in genes involved in cell envelope biogenesis, with
glycosyltransferases, nucleoside-diphosphate-sugar epimerases,
and exopolysaccharide biosynthesis enzymes being the most
common (Wang B. et al., 2020). However, notable differences
exist among distinct clusters; for example, some NusGSP are
adjacent to Tat protein secretion system, others are encoded
near undecaprenyl pyrophosphate synthase and H-NS genes.
A group of regulators from Shewanella are encoded within
putative exopolysaccharide operons, an arrangement resembling
B. fragilis operons controlled by UpxY proteins (Chatzidaki-
Livanis et al., 2010). Future studies will be required to determine
functional significance of these associations.

Extensive duplications, sub-functionalization, and horizontal
transfer underpin the evolution of NusG paralogs. One NusG
copy has gradually evolved into RfaH, starting from an “early”
loss of binding to Rho terminator while tightening contacts to
RNAP and culminating with the “late” acquisition of residues
that interact with the ops DNA element and confer autoinhibition
(Wang B. et al., 2020). While in most NusG homologs these
changes do not alter the core domain structure, some factors
acquired additional domains thought to promote adaptation
to their unique niches. For example, in T. maritima NusG,
an extra domain DII supports NusG recruitment to the TEC
and stabilizes the NusG:RNAP complex, a necessary adaptation
to high temperatures in the T. maritima natural habitat
(Drögemüller et al., 2017).

In addition to Spt5, NusG homologs are also encoded in
the genomes of all major land plant and algal lineages except
for some green algal species (Wang B. et al., 2020). These
bacterial regulators have recognizable chloroplast-localization
signals and are presumably retained to assist the bacterial-type
RNAPs that mediate chloroplast transcription. A NusG homolog
of Arabidopsis thaliana has been identified as a component
of the active transcriptional machinery in chloroplasts (Pfalz
et al., 2006), and a Rho ortholog has been shown to terminate
transcription by plastid-encoded RNAP (Yang et al., 2020).

NusG PARALOGS AND VIRULENCE

Extensive functional studies have established RfaH as the
paradigm for the regulation of transcription elongation,
translation initiation, and protein folding. However, RfaH
is also a key virulence factor. RfaH activates the expression
of capsule, cell wall, toxins, adhesins, and pilus biosynthesis
operons (Figure 9B), which are important for virulence and
conjugal transfer in several Gram-negative pathogens including
E. coli, K. pneumoniae, Vibrio vulnificus, Salmonella enterica,
Yersinia pseudotuberculosis, and Yersinia pestis (Kong et al.,
2011; Bachman et al., 2015; Garrett et al., 2016; Hoffman et al.,

2017). RfaH effects on gene expression are very large (50+ fold);
consequently, the loss of rfaH leads to dramatic defects in
virulence, e.g., 104 decrease in K. pneumoniae survival in the
lung (Bachman et al., 2015).

The first protein secretion process discovered in bacteria was
the hemolysin A (HlyA) type 1 secretion system (T1SS), which is
found in uropathogenic E. coli strains (Thomas et al., 2014). HlyA
is a 107 kDa protein that induces hemolysis by creating pores
in the erythrocyte membrane (Skals et al., 2009). RfaH, a.k.a.
HlyT, has been identified genetically as an activator of the hly
operon (Thomas et al., 2014). Inactivation of rfaH dramatically
decreases virulence of uropathogenic E. coli strain in a murine
model of urinary tract infection (Nagy et al., 2002). The capability
to colonize the intestinal tract by efficiently competing with the
commensal microbiota has been considered as a multifactorial
virulence property. RfaH also plays a role in the infectious
process during colonization of the intestinal tract: rfaH mutants
are susceptible to bile salts and show reduced gut colonization
capacity (Nagy et al., 2005).

Antibiotic-resistant K. pneumoniae is an urgent public health
threat and a leading cause of pneumonia in hospitalized patients
(David et al., 2019). Functional genomic profiling of four diverse
serum-resistant K. pneumoniae strains reveals that the deletion
of rfaH dramatically reduces resistance to serum complement
system in all strains (Short et al., 2020). Vibrio vulnificus
is another opportunistic human pathogen responsible for the
majority of seafood-associated deaths worldwide, and antibiotic
resistance has developed (Heng et al., 2017). Loss of rfaH also
makes V. vulnificus highly sensitive to human serum (Garrett
et al., 2016). Expression of the brp exopolysaccharide operon
mediates surface adherence of V. vulnificus, and the presence of
ops and rut sites in the leader region suggests RfaH-dependent
antitermination (Chodur and Rowe-Magnus, 2018). S. enterica
serovar Typhimurium is a primary enteric pathogen infecting
both humans and animals and a major cause of diarrheal
diseases, with antibiotic resistance on the rise (Fàbrega and Vila,
2013; Knodler and Elfenbein, 2019). Salmonella harbors five
pathogenicity islands (SPI) required for infection in vertebrate
hosts. Among them, SPI4 plays a role in the initial interaction
with the intestinal epithelium and possibly contributes to long-
term persistence (Gerlach et al., 2007). S. enterica RfaH is
required for the expression of SPI4, which encodes a T1SS and
its adhesin substrate (Main-Hester et al., 2008), as well as the
expression of secreted and surface-associated polysaccharides
(Lindberg and Hellerqvist, 1980; Bailey et al., 1997). Mutants
of S. enterica serovar Typhimurium lacking rfaH are efficient
as vaccines against salmonellosis and induce strong serum
immune responses (Nagy et al., 2006; Liu et al., 2016). Given
their association with capsular and TSS operons (Wang B.
et al., 2020), other NusG paralogs likely play important roles
during pathogenesis.

Antibiotic resistance determinants are frequently encoded on
conjugative plasmids and can be rapidly transferred between
bacteria (Wang et al., 2017). RfaH activates the F plasmid
conjugation operon (Beutin and Achtman, 1979) and RfaH
homologs are encoded on some clinical resistant plasmids (Wang
B. et al., 2020), suggesting that they may contribute to plasmid
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transfer. A recent study showed that deletions of seven genes,
including rfaH, prevented cefotaxime-induced up-regulation of
traF and decreased the conjugative transfer of the resistance
plasmid (Liu et al., 2019).

RfaH proteins from Vibrio, Yersinia, Salmonella, and Klebsiella
bind to the E. coli TEC in vitro and complement the E. coli rfaH
gene deletion (Carter et al., 2004). Small molecule inhibitors that
block recruitment of E. coli and K. pneumoniae RfaH to RNAP
(Svetlov et al., 2018) may have a potential to inhibit virulence and
the spread of antibiotic resistance.

CONCLUDING REMARKS

NusG homologs comprise the only universally conserved family
of transcription factors, which includes housekeeping regulators
and their specialized paralogs (Figure 11). Despite highly similar
core domain architectures and interactions with RNAP, NusG-
like proteins exert amazingly diverse, and frequently opposite,
effects on gene expression. Bacterial NusG homologs can inhibit
or stimulate transcription termination, accelerate RNA synthesis
by suppressing RNAP backtracking or slow transcription down
by halting RNAP at specific sequences, bridge the RNAP to the
ribosome during translation elongation or recruit the ribosome
to mRNAs that lack canonical ribosome binding sites, and likely
perform other functions that remain to be discovered.

This regulatory plasticity depends on dynamic interactions
of the NGN and KOW domains with each other, RNAP,
single and double-stranded nucleic acids, and many auxiliary
cellular proteins. While bound to the TEC through contacts
mediated by highly conserved residues within RNAP and NGN,
NusG homologs employ divergent residues in their NGN and
KOW domains to enact a range of responses demanded by
specific cellular circumstances. Some NusG paralogs augment
their regulatory prowess by undergoing an unprecedented and
reversible refolding of an entire KOW domain, during which the
protein turns inside out. The presence of NusG in all free-living
organisms, sometimes in several copies, confirms its unique place
in gene expression control, from LUCA to present life forms.
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Codon usage bias (the preferential use of certain synonymous codons (optimal)
over others is found at the organism level (intergenomic) within specific genomes
(intragenomic) and even in certain genes. Whether it is the result of genetic drift due
to GC/AT content and/or natural selection is a topic of intense debate. Preferential
codons are mostly found in genes encoding highly-expressed proteins, while lowly-
expressed proteins usually contain a high proportion of rare (lowly-represented) codons.
While optimal codons are decoded by highly expressed tRNAs, rare codons are usually
decoded by lowly-represented tRNAs. Whether rare codons play a role in controlling
the expression of lowly- or temporarily-expressed proteins is an open question. In
this work we approached this question using two strategies, either by replacing rare
glycine codons with optimal counterparts in the gene that encodes the cell cycle protein
Cdc13, or by overexpression the tRNAGly that decodes rare codons from the fission
yeast, Schizosaccharomyces pombe. While the replacement of synonymous codons
severely affected cell growth, increasing tRNA levels affected the aggregation status of
Cdc13 and cell division. These lead us to think that rare codons in lowly-expressed
cyclin proteins are crucial for cell division, and that the overexpression of tRNA that
decodes rare codons affects the expression of proteins containing these rare codons.
These codons may be the result of the natural selection of codons in genes that encode
lowly-expressed proteins.

Keywords: transfer RNA, cell cycle, cyclin, codon usage, protein aggregation

INTRODUCTION

Degeneracy or redundancy of the genetic code implies that more than one codon (2, 4 or 6 codons)
exist for 18 of the 20 genetically encoded amino acids. Codons encoding the same amino acid
are called synonymous. Despite considerable information demonstrating that the choice of one
synonymous codon over another is not random (Bulmer, 1991; reviewed in Quax et al., 2015), the
term “silent” codons is still in use, since codon exchange does not alter protein sequences. Each
organism has a defined codon usage bias (CUB). CUB greatly varies among species and within
the same genome.
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Whether CUB is the result of mutational drift forced by
the nucleotide composition of DNA and/or natural selection
for translation efficiency or accuracy has been a matter of
debate (Bulmer, 1991; Brandis and Hughes, 2016; Dilucca
et al., 2018). The most frequent codons (optimal codons) in
rapidly-growing unicellular organisms are usually decoded by
highly-expressed tRNAs, and the less frequent codons (rare
or non-optimal codons) are decoded by less-expressed tRNAs
(Ikemura, 1985; Kanaya et al., 1999; Chaney and Clark, 2015;
Quax et al., 2015). In these organisms, CUB may optimize or
deoptimize translation (translation efficiency) for a group of
related mRNAs, coordinating their expression. However, these
interpretations are controversial since some researchers have
established that codon usage is an important factor in protein
expression in trypanosomatids (Jeacock et al., 2018), where
protein concentration can be estimated from protein coding
sequences, while in other studies it has been determined that
translation elongation speed is independent of codon usage bias
(Ingolia et al., 2011). Moreover, codon bias has been identified
as a major factor in determining both mRNA (Presnyak et al.,
2015) and protein levels (Zhou et al., 2016). However, the
extent to which mRNA translation efficiency links codon bias to
protein levels remains unclear. This issue has gained importance
in recent years as it has been linked to many factors that
affect gene expression, such as mRNA stability, protein levels,
folding, and localization (Chaney and Clark, 2015; reviewed in
Bali and Bebok, 2015; Buhr et al., 2016; Hanson and Coller,
2018). Among these factors, the effect of codon choice on codon
reading speed is the least understood. Since protein folding is co-
translational for many proteins, codon changes that affect codon
reading speed may also alter the folding of encoded proteins,
leading to abnormal protein functioning. Experimental evidence
and genome-wide analyses suggest that regions between protein
domains are enriched in non-optimal codons, while structured
domains are mostly encoded by optimal codons (Zhou et al.,
2015). Despite these data, it is difficult to predict the synonymous
mutations that lead to abnormal protein expression, folding, or
function and the response of cells to these defects.

Lowly expressed proteins have a tendency to use rare codons.
Even though there is a correlation between gene expression and
rare codon use in various species (Hiraoka et al., 2009; Ray et al.,
2014), it is still not clear if the tendency to use non-optimal
codons plays a role in protein expression levels or in protein
folding (Supek, 2016).

Other aspects of genetic information may be altered by
the replacement of synonymous codons. It is relevant to
consider these potential effects since cell function can be
altered. It has been proposed that codons are selected to
prevent off-frame translation after ribosomal slippage (ambush
hypothesis) (Seligmann and Pollock, 2004; Seligmann, 2010,
2012, 2019; Køížek and Køížek, 2012), although this idea has
been disputed (Morgens et al., 2013; Chatenay et al., 2017).
Additionally, circular codes, that is, codes within the genetic code,
have been proposed as playing a role in ensuring translation
accuracy (Arquès and Michel, 1996). Proposed as primordial
codes, they are conserved in evolution, with implications
in the interaction of mRNAs with ribosomes and tRNAs

(Michel and Thompson, 2020). Codon bias may be implicated in
the conservation of circular codes in organisms and replacement
of synonymous codons may alter such codes.

Circadian-clock proteins of Neurospora crassa and a
cyanobacterium are examples of how the replacement of
non-optimal codons with optimal ones affects the function of
encoded proteins (Xu et al., 2013; Zhou et al., 2013) and alters
circadian rhythms. A close correlation between the translation of
non-optimal codons and the level of decoding, tRNA has been
revealed in the gene encoding the cystic fibrosis transmembrane
conductance regulator (CFTR). The replacement of an optimal
with a non-optimal codon affects the function of CFTR. This
effect is compensated by the upregulation of tRNA decoding
non-optimal codon (Kirchner et al., 2017). Based on the above
mentioned, the classical role of tRNAs as adaptor molecules for
the incorporation of amino acids in nascent proteins has been
expanded by findings that demonstrate changes in global tRNA
abundance in response to different cellular processes (Torrent
et al., 2018; Yang et al., 2020).

Eukaryotic cell-cycle proteins (cyclins) appear to be enriched
in non-optimal codons, with some differences that depend on
the cell-cycle phase in which they are expressed. The levels of
total tRNA and of some aminoacyl-tRNA synthetases are also
cell-cycle dependent in yeast (Frenkel-Morgenstern et al., 2012).
Cdc13 is one of the most widely studied cyclins from the fission
yeast, S. pombe. It forms a complex and activates Cdc2 (Cdk1),
an important kinase in G2/M transition (Humaidan et al., 2018).
Cdc13 is preferentially expressed during this transition. The
complex travels to the nucleus and phosphorylates a number
of substrates that are crucial for the progress of the cell cycle.
Although the protein structure of Cdc13 has not yet been
determined, a secondary structure is predicted, and some relevant
regions have been identified. Cdc13 has a conserved hydrophobic
patch (MRGILTDW) that is not required for cells to undergo
the S phase in vivo but is required to target Cdc13 to the
equivalent to the spindle pole body in yeast (SPB) and for
mitosis (Basu et al., 2020). Mutation in this hydrophobic patch
alters Cdc13 localization, preventing centrosomal localization at
the onset of mitosis. Finally, the complex is degraded at the
mitosis stage. Since cdc13 contains several non-optimal codons,
we hypothesize that the presence of non-optimal codons in cdc13
is required to modulate the proper level of the Cdc13 protein.
The variable levels of tRNAs during the cell cycle (Frenkel-
Morgenstern et al., 2012) may control the expression of cdc13.
To test this hypothesis, we followed two approaches: (1) to
introduce synonymous mutations to replace non-optimal with
optimal codons in cdc13, and (2), to modify the concentration of
tRNAs that decode non-optimal codons. Our results show that
these alterations significantly affect both Cdc13 distribution in
soluble and aggregated fractions and cell duplication.

MATERIALS AND METHODS

Yeast Strains and Media
Schizosaccharomyces pombe 972h-Sleu1-32 (LP36) strain
was used in homologous recombination experiments.
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Supplementary Table 1 lists the primers used in this study.
S. pombe was grown on YES medium (5 g/l of yeast extract,
30 g/l of glucose), YPD (10 g/l of yeast extract, 20 g/l of peptone,
20 g/l of glucose), and Edinburgh minimal medium 2 (EMM2,
United States Biological).

Plasmid Construction for Homologous
cdc13 Recombination
The endogenous cdc13 gene was replaced by a homologous
recombination with the wild-type or mutated cdc13, both
containing a 7xHis-tag at the 3′ end. For the homologous
recombination with the wild-type cdc13 gene, we first cloned
the flanking regions of the Cdc13 coding sequence in the
pFA6a-KanMX6 vector (Addgene), as described below. Flanking
regions were amplified from S. pombe genomic DNA (gDNA),
using Herculase II Fusion DNA polymerase (Agilent Genomics)
in accordance with the manufacturer’s instructions, using
cdc13-histag forward and reverse primer sets as described in
Supplementary Table 1. The digestion products were ligated
to the pFA6a-KanMX6 vector (first the 3′ flanking region,
followed by the 5′ flanking region), previously digested with
the corresponding restriction enzymes (SacI and EcoRI to 3′
flanking region; NdeI and BamHI to 5′ flanking region). The
E. coli JM109 strain was transformed with the corresponding
construction by chemical transformation (Sambrook and Russell,
2001; Froger and Hall, 2007) and five clones were analyzed by
DNA sequencing to corroborate the correct incorporation of
7xHis-tag. The final vector was named pFA6a-KanMX6-5′-3′ and
confirmed by DNA sequencing.

The synonymous substitutions were designed based on
S. pombe codon usage (Forsburg, 1994; Hiraoka et al.,
2009) replacing low-usage codons GGG/GGA (five codons)
with their optimal counterpart GGT. Supplementary Table 1
shows the primers that were used. Cdc13 mutants were
constructed according to the following methodology: first,
the mutant cdc13 sequence was amplified in five separate
PCRs, using the following primers listed in Supplementary
Table 1: cdc13-histag-F and CDC13_GGT1_R (reverse primer
containing the first mutated codon) were used to amplify
the first segment; CDC13_GGT1_F and CDC13_GGT2_R
(reverse primer containing the second mutated codon) were
used to amplify the second segment; CDC13_GGT2_F and
CDC13_GGT3_R (reverse primer containing the third mutated
codon) were used to amplify the third segment; CDC13_GGT3_F
and CDC13_GGT45_R (reverse primer containing the last two
mutated codons) were used to amplify the fourth segment;
and CDC13_GGT45_F forward primer containing the last two
mutated codons) and cdc13-histag-R were used to amplify
the last segment. All PCR products were purified using the
Real Genomics HiYieldTM Gel/PCR DNA fragments Extraction
system commercial kit (Real Genomics) in accordance with the
manufacturer’s instructions, and then the purified PCR products
were used as templates for four amplifications by PCR: segments
I and II were used as templates to join both segments, amplifying
with cdc13-histag-F and CDC13_GGT2_R primers. In another
experiment, segments III and IV were used as templates to

join both segments, amplifying with CDC13_GGT2_F and
CDC13_GGT45_R primers (Supplementary Table 1). Both PCR
products were purified the same way and were used as templates
to join the four segments by amplified PCR with cdc13-histag-
F and CDC13_GGT45R primers (Supplementary Table 1). This
product was joined with fragment V as described previously,
amplified with cdc13 histag-F and cdc13-histag-R primer sets
(Supplementary Table 1), resulting in the complete cdc13 with
the mutations. The final product was purified and digested
with NdeI and BamHI restriction enzymes, and then ligated to
the pFA6a-KanMX6-5′-3′ vector. The product was transformed
into the E. coli JM109 strain by chemical transformation
(Sambrook and Russell, 2001; Froger and Hall, 2007) and 5 clones
were analyzed by DNA sequencing to corroborate the correct
incorporation of the mutations.

Homologous Recombination
Purified plasmids containing the flanking regions of the wild-
type plus mutant coding sequences of Cdc13 and the His-
tag were used to amplify the sequence used for homologous
recombination (Oldenburg et al., 1997), using Herculase II
Fusion DNA polymerase (Agilent Genomics) in accordance
with the manufacturer’s instructions, and using pREP41F′ and
pREP41R′ primers (Supplementary Table 1). 200 ng of the
corresponding PCR product and 300 ng of the pET15b vector
(as a carrier) were electroporated in 100 µl of electrocompetent
S. pombe cells were prepared with the described protocol
(Forsburg and Rhind, 2006). Yeasts were washed with 1 M
sorbitol and recovered in YPD medium at 30◦C for 3 h. The
cells were then pelleted, resuspended in 200 µl of YE medium,
and plated in YPD agar prepared with 200 µg/ml of G418
(geneticin) antibiotic (Sigma-Aldrich). Cells were grown for 4–
5 days at 30◦C and single colonies were picked and grown on
YPD medium supplemented with 200 µg/ml of G418 antibiotic.
The incorporation of synonymous mutations at the right position
was corroborated by DNA sequencing.

Overexpression of tRNAs
Fragments containing tRNA genes (tRNAGly

UCC, tRNAGly
GCC,

and tRNAArg
UCC) were amplified by PCR from S. pombe genomic

DNA using Herculase II Fusion DNA polymerase (Agilent
Genomics) in accordance with the manufacturer’s instructions
and using the primer set described in Supplementary Table 1.
The PCR products contained 400 base pairs for tRNAGly

UCC
and 420 base pairs for tRNAGly

GCC and tRNAArg
UCC, including

the regulatory elements necessary for tRNA transcription.
The products were purified using the commercial kit Real
Genomics HiYieldTM Gel/PCR DNA Fragment Extraction (Real
Genomics), in accordance with the manufacturer’s instructions.
The purified products were digested with BamHI and NdeI and
cloned into pREP41, a high copy number vector. Vectors with
tRNA genes were transformed into yeast by electroporation, as
described previously (Forsburg and Rhind, 2006).

Northern Blot Analyses
Northern blot analysis was performed using biotinylated probes
synthesized by IDT Technologies (Supplementary Table 2).
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Samples were transferred to positively charged nylon membranes
for 2 h and 15 min at 20 volts in 0.5X TBE buffer (45 mM
Tris-borate, 1 mM EDTA). RNA was then fixed by UV radiation
(120,000 µjoules) and membranes were blocked for 30 min at
41◦C in pre-hybridization solution (6X SSC (150 mM NaCl,
15 mM Sodium Citrate), 5X Denhardt’s, 0.1% SDS, 100 µg/ml
salmon sperm DNA). After blocking, probes were added directly
to the hybridization solution (6X SSC, 0.1% SDS, 100 µg/ml
salmon sperm DNA) and incubated overnight. Membranes were
incubated for 3 min at room temperature with solution A
(2X SSC, 0.1% SDS) and then incubated twice for 15 min at
41◦C in solution B (0.1X SCC, 0.1% SDS). Next, membranes
were blocked for 30 min at room temperature with blocking
solution (1% casein in maleic buffer; 0.1 M maleic acid, 0.15 M
NaCl pH 7.5). Then, 0.1 µg/ml of streptavidin- horseradish
peroxidase was added to the blocking solution. Membranes were
incubated for 30 min at room temperature and then cleaned
twice for 15 min with maleic acid buffer 0.3% (v/v) tween-20.
Finally, membranes were cleaned for 3 min in predetection buffer
(0.1 M Tris–HCl, 0.1 M NaCl, pH 9.5) and developed using a
chemiluminescent kit [SuperSignal West Pico Chemiluminescent
Substrate (Thermo Scientific)].

Determination of tRNA Aminoacylation
Levels in vivo
Total RNA (obtained from the different strains that overexpress
tRNAGly or tRNAArg) was purified under acidic conditions
and the 3′ extreme nucleotide was then eliminated by sodium
periodate oxidation followed by β-elimination (Salazar et al.,
2001; Choi et al., 2003). For this purpose, yeast was grown in
EMM2 at 30◦C, until OD600 of 0.9–1.0, and then pelleted at
10,000 × g for 6 min at room temperature. The pellet was
resuspended in 500 µl of 0.3 M sodium acetate at pH 5.2, 1 mM
of EDTA, followed by the addition of 500 µl of acid phenol. The
mix was incubated for 10 min on ice and then centrifuged for
6 min at 10,000 × g. The supernatant was recovered, and RNA
was precipitated adding three volumes of 100% ethanol at−80◦C
overnight. Samples were centrifuged for 30 min at 14,000 × g at
4◦C. Pellets were cleaned with 0.5 ml of 75% ethanol, 10 mM
sodium acetate pH 5.2 and then resuspended in 50 µl of water.
Each sample was divided into two tubes (A and B), each with
25 µl aliquots. 1.42 µl of 3 M sodium acetate at pH 5.2 was
added to the A tubes, and then stored at −80◦C. tRNA in the
B tubes was deacylated by adding 6.25 µl of 1 M Tris acetate at
pH 9.0 and incubated for 60 min at 37◦C. Samples in the B tubes
were precipitated by adding 3.13 µl of 3 M sodium acetate at
pH 5.2 and 62.5 µl of ethanol at 100%, and stored for 30 min
at −80◦C. Samples were centrifuged for 30 min at 13,000 × g
at 4◦C, pellets were washed with 70% ethanol and centrifuged at
13,000× g for 5 min at 4◦C. The pellet was dried and resuspended
in 26.4 µl of 160 mM sodium acetate pH 5.2. Samples from the
A tubes were thawed and 4.8 µl of freshly prepared 250 mM
sodium periodate was added to each sample. Tubes were covered
in aluminum paper and incubated for 90 min on ice, and then
12.97 µl of 20% glucose was added. After an additional 90 min
of incubation on ice, 4.3 µl of 3 M sodium acetate at pH 5.2

and 87 µl of ethanol were added. Samples were stored for at
least 30 min at −80◦C and centrifuged for 30 min at13,000 × g
at 4◦C. Pellets were resuspended in 250 µl of 0.5 M lysine at
pH 8.0 and incubated for 60 min at 45◦C. Then, 25 µl of 3 M
sodium acetate at pH 5.2 and 500 µl of ethanol were added
and samples were stored for at least 30 min at −80◦C. Tubes
were centrifuged again for 30 min at 13,000 × g at 4◦C and
then washed with 70% ethanol. Finally, pellets were dried and
resuspended in 15 µl of RNAse-free water. Samples were analyzed
by gel electrophoresis (8 M urea, 10% polyacrylamide), followed
by Northern blot analysis.

mRNA Isolation and Quantification
To quantify cdc13 mRNA, wild-type and over-expressed tRNA
strains were grown to the late exponential phase (A600, 1.0) in
15 ml of EMM2 medium under standard conditions. Yeasts were
then pelleted at 2,250 × g for 5 min at room temperature and
washed once with sterilized water. Cell walls were disrupted with
0.12 µg of zymolyase 20T (United States Biological) in 1 M of
sorbitol for 30 min at 37◦C. Cells were pelleted and resuspended
in 200 µl of TRIzol (Thermo Scientific) and vortexed three times
for 1 min each (intercalated with 1 min on ice). Then, 40 µl of
chloroform was added to the mix and immediately centrifuged at
12,000 × g for 20 min at 4◦C. The supernatant was precipitated
with 0.7 volumes of isopropanol at −80◦C overnight. RNA was
pelleted at 15,000 × g for 30 min and washed once with 80%
ethanol. RNA was resuspended in 30 µl of sterilized miliQ water
and quantified in a nanodrop spectrometer (BioTek), and then
visualized in a 1% agarose gel to check RNA integrity. 1 µg
of RNA was treated with DNAse I (Roche), according to the
instructions provided in the manual. 500 ng of RNA was used
for cDNA synthesis followed by Real-Time PCR with Brilliant
II QRT-PCR, AffinityScript Two-Step Master Mix (Agilent),
according to the manufacturer’s instructions. The primers used
in the Real-Time PCR are listed in Supplementary Table 1
(cdc13rtF and cdc13rtR primers). Actin was used as a control in
the quantifications.

Cell-Cycle Synchronization by
Hydroxyurea
Hydroxyurea (HU) was used to synchronize cells in the early-
mid S phase, as described previously (Luche and Forsburg,
2009). Cells were grown in 5 ml of EMM2 at 30◦C overnight,
with constant agitation. Subsequently, the saturated culture was
brought to an OD600 of 0.1 and incubated for 3 h or until
an OD600 ∼0.2–0.6 HU was added at a final concentration of
15 mM and incubated for 4 h at 30◦C with constant agitation.
After the time, cells were collected by centrifuging at 4,000 × g
for 5 min at room temperature. The supernatant was discarded,
and the resulting sediment was washed twice with half the volume
used of EMM2, previously incubated at 30◦C, to remove residual
HU. The sediment was resuspended in 1 ml of sterile EMM2
and incubated at 30◦C with constant agitation, during all the
experiment time (24 h) and a 10 µl aliquot was taken every
3 h. The phenotype was analyzed observing the cells by optical
microscopy. A 40X objective (total magnification: 400) was used.
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The photos were obtained using a camera attached to a Canon
SLR model Eos Rebel T3 lens microscopy.

Total and Aggregated Protein Isolation
and Quantification
Wild-type and mutant strains were grown at the exponential
phase (OD600, 1.0) in 20 ml of EMM2 medium at 30◦C with
constant agitation. Yeasts were harvested by centrifugation at
2,250× g for 5 min at room temperature, and the pellet was used
to analyze protein aggregation as described previously (Rand
and Grant, 2006). Briefly, cells were pelleted and resuspended in
lysis buffer [50 mM potassium phosphate buffer, pH 7, 1 mM
EDTA, 5% glycerol, 1 mM of phenylmethylsulfonyl fluoride,
and Complete Mini protease inhibitor cocktail (Roche)]. Cell
disruption was carried out by three vortex cycles (1 min of vortex
and 1 min on ice) with 220 mg of acid-washed glass beads
(Sigma-Aldrich G8772). Membrane proteins were removed by
washing twice with 320 µl lysis buffer and 80 µl of 10% NP-
40 (Sigma-Aldrich), and the final aggregated protein extract was
resuspended in 20 µl of 1X Laemmli sample buffer. Total and
aggregated protein extracts were analyzed by Western blot using
an anti His-tag antibody in a 1:1,000 dilution (His Tag Antibody
MAB050R-100, R&D Systems). Western blot against tubulin was
performed as an internal control (T5168 monoclonal anti-a-
tubulin clone B-5-1-2, Sigma-Aldrich). Bands representing WT,
the pREP41_tRNA strain, and tubulin (for total protein), or
WT and pREP41_tRNA strain (for aggregated proteins) were
quantified using ImageJ software.

Statistical Significance
The results are presented as mean ± standard deviations of
the number of independent experiments indicated (biological
replicates) (n) or as a representative example of experiments
performed at least three times independently. Data were analyzed
statistically using GraphPad Prism 6.0 software. The results
were analyzed using the unpaired t-student test to determine
significant differences among the experimental conditions. A p
value < 0.05 was considered the limit of significance.

RESULTS

Replacement of Rare Glycine Codons for
Synonymous Preferred Codons in cdc13
Severely Affects S. pombe Growth
We used the gene encoding Cdc13, which is rich in non-
optimal glycine codons to evaluate the effect of replacing non-
optimal for optimal codons. GGA and GGG glycine codons
are highly represented in cdc13 (5 of the 13 glycine codons,
38.4% compared to less than 1% in highly-expressed genes)
(Supplementary Table 3). Thus, we choose to replace these
rare codons with the optimal GGT codon (86% of the glycine
codons in highly-expressed genes) (Figure 1 and Supplementary
Table 3), as described above. Surprisingly, the replacement of
GGA/GGG codons with GGT in cdc13, yielded two types of
colonies, small (most of them) and large (the remaining few)

(Supplementary Figure 1, upper panel). The small colonies did
not grow on either solid orin liquid media. The large colonies
were cultured in liquid medium, where they grew slowly. Cell
shape was observed by light microscopy at 16 h of culturing in
rich medium. The mutant cells presented a phenotype similar
to that of wild-type strains, although some cells were elongated,
similar to what has been observed in yeast where the cell cycle
is blocked after the G2 phase (Oltra et al., 2004; Supplementary
Figure 1, lower panel). We believe that the replacement of
rare glycine codons by optimal synonymous codons produced
an altered Cdc13 protein that is non-functional to the cells,
consequently cells stopped proliferating after a few duplications.
Inspection of the cdc13 sequence around the replaced codons
did not reveal any alteration of off-frame stop codons (ambush
hypothesis) (Seligmann and Pollock, 2004) that might account
for the growth defect. However, large colonies proliferate even
though cdc13 contains all the rare glycine codon replacements
(confirmed by DNA sequencing). The effect of replacing cdc13
with mutated genes should be investigated, as should the
differences in growth between the large and small colonies.

tRNAGly
UCC Overexpression Does Not

Affect the Level of Other tRNAGly

As noted above, tRNA levels in S. cerevisiae vary during the
cell cycle, with the maximum at G2-M transition (Frenkel-
Morgenstern et al., 2012). Since the replacement of rare glycine
codons by optimal synonymous codons had a dramatic effect on
S. pombe proliferation, we thought that the translation of rare
codons may be controlled by the concentration of the decoding
tRNA. The rare glycine codons GGA and GGG in S. pombe are
decoded by the tRNAGly

UCC, encoded by three almost identical
genes (low copy number compared to other tRNAGly genes). The
tRNAGly

CCC encoded by a single copy of the gene also decodes
GGG codons (Supplementary Table 3).

We determined whether the expression of tRNAGly
UCC is

regulated in wild-type cells (as in S. cerevisiae) (Pang et al., 2014)
by treating the cells with hydrogen peroxide and measuring the
level of this tRNA. S. pombe cells were exposed to 5 or 10 mM of
hydrogen peroxide and catalase activity was measured to confirm
the response of the cells to oxidative stress. Increased catalase
activity was observed under both conditions (data not shown). At
10 mM of hydrogen peroxide, the level of tRNAGly

UCC increased
fivefold, indicating that the level of tRNAGly

UCC is regulated in
response to this external challenge (Supplementary Figure 2A).

To test whether an increase in tRNAGly
UCC concentration

affects the level of Cdc13, we overexpressed this tRNA in
S. pombe. For this purpose, we cloned the corresponding tRNA
gene (which contains an internal RNA polymerase III promoter)
in the high copy number vector pREP41, with LEU2 as selection
marker. S. pombe cells were transformed with this construct
(Supplementary Figure 2B), with the empty vector as a control.
Northern blot analysis using a specific probe for tRNAGly

UCC
revealed a 7-to-8-fold increase in the level of this tRNA compared
to the control (Figure 2A). The overexpression of tRNAGly

UCC
did not affect the levels of other tRNAGly (tRNAGly

GCC, tRNAGly

CCC) (Figure 2A). We also tested the aminoacylation status of
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FIGURE 1 | (A) Sequence of cdc13 and localization of Gly codons. The coding sequence of cdc13 is shown and unreplaced Gly codons (green boxes) and replaced
codons (pink boxes) are indicated. (B) Schematic representation of secondary structure of Cdc13 from S. pombe. Location of glycine codons in the secondary
structure of Cdc13 and the corresponding optimal (green) and non-optimal (red) codons in mRNA. The yellow square represents the hydrophobic motif MRGILTDW
and the green rectangle represents the cyclin domain.

these tRNAGly with overexpression of tRNAGly
UCC. The ratio

of aminoacylated/deacylated tRNA in cells transformed with
the empty vector and cells that overexpressed tRNAGly

UCC was
determined. We observed a∼20% increase in the amino acylated
fraction of tRNAGly

UCC compared to the control (Figures 2B,C)
(although it was not a statistically significant) The fact that the
level of this tRNA increased 7-to-8-fold in cells transformed
with the vector containing the tRNAGly

UCC gene (Figure 2A)
implies that the amount of Gly-tRNAGly increases 10-to-11-
fold compared to the control. However, the overexpression of
tRNAGly

UCC did not significantly change the amino acylation
levels of other tested tRNAGly isoacceptors (Figures 2B,C).

Overexpression of tRNAGly
UCC Affects

the Distribution of Cdc13 Into Soluble
and Aggregated Fractions
We used cells transformed with pREP4-tRNAGly

UCC and control
cells to evaluate the effect of tRNAGly

UCC overexpression
on Cdc13 expression. Neither total Cdc13 protein levels
(Figures 3A–C) nor its mRNA levels (Figure 3D) were altered
by tRNAGly

UCC overexpression. However, when the soluble and

aggregated fractions were separated, a dramatic increase in Cdc13
was observed in the aggregated fraction (Figure 3A, quantified
in Figure 3B). Together, these results suggest that increasing
tRNAGly

UCC levels increases the Cdc13 in the aggregated fraction
without affecting its level. Further investigation is needed to
determine if this is the result of Cdc13 misfolding because of a
change in the mRNA translation rate. An alternative explanation
for this defect is that other proteins (including chaperones) are
altered by tRNAGly

UCC overexpression and aggregate with Cdc13.
Another explanation is that tRNAGly

UCC overexpression causes
increased mismatches with non-cognate codons that are not
compensated (Seligmann, 2011), giving rise to translation errors
that induce protein aggregations. These and other alternative
explanation need to be investigated.

Overexpression of tRNAGly
UCC Affects

the Progression of the S. pombe Cell
Cycle
To test whether the overexpression of tRNAGly affects the cell
cycle progression of S. pombe, yeast cultures were synchronized
with HU. The shapes of cells that overexpress tRNAGly

UCC
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FIGURE 2 | Overexpression of tRNAGly
UCC (low gene dosage) and the effect on the level and aminoacylation of tRNAGly isoaceptors. (A) Lower panel. Northern blot

of tRNAGly
UCC, tRNAGly

GCC and tRNAGly
CCC after overexpression of tRNAGly

UCC. Upper panel, relative levels of tRNAGly isoacceptors in cells that overexpress
tRNAGly

UCC. 5S rRNA was used as a reference (folds of change (***p < 0,001, t-student). (B) Aminoacylation of tRNAGly isoacceptors. Representative Northern blot
analysis of total tRNA purified under acidic conditions from S. pombe transformed with pREP41-empty (control) or pREP41-tRNAGly

UCC, detected with specific
probes against tRNAGly

UCC, tRNAGly
GCC, and tRNAGly

CCC. Aminoacylated tRNAs (aa-tRNA) and non-aminoacylated tRNAs (tRNA) are indicated. (C) Quantification
of Northern blots. Relative levels of aminoacylated fraction of tRNAGly

UCC, tRNAGly
GCC, and tRNAGly

CCC for each condition, were quantified by densitometric
analysis.

and control cells were monitored under a microscope at 12 h
(three cell cycles). Under these conditions, we observed that
nearly 100% of cells that overexpress tRNAGly

UCC had elongated
shapes (Figure 4A). The average size of cells that overexpress
tRNAGly

UCC was at least twice that of the control cells, but some
were four times as large (Figure 4B). More than one septum was
observed microscopically in the elongated cells. Unsynchronized
cells also evidenced elongated shape, but to a lesser extent.

In order to evaluate whether the elongated phenotype is a
specific result of the overexpression of tRNAGly

UCC and not
the overexpression of any other tRNAGly, we overexpressed the
high copy number tRNAGly

GCC gene in S. pombe that decodes
both optimal glycine codons. We observed a twofold increase in
tRNAGly

GCC (Figure 5A). As tRNAGly
GCC is encoded by eight

copies (Supplementary Table 3), we expected relatively high

levels of this tRNA in the cells. However, S. pombe showed no
elongated phenotypes (Figure 5B). Similar experiments involved
overexpressing tRNAArg

UCU . This tRNA decodes the arginine
AGA (preferred) and AGG (rare) codons present in S. pombe
cdc13. The tRNA gene was cloned as indicated for tRNAGly

UCC.
A 2.5-fold increase in the cellular level of tRNA was observed
(data not shown). However, the overexpression of tRNAArg

UCU
did not alter cell shape, as tRNAGly

UCC overexpression did
(data not shown).

DISCUSSION

Translation efficiency and accuracy are largely achieved by
binding to the ribosome of the proper aminoacyl-tRNA that
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FIGURE 3 | Overexpression of tRNAGly
UCC in S. pombe affects the aggregation status of Cdc13. (A) Western blot of Cdc13 in total extract or soluble and

aggregated fractions. (B) Quantification of soluble and aggregated Cdc13 compared to total extract. (C) Total Cdc13 in cells that overexpress tRNAGly
UCC

compared to controls. (D) Relative levels of cdc13 mRNA compared to those of controls (pREP41-empty). (*p < 0.05, t-student).

competes with a plethora of non-cognate or near-cognate
aminoacyl-tRNAs (all at different concentrations) to enter the A
site, Ikemura (1985), Kanaya et al. (1999), Frenkel-Morgenstern
et al. (2012), Kirchner et al. (2017), Torrent et al. (2018),
Yang et al. (2020). This gives rise to the notion that optimal
codons are translated by highly represented transfer RNAs. The
translation speed of certain codons has been explained as the
result of the time required by the ribosome to find the proper
aminoacyl-tRNA to translate the codon in the A site. Rare
codons are usually translated by lowly-represented tRNAs. The
ribosome must deal with stochastic binding of these tRNAs in
competition with the entire pool of highly represented tRNAs,
which slows down the translation of rare codons. There are
a few examples where the level of transfer RNAs alters or
regulates the translation of genes crucial for cellular processes
based on the presence of non-optimal codons, in particular
mRNAs. A mutation that replaces an optimal codon by a rare
synonymous codon in human CFTR gene lead to a misfolded
and malfunctioning proteins. An increase in the level of tRNA

decoding such a codon restores the function of CFTR (Kirchner
et al., 2017). In yeast, stress-responsive genes are enriched in
codons that use rare tRNAs. The tRNAs of cells exposed to
different stresses are reprogrammed to respond to stress by
enhancing stress mRNA translation (Torrent et al., 2018). Certain
tRNAs are preferentially expressed in human cancer cells under
the control of an RNA polymerase III transcription factor. The
knockdown of these tRNAs reduces the proliferation of cancer
cells, which indicates their crucial role in the reprogramming cell
proliferation (Yang et al., 2020).

The cell cycle is a complex process that requires the temporal
expression of a number of proteins that regulate the functioning
of the different phases of the process in coordination. The fission
yeast S. pombe has been a model to study the cell cycle of
eukaryotes (Yanagida, 2002). Many of the cell cycle proteins from
S. pombe are temporarily expressed based on the transcription
and translation of corresponding genes, as well as the degradation
of gene products in a well-coordinated process (Hayles et al.,
2013). Several of these proteins are enriched in rare codons,
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FIGURE 4 | Overexpression of tRNAGly
UCC causes morphological changes, inducing cell elongation. (A) Phenotype observed under a microscope of cells

synchronized with 15 mM HU for 4 hrs. The images were obtained under a microscope at 400x at 12 h post-incubation with HU (cell cycle stage: G2).
(B) Histograms of the length of cells that overexpress tRNAGly

UCC (blue line) normalized by the average length of control cells (red line).

giving rise to the notion that translation efficiency is in part a way
to control the level of some proteins. The levels of transfer RNAs
oscillate markedly, with increases in the G2 phase, concomitant
with an increase in the activity of several amino acyl tRNA
synthetases, including GlyRS (Frenkel-Morgenstern et al., 2012).
The two molecular events match with the expression patterns
of certain cyclins. These observations reinforce the idea that
translation of these proteins is regulated cyclically by tRNA levels.

Cdc13 is a crucial protein that controls the G2-M transition
of the S. pombe cell cycle. The presence of five non-optimal
codons of the thirteen codons for glycine in cdc13 suggests that
the level of this protein is controlled at the translational level.
The data obtained in this work reveals that alterations of rare
codons decoding glycine in the gene that encodes Cdc13 have a
profound impact on cell proliferation. First, the replacement of all
five codons by optimal counterparts, where 2 of the 5 rare glycine
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FIGURE 5 | Overexpression of tRNAGly
GCC did not change the level of other tRNAGly isoaceptors and did not cause morphological changes in cell elongation.

(A) Relative levels of tRNAGly
UCC, tRNAGly

GCC, tRNAGly
CCC isoacceptors in cells transformed with the indicated constructs. (B) Phenotype observed under a

microscope of cells overexpressing tRNAGly
GCC synchronized with 15 mM HU for 4 hrs. The images were obtained under a microscope at 400x at 12 hrs

post-incubation with HU (cell cycle stage: G2).
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codons are in the cyclin N-terminal domain (Figure 1), and the
other two are located in tandem near the C-terminus, results
in the almost complete impairment of the cells to proliferate in
solid or liquid media (Supplementary Figure 1). It is believed
that synonymous codons tend to be translated more slowly
than optimal counterparts (Shah and Gilchrist, 2011; Boël et al.,
2016) suggesting an alteration of co-translational protein folding.
Other reports suggest that protein synthesis is under selective
evolutionary pressure by co-translational folding (Chaney et al.,
2017; Jacobs and Shakhnovich, 2017). One hypothesis is that
subtle modifications in the elongation rate affect the folding
mechanism (Braselmann et al., 2013), although cells have
molecular chaperones that help in folding proteins adequately,
including folding nascent polypeptides (Kramer et al., 2019).
According to our results it is possible that the replacement of
rare glycine codons by optimal counterparts results in misfolded
Cdc13, as has been suggested (Zhou et al., 2015), This would
reduce the levels of functional Cdc13, although there may be
other interpretations of the results (see below).

Studies have shown that a complex between Cdc2 (Cdk1) and
Cdc13 is required for the cells in S. pombe to enter mitosis.
It has been reported that the deletion of the cdc13 gene gives
rise to small cells that do not enter mitosis, although some of
them can continuously replicate, giving rise to elongated cells
with giant nuclei (Hayles et al., 1994). Patterson et al. (2019)
described another example of elongated cells and demonstrated
that Cdc13 expression below wild-type levels results in larger
cells. They found a correlation between Cdc13 expression levels
and cell size at division. Using mutant cells with a thermosensitive
mutation in cdc13, they found that at the restrictive temperature,
the complex was largely in the insoluble fraction, which prevents
the cell from entering mitosis (Hayles et al., 1994). Our results
show that overexpression of tRNAGly

UCC is accompanied by a
substantial increase in Cdc13 in the aggregated protein fraction
(up to 50% of the all Cdc13 proteins, Figure 3), along with the
formation of elongated cells (Figure 4). The effects observed in
our work may be the result of several different events, such as
aggregation of other proteins that drag Cdc13, impairment of
chaperones to properly fold Cdc13, or effects on other cyclins.
However, the observed effects are consistent with the role of
Cdc13 in forming the complex described above (Hayles et al.,
1994; Humaidan et al., 2018) and the cell replication problem
as a consequence of replacing rare Gly codons in cdc13. Further
experiments are required to confirm whether there is a direct
effect on Cdc13 folding and aggregation that alters the cell cycle.
Nevertheless, these two effects seem to be specific to tRNAGly

UCC,
as they are not observed when the tRNAs that decode optimal
glycine or arginine codons are overexpressed.

The overexpression of Gly-tRNAGly
UCC probably exerts an

effect on not only cdc13 mRNA, but also many other mRNAs

containing the decoded codons. Thus, the observed cell division
phenotype maybe the consequence of the altered expression of
other genes involved in the cell cycle. Analysis of the effect of
global proteome alterations on tRNAGly

UUC overexpression, or
the overexpression of any other tRNAs will certainly give insights
into the role of rare codons in the cell cycle, as well as the selective
pressure that allows the natural selection of rare codons in cell
cycle proteins.
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Coupled Transcription-Translation in 
Prokaryotes: An Old Couple With 
New Surprises
Mikel Irastortza-Olaziregi * and Orna Amster-Choder *

Department of Microbiology and Molecular Genetics, Faculty of Medicine, IMRIC, The Hebrew University of Jerusalem, 
Jerusalem, Israel

Coupled transcription-translation (CTT) is a hallmark of prokaryotic gene expression. CTT 
occurs when ribosomes associate with and initiate translation of mRNAs whose 
transcription has not yet concluded, therefore forming “RNAP.mRNA.ribosome” complexes. 
CTT is a well-documented phenomenon that is involved in important gene regulation 
processes, such as attenuation and operon polarity. Despite the progress in our 
understanding of the cellular signals that coordinate CTT, certain aspects of its molecular 
architecture remain controversial. Additionally, new information on the spatial segregation 
between the transcriptional and the translational machineries in certain species, and on 
the capability of certain mRNAs to localize translation-independently, questions the 
unanimous occurrence of CTT. Furthermore, studies where transcription and translation 
were artificially uncoupled showed that transcription elongation can proceed in a 
translation-independent manner. Here, we review studies supporting the occurrence of 
CTT and findings questioning its extent, as well as discuss mechanisms that may explain 
both coupling and uncoupling, e.g., chromosome relocation and the involvement of cis- or 
trans-acting elements, such as small RNAs and RNA-binding proteins. These mechanisms 
impact RNA localization, stability, and translation. Understanding the two options by which 
genes can be expressed and their consequences should shed light on a new layer of 
control of bacterial transcripts fate.

Keywords: coupled transcription-translation, uncoupled transcription-translation, subcellular organization of 
prokaryotes, translation-independent mRNA localization, local translation, expressome

COUPLED TRANSCRIPTION-TRANSLATION: A HALLMARK 
FEATURE OF PROKARYOTIC GENE EXPRESSION

Due to the scarcity of intracellular membrane-delimited compartmentalization, prokaryotic 
cells have historically been regarded as spatially unorganized. The lack of a nuclear membrane 
that physically separates the chromosomal DNA from the cytosolic environment led to the 
well-accepted notion that transcription and translation are spatiotemporally coupled in bacteria 
and archaea. Coupled transcription-translation (CTT) occurs when ribosomes bind and start 
to translate nascent mRNAs, whose transcription has not terminated yet, therefore forming 
an “RNAP·nascent mRNA·ribosome” complex (Figure  1).
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The fact that transcription and translation could be coupled 
in prokaryotes was first proposed by Stent in the mid-1960s. 
He  argued that due to the apparent inability to dissociate 
nascent transcripts from the chromosome in vitro, an active 
force exerted by translating ribosomes could be  necessary to 
release the mRNAs from their templates. Indirectly, he  implied 
that transcription and translation could be  spatiotemporally 
coupled (Stent, 1964). Subsequent in vitro work from the 
Nirenberg lab demonstrated DNA·RNA·ribosome complexes 
(Byrne et  al., 1964; Bladen et  al., 1965). In the early 1970s, 
Miller et  al. (1970) published an electron microscopy image, 
which showed ribosomes strongly associating with and translating 
nascent mRNA in a concatenated fashion forming polysomes. 
More recently, similar observations were reported in archaea 
(French et  al., 2007), extending the occurrence of CTT to all 
prokaryotes. Miller’s micrographs have illustrated microbiology 
textbooks for decades and CTT is nowadays a widely accepted 
dogma of prokaryotic gene expression.

In this review, we will first highlight the biological significance 
of maintaining proper CTT and present the current understanding 
of how transcription and translation are coordinated under 
different growth conditions. We  will then discuss the recent 
findings that shed light on the mechanistic and molecular 
details that mediate the physical coupling of these two processes. 
We  will proceed by describing different models explaining 
where CTT takes place in the context of the prokaryotic cell. 
We will then introduce several types of evidence that challenge 
the CTT dogma and suggest that its occurrence may not be as 
general as currently assumed. Furthermore, we  will extensively 

elaborate on molecular mechanisms that potentially promote 
the spatiotemporal uncoupling of transcription and translation. 
We  will conclude by discussing open questions and principles 
emanating from this old but still exciting couple.

COORDINATION OF CTT

In optimal growth conditions, Escherichia coli ribosomes translate 
14–17 amino acids per second (Young and Bremer, 1976; 
Proshkin et  al., 2010; Zhu et  al., 2016), meaning that they 
translocate about 42–51 nucleotides per second (nt/s) along 
the mRNA being translated. On the other hand, RNAP synthesizes 
mRNA at a rate of 42–49  nt/s (Proshkin et  al., 2010; Iyer 
et  al., 2018). Thus, mRNA transcription and translation rates 
are well-matched. Of note, translation and transcription rates 
vary across different growth conditions, but the rates of both 
processes remain coordinated (Vogel and Jensen, 1994b; Proshkin 
et  al., 2010; Iyer et  al., 2018), suggesting CTT coordination 
is important.

Indeed, a balanced CTT regime is crucial for the proper 
function of E. coli cells, and the uncoupling of transcription 
and translation can lead to multiple conflicts that compromise 
cell viability. Many such conflicts are related to the intimate 
link between CTT and Rho-mediated premature transcription 
termination (PTT). It was assumed for years that, in the absence 
of ribosomes engaged in CTT, Rho utilization (rut) sites in 
the nascent transcripts become exposed and are readily recognized 
by Rho, which translocates towards RNAP and causes the 
disassembly of the transcription elongation complex (TEC; 
Chalissery et  al., 2011; Lawson et  al., 2018). Recent evidence, 
on the other hand, supports a different mechanism where, in 
the absence of a physically coupled ribosome, transcription 
termination factor Rho associates with RNAP early after 
transcription initiation (Mooney et  al., 2009a) via protein-
protein interactions with NusA and NusG, rendering the TEC 
into a moribund pre-termination complex (PTC). This state 
favors Rho recognition of the rut sites in the nascent mRNA, 
which is followed by the closure of the Rho ring and disassembly 
of the TEC (Epshtein et  al., 2010; Hao et  al., 2020; Said et  al., 
2020). These molecular events lead to PTT and operon polarity 
(Richardson, 1991). Ribosomes and Rho compete for the same 
binding interface of NusG and, thus, a coupled ribosome 
prevents Rho-mediated PTT (Burmann et  al., 2010). Coupled 
ribosomes can additionally antiterminate intrinsic terminators 
(Li et  al., 2015). Moreover, leading ribosomes push stalled 
RNAPs forward and facilitate elongation over transcriptional 
roadblocks (Proshkin et al., 2010; Stevenson-Jones et al., 2020). 
Beyond gene expression, this is especially important for avoiding 
clashes between replisomes and backtracked RNAPs, which 
cause double-strand breaks and lead to genome instability 
(Dutta et  al., 2011). Furthermore, cotranscriptional translation 
prevents reannealing of the nascent RNA to the template DNA 
strand, which can give way to dangerous R-loops (Gowrishankar 
and Harinarayanan, 2004), and also protects nascent transcripts 
from ribonucleolytic attack (Makarova et  al., 1995; Deana and 
Belasco, 2005). In agreement with this, the stability of lacZ 

FIGURE 1 | Coupling of transcription and translation in prokaryotes. When 
the nascent mRNA emerges from the RNAP, the transcript is bound by the 
leading ribosome forming a transcribing-translating complex. Additional 
ribosomes can associate with the nascent mRNA to form a convoy of trailing 
ribosomes on the transcript that is still bound to the transcription machinery. 
The leading ribosome can physically interact with the RNAP or the two 
machineries may be connected via the transcript.
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transcripts was greatly reduced when transcribed by T7 RNAP 
(Iost and Dreyfus, 1995), which transcribes about 230  nt/s 
(Golomb and Chamberlin, 1974) and cannot be closely followed 
by translating ribosomes. Tight CTT could be  of critical 
importance for the expression of genes whose decay initiates 
before the transcription of the full mRNA is completed (Chen 
et  al., 2015). For this population of transcripts, post-
transcriptional translation appears to be unfeasible and ribosomes 
should closely follow RNAP before ribonucleases trigger the 
degradation of the nascent mRNA. Additionally, it is speculated 
that physically associated ribosomes can perform a pioneering 
round of translation for mRNA quality control, a well-
characterized phenomenon in eukaryotes (Maquat et al., 2010). 
On the other hand, controlled uncoupling of transcription and 
translation can also be  utilized for gene regulation. A classical 
example of this is the operon for tryptophan biosynthesis 
(Yanofsky, 1981), where due to low tryptophan concentrations 
the leader ribosome lags behind RNAP and allows the formation 
of an antitermination secondary structure that precludes the 
formation of the attenuator structure.

rRNA transcription (90  nt/s; Vogel and Jensen, 1994b) 
exceeds by far the translation elongation rates in E. coli, implying 
that, when transcribing mRNA, RNAP does not work at its 
maximum biosynthetic capacity, and that mechanisms for 
equalizing mRNA transcription and translation exist. In this 
regard, physical CTT offers an elegant model to explain the 
transcription-translation correlation under different growth 
conditions. According to this model, translation elongation 
rates of the leading ribosome, dictate transcription elongation 
rates (Proshkin et  al., 2010). This model is supported by the 
finding that in strains harboring ribosomal mutations that slow 
translation, transcription elongation rates decreased accordingly, 
and that transcription-translation rates of different genes 
correlated with their rare codon content, highlighting the role 
of translation in dictating transcription elongation (Proshkin 
et  al., 2010). In this model, the leading ribosome equalizes 
transcription-translation rates by physically pushing forward 
the RNAP, which otherwise tends to spontaneous backtracking 
and/or pauses (Proshkin et  al., 2010; Stevenson-Jones et  al., 
2020), so that CTT remains coordinated and futile transcription 
is prevented. Of note, this mode of CTT coordination does 
not necessarily imply persistent RNAP·ribosome interactions 
or the formation of a stable complex, and it could rather 
be  driven by occasional ribosome-to-RNA pushing contacts at 
sites where transcription slows down.

Besides CTT coordinated by physical RNAP·ribosome contacts, 
recent evidence argues in favor of additional mechanisms for 
CTT coordination. In contrast to common thought, 
chloramphenicol does not inhibit translation by reducing ribosome 
elongation rates, but rather by diminishing the population of 
ribosomes engaged in translation (Dai et al., 2016). In contrast, 
cells challenged with fusidic acid showed slower translation 
elongation rates, but strikingly, no reduction in transcription 
elongation rates (Zhu et al., 2019), suggesting that transcription 
elongation can be modulated independently to translation. Also, 
in cells subjected to nitrogen starvation, which is characterized 
by a slowdown in translation elongation rates, transcription 

elongation slowed down correspondingly and no hints of PTT 
were observed (Iyer et  al., 2018). Importantly, translation 
inhibition by chloramphenicol did not decrease transcription 
elongation rates under these experimental conditions (Iyer et al., 
2018), indicating that the RNAP elongates independently of 
the leading ribosome. Possibly, under conditions where translation 
slows down below a certain threshold, transcriptional cooperation 
among RNAPs (see section The CTT Dogma has Been Challenged: 
Towards Uncoupled Transcription-Translation?) might suffice 
to maintain transcriptional elongation in a ribosome-independent 
manner. Additional studies support a model where the occurrence 
of CTT is a stochastic event that does not depend on the 
physical contact of both machineries (see section The CTT 
Dogma has Been Challenged: Towards Uncoupled Transcription-
Translation?; Li et  al., 2015; Chen and Fredrick, 2018, 2020). 
Thus, it is reasonable to argue that, besides CTT coordinated 
by physical contacts between the leading ribosome and RNAP, 
additional mechanisms ensure the coordination of CTT.

Notably, the alarmone (p)ppGpp has recently emerged as 
an important player in CTT coordination. Upon amino acid 
starvation, the ribosome-associated RelA detects uncharged 
tRNAs at the A-site of the ribosomes and triggers the rapid 
synthesis of (p)ppGpp (Wendrich et al., 2002), inducing stringent 
response. Traditionally (p)ppGpp has been linked to 
transcriptional regulation, primarily by binding to the interface 
between β and ω subunit of the RNAP (Mechold et  al., 2013; 
Zuo et  al., 2013) and negatively regulating rRNA transcription, 
as well as a transcription of a myriad of coding sequences 
(Potrykus and Cashel, 2008; Sanchez-Vazquez et  al., 2019). In 
agreement with this, in cells treated with fusidic acid that 
maintained normal transcription (p)ppGpp accumulation caused 
a slowdown of transcription elongation in an alarmone dose-
dependent manner (Zhu et  al., 2019). Alarmone-dependent 
slowdown of transcription elongation was also observed in cells 
subjected to amino acid starvation (Vogel et  al., 1992; Vogel 
and Jensen, 1994a) and nitrogen limitation (Iyer et  al., 2018).

Recent publications have expanded the (p)ppGpp targetome 
(Zhang et al., 2018; Wang et al., 2019), and additional alarmone-
mediated layers of regulation have been discovered (reviewed 
in Hauryliuk et  al., 2015). For instance (p)ppGpp competes 
with GTP for binding translation initiation factor 2 and elongation 
factor G (EF-G; Milon et  al., 2006; Mitkevich et  al., 2010), 
inhibiting their activity. Interestingly, under nitrogen starvation, 
ribosome stalling at glutamine codons diminishes translation 
elongation, and alarmone-defective strains show even slower 
translational elongation rates compared to wild-type cells (Li 
et al., 2018). Apparently, bacteria prevent generalized translation 
initiation, which could deplete pools of charged tRNAs and 
lead to incomplete translational rounds, and instead ensure that 
basal translation of housekeeping and stress-responsive genes 
remains active (Dai et  al., 2016). This phenomenon has been 
proven essential for survival under oxidative stress, which is 
also characterized by a dramatic slowdown of translation elongation 
rates (Zhu and Dai 2019, 2020). It was recently reported  
that (p)ppGpp-dependent translational selectivity depends on 
structural motifs formed by the mRNAs (Vinogradova et al., 2020). 
Thus, upon environmental challenges that reduce translation 
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elongation rates, cells achieve CTT coordination by slowing 
down RNAP elongation and by prioritizing translation of a 
subset of essential genes that avoid alarmone-mediated translation 
inhibition. Highlighting the importance of this regulation is the 
finding that disrupting (p)ppGpp-mediated CTT coordination 
sensitizes cells to nitrogen starvation (Iyer et  al., 2018).

Alarmones also coordinate transcription and translation less 
straightforwardly. It has recently been shown that (p)ppGpp 
binds inosine-guanosine kinase, which prevents the excessive 
accumulation of purine nucleotides and leads to pRpp synthesis, 
a precursor molecule for pyrimidine nucleotides, tryptophan, 
and histidine (Wang et  al., 2020a). Thus, alarmones further 
coordinate CTT indirectly, by balancing nucleotide stocks 
required for transcription and ensuring tryptophan and histidine 
availability to maintain basal translation. Interestingly, the 
operons for the biosynthesis of these amino acids are regulated 
by transcriptional attenuation (Yanofsky, 1981), which links 
their regulation to sensing the CTT status.

The evidence presented above supports a scenario where CTT 
coordination is preserved by different, although complementary 
means, depending on the growth conditions (Figure  2). When 
transcription slows down below translation elongation rates, due 
to spontaneous backtracking or pausing, the leading ribosome 
physically pushes the RNAP forward in a way that translation 
rates dictate equal transcription elongation rates (Proshkin et al., 
2010; Stevenson-Jones et  al., 2020). Under conditions where 

ribosome elongation lags behind transcription, such as nitrogen 
limitation or oxidative stress, multilayered regulation via (p)
ppGpp ensures that RNAP elongation rates decrease accordingly 
and maintains CTT coordination without the need for physical 
contacts of the transcription and translation machineries. 
Considering the ongoing discovery of (p)ppGpp-regulated processes 
and the tight relationship of alarmones with the metabolic status 
of the cell, we  expect that additional pathways ensuring CTT 
coordination via (p)ppGpp will be  discovered. These 
complementary mechanisms, i.e., physical contacts between RNAP 
and the leading ribosome and alarmone-mediated coordination, 
account for the observed correlation between transcription and 
translation elongation rates under different growth conditions.

THE MOLECULAR ARCHITECTURE OF 
CTT

How do the transcriptional and translational machineries 
intimately interact? Several recent publications have shed light 
on the molecular interactions that mediate the physical coupling 
of transcription and translation in E. coli, although their 
conclusions were not always in agreement (reviewed by Conn 
et  al., 2019). CTT was initially proposed to be  mediated by 
NusG. Specifically, nuclear magnetic resonance (NMR) 
experiments showed that the N-terminal domain (NTD) and 

A

B

C

D

FIGURE 2 | Strategies for maintaining coupled transcription-translation (CTT) coordination. Under conditions that slow down transcription elongation rates below 
translational rate, such as carbon limitation and RNAP backtracking (A), the leading ribosome catches up with and physically pushes the transcription elongation 
complex (TEC) forward, equalizing transcription and translation rates. When translation elongation lags behind transcription rate, e.g., upon nitrogen limitation and 
oxidative stress (B) (p)ppGpp concentrations increase, slowing down transcription elongation, promoting basal translation and balancing nucleotide and amino acid 
stocks (C), thus equalizing transcription and translation elongation rates (D).
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C-terminal domain (CTD) of NusG interact with RNAP and 
NusE, which doubles as S10 protein in the ribosome (Mooney 
et al., 2009b; Burmann et al., 2010), respectively, thus, bridging 
the transcriptional and translational machineries. As Rho and 
the leading ribosome compete for NusG binding, this mode 
of coupling also explains why TECs engaged in CTT avoid 
Rho-mediated termination (Burmann et  al., 2010). CTT of a 
subset of horizontally acquired operons was shown to be bridged 
by the NusG homolog RfaH in a similar fashion (Burmann 
et  al., 2012; Zuber et  al., 2019). The NusG-dependent CTT 
model was further supported by in vivo and in vitro experiments 
evidencing that NusG simultaneously interacts with the ribosome 
and RNAP (Saxena et  al., 2018). A cryo-electron microscopy 
(cryo-EM) structure of a TEC·NusG complex did not show 
any defined density for the NusG CTD, suggesting that NusG 
mediates a flexible RNAP-ribosome association (Kang et  al., 
2018b). This was confirmed by another cryo-EM structure of 
a ribosome-bound NusG, that showed a defined density for 
the CTD but not for the NTD (Washburn et  al., 2020). This 
latter publication also reported NMR results supporting the 
association of an RNAP·NusG complex with S10.

In parallel, a series of publications posited a model where 
transcription and translation are coupled independent of NusG, 
via direct RNAP·ribosome interactions. Chemical cross-linking 
experiments demonstrated multiple NusG-independent 
interactions between RNAP and both 30S and 50S ribosome 
subunits (Fan et  al., 2017), and an RNAP·30S subunit cryo-EM 
structure (Demo et  al., 2017) recapitulated several of the 
interactions detected by cross-linking. Simultaneously, a cryo-EM 
structure of a transcribing-translating RNAP·ribosome complex, 
named expressome, showed that direct interactions between 
both machineries can mediate the coupling (Kohler et al., 2017). 
Different from the previous works described above, this structure 
was produced by colliding a translating ribosome against a 
transcriptionally stalled RNAP. In this structure, the exit site 
of RNAP and the mRNA entry site of the ribosome were 
closely placed, which suggests continuous protection of the 
nascent mRNA from transcription to translation. This protection 
also excludes Rho from accessing nascent transcripts and from 
terminating transcription. Importantly, the NusG binding partners 
in the CTT complex, i.e., the β'-subunit of RNAP and the S10 
protein of the ribosome, were located on opposite sites of the 
complex and the NusG linker was too short to bridge such 
distance. Thus, the collided expressome was not compatible 
with NusG-mediated CTT (Kohler et  al., 2017).

How can the divergent views of NusG-dependent and 
-independent CTT, both emerging from structural studies, 
be  reconciled? Two simultaneous studies presenting cryo-EM 
structures suggest that these views can co-exist. The first study 
by the Weixlbaumer lab describes the structures of transcribing-
translating complexes assembled on mRNA scaffolds that allow 
different distances between the RNAP active site and the 
ribosomal P-site (Webster et  al., 2020). One structure showed, 
for the first time, simultaneous binding of the NTD and CTD 
of NusG to RNAP and the leading ribosome, correspondingly. 
In this structure NusG forms a bridge between the ribosome 
and RNAP, thus stabilizing the interaction interface between 

the two machineries. Increasing the length of the intervening 
mRNA resulted in a similar structure, i.e., a NusG-coupled 
expressome. However, shortening of the intervening mRNA 
resulted in a structure in which RNAP is located closer to 
the ribosome entry tunnel. In this collided expressome, RNAP 
could still bind NusG, but the latter was not able to bridge 
the distance to S10. Hence, as shown previously (Kohler et  al., 
2017), the collided expressome is not compatible with NusG-
mediated CTT. Of note, a structure nearly identical to this 
collided expressome was obtained when assembling expressomes 
on short scaffolds in the absence of NusG (Kohler et al., 2017). 
The conclusions that emerge from these structures are that 
coupling via NusG restrains RNAP motions, that the length 
of the intervening mRNA determines whether NusG can 
be  involved, that expressome formation is strictly mRNA-
dependent, although RNAP·30S complexes were previously 
observed (Demo et al., 2017), and that both the NusG-bridged 
and the collided expressomes are compatible with translation 
factor binding (Webster et  al., 2020).

The second study, published by the Ebright lab, in addition 
to confirming many of the results presented by Weixlbaumer 
and coworkers and showing that collided expressomes are 
incompatible with ribosome·NusG binding, provides insights into 
the participation of NusA in CTT (Wang et  al., 2020b). The 
researchers’ present high-resolution structures for expressomes 
that involve both NusG and NusA in CTT. In these structures, 
which accommodated spacer mRNAs of different lengths, NusA 
promoted expressome assembly by acting as a “coupling pantograph” 
between RNAP and the S2/S5 protein of the leading ribosome.

Based on molecular modeling, Ebright and co-workers point 
out several features of the collided expressome that question 
its capability to promote proper gene expression (Wang et  al., 
2020b). First, the collided expressome is sterically incompatible 
with NusA binding (Guo et  al., 2018), with the formation of 
Q-dependent antitermination complexes (Shi et  al., 2019; Yin 
et  al., 2019) and with the formation of pause and termination 
RNA hairpins (Kang et  al., 2018a; Roberts, 2019). Regarding 
translation, the collided expressome is not compatible with 
the swiveling of the 30S subunit head that takes place during 
ribosome translocation (Schuwirth et  al., 2005; Ratje et  al., 
2010; Guo and Noller, 2012). Furthermore, collided expressomes 
lack densities corresponding to the RNAP ω subunit, which 
assists in TEC assembly and, by binding (p)ppGpp, mediates 
CTT coordination during stringent response (see section 
Coordination of CTT; Kurkela et  al., 2020). Thus, it is highly 
unlikely that collided expressomes are responsible for general 
CTT and, instead, they could be  specialized complexes in 
charge of CTT under specific conditions, or even anomalous 
complexes resulting from RNAP-ribosome clashes (Wang et al., 
2020b). Supporting the latter, RNAP from a collided expressome 
was shown to reinitiate transcription elongation in vitro and 
detach from the ribosome that is purposely stalled (Stevenson-
Jones et  al., 2020), suggesting that it is not a stable complex 
with significant biological functions.

We propose a mechanistic model (Figure  3) where different 
expressomes could come into play sequentially during different 
stages of E. coli CTT. Translation initiation is a relatively lengthy 
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process (median time of 15–30 s; Siwiak and Zielenkiewicz, 2013; 
Shaham and Tuller, 2018) compared to transcription elongation 
(49  nt/s; Iyer et  al., 2018), so according to our model, RNAP 
can elongate several dozens, if not hundreds of nucleotides beyond 
the start codon translation-independently before the leader ribosome 
initiates elongating. Once the leading ribosome begins elongating, 
the two machineries are remotely connected by the nascent mRNA 
as an uncoupled expressome. The two machineries could remain 
kinetically coupled and the uncoupled expressome could conduct 
gene expression under conditions where the non-physical coupling 
is coordinated via (p)ppGpp (see section Coordination of CTT). 
In other cases, this kinetic coupling precedes the formation of 
a coupled expressome. Specifically, RNAP tends to pause within 
the first 100  nt after the start codon (Mooney et  al., 2009a; 
Larson et  al., 2014), which can allow the leading ribosome to 
catch up with the TEC. Several types of data indicate that ribosome 
translocation along the nascent mRNA to the proximity of the 
TEC may be  a prerequisite for the formation of a physically 
coupled expressome. Firstly, NusG association with TECs, which 
occurs only after substantial transcription (Mooney et al., 2009a), 
is facilitated by cotranscriptional translation (Washburn et al., 2020). 
Additionally, the intranucleoidal ribosome concentration (2–8 μM; 
Bakshi et  al., 2012; Sanamrad et  al., 2014) is substantially lower 
than the NusG·ribosome dissociation constant (50 μM; Burmann 
et  al., 2010), so the NusG·ribosome association is likely favored 

by the translocation of the leading ribosome towards the TEC 
along the nascent mRNA. Thus, the arrangement of the uncoupled 
expressome promotes interactions of NusG with both machineries 
and favors the formation of a coupled expressome. This complex 
could be  further stabilized by NusA (Wang et  al., 2020b), which 
associates with elongating TECs early after transcription initiation 
(Mooney et  al., 2009a).

The coupled expressome may proceed with CTT. Yet, 
transcriptional and translational elongation rates can respond 
to independent signals, resulting in varying lengths of the 
nascent mRNA connecting the RNAP and the leading ribosome 
(Conn et  al., 2019). For instance, transcriptional pauses or 
backtracking reduce the distance between the leading ribosome 
and RNAP, which can give way to the formation of a collided 
expressome (Kohler et  al., 2017; Wang et  al., 2020b; Webster 
et al., 2020). As the leading ribosome pushes the stalled RNAP 
forward (Stevenson-Jones et al., 2020), the coupled expressome 
can be reconfigured. Such “collision-and-reconfiguration” events 
can also occur in the case of uncoupled expressomes. On the 
other hand, translational roadblocks will increase the distance 
between the leading ribosome and RNAP. As the mRNA 
connecting the two machineries in the coupled expressome is 
exposed to the solvent (Wang et  al., 2020b; Webster et  al., 
2020), the longer nascent mRNA can be  accommodated by  
looping out from the coupled expressome (Conn et  al., 2019). 

A
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B C

FIGURE 3 | Different expressome configurations suggested to engage in gene expression. Transcription initiates over 5'-proximal coding sequences, eventually 
forming the TEC (A). After considerable elongation, the leading ribosome associates with the nascent transcript and initiates translation (B). RNAP pauses, allowing 
the leading ribosome to catch up with the TEC, forming a physically-uncoupled expressome (C). The proximity of the RNAP and the leading ribosome allows for 
NusG association with both machineries, forming a NusG-bridged coupled expressome (D). Transcriptional roadblocks can reduce the length of the connecting 
mRNA, giving way to a collided expressome, either with or without NusG (E). Conversely, translational slowdown lengthens the connecting mRNA, which can loop 
out the complex (F). The two latter events are reversible, giving way to a rearrangement of the coupled expressome.
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Decreased transcription elongation and/or increased translation 
elongation reduce the length of the intervening mRNA and 
loop the protruding mRNA back into the complex.

The in-cell architectures of Mycoplasma pneumoniae 
expressomes published recently show similarities to the E. coli 
expressomes, as well as differences (O’Reilly et  al., 2020). On 
one hand, structures obtained from pseudouridimycin-halted 
M. pneumoniae TECs, which likely represent collided 
expressomes, showed direct interactions between RNAP and 
the leading ribosome, similar to E. coli collided expressomes. 
On the other hand, M. pneumoniae elongating expressomes 
showed neither direct nor NusG-mediated interactions. Instead, 
the coupling between RNAP and the leading ribosome was 
mediated solely by NusA (O’Reilly et al., 2020). Thus, although 
direct RNAP·ribosome interactions, which characterize collided 
expressomes, seem a conserved phenomenon, the molecular 
actors and interactions that drive factor-mediated RNAP-
ribosome coupling differ in evolutionarily unrelated species.

It should be emphasized that all E. coli expressome structures 
discussed in this section were obtained in vitro, and that their 
existence in vivo remains to be investigated. Also, the questions 
of whether RNAP and the lead ribosome are physically coupled 
on the nascent mRNA in vivo and whether there is a mechanism 
to ensure or promote this coupling remain open.

THE CELL BIOLOGY OF CTT

Where in the bacterial cell does CTT occur? The subcellular 
organization of the transcriptional and translational machineries 
offers clues to answer this question. RNAP spends most of 
its lifetime bound to DNA, either engaged in transcription or 
non-specifically searching promoters (Endesfelder et  al., 2013; 
Stracy et al., 2015; Ladouceur et al., 2020), and very few RNAP 
molecules are observed outside the nucleoid region (Bakshi 
et al., 2012). In rich media, RNAPs form nucleolus-like clusters 
engaged in rRNA transcription, but cluster assembly is 
independent of ongoing transcription (Jin et  al., 2013; Gaal 
et  al., 2016; Weng et  al., 2019). Recently, it has been shown 
that RNAPs nucleate and form biomolecular condensates by 
liquid-liquid phase separation (LLPS; Ladouceur et  al., 2020).

Ribosome localization, on the other hand, differs considerably 
among species. In organisms with a high nucleocytoplasmic 
(NC) ratio (Gray et  al., 2019), such as Caulobacter crescentus, 
the ribosomes, and the nucleoid are homogeneously mixed 
(Bowman et  al., 2010; Montero Llopis et  al., 2010; Bayas et  al., 
2018). This facilitates the encounter of the transcriptional and 
translational machineries, and the occurrence of CTT can 
be  envisaged fairly intuitively in these organisms. Yet, in many 
other species with low NC ratio, including E. coli (Hobot et al., 
1985; Azam et  al., 2000; Valencia-Burton et  al., 2007; Wang 
et  al., 2011; Bakshi et  al., 2012; Chai et  al., 2014; Cougot 
et  al., 2014; Mohapatra and Weisshaar, 2018; Zhu et  al., 2020), 
Bacillus subtilis (Lewis et  al., 2000; Mascarenhas et  al., 2001), 
Bdellovibrio (Borgnia et  al., 2008), and Pseudomonas putida 
(Kim et  al., 2019a), ribosomes and nucleoids are strongly 
segregated. The nucleoid-excluded localization of E. coli factors 

engaged in translation, such as tRNAs (Plochowietz et al., 2016; 
Volkov et  al., 2018) and translation EFs (Chai et  al., 2014; 
Mohapatra et  al., 2017; Mustafi and Weisshaar, 2018), also 
supports that in these species bulk translation takes place in 
spatial separation from the genetic material and the 
transcriptional machinery. Hence, in these species, the 
transcriptional and translational machineries rarely encounter 
each other and the occurrence of CTT is less intuitive.

Several biophysical forces cause the subcellular nucleoid-
vs-ribosome segregation. By avoiding extensive contacts with 
the inner membrane, the DNA polymer maximizes its number 
of available conformational states, i.e., the conformational 
entropy, and by segregating from the nucleoid, the ribosomes 
optimize their freedom for motion and the translational entropy 
(Mondal et  al., 2011; Bakshi et  al., 2014). This segregation is 
further accentuated by volume exclusion forces mutually exerted 
by the nucleoid polymer against the bulky polysomes (Mondal 
et  al., 2011; Bakshi et  al., 2014; Castellana and Wingreen, 
2016). Lastly, electrostatic repulsion forces between negatively 
charged nucleic acids, in this case, chromosomal DNA and 
RNA-rich ribosomes (Joyeux, 2016), and phase separation effects 
(Joyeux, 2018) could also account for the observed antilocalization 
of nucleoids and ribosomes.

Considering this subcellular segregation of RNAPs and 
ribosomes, how does CTT occur in these organisms? One 
possibility is that CTT occurs at the surface of the nucleoid, 
where both RNAPs and ribosomes may encounter each other 
(Figure  4A). Indeed, it was shown that highly transcribed 
gene loci migrate to the nucleoid periphery (Stracy et al., 2015; 
Weng et al., 2019; Yang et al., 2019). The association of several 
RNAPs into biomolecular condensates at highly transcribed 
loci (Ladouceur et al., 2020) could cause the exclusion of these 
condensates from the nucleoid surface by the biophysical forces 
described above. Supporting this hypothesis, the cotranscriptional 
association of bulky ribosomes amplifies loci migration to the 
nucleoid periphery (Yang et  al., 2019).

Gene loci encoding membrane proteins are thought to 
be  expressed by coupled transcription-translation-membrane 
insertion, a mechanism known as transertion (Woldringh, 2002). 
This implies that certain gene loci migrate from the nucleoid 
mesh to the vicinity of the inner membrane and become 
exposed to ribosome-rich regions, where CTT could readily 
occur (Figure  4B). Although the occurrence of transertion 
still awaits direct experimental validation (Roggiani and Goulian, 
2015), the notion is supported by the demonstration that a 
small population of ribosomes and RNAPs resides in the 
membrane vicinity (Herskovits and Bibi, 2000; Bakshi et  al., 
2012), and by the visualization of induction-dependent membrane 
relocation of several gene loci coding for membrane proteins 
(Libby et  al., 2012; Kannaiah et  al., 2019; Yang et  al., 2019). 
Thus, localizing TECs to ribosome-rich regions via transertion 
may very well promote the encountering of RNAPs and ribosomes 
and facilitate CTT.

Alternatively, it was shown in E. coli that, although 70S 
ribosomes are segregated from the nucleoid, free 30S and 50S 
subunits can penetrate the nucleoid mesh (Sanamrad et al., 2014; 
Mohapatra and Weisshaar, 2018; Zhu et al., 2020). This implies 
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that canonical translation initiation, which is conducted by a 
free 30S subunit that recognizes the Shine-Dalgarno (SD) 
sequence of the nascent transcript, could initiate within the 
nucleoid in a cotranscriptional manner. Upon assembly of the 
70S monosome, the RNAP·nascent mRNA·ribosome complex 
would be pushed to the surface of the nucleoid by the biophysical 
forces mentioned above, where additional ribosomes could 
engage in CTT (Figure  4C).

An additional possibility is that transcription and translation 
are not compulsorily coupled. In this scenario, transcription 
takes place within the nucleoid, in spatiotemporal separation 
from translation, and the mRNAs then navigate the cytoplasm 
to their final destination where they are locally translated 

(Kannaiah and Amster-Choder, 2014; Irastortza-Olaziregi and 
Amster-Choder, 2020; Figure  4D). We  will elaborate on this 
scenario in section The CTT Dogma has Been Challenged: 
Towards Uncoupled Transcription-Translation?

THE CTT DOGMA HAS BEEN 
CHALLENGED: TOWARDS UNCOUPLED 
TRANSCRIPTION-TRANSLATION?

Coupled transcription-translation is widely accepted by the 
microbiology community and supported by extensive work. 
Yet, most knowledge regarding CTT emanates either from in 

C-i C-ii C-iii

D-i D-ii D-iii

A B

FIGURE 4 | CTT scenarios in low nucleocytoplasmic (NC) ratio species. (A) RNAP clusters form condensates by liquid-liquid phase separation (LLPS) that are 
expelled to the nucleoid periphery, where they encounter ribosomes that engage in CTT. (B) Via transertion, gene loci encoding membrane proteins emerge from the 
nucleoid to the inner membrane, where CTT readily occurs. (C) Intranucleoidal translation initiation. Free ribosomal subunits penetrate the nucleoid and a 30S 
subunit associates with the SD sequence of the nascent transcript (C-i). A 50S subunit associates with the pre-initiation complex, forming a 70S ribosome (C-ii). 
The RNAP·mRNA·ribosome complex is expelled to the nucleoid periphery, where CTT proceeds (C-iii). (D) Uncoupled transcription-translation (UTT). Transcription 
takes place within the nucleoid translation-independently (D-i), and ribosome-free transcripts navigate the cell to their corresponding destination in the cytoplasm or 
in the membrane (D-ii), where they are locally translated (D-iii).
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vitro studies or from experiments conducted with only a handful 
of genes. Importantly, the subcellular segregation of the 
transcriptional and translational machineries observed in some 
species raises the possibility that these processes could take 
place in spatiotemporal separation (see section The Cell Biology 
of CTT). Indeed, several lines of evidence have recently 
challenged the classical view that transcription is inherently 
coupled to translation, and the global occurrence of CTT has 
been questioned.

The Fredrick lab developed a hammerhead ribozyme-based 
reporter system that enables measuring and comparing protein 
synthesis carried out by limited vs. unlimited number of 
translation rounds (Chen and Fredrick, 2018). They applied 
this system to study the translation of six adjacent gene-pairs 
that are cotranscribed in the same operon. In a tight CTT 
scenario, limiting translation rounds should bring the relative 
protein amounts for each gene-pair close to 1:1, as protein 
synthesis of the two co-transcribed genes would presumably 
be  carried out by a leading ribosome physically coupled to 
RNAP. However, for five out of six gene-pairs, they observed 
that the relative protein synthesis derived from limited translation 
rounds of the two genes was not close to 1:1. Rather, the 
ratio was similar to that measured for unlimited translation 
rounds. This indicates that the first translational rounds occur 
independently of transcription, i.e., they are not carried out 
by a ribosome that is physically bound to RNAP. Importantly, 
when these experiments were repeated with an RNAP mutant 
showing reduced transcription elongation rate, which, 
presumably, facilitates the physical coupling of the leading 
ribosome with RNAP (see section The Molecular Architecture 
of CTT), protein production after limited translation rounds 
was closer to 1:1 for one of the tested gene-pairs (Chen and 
Fredrick, 2018). These results support a model where the 
physical coupling of transcription and translation is a stochastic 
event, which depends on the rates of transcription and translation 
elongation. These observations indicate that physical association 
between the leading ribosomes and RNAPs, as well as coordinated 
elongation by the two machineries, is significantly less common 
than currently assumed, implying that RNAP often transcribes 
without a linked ribosome (Chen and Fredrick, 2020). Supporting 
this notion, pseudouridimycin, which stalls TECs, notably 
increased the percentage of ribosomes that are physically 
coupled to RNAP in M. pneumoniae (O’Reilly et  al., 2020). 
This indicates that, in the absence of transcription-halting 
antibiotics, the majority of those ribosomes are engaged in 
CTT, but that they do not translate in physical association 
to RNAP.

Similar conclusions emanated from studying the  
relationship between termination efficiency (TE) at intrinsic 
terminators and their intragenic position (Li et  al., 2015). TE 
of terminators located in the first 100  nt of ORFs was close 
to 100%, and it gradually decreased as the distance from the 
start codon increased. This position-dependent loss of TE was 
explained by the fact that ribosomes follow and catch up 
RNAPs closely enough to prevent the formation of terminators 
(Li et  al., 2015). Indirectly, the dependence of TE on the 
distance from the start codon implies that transcription of the 

5'-proximal coding sequences occurs translation-independently 
(see section The Molecular Architecture of CTT).

Whereas these studies argue against the idea of physical 
CTT, they are not incompatible with the existence of 
RNAP-ribosome complexes remotely connected by nascent 
mRNAs. Yet, further evidence supports the idea that transcription 
and translation in some cases are completely uncoupled. It is 
accepted that translation increases mRNA stability by ribosome 
shielding against ribonucleolytic attack (Iost and Dreyfus, 1995; 
Makarova et al., 1995; Deana and Belasco, 2005). A reassessment 
of RNA decay patterns unraveled that, contrary to the widespread 
idea that RNA decay is exponential, two-thirds of the analyzed 
transcripts followed a biphasic degradation pattern, with a very 
steep decay at short post-transcription times followed by an 
exponential decay at longer times (Deneke et  al., 2013). These 
results suggest that most transcripts spend a minor fraction 
of their lifetime in a ribosome-free form, where they are highly 
vulnerable to ribonucleases until ribosomes engage in translation 
and slowdown mRNA decay. At the same time, similar to 
what happens in eukaryotic cells, other RNA-binding proteins 
could be  responsible for the protection of the transcripts till 
they are translated. Whatever the reason is, these results imply 
that transcription is not tightly coupled to translation for most 
genes (Deneke et  al., 2013).

Furthermore, previous work from our lab and others showed 
that transcripts can localize to sites overlapping with the 
localization of their encoded proteins in the cytoplasm, the 
membrane, or the poles of E. coli cells (Nevo-Dinur et  al., 
2011; Moffitt et  al., 2016). Very importantly, these localization 
patterns were preserved when the translation of the tracked 
transcripts was inhibited by antibiotics, translational roadblocks, 
or mutations (Nevo-Dinur et  al., 2011). Similarly, a transcript 
encoding a short membrane protein localized to the membrane 
even when the SD sequence of the mRNA was deleted (Steinberg 
et al., 2020). Likewise, translation-independent RNA localization 
has been observed in cyanobacteria, where transcripts encoding 
photosystem components localized to thylakoid membranes 
in the presence of puromycin concentrations that inhibit 
translation and detach ribosomes from mRNAs (Mahbub et al., 
2020). These observations imply that bacterial mRNAs  
can skip tight CTT, navigate the cytosol as ribosome-free 
transcripts, and undergo local translation once they reach  
their corresponding destination (Nevo-Dinur et  al., 2011; 
Kannaiah and Amster-Choder, 2014; Irastortza-Olaziregi and 
Amster-Choder, 2020). Another recent publication from our 
lab, which reports the distribution of E. coli RNAs between 
the membrane, cytoplasm, and poles by combining cell 
fractionation with deep-sequencing, showed that a significant 
fraction of the E. coli transcriptome localizes in a translation-
independent manner and challenged the idea that CTT is a 
general mechanism for gene expression (Kannaiah et al., 2019). 
Collectively, this evidence supports the notion that CTT is 
not as predominant as currently assumed, and that 
spatiotemporally uncoupled transcription-translation (UTT) 
could be  responsible for substantial gene expression.

UTT implies that processive transcription can occur 
independently of ribosomes that are coupled to RNAP by 
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physical interaction, via protein factors or through mRNAs. 
For E. coli RNAPs, translation-independent transcription has 
been attributed only to TECs engaged in rRNA transcription, 
which are modified by the antitermination complex and show 
fast transcription elongation rates that outpace Rho and avoid 
termination (Squires and Zaporojets, 2000; Paul et  al., 2004). 
For mRNA-transcribing TECs, the dogma that prevailed was 
that a coupled ribosome is required for transcription processivity 
(see section Coordination of CTT). Then again, early evidence 
already indicated that transcription can be tuned independently 
of translation. Although mRNA transcription-translation rates 
change and equalize each other at different growth rates, rRNA 
transcription rates also vary according to growth rates (Vogel 
and Jensen, 1994b), suggesting that ribosome-independent 
mechanisms exist in bacteria for determining transcription 
elongation rates. As discussed in section Coordination of CTT, 
the application of sublethal concentrations of fusidic acid, which 
slows down ribosome translocation, did not affect RNAP 
elongation rates (Zhu et  al., 2019). Besides, when ribosomes 
stalled at proline-rich sequences of E. coli cells deleted for 
EF-P (Elgamal et  al., 2016), or when (p)ppGpp-mediated CTT 
coordination was disrupted under nitrogen starvation (Iyer 
et  al., 2018), RNAP was still able to elongate. In further 
agreement with ribosome-independent transcription, when 
backtracked TECs are pushed and reactivated by the leading 
ribosome, transcription elongation restarts even when translation 
elongation is inhibited (Stevenson-Jones et  al., 2020). Likewise, 
in M. pneumoniae subjected to chloramphenicol treatment, the 
RNAP·ribosome association is lost (O’Reilly et  al., 2020),  
which reinforces the idea that RNAP can detach from the 
expressome and transcription elongation proceeds independently 
to translation.

How can the transcription processivity of TECs that are 
engaged in mRNA transcription be  maintained in the absence 
of a coupled ribosome? The trafficking of transcription elongation 
and termination factors can offer a partial explanation for this. 
NusG recruitment to E. coli TECs occurs after substantial 
transcription and is assisted by a translationally coupled ribosome 
(see section The Molecular Architecture of CTT). Although 
Rho is recruited to TECs early after transcription initiation 
(Mooney et  al., 2009a), it still requires an RNAP-associated 
NusG for inducing the PTC before triggering termination 
(Epshtein et  al., 2010; Hao et  al., 2020; Said et  al., 2020). 
Thus, translation-independent TECs could show less affinity 
for NusG and, consequently, may be  less prone to 
Rho-mediated termination.

Cooperation among RNAPs (reviewed by Le and Wang, 2018) 
could further facilitate the processivity of ribosome-independent 
TECs. For instance, similar to a leading ribosome that pushes 
a backtracked RNAP forward (see section Coordination of CTT), 
trailing RNAPs facilitate transcription of the leading RNAP over 
DNA roadblocks and rescue backtracked TECs by physically 
pushing the preceding RNAP forward (Epshtein et  al., 2003; 
Epshtein and Nudler, 2003). Effects related to DNA supercoiling 
offer alternative explanations for this transcriptional cooperation. 
A mathematical model predicts that the torque created by 
transcription elongation over the DNA double helix pushes and 

pulls TECs located in close proximity forward without the 
mediation of any physical contact among each other (Heberling 
et  al., 2016). Recently, a publication from the Jacobs-Wagner 
lab evidenced that, as long as gene promoters remain induced 
and multiple RNAPs initiate transcription of the lacZ gene, 
elongation rates of ongoing transcription are maintained by the 
mutual cancelation of positive and negative DNA supercoiling 
upstream and downstream the TEC convoy (Kim et al., 2019b). 
Regardless of the actual underlying mechanism, we suggest that 
the cooperation between RNAPs could suffice for maintaining 
the transcription processivity required for UTT.

In vitro studies showed that the B. subtilis RNAP transcribes 
much faster than the E. coli RNAP (Artsimovitch et  al., 2000) 
and, notably, a recent publication demonstrated that transcription 
elongation in B. subtilis outpaces ribosome translocation over 
nascent transcripts (Johnson et  al., 2020). Although, as reported 
for E. coli, leading ribosomes could still physically push and 
rescue stalled or paused B. subtilis TECs (see section Coordination 
of CTT), this “runaway” transcription creates extensive distance 
between RNAP and the leading ribosome, supporting the idea 
that transcription and translation are mostly uncoupled in B. 
subtilis. Accordingly, transcription terminators in B. subtilis are 
located only a few nucleotides downstream of stop codons 
(Johnson et al., 2020), which would otherwise be  masked by a 
ribosome physically associated with RNAP (Li et  al., 2015). A 
bioinformatic exploration using this short distance between stop 
codons and intrinsic terminators as a proxy for runaway 
transcription suggested that this mode of gene expression could 
be  a fairly widespread phenomenon in bacteria (Johnson et  al., 
2020), once again arguing against the universality of CTT 
(Wang and Artsimovitch, 2020).

MECHANISMS POTENTIALLY ENABLING 
UTT

Considering the evidence presented in section The CTT Dogma 
has Been Challenged: Towards Uncoupled Transcription-
Translation, it is plausible that CTT may not be  as universal 
as has been assumed for many years. In other words, transcription 
may occur translation-independently, and mRNAs could 
be transcribed and translated in spatiotemporal separation. Yet, 
for UTT to take place, bacteria would need to face three 
major challenges: (1) Prevent association between the leading 
ribosome and the nascent mRNA, once the SD sequence emerges 
from RNAP. (2) Protect the ribosome-free transcript from 
ribonucleolytic decay in the cytoplasm. (3) Carry out translation-
uncoupled transcription without disruption by intrinsic and 
Rho-dependent terminators.

Dynamics of transcription elongation over 5'-proximal coding 
sequences are of special interest for UTT. In E. coli, RNAP 
shows pronounced transcriptional pausing at sites overlapping 
with SD sequences and start codons (Larson et  al., 2014), 
thus opening a temporal window for regulation over the naked 
5'-UTRs by RNA-Binding proteins (RBPs) or RNA folding 
events prior to ribosome association with the transcript. 
Furthermore, transcription of 5'-proximal coding sequences is 
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anyhow expected to occur translation-independently (see section 
The Molecular Architecture of CTT), so why cannot this type 
of regulation continue to be  exerted over the downstream 
ribosome-naked transcript before translation begins?

Below, we describe several molecular factors and mechanisms 
that, when acting in cooperation, potentially promote UTT in 
a way that the three challenges mentioned above would 
be  satisfactorily resolved (Figure  5). Evidence supporting the 
capacity of these factors and mechanisms to act cotranscriptionally 
on nascent mRNAs is presented. Furthermore, formation of 
biomolecular condensates by LLPS and their putative implication 
in promoting UTT are briefly discussed.

RNA-Binding Proteins
RBPs have gained major interest as a consequence of their 
capability to regulate transcript fate by affecting mRNA translation 
and stability (Holmqvist and Vogel, 2018; Richards and Belasco, 
2019), and emerging evidence suggest they can promote UTT. 
For instance, Synechocystis RBPs Rbp2 and Rbp3 are required 
for the translation-independent thylakoid membrane localization 
of transcripts encoding photosystem proteins (Mahbub et  al., 
2020), implying that they act cotranscriptionally on mRNA 
targeting before translation initiates. Likewise, Grad-seq 
experiments performed in Salmonella and E. coli showed that 
several RBPs reviewed here co-sediment with RNAP (Smirnov 
et  al., 2016; Hör et  al., 2020), which could indicate a 
cotranscriptional association of RBPs with nascent RNAs. 
Considering their transcript fate-determining activities, these 
RBPs emerge as potential candidates for promoting UTT.

Cold Shock Proteins
Cold Shock Proteins (CSPs) belong to an evolutionarily widespread 
family of small, acidic proteins that were originally discovered 

as mediators of cold shock response, but it is currently understood 
that their function exceeds adaptation to cold (reviewed in 
Ermolenko and Makhatadze, 2002; Horn et  al., 2007; Budkina 
et  al., 2020). Notably, the presence of at least one csp gene in 
the cell is essential for viability in B. subtilis (Graumann et  al., 
1997). The E. coli genome encodes nine different CSP genes, 
from which only four, CspA, CspB, CspG, and CspI, are induced 
by cold shock (Etchegaray and Inouye, 1999; Wang et al., 1999), 
and two, CspC and CspE, are constitutively expressed at 37°C 
(Yamanaka et  al., 1994; Bae et  al., 1999). Of note, the cold 
shock domain (CSD) in CSPs, confers a capacity to bind single-
stranded nucleic acids (Jiang et  al., 1997; Lopez et  al., 1999; 
Phadtare and Inouye, 1999) and melt secondary structures 
within them (Phadtare et  al., 2002a; Phadtare and Severinov, 
2005; Rennella et  al., 2017). Hence, in addition to mediating 
UTT as described below, CSPs may aid CTT by ensuring  
the transfer of unfolded mRNA from the nucleoid to  
ribosomes (El-Sharoud and Graumann, 2007).

Bioinformatical explorations unraveled a sequence-level bias 
towards U-richness in transcripts encoding integral membrane 
proteins in E. coli (Prilusky and Bibi, 2009) and Lactococcus 
lactis (van Gijtenbeek et  al., 2016). Information published by 
our lab confirmed that the U-richness in membrane-traversing 
domains is important for their membrane localization, as 
predicted bioinformatically (Kannaiah et al., 2019). Interestingly, 
E. coli CspC and CspE preferentially bind U-rich artificial 
transcripts and endogenous membrane mRNAs (Benhalevy 
et  al., 2015). Moreover, CspE overexpression causes the 
accumulation of ribosome-free transcripts encoding membrane 
proteins in the cytoplasm and positively affects their translation 
in the membrane (Benhalevy et  al., 2017). This suggests that, 
via CspE mediation, these transcripts avoid CTT until they 
reach the membrane, where they are locally translated.

FIGURE 5 | Mechanisms potentially enabling UTT. Cotranscriptional events, such as association with an RBP or with an sRNA, as well as riboswitch formation, 
prevent transcription termination by Rho and association with the leading ribosome. When ribosome-free transcripts are released to the cytoplasm, these transcript-
protecting events counteract the activity of ribonucleases. Of note, although drawn linearly, transcripts supposedly acquire complex secondary and tertiary 
structures that confer further protection. This protection also prevents mRNA translation until they reach their final destination.
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Current evidence suggests that CSPs promotes UTT by 
protecting nascent transcripts from RNases. For instance, 
overexpression of CspC and CspE increases the stability of 
transcripts encoding stress response proteins RpoS and UspA 
(Phadtare and Inouye, 2001). Whereas CspE levels remain 
constant through different growth phases, CspC levels increase 
upon entry into stationary phase, which results in the stabilization 
of rpoS transcripts (Shenhar et  al., 2012). These transcript-
stabilizing capabilities can be  explained by the tendency of 
CspE to bind poly(A) sequences, counteracting the ribonucleolytic 
activity of PNPase and RNase E (Feng et al., 2001). Considering 
that most transcripts undergo polyadenylation (Mohanty and 
Kushner, 2006), CspE could act as a global molecular shield 
against the concerted poly(A)-dependent exoribonucleolytic 
action of PNPase in the 3'-end and the endonucleolytic attack 
of RNase E in internal cleavage sites of nascent transcripts. 
Of note, cspE mRNA is downregulated in the absence of PNPase 
(Polissi et  al., 2003), suggesting that a regulatory mechanism 
balances the ribonucleolytic activity of PNPase and the anti-
RNase protection by CspE.

For these activities to promote UTT, CSPs should access 
nascent transcripts as soon as they emerge from RNAP. Indeed, 
CspE binds nascent RNAs and acts as an antiterminator by 
melting secondary structures of intrinsic terminators (Hanna 
and Liu, 1998; Bae et al., 2000; Phadtare et al., 2002a,b; Phadtare 
and Severinov, 2005). Collectively, these pieces of evidence 
indicate that CSPs can promote the uncoupling of transcription 
and translation by counteracting RNase activity over transcripts 
and promoting translation-independent transcription over 
intrinsic terminators.

Cold shock proteins show UTT-promoting activities in 
other species. In Salmonella, CspC and CspE bind about 
20% of the transcriptome with important regulatory implications 
for its pathogenicity (Michaux et  al., 2017). For example, 
the ecnB mRNA, which is bound by these CSPs, shows lower 
transcript levels and stability in a ΔcspCE background. Levels 
and stability of this transcript were restored in ΔcspCE cells 
expressing a temperature-sensitive RNase E mutant at the 
restrictive temperature. Thus, CSPs protect ecnB transcripts 
from RNase E-mediated decay (Michaux et al., 2017). Similarly, 
CspE binds and stabilizes yciF transcripts, conferring Salmonella 
increased resistance to bile salts by impermeabilizing the cell 
membrane (Ray et al., 2019b). Also, in B. subtilis, CspB shows 
extranucleoidal localization in a transcription-dependent 
manner (Mascarenhas et  al., 2001; Weber et  al., 2001), 
suggesting that CspB binds transcripts upon entry into 
the cytoplasm.

All in all, CSPs have emerged as RBPs with important roles 
in gene regulation and, potentially, promoting UTT. Their 
function resembles that of FRGY2, a CSD-containing protein 
that binds mRNAs in the nucleous of frog oocytes and protects 
transcripts from degradation and translation in the cytoplasm 
until they are released in a regulated manner during oocyte 
development (Bouvet and Wolffe, 1994). Their multifaceted 
functions as transcription antiterminators and antiribonucleolytic 
shields make CSPs promising subjects for future study regarding 
their putative role as UTT facilitators.

Ribosomal Proteins
In addition to multiple interactions with rRNAs within the 
ribosome, ribosomal proteins (RPs) perform extraribosomal 
moonlighting functions as free RBPs, often involved in gene 
regulation (reviewed in Bhavsar et  al., 2010; Aseev and Boni, 
2011). Several RPs bind their cognate mRNAs to negatively 
autoregulate their translation and to keep RP homeostasis. In 
other cases, RPs play functions that could enable UTT.

One example is the S1 RP in E. coli, which binds single-
stranded AU-rich sequences located upstream of SD sequences 
within the 5'-UTRs (Boni et al., 1991; Mogridge and Greenblatt, 
1998; Komarova et  al., 2002), an activity shown to increase 
the stability of the lacZ mRNA (Komarova et  al., 2005), most 
likely due to the overlap between S1 binding sites and RNase 
E cleavage sites (Kaberdin and Bläsi, 2006). In agreement with 
this hypothesis, S1 binds cspE and rpsO transcripts and protects 
them against RNase E attack (Delvillani et  al., 2011). S1 was 
further shown to counteract PNPase-mediated mRNA decay 
(Briani et  al., 2008). When overexpressed, S1 binds several 
mRNAs, including the pnp mRNA itself, and increases their 
stability against PNPase-mediated decay. In line with these 
results, depletion of S1 leads to the destabilization of these 
transcripts in vivo (Briani et  al., 2008). Similar to CspE, S1 
binds poly(A) sequences (Kalapos et al., 1997), but this binding 
does not protect transcripts against PNPase degradation in vitro 
(Feng et  al., 2001). Whether S1 counteracts PNPase in vivo 
by promoting CspE-dependent transcript protection (see above) 
or through an alternative mechanism remains unknown. 
Additionally, S1 was shown to increase protein secretion that 
is mediated by the hemolysin signal peptide, and this was 
accompanied by the stabilization of the corresponding transcripts 
(Khosa et  al., 2018). If S1 can promote UTT, these 
RNA-protecting activities should be  implemented as soon as 
the nascent transcript emerges from RNAP. In this regard, S1 
associates with RNAP and promotes its transcriptional 
processivity (Sukhodolets and Garges, 2003; Sukhodolets et al., 
2006). Additionally, S1 binds RNAP indirectly forming a 
ribonucleoprotein (RNP) with IsrA sRNA (van Nues et  al., 
2015). Thus, it is plausible that S1 binds nascent transcripts 
cotranscriptionally and protects them from ribonucleolytic 
attack, thus favoring the occurrence of UTT.

Another example is the S4 RP, which negatively autoregulates 
its translation by binding its cognate cistron within the α-operon 
and creating a pseudoknot that leads to the entrapment of 
an inactive translation initiation complex (Spedding and Draper, 
1993; Schlax et  al., 2001). This autoregulation also represses 
the translation of several other RPs cotranscribed within the 
same operon. However, the regulation of the rpoA gene, which 
encodes the α-subunit of RNAP and is also cotranscribed 
within the α-operon, is not subjected to this negative regulation 
(Thomas et al., 1987). Although the mechanism of this exclusion 
remains unknown, it implies that the α-operon can be subjected 
to partial disruption of CTT; i.e., whereas the α-subunit of 
RNAP is cotranscriptionally translated, the genes encoding 
ribosomal proteins are cotranscribed but translationally repressed 
by S4. To exert such CTT disruption, S4 would need to act 
cotranscriptionally. Indeed, S4 can bind RNAP and antiterminate 
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Rho-dependent terminators (Torres et al., 2001), thus protecting 
ribosome-free nascent transcripts from PTT. Therefore, S4 
plays a double role in promoting UTT: disruption of the 
transcription-translation coupling in the α-operon and 
preventing Rho-mediated termination of TECs that are not 
physically coupled to a translating ribosome.

The L4 RP also shows multiple activities that could promote 
UTT. L4 binds the regulatory CTD of RNase E and inhibits 
its activity, leading to stabilization of a subset of stress-related 
transcripts crucial for cell survival (Singh et al., 2009). Alleviation 
of the ribonucleolytic pressure on these mRNAs could allow 
a less tight CTT regime for these transcripts. Among the 
L4-stabilized transcripts is that of the triptophanase (tna) operon, 
which is subjected to an additional layer of regulation by L4 
that is degradosome-independent. Specifically, L4 overexpression 
increases the stability of the tnaCAB transcript but causes 
translational repression of the TnaA protein by binding to the 
spacer between tnaC-tnaA (Singh et  al., 2020). This could lead 
to the partial disruption of CTT in this operon, i.e., tnaC can 
be  expressed by CTT, whereas tnaA translation is repressed 
despite the increase in its mRNA levels. Interestingly, this 
translational repression of tnaA takes place at early stationary 
phase to prevent the degradation of tryptophan, which is 
required for long-term survival through deep stationary phase 
(Singh et  al., 2020), highlighting that CTT disruptions can 
have important physiological implications. Importantly, L4 binds 
its cognate transcript to attenuate its transcription (Lindahl 
et  al., 1983). Thus, L4 could act cotranscriptionally as an 
antitranslation agent also over other nascent transcripts. Further 
investigation of extraribosomal functions of RPs should lead 
to a better understanding of these activities that are potentially 
involved in UTT.

Hfq
Besides its highly studied role as an sRNA-mRNA matchmaker 
(see below), Hfq exerts post-transcriptional regulation in E. coli 
by directly binding to transcripts and affecting their fate 
(reviewed in Kavita et  al., 2018). Hfq was shown to bind the 
5'-UTRs of its cognate transcript (Večerek et  al., 2005) and 
of cirA (Salvail et  al., 2013) and mutS mRNAs (Chen and 
Gottesman, 2017), as well as the ribosome binding site (RBS) 
of the Tn10 transposase mRNA (Ellis et  al., 2015). In all these 
cases Hfq binding leads to translational repression of the target 
transcripts. These activities can be explained by the observation 
that in enterohemorrhagic E. coli, Hfq shows a preference for 
binding ARN triplets located in the proximity of RBSs (Tree 
et al., 2014), which could preclude translation initiation. Likewise, 
translational repression by Hfq plays a central role in the 
catabolic repression of the opportunistic pathogen Pseudomonas 
aeruginosa. With the assistance of the catabolic repression 
control protein Crc, Hfq binds specific A-rich sequences in 
the proximity of translation initiation regions to suppress 
translation of catabolite repressed genes (Sonnleitner and Bläsi, 
2014; Pei et  al., 2019).

Hfq was also shown to preferentially bind intrinsic terminator 
sequences in Salmonella (Holmqvist et al., 2016). Correspondingly, 
Hfq binds PAP I  and promotes the synthesis of poly(A) tails 

at intrinsic terminators in E. coli (Hajnsdorf and Régnier, 2000; 
Le Derout et  al., 2003; Mohanty et  al., 2004). Analogously to 
CspE (see above), Hfq binds to poly(A) sequences overlapping 
with RNase E cleavage sites and confers protection against 
exoribonucleolytic decay by PNPase and RNase II (Folichon 
et  al., 2003; Moll et  al., 2003; Zhang et  al., 2003). Collectively, 
this evidence indicates that Hfq binds intrinsic termination 
sites in order to promote polyadenylation and, by binding to 
these poly(A) sequences, protects 3'-UTRs and upstream 
sequences from ribonucleolytic decay.

Importantly, Hfq interacts with RNAP to promote transcription 
(Sukhodolets and Garges, 2003). Furthermore, Hfq shares 
topological similarities with YaeO, the only so-far discovered 
protein that binds and inhibits Rho in E. coli (Pichoff et  al., 
1998; Gutiérrez et  al., 2007) and Vibrio cholerae (Pal et  al., 
2019). Accordingly, Hfq suppresses Rho-dependent termination 
by simultaneously binding Rho and AU-rich sequences located 
upstream rut sites (Rabhi et  al., 2011). Recently, it has been 
shown that Hfq pervasively binds nascent transcripts in E. coli 
(Persson et  al., 2013; Sedlyarova et  al., 2016) and P. aeruginosa 
(Kambara et  al., 2018; Gebhardt et  al., 2020). The helix-like 
localization of Hfq observed in E. coli under certain growth 
conditions (Taghbalout et  al., 2014; Malabirade et  al., 2017; 
Kannaiah et  al., 2019) resembles the helical-ellipsoidal 
conformation of the nucleoid (Fisher et  al., 2013), reinforcing 
the idea that Hfq could indirectly associate with the chromosome 
by binding nascent transcripts. Similar to S1, Hfq forms an 
RNP with IsrA sRNA that associates with RNAP (van Nues 
et  al., 2015). Therefore, Hfq emerges as a potential 
UTT-promoting factor by antiterminating ribosome-free 
transcription that could otherwise be  terminated by Rho. The 
fact that Hfq can interact with nascent transcripts implies that 
the antitranslation and antiribonuclease roles of Hfq described 
here could come into play cotranscriptionally to disrupt CTT 
and protect nascent mRNAs from RNases.

CsrA/RsmA
Although initially discovered as a regulator of glycogen 
biosynthesis upon entry into stationary phase (Romeo et  al., 
1993), CsrA has emerged as a global post-transcriptional 
regulator implicated in multiple cellular functions (reviewed 
in Vakulskas et  al., 2015; Romeo and Babitzke, 2018). CsrA 
has been shown to bind hundreds of transcripts in E. coli 
(Edwards et al., 2011; Potts et al., 2017), Campylobacter (Dugar 
et al., 2016), Salmonella (Holmqvist et al., 2016), and Legionella 
(Sahr et  al., 2017) affecting their post-transcriptional fate and 
potentially promoting UTT.

The main regulatory activity of CsrA is via translational 
repression (Dugar et al., 2016; Potts et al., 2017). For example, 
CsrA binds the SD sequence of the hfq mRNA and inhibits 
its translation (Baker et  al., 2007). Similarly, CsrA binds at 
two sites in the 5'-UTR, including the SD sequence, of 
transcripts encoding the transcriptional regulator NhaR, which 
responses to high sodium concentrations and alkaline pH 
(Pannuri et  al., 2012). Likewise, CsrA inhibits translation of 
the iron storage dsp mRNA by binding the 5'-UTR region 
of the transcript (Potts et  al., 2017; Pourciau et  al., 2019). 
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In enteropathogenic E. coli (EPEC), CsrA represses translation 
of the virulence effector NleA (Katsowich et  al., 2017). Upon 
contact with the host, EPEC injects effectors to the host 
cell through a type III secretion system with the assistance 
of the effector-bound chaperone CesT. After releasing the 
effector, free CesT binds and inhibits CsrA, leading to 
derepression of NleA and its subsequent translation and 
translocation to the host cell (Katsowich et  al., 2017). The 
CsrA homolog RsmA binds the 5'-UTR of psl mRNA in 
charge of the biosynthesis of a structural polysaccharide in 
P. aeruginosa biofilms and inhibits its translation by refolding 
the transcript structure so that the SD sequence is not 
accessible to ribosomes (Irie et  al., 2010). In all examples 
discussed here, translation inhibition was not accompanied 
by decreased transcript stability. Consequently, this can lead 
to the accumulation of ribosome-free transcripts in the 
cytoplasm, resembling the phenomenon observed upon  
CspE and S1 overexpression (see above). Interestingly, the 
CsrA/RsmA-regulated transcripts discussed here encode 
proteins responding to environmental stimuli. Thus, it is 
tempting to speculate that CsrA/RsmA promote UTT and 
the accumulation of untranslated pools of mRNAs whose 
expression can be  rapidly derepressed upon environmental 
challenges without transcriptional delay.

Furthermore, CsrA can also act as an anti-RNase shield 
(Esquerré et  al., 2016; Potts et  al., 2017). For instance, CsrA 
was shown to be  essential for E. coli motility by regulating 
the fhl operon, the master operon for flagellum biosynthesis, 
by increasing the stability of fhlDC transcripts (Wei et  al., 
2001), and this is achieved by protecting these mRNAs from 
RNase E cleavage (Yakhnin et al., 2013). Likewise, CsrA stabilizes 
the Legionella iron uptake regulator fur mRNA by binding a 
specific site in the proximity of a potential RNase E site (Sahr 
et  al., 2017). CsrA and RsmA were also shown to increase 
the stability of the STM3611 transcript in Salmonella (Jonas 
et  al., 2010) and of the hrpG transcript, the master regulator 
of T3SS genes in Xanthomonas, respectively (Andrade et al., 2014).

CsrA also displays transcription-related activities, e.g., binding 
to the gap operon transcript in Legionella cotranscriptionally 
to counteract Rho-dependent transcription termination (Sahr 
et  al., 2017) and to RNAP as an RNP with IsrA sRNA in 
E. coli (van Nues et  al., 2015). Furthermore, in P. aeruginosa, 
RsmA was shown to bind over 500 nascent transcripts 
cotranscriptionally (Gebhardt et  al., 2020). Collectively, these 
publications indicate that CsrA/RsmA are major gene regulators 
that act over nascent transcripts. Thus, it is plausible that the 
antitranslation, anti-RNase, and antitermination activities of 
CsrA/RsmA favor the occurrence of UTT. Further investigating 
the cotranscriptional activities of CsrA/RsmA should shed 
light on the detailed involvement of CsrA/RsmA in 
promoting UTT.

ProQ
ProQ, a FinO-domain protein that acts as an sRNA-mRNA 
matchmaker (Smirnov et  al., 2017; Westermann et  al., 2019; 
Melamed et  al., 2020), has recently emerged as an important 
RBP, which binds a substantial fraction of the E. coli  

and Salmonella transcriptomes (Smirnov et  al., 2016; 
Holmqvist et  al., 2018), suggesting that it may be  involved in 
UTT implementation.

ProQ recognizes structural features present in sRNAs and 
3'-UTRs of mRNAs and increases their stability upon binding 
(Smirnov et  al., 2016; Holmqvist et  al., 2018; Bauriedl et  al., 
2020; Stein et al., 2020). Specifically, ProQ was shown to stabilize 
cspE mRNA by binding its 3'-UTR and preventing RNase 
II-mediated exoribonucleolytic attack (Holmqvist et  al., 2018). 
Stability of cspC, cspD, and ompD was also reduced in ΔproQ 
background (Holmqvist et al., 2018), but whether ProQ stabilizes 
these transcripts by antiribonuclease protection awaits 
experimental confirmation. Furthermore, about a third of ProQ 
binding events take place in sites overlapping with RNase E 
cleavage sites (Chao et  al., 2017; Holmqvist et  al., 2018). 
Collectively, these anti-RNase activities resemble those displayed 
by FinO, which recognizes and binds a similar structural feature 
of its only target FinP antisense RNA and exerts anti-RNase 
E protection (Jerome et al., 1999; Arthur et al., 2011). Importantly, 
ProQ associates with RNAP via an RNP formed with IsrA 
sRNA (van Nues et  al., 2015). Thus, it is plausible that ProQ 
accesses and binds nascent transcripts cotranscriptionally, 
promoting UTT by protecting untranslated transcripts against 
ribonucleolytic decay.

Nus Factors
Nus factors regulate transcription elongation by affecting RNAP 
pausing and promoting transcription termination/antitermination 
(Santangelo and Artsimovitch, 2011; Sen et  al., 2014). NusA 
is an essential component of the antitermination complex that, 
together with NusB, NusE, NusG, and several ribosomal proteins, 
enhances rRNA transcription rates (Squires and Zaporojets, 
2000; Paul et al., 2004). Besides, NusA promotes RNAP pausing, 
which favors the formation, stability, and efficiency of intrinsic 
terminators (Farnham et  al., 1982; Schmidt and Chamberlin, 
1987; Toulokhonov et  al., 2001). As discussed in section 
Coordination of CTT, NusA also mediates transcription 
termination by Rho (Epshtein et  al., 2010; Hao et  al., 2020; 
Said et  al., 2020). Yet, NusA could possibly counteract 
Rho-dependent termination in certain instances. Specifically, 
NusA mutants with increased affinity for binding NusA utilization 
(nut) sites decreased Rho-dependent termination at specific 
cases where nut and rut sites overlap (Qayyum et  al., 2016). 
Thus, regarding UTT, NusA could facilitate translation-
independent transcription of mRNAs by interfering with certain 
Rho-dependent termination events on nascent ribosome-
free transcripts.

Other Nus factors are involved in processive antitermination 
(PA) mechanisms. Opposite to dedicated antiterminators, PA 
factors associate with and modify TECs to promote transcriptional 
readthrough over multiple transcription terminators distally 
located in the operons under their regulation (Goodson and 
Winkler, 2018). For example, the NusG paralogue LoaP regulates 
transcription through termination sites located within two 
antibiotic biosynthesis operons in Firmicutes, Actinobacteria, 
and Spirochaetes (Goodson et  al., 2017). Deletion of loaP led 
to a reduction in transcript levels of LoaP regulons. LoaP is 
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thought to processively antiterminate intrinsic terminators, an 
activity that requires the 5' leader sequence of the transcripts 
under its regulation (Goodson et  al., 2017). All in all, the  
PA activity of such Nus paralogs on their specific target  
operons could favor UTT by alleviating the need for a 
translationally coupled ribosome for counteracting intrinsic and 
Rho-dependent terminators.

Cis-Acting RNA Elements
Riboswitches are regulatory elements located in the 5'-UTR 
of mRNAs that are comprised of two modules: a structurally 
complex aptamer that binds a ligand and an expression platform 
that is regulated by the aptamer structural folding. Ligand 
binding causes structural refolding of the aptamer, which 
affects the expression of the downstream expression platform 
in an ON/OFF manner (Sherwood and Henkin, 2016). Some 
riboswitches act by translationally repressing the ORF under 
their regulation (Breaker, 2018). For example, in cobalamin 
riboswitches, the SD sequence is sequestered within the aptamer 
structure (Johnson et  al., 2012), which becomes accessible for 
ribosomes only upon ligand binding. In thiamin pyrophosphate 
riboswitches, on the other hand, an anti-SD sequence within 
the aptamer structure anneals to and folds over the SD sequence 
located in the expression platform and inhibits translation 
initiation (Winkler et  al., 2002). Again, ligand binding causes 
the refolding of the aptamer and liberates the SD sequence 
for ribosome binding. Similar to riboswitches, RNA 
thermometers are 5'-UTR elements that undergo structural 
refolding and affect downstream gene expression, but their 
refolding is caused by changes in temperature rather than 
ligand binding (Kortmann and Narberhaus, 2012). For example, 
the transcription of the cold-induced cspA gene takes place 
at all temperatures, but the cspA transcript is highly unstable 
at 37°C due to RNase E-mediated decay (Fang et  al., 1997). 
Upon cold shock, the cspA transcript undergoes substantial 
refolding and is stabilized in a more RNase-resistant folding 
that allows translation of the protein (Giuliodori et  al., 2010). 
Oppositely, the translation of rpoH transcript, coding for the 
heat shock sigma factor, is repressed at physiological 
temperatures by a secondary structure that sequesters the SD 
sequence. Upon temperature upshift, this structure refolds in 
a way that exposes the SD sequence for translation initiation 
(Morita et  al., 1999). Likewise, several virulence factors are 
regulated by RNA thermometers that enable translation at 
37°C upon entry in warm-blooded mammalian hosts (Johansson, 
2009). Importantly, riboswitch structures are folded 
cotranscriptionally (Mironov et  al., 2002; Frieda and Block, 
2012; Watters et al., 2016; Uhm et al., 2017; Ray et al., 2019a). 
Considering that RNAP pauses at SD sequences and start 
codons (Larson et al., 2014), it is likely that riboswitch regulation 
comes into action shortly after they emerge from RNAP and 
before the translation initiation. Hence, it is reasonable to 
argue that riboswitches and RNA thermometers can 
cotranscriptionally block translation and protect transcripts 
from ribonucleolytic attack, which would promote UTT. Such 
inert transcripts would be activated upon environmental changes 
that induce their translation.

Similarly, cis-acting RNA elements act as translational 
repressors of type I  toxin-antitoxin (TA) systems (Masachis 
and Darfeuille, 2018). In many type I  TA systems the primary 
toxin transcript is translationally inert, and this is achieved 
by sequestering the SD sequence in a secondary structure 
formed with an anti-SD sequence located upstream in the 
transcript (Gultyaev et al., 1997; Darfeuille et al., 2007; Shokeen 
et  al., 2008; Kristiansen et  al., 2016; Wen et  al., 2017). In 
other cases, the translation of the toxin is repressed by structures 
formed by interactions between the 5'- and 3'-ends of the 
full-length mRNA (Thisted et  al., 1995; Franch and Gerdes, 
1996; Gultyaev et  al., 1997). The high structural complexity 
of toxin mRNAs is also thought to prevent the interaction of 
the nascent toxin transcript with the template DNA, which 
avoids the formation of deleterious R-loops, and to confer 
increased antiribonuclease resistance (Masachis and Darfeuille, 
2018). Thus, structural features of toxin mRNAs ensure their 
translationally-inert transcription and protection against RNases 
until downstream activation events trigger post-transcriptional 
translation of these transcripts.

Some cis-acting RNA elements could facilitate UTT in a 
more indirect manner. For example, inhibitory RNA aptamers 
(iRAPs) interact with RNAP and facilitate Rho-dependent 
termination (Sedlyarova et al., 2017). Interestingly, many iRAPs 
map to the antisense strand and curb antisense transcription, 
which reduces transcriptional interference and favors sense 
transcription (Sedlyarova et  al., 2017; Magán et  al., 2019). 
Considering translation-independent TECs are less likely to 
reinitiate transcription after clashing with an antisense TEC 
(Hoffmann et  al., 2019), diminishing antisense transcription 
by antisense iRAPs can alleviate the requirement of a leading 
ribosome that supports the TEC conducting sense transcription.

Other cis-acting RNA elements not only have the potential 
to attenuate CTT but enforce its disruption. For instance, the 
Salmonella virulence mgtCBR operon harbors a leader region 
that acts as a Rho-antagonizing RNA element (RARE) and a 
rut site that is necessary for Rho-mediated transcription 
termination of this operon (Sevostyanova and Groisman, 2015). 
The RARE counteracts termination by trapping Rho in a 
termination-defective conformation. Importantly, translation of 
the mgtCBR transcript sequesters the RARE in a stem-loop 
(Sevostyanova and Groisman, 2015). Thus, the only manner 
to express this operon is by UTT, in a way that the RARE 
inhibits Rho-mediated termination and allows translation-
uncoupled transcription of the full mRNA, which would 
be  translated post-transcriptionally. The corA operon of 
Salmonella is subjected to a very similar regulation and its 
leader region is highly conserved in enterobacteria (Kriner 
and Groisman, 2015), so such strictly UTT-dependent gene 
expression could be  relatively widespread in these species.

Lastly, besides elements that act against individual termination 
sites, other cis-acting RNA sequences are involved in PA (see 
above Goodson and Winkler, 2018). For example, in B. subtilis 
the eps operon, encoding exopolysaccharide biosynthesis proteins, 
is regulated by an eps-associated RNA (EAR) sequence, located 
in the intergenic region between the second and third genes 
of the operon (Irnov and Winkler, 2010). The EAR sequence 
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is necessary for transcription of the entire operon, as it 
antiterminates several intrinsic terminators located in distal sites 
within the operon. The EAR sequence is also able to antiterminate 
heterologous terminators, supporting the hypothesis that it acts 
as a PA (Irnov and Winkler, 2010). Such cis-acting RNA elements 
with PA activities could promote UTT in the operons that 
they regulate since they would alleviate the requirement of a 
cotranscriptionally coupled ribosome to counteract terminators.

Trans-Acting RNA Elements
sRNAs are the archetypical example of trans-acting RNAs in 
bacterial gene regulation. They are typically 50–300  nt long 
transcripts that determine transcript fate by imperfect base-
pairing with target mRNAs (Wagner and Romby, 2015). This 
process is often facilitated by the mRNA-sRNA matchmakers 
Hfq (Updegrove et al., 2016) and ProQ (Holmqvist et al., 2020). 
More recently, matchmaking activity has been reported for 
CsrA (Müller et  al., 2019). sRNAs can affect the stability and/
or translation of target mRNAs either positively or negatively, 
and these activities can potentially promote UTT.

In Salmonella, the glucose-responsive sRNA SgrS stabilizes 
the pdlB-yigL bicistronic transcript by preventing RNase 
E-mediated cleavage (Papenfort et al., 2013). Similarly, the sRNA 
RydC basepairs with the 5'-UTR of the cfa mRNA and stabilizes 
the longer isoform of this transcript by counteracting RNase E 
attack (Fröhlich et  al., 2013). In B. subtilis, the sRNA RoxS 
binds the 5'-end of the yflS mRNA and prevents exoribonucleolytic 
decay by RNase J1 (Durand et  al., 2017). Besides anti-RNase 
protection, the B. subtilis sRNA SR1 blocks translation binds 
in the 5'-UTR of its target ahrC mRNA and blocks its translation 
(Heidrich et al., 2006, 2007). Likewise, in Legionella pneumophila, 
the competence operon is translationally repressed by the sRNA 
RocR (Attaiech et  al., 2016). sRNAs can further promote 
translational repression by recruiting Hfq to binding sites that 
prevent ribosomes association with SD sequences of their mRNA 
targets (Desnoyers and Massé, 2012; Azam and Vanderpool, 2018).

As sRNAs are relatively short and not translated by ribosomes 
they can penetrate the nucleoid mesh (Sheng et  al., 2017) and 
putatively engage in cotranscriptional processes. Indeed, it was 
recently discovered that the sRNAs DsrA, ArcZ, and RprA, 
although induced by different stresses, bind the 5'-UTR of 
nascent rpoS transcripts to suppress Rho-dependent termination 
and allow expression of the stationary phase sigma factor 
(Sedlyarova et al., 2016). The expression of Rho itself is subjected 
to similar regulation, as the sRNA SraL basepairs with the 
5'-UTR of the rho transcript to antiterminate its transcription 
(Silva et  al., 2019). Thus, sRNAs could promote UTT by 
counteracting pervasive Rho-mediated transcription 
antitermination of ribosome-free mRNAs. The cotranscriptional 
association of sRNAs with mRNAs also suggests that they 
could exert their antitranslation and antiribonucleolytic regulation 
over nascent transcripts, facilitating the occurrence of UTT.

Interestingly, the E. coli sRNA IsrA associates with  
RNAP and forms RNPs together with important transcript 
fate-determining proteins Hfq, S1, CsrA, ProQ, and  
PNPase (van Nues et  al., 2015). The association of these RNPs 
with RNAP and their corresponding regulatory outputs await 

further characterization. Yet, besides directly acting as UTT-inducing 
factors, sRNAs could promote UTT by serving as landing and 
integration platforms to enable cotranscriptional action of proteins 
with antitranslation, anti-RNase, and antitermination functions.

Bacterial RNP Bodies
Biomolecular condensates formed by multivalent interactions among 
proteins and nucleic acids have recently gained special interest. 
These condensates assemble and dissolve according to LLPS 
principles and they are involved in important cellular functions, 
including RNA metabolism (Banani et  al., 2017). For example, 
processing bodies (P-bodies) and stress granules have been shown 
to sequester poorly translated transcripts for decay or storage in 
eukaryotes (Decker and Parker, 2012; Khong and Parker, 2020).

Biomolecular condensates show selective permeability and 
concentrate biomolecules and processes to discreet subcellular 
regions (Banani et  al., 2017). Thus, they are attractive tools for 
prokaryotes to gain spatial complexity in their cytoplasms, which 
are generally devoid of membrane-bound organelles. Indeed, the 
existence of Bacterial RNP bodies (BR-bodies) in bacteria has 
been recently reported (Al-Husini et  al., 2018; Muthunayake 
et  al., 2020). In C. crescentus, RNase E assembles into BR-bodies 
together with the degradosome components and poorly translated 
RNAs, creating P-body-like condensates engaged in RNA 
degradation (Al-Husini et  al., 2018, 2020). These RNase E 
condensates associate with the C. crescentus nucleoid in the 
proximity of rDNA loci (Bayas et  al., 2018). Interestingly, the 
E. coli RNase E, which unlike in C. crescentus localizes to the 
inner membrane together with the other degradosome components, 
forms clusters that show RNA-dependent assembly and dynamics 
(Strahl et al., 2015), resembling the C. crescentus BR-bodies, thus 
suggesting that E. coli degradosomes may form condensates by 
LLPS in the inner membrane. Endoribonucleolytic attack by 
RNase E is believed to be  the initial and the rate-limiting step 
of RNA degradation, so it is reasonable to argue that proximity 
to these RNase E condensates may increase the likelihood of a 
transcript to undergo decay. In agreement with this, E. coli 
membrane-localizing transcripts show a lower average stability, 
and artificially targeting cytoplasmic mRNAs to the membrane 
increases their degradation rate (Moffitt et al., 2016). Additionally, 
detaching RNase E from the membrane sensitized cytoplasmic 
ribosome-free transcripts (Hadjeras et al., 2019). Collectively, this 
evidence indicates that RNase activity is highly localized within 
bacterial cells by the mediation of BR-bodies, and that regions 
distant to RNA-degrading condensates may not be  subjected to 
intensive ribonucleolytic pressure. This would certainly support 
UTT, especially in those organisms where the core ribonucleolytic 
machinery localizes in the membrane, as nascent ribosome-free 
transcripts would not be reachable for degradosomes and, hence, 
substantial antiribonucleolytic protection would not be  required.

Furthermore, the bacterial cytoplasm shows glass-like 
properties and its fluidity varies according to the physiological 
state of the cell, where higher metabolic activity correlates 
with higher fluidity of the cytoplasm and vice versa (Parry 
et al., 2014). These biophysical properties may affect the function 
of biomolecular condensates, i.e., more fluid, liquid-like 
condensates allow higher motion and enzymatic activities, 
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whereas more solid, aggregate-like entities specialize in storage 
(Banani et  al., 2017). Bacteria undergo a notable metabolic 
slowdown upon entry into stationary phase or stress. This 
leads to the glassification of the cytoplasm (Parry et  al., 2014), 
which could convert BR-bodies into RNA storage condensates 
rather than RNA processing bodies (Muthunayake et al., 2020). 
Such RNA-storing BR-bodies could further support UTT by 
accumulating and protecting untranslated transcripts until 
favorable conditions permit translation reinitiation.

FINAL REMARKS

Although the individual processes leading to gene expression 
are subjected to extensive study, less is known about how these 
processes affect each other and how living cells spatiotemporally 
arrange the machineries that execute these functions. Yet, it is 
now acknowledged that these processes regulate each other and 
that their correct interplay is crucial for cell viability (Dahan 
et al., 2011). In this regard, prokaryotic CTT remains a paradigmatic 
example of such crosstalk. A proper CTT regime is of crucial 
importance for the overall cellular function, and is maintained 
over different growth conditions. Thus, upon environmental 
challenges that independently affect transcription or translation, 
bacteria quickly coordinate the kinetics of the unaffected process 
accordingly (see section Coordination of CTT). The radically 
different CTT regimes showed by different organisms (Johnson 
et  al., 2020; O’Reilly et  al., 2020; Wang et  al., 2020b; Webster 
et  al., 2020) reflect the underlying diversity in gene expression 
regulatory mechanisms among different species. Hence, further 
studying the physiological and molecular factors that mediate 
and regulate CTT is paramount. Of note, a transcriptome-wide 
assessment of the actual occurrence of CTT remains pending.

As a prokaryotic-specific phenomenon, CTT arises as an 
interesting target for the development of antimicrobial 
therapeutics and, for instance, targeting (p)ppGpp-mediated 
CTT regulation shows great potential. Alarmone-deficient strains 
are metabolically compromised but viable, so, unlike compounds 
that target essential targets, targeting (p)ppGpp metabolism 
may greatly reduce cell viability without exerting the selective 
pressure that leads to the arousal of antibiotic resistance 
(Hauryliuk et  al., 2015; Syal et  al., 2017).

Then again, studying evolutionarily shaped mechanisms that 
promote UTT (section Mechanisms Potentially Enabling UTT) 
can offer hints of how to purposely disrupt CTT under conditions 
that it is essential. Most likely, these mechanisms act in cooperation. 
In some cases, simultaneous action of UTT-promoting factors may 
be required, as suggested by the existence of RNA-mediated Hfq-CsrA 
complexes in E. coli (Caillet et  al., 2019) and the partial overlap 
of Hfq and RsmA targetomes in P. aeruginosa (Gebhardt et  al., 
2020). Likewise, overexpression of S1 leads to the accumulation 
of ribosome-free cspE transcripts with increased stability, indicating 
that this population is subjected to simultaneous anti-translation 
and anti-RNase protection (Delvillani et  al., 2011). RNPs that 
associate with RNAP, such as those mediated by IsrA sRNA (van 
Nues et al., 2015), could provide proper ground for such cooperation. 
Alternatively, UTT could be  the result of tandem action of these 

factors, as in the case of the L. pneumophila RocC, a FinO-domain 
protein that protects the RocR sRNA from ribonucleolytic 
degradation, so that RocR subsequently represses translation of 
the competence operon (Attaiech et  al., 2016). Similarly, cspE and 
cspC mRNAs are among the transcripts stabilized by the L4-mediated 
inhibition of RNase E (Singh et  al., 2009), and cspE transcripts 
are also stabilized by S1 (Briani et  al., 2008). Besides, ProQ also 
protects csp transcripts from RNases (Holmqvist et al., 2018). Thus, 
RPs and ProQ appear to be upstream activators of CSP-mediated UTT.

By now, the notion that prokaryotes have intricate intracellular 
organization is well-acknowledged (Rudner and Losick, 2010; 
Govindarajan and Amster-Choder, 2016; Surovtsev and 
Jacobs-Wagner, 2018). Consequently, prokaryotic UTT implies 
that the spatiotemporal separation between transcription and 
translation emerged earlier than the arousal of the eukaryotic 
cell. This is supported by the partial conservation of Rbp2 
and Rbp3, RBPs mediating translation-independent RNA 
localization in cyanobacteria (Mahbub et  al., 2020), in the 
eukaryotic algae Chlamydomonas, where they also bind and 
localize mRNAs to specific sites where local translation takes 
place (Uniacke and Zerges, 2009). Hence, it is likely that certain 
RNA-localizing pathways operating in eukaryotes originated 
from prokaryotic CTT-disrupting mechanisms. Further 
investigating these events in prokaryotes may unmask novel 
mechanisms operating at a suborganellar scale in eukaryotes.

In the past, researchers have drawn a clear line between 
transcriptional and post-transcriptional regulatory mechanisms 
in bacteria. In the light of the emerging evidence, we  posit 
that many post-transcriptional regulatory mechanisms come into 
action on nascent transcripts and that their cotranscriptionality 
has so far been ignored. As already recognized in eukaryotes 
(Choder, 2011), factors acting cotranscriptionally can determine 
transcript fate in prokaryotes as well. Half a century after Miller’s 
famous micrographs (Miller et  al., 1970), we  foresee that the 
study of prokaryotic CTT and UTT will doubtlessly produce 
novel insights that will reshape our understanding of prokaryotic 
gene expression and subcellular organization.
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Transfer RNAs (tRNAs) are widely known for their roles in the decoding of the linear
mRNA information into amino acid sequences of proteins. They are also multifunctional
platforms in the translation process and have other roles beyond translation, including
sensing amino acid abundance, interacting with the general stress response machinery,
and modulating cellular adaptation, survival, and death. In this mini-review, we focus on
the emerging role of tRNA genes in the organization and modification of the genomic
architecture of yeast and the role of tRNA misexpression and decoding infidelity in
genome stability, evolution, and adaption. We discuss published work showing how
quickly tRNA genes can mutate to meet novel translational demands, how tRNAs speed
up genome evolution, and how tRNA genes can be sites of genomic instability. We
highlight recent works showing that loss of tRNA decoding fidelity and small alterations
in tRNA expression have unexpected and profound impacts on genome stability. By
dissecting these recent evidence, we hope to lay the groundwork that prompts future
investigations on the mechanistic interplay between tRNAs and genome modification
that likely triggers genome evolution.

Keywords: tRNA, yeast, chromatin structure, chromosome architecture, genome evolution, genomic instability

INTRODUCTION

Transfer RNAs (tRNAs) are short non-coding RNAs, approximately 70 to 100 bases long, that
play essential roles in translation by linking mRNA codons to their corresponding amino acids,
following a set of decoding rules established by the genetic code. They do so by base pairing their
anticodon triplets with mRNA codon triplets in the ribosome decoding center and transferring
the amino acid attached to its 3′-end in the ribosomal peptidyl transferase center (Phizicky and
Hopper, 2010). This is a critical cellular process that requires tight control of tRNA gene expression,
tRNA maturation, tRNA charging, and turnover (Chan and Lowe, 2016). In actively dividing yeast
cells, tRNAs represent approximately 15% of total RNA (Warner, 1999), indicating that their genes
(tDNAs) are highly transcribed. In general, tDNAs are nucleosome free and are flanked by strongly
positioned nucleosomes (Yuan et al., 2005; Cole et al., 2012). Their transcription is mediated by
RNA polymerase III (Pol III) upon recruitment to the promoter by the transcription factors TFIIIC
and TFIIIB. TFIIIC binds to the internal A-box and B-box promoter elements and helps recruit the
multi-subunit factor TFIIIB to AT-rich sequences upstream of the transcription start site, forming a
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highly stable TFIIIB–DNA complex that participates in multiple
rounds of Pol III recruitment and initiation (Schramm and
Hernandez, 2002). In Saccharomyces cerevisiae, the cellular
concentration of each tRNA is directly proportional to its
gene copy number (Percudani et al., 1997). This is particularly
important because translation efficiency is described as the degree
to which the tRNA pool can accommodate the transcriptome,
thus affecting protein production and accuracy (dos Reis et al.,
2004). This interplay is fine-tuned by codon usage, which is
under selective pressure and show variation across budding yeast
species (LaBella et al., 2019). Yet tRNAs have other non-canonical
roles in the biological theater beyond their role as adaptors
in protein synthesis (reviewed in Raina and Ibba, 2014 and
Su et al., 2020). For example, tDNAs have roles in chromatin
organization and gene regulation and are sites for binding
of numerous chromatin proteins, including the architectural
structural maintenance of chromosomes (SMC) proteins, nuclear
pore proteins, chromatin remodelers, and histone modifiers
(D’Ambrosio et al., 2008; Su et al., 2020).

The 275 tDNAs present in the yeast S. cerevisiae genome are
dispersed throughout the linear maps of the 16 chromosomes.
Fluorescence in situ hybridization microscopy (FISH) showed
that tDNAs cluster at the outer periphery of the nucleolus in a
microtubule-dependent manner and or adjacent to centromeres
(Thompson et al., 2003). This happens with the assistance of
condensing complexes bound at each tDNA gene locus (Haeusler
et al., 2008) and requires substantial rearrangements of the
genome topology. Whether individual tDNA associations play
a role in genome organization is still poorly understood. We
review below recent works on how tDNAs and related Pol III
promoter elements function as boundary elements that limit
chromatin domains (Donze and Kamakaka, 2001), how they
work as barriers to DNA replication fork progression, and
how they contribute to the formation of genomic fragile sites
(Pryce et al., 2009). Beyond their role in the three-dimensional
and functional organization of the genome, this review also
describes how changes in the tRNA pool can drive genome
evolution in fungi.

ROLES OF tRNA GENES IN CHROMATIN
REMODELING AND GENOME
ORGANIZATION

The three-dimensional organization of the genome can promote
long-range genomic rearrangements between interacting loci
whose associated chromatin and transcriptional states can be
selected through evolution (Bagadia et al., 2016). In yeast,
tRNA genes have been implicated in the spatial organization
of the genome by acting as barrier elements and by regulating
chromatin structure (Donze and Kamakaka, 2001; Noma et al.,
2006; Simms et al., 2008; Iwasaki et al., 2010; Hamdani et al.,
2019). Evidence that tDNAs can hamper silenced chromatin
domains from invading active domains was first obtained
in S. cerevisiae (Donze and Kamakaka, 2001; Simms et al.,
2004), where the deletion of a Thr-tRNAAGU gene at the
transcriptionally silent HMR mating-type locus resulted in the

spread of silencing and consequent repression of the GIT1
gene on chromosome III (Donze and Kamakaka, 2001). A Gln-
tRNAUUG gene has also been shown to block silencing at the
S. cerevisiae rDNA locus (RDN1) (Biswas et al., 2009). Insulator
activity was similarly shown in Schizosaccharomyces pombe,
where deletion of a centromeric Ala-tRNA gene led to the spread
of pericentromeric heterochromatin and gene silencing (Scott
et al., 2006). The precise mechanisms by which tDNAs exert
their barrier function remain largely unexplored; however, the
assembly of the complete Pol III transcription apparatus does
seem to be required for barrier function (Donze and Kamakaka,
2001; Scott et al., 2006; Biswas et al., 2009). Mutations in internal
Thr-tRNA promoter elements, A-box or B-box, at the HMR locus
led to deficiencies of TFIIIC and TFIIIB assembly, resulting in the
loss of barrier function in S. cerevisiae (Donze and Kamakaka,
2001). Furthermore, yeast cohesin complex mutants (1smc1
and 1smc3) have impaired tDNA-mediated insulator function
(Donze et al., 1999).

A study by Duan et al. (2010) mapped cis- and trans-
interactions across the entire genome in S. cerevisiae and
showed that physical interactions among tDNAs are significantly
enriched and that they largely co-localize into clusters associated
with the nucleolus or centromeres (Duan et al., 2010). Other
studies, using DNA FISH, also showed that some tRNA
genes cluster together near centromeres (Thompson et al.,
2003). Furthermore, microscopic observations and genome-wide
mapping of physical interactions show the co-localization of
TFIIIC, cohesins, and other structural proteins at tDNA physical
domain borders, suggesting that these insulators are critical
players in chromosome folding and organization in the yeast
nucleus. Recently, Hamdani et al. (2019) devised a strategy to
tackle this topic. They eliminated the internal promoter elements
(A-box and B-box) of two tDNAs on the left arm and eight
tDNAs on the right arm of chromosome III in S. cerevisiae
to generate a “tDNA-less” chromosome where binding of
transcription factors TFIIIC and TFIIIB and chromatin proteins
was abrogated. This allowed the detailed characterization
of chromatin packaging, folding, and nuclear dynamics of
chromosome III. Using various approaches, such as MNase-seq,
ChIP-seq, RNA-seq, and fluorescence microscopy co-localization
analysis, authors showed that (1) tDNA loss affects chromatin
structure by disrupting the precise nucleosome positioning
outside tDNAs; (2) tDNAs are essential to recruitment of
cohesins and condensins; and (3) tDNAs influence centromere
clustering, which in turn affects nuclear architecture. Lastly,
as in previous studies (Donze and Kamakaka, 2001; Simms
et al., 2004; Biswas et al., 2009), loss of tDNAs alters the
long-range interactions of the silenced HML and HMR loci
of chromosome III, leading to alterations in gene silencing
(Hamdani et al., 2019).

The discovery of tDNA insulator function in yeast along
with the recent advances in uncovering their involvement in the
functional and spatial organization of the genome is particularly
relevant because they provide a framework for future studies
in this field. Furthermore, tDNA insulator functions seem to
be conserved from yeast to humans (Raab et al., 2012), and
their activities appear to be associated with a significant number
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of protein complexes whose actions and regulation remain
to be determined.

tRNA GENES, R-LOOPS, AND
TRANSPOSABLE ELEMENTS

tDNAs are often located near naturally occurring genomic fragile
sites, and genome-wide studies in S. cerevisiae have detected
R-loops at tRNA genes, along with other Pol III transcribed genes
(Chan et al., 2014; El Hage et al., 2014; Wahba et al., 2016;
Yeung and Smith, 2020). The replication machinery naturally
slows down at tDNAs, and DNA helicases must take action
to promote the progression of the replication fork (Ivessa
et al., 2003). However, when the direction of DNA replication
conflicts with the direction of the tDNA transcription, it leads
to replication-fork pausing (Osmundson et al., 2017; Yeung
and Smith, 2020). Head-on replication-fork pausing promotes
DNA damage by R-loop formation (Tran et al., 2017). R-loops
are stable DNA:RNA hybrid structures with an unpaired DNA
strand that naturally blocks replication but can also generate
genomic instability (Santos-Pereira and Aguilera, 2015). If left
unresolved, R-loops can create replication–transcription conflicts
and lead to double-strand breaks which potentially increase
DNA recombination (Hegazy et al., 2020). Tran et al. (2017)
showed that tDNAs represent sites of double-strand breaks and
of increased recombination events in a series of helicase mutants.
Moreover, this phenomenon is also intimately connected with
high expression levels of tRNAs and with the fact that tDNAs
are usually associated with the pre-initiation complex, i.e.,
at a ready transcription state, which is a stable multiprotein
complex consisting of a constant passage barrier for helicases
(Arimbasseri et al., 2014).

Comparative genomics of 11 evolutionary-related yeast
species showed a prevalence of tRNA genes at DNA breakpoints,
which have also been linked to sites of genomic rearrangement
(Gordon et al., 2009). One of the aspects that could underlie
this observation is the preferential integration of transposable
elements (TEs) at the proximity of tDNAs (Hani and Feldmann,
1998). TEs are mobile self-replicating elements that can integrate
themselves in new genomic sites, being a potential source of
mutations. There is an underlying assumption that TE insertions
are deleterious, and indeed, they are a potential threat to genome
integrity. S. cerevisiae has five families of TEs classified as long
terminal repeat (LTR) retrotransposons, Ty1 to Ty5. The most
abundant and active ones are the Ty1 and Ty2, which, apart
from their ORFs, share a high sequence similarity between their
LTR sequences (Carr et al., 2012). These long and near-identical
sequences scattered in the genome are prone to recombination,
particularly ectopic recombination, which allows for an array
of rearrangements like deletions, duplications, inversions, and
translocations (Mieczkowski et al., 2006). It is therefore
important that a tight control of retrotransposons’ expression is
maintained. Ty1 mobility is regulated by a retrograde mechanism
where Ty1 self-encoded elements, like p22, inhibits Ty1’s mobility
when an elevated number of copies are present (Saha et al., 2015).
This ability in S. cerevisiae was acquired by horizontal transfer

from Saccharomyces paradoxus (Czaja et al., 2020). Nevertheless,
comparative studies have shown that a large percentage of TEs
are fixed in the genome (Bensasson, 2011), although there is
also evidence for recent Ty insertions at a high rate (Carr et al.,
2012), which can be seen as a source of genomic diversity
and evolution. Increased retromobility has been observed upon
exposure to several stress conditions like UV light (Bradshaw
and McEntee, 1989) and adenine starvation (Todeschini et al.,
2005). Furthermore, in physiological conditions like aging,
retromobility has been observed in several species (Dennis
et al., 2012; De Cecco et al., 2013; Li et al., 2013). In yeast,
Maxwell et al. (2011) reported that during chronological aging,
there is an association between Ty1 mobility and the observed
genomic instability, particularly in loss of heterozygosity (LOH)
events. Important adaptative roles for transposons have also
been reported in experimentally evolved yeast. Dunham et al.
(2002) studied the recombination events in evolved strains
under glucose limitation and found that almost all detected
rearrangements could be traced to ectopic rearrangement
between transposons, transposon fragments, or tRNAs. In an
experimental evolution study of cells expressing a mutant Ser-
tRNA (see below), there were large chromosomal rearrangements
mediated by homologous recombination between transposons
(Kalapis et al., 2015). In a large timescale, phylogenetic studies on
genome evolution identified tRNAs and transposons at genome
breakpoints and rearrangement sites (Fischer et al., 2000; Kellis
et al., 2003; Gordon et al., 2009). Interestingly, in a comparative
evolutionary study between S. cerevisiae and its related species
S. paradoxus, S. mikatae, and S. uvarum, all the inversions
identified were flanked by tDNAs in an opposite transcriptional
orientation (Kellis et al., 2003). Thus, it is apparent that tDNAs,
or their flaking regions, play an important role in genome
innovation and evolution. Although it was not acknowledged in
any study (at least to our understanding), it is possible that tDNAs
(and their vicinity) represent “silent hotspots” for recombination
that, when a particular condition is prolonged, become sites for
“rapid” adaptive genomic alterations.

GENOMIC CHANGES ASSOCIATED
WITH tRNA MISEXPRESSION

Upon environmental challenges, the organism quickly needs a
particular set of defenses to survive. There is a body of evidence
on how transcription changes in response to several stresses in
yeast (Gasch et al., 2000; Gutin et al., 2019). It is, therefore,
reasonable to assume that tRNA expression and abundance must
also be tuned to follow these changes. Indeed, the tRNA pool
dynamically changes to facilitate selective and faster translation
of stress-related transcripts (Torrent et al., 2018). The tRNA pool
is composed of various tRNA isoacceptor families, each encoded
by tDNAs with different copy numbers. tRNA gene families with
more copies of the same tDNA decode more frequently used
codons, while tRNAs with one gene copy decode rarely used
codons, which correlates with the codon usage of protein genes.
This establishes the adequate balance between tRNA availability
and the usage of its corresponding codon (Percudani et al., 1997).
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Curiously, not all copies of the same tRNA species contribute
equally to the tRNA pool, and the loss of a particular copy can
have different physiological consequences (Bloom-Ackermann
et al., 2014). Thus, the multiplicity of copies enables higher
expression of tRNAs in high translational demand and enables
the tRNA pool to be dynamic enough to allow the dispensability
of a particular copy to further expand the tRNA repertoire. This

concept was explored by Yona et al. (2013) in a yeast strain
with a deletion in the single-copy tDNA tR(CCU)J (Bloom-
Ackermann et al., 2014), thus eliminating the only cognate tRNA
for the AGG codon. Experimental evolution revealed that 200
generations were sufficient for cells to overcome the translational
defect. Translational equilibrium was restored by mutating the
anticodon of one of the 11 copies of Arg-tRNAUCU from UCU

FIGURE 1 | The involvement of tRNAs in genome organization and evolution. (Gray section) Role of tDNAs in genome architecture. TFIII recognizes the tDNA
promoters (green boxes) enabling the assembly of the complete Pol III transcription apparatus and the recruitment of cohesin and condensin. Recruitment of the
latter is crucial as it blocks the spread of heterochromatin (silenced state, OFF) into the active euchromatin (ON). (Yellow section) Contribution of tDNAs for genomic
instability. tRNA genes are known sites for R-loop formation, which can be precursors of genomic instability, particularly when the directions of genome replication
and of tRNA transcription collide (top). TEs integrate into the genome preferentially upstream of tDNAs. TEs are prone sites for ectopic recombination, like the one
depicted, where recombination between sister chromatids results in deletions and duplications of the sequences located within the TEs (bottom). (Green section)
The elusive connection between alterations in the tRNA pool and the genome instability. Alterations of tRNA’s abundance level destabilize the proteome, leading to
adaptive genome instability and mutations through poorly understood mechanisms (represented by “?”).
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to CCU, without affecting cellular fitness, highlighting how the
plasticity of the tRNA pool can overcome translational challenges
in changing environments.

Maintaining the proteome’s good health is of extreme
importance, but several bacterial and fungal species are able
to decrease translation fidelity during stress to functionally
diversify the proteome, a phenomenon called adaptive translation
(Pan, 2013). Although alterations in the identity of a sense
codon are a rare phenomenon, several budding yeasts reassigned
the CUG codon to serine (Santos and Tuite, 1995) and to
alanine (Muhlhausen et al., 2016; Riley et al., 2016). The
CUG reassignments occurred independently during evolution
and involved different tRNA genes that convergently mutated
anticodons to CAG (Krassowski et al., 2018). Candida albicans
is the most studied example of adaptive translation, where the
identity of the CUG codon was altered to serine but residual
leucine identity was still maintained. This results in an ambiguous
CUG codon that is translated 97% of the times as serine and 3%
as leucine, in standard growth conditions (Gomes et al., 2007).
This is accomplished by a single Ser-tRNACAG with identity
elements for both seryl- and leucyl-tRNA synthetases (Suzuki
et al., 1997). However, alteration of the levels of the CUG-
decoding tRNA is surprisingly adaptative. Bezerra et al. (2013)
engineered a set of C. albicans strains with different combinations
of tDNACAG copy number, where one, two, or both copies of
the endogenous Ser-tRNACAG genes were deleted and one or two
copies of the S. cerevisiae Leu-tRNACAG genes were inserted, thus
shifting the ratio of leucine/serine incorporated in the proteome.
Strains tolerated increasing Leu incorporation and displayed
unexpected phenotypic variability, with highly variable colony
and cell morphologies, and increased tolerance to fluconazole
and itraconazole. Interestingly, altering the copy number of
the CUG decoding tDNAs leads to the rapid accumulation
of unique single-nucleotide polymorphisms (SNPs) and LOH
events. Strains with higher deregulation of the tRNA pool, and
therefore higher levels of Leu incorporation at CUG sites, showed
higher number of SNPs, indicating the potential mutagenic effect
of tRNA codon misreading. Of note was the fact that strains with
the most extreme alterations in the tRNA pool (i.e., with highest
level of Leu incorporation) presented a near-complete LOH on
chromosome V. A set of genes related with stress response,
antifungal drug resistance, filamentous growth, and pathogenesis
is located in this chromosome, showing that these alterations are
not random and have an adaptative role (Bezerra et al., 2013).
One could hypothesize that the observed genomic alterations
triggered by tRNA misexpression are associated with the peculiar
features of the C. albicans biology and its highly plastic genome
(Selmecki et al., 2010). However, a similar phenotype was also
uncovered in S. cerevisiae. Kalapis et al. (2015) experimentally
evolved a yeast strain engineered with a mutant Ser-tRNACAG
that misincorporates serine at CUG codons. Although this
insertion was highly detrimental for fitness, cells were able to
adapt to their new condition after 250 generations to their
new condition. Genome sequencing showed that tolerance and
adaptation to translational stress were achieved by large genomic
rearrangements. These repeatedly involved a partial deletion
of 127 kb at chromosome V, enriched with genes involved

in deubiquitination processes, and a duplication of 540 kb in
chromosome IV, enriched with genes involved in glucose uptake.
Together, these allowed cells to adapt to imbalances in the tRNA
pool that culminate in CUG mistranslation by accelerated protein
turnover and a high rate of glucose internalization (Kalapis et al.,
2015). In other words, alterations in the tRNA pool and mRNA
decoding accuracy destabilize the proteome in a dynamic way
that reciprocates to the genome and produce important adaptive
genome instabilities.

CONCLUSION AND FUTURE
PERSPECTIVES

We highlighted the non-canonical function of tRNAs and
tDNAs as drivers of genome evolution (Figure 1) and
summarized how tDNA can play a role in the three-dimensional
and functional organization of the genome and potentiate
genome rearrangements events. Additionally, the discovery that
alterations in the yeast tRNA pool generate genome instability
associated with phenotypic variation of high adaptation potential
adds a new dimension to the study of tRNA-driven genome
evolution. Precisely how these mechanisms operate remains to
be determined, but future work should elucidate how the tRNA
pool provides evolutionary plasticity in environmental changing
conditions. It is of high biological importance to understand the
complex relationship between the tRNA pool and the genome,
since the produced genomic instabilities may be relevant to
human diseases, including cancer where extensive tRNA pool
alterations and aneuploidies have been observed.
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The genomic revolution and subsequent advances in large-scale genomic and
transcriptomic technologies highlighted hidden genomic treasures. Among them
stand out non-coding small RNAs (sRNAs), shown to play important roles in post-
transcriptional regulation of gene expression in both pro- and eukaryotes. Bacterial
sRNA-encoding genes were initially identified in intergenic regions, but recent evidence
suggest that they can be encoded within other, well-defined, genomic elements. This
notion was strongly supported by data generated by RIL-seq, a RNA-seq-based
methodology we recently developed for deciphering chaperon-dependent sRNA-target
networks in bacteria. Applying RIL-seq to Hfq-bound RNAs in Escherichia coli, we
found that ∼64% of the detected RNA pairs involved known sRNAs, suggesting that
yet unknown sRNAs may be included in the ∼36% remaining pairs. To determine the
latter, we first tested and refined a set of quantitative features derived from RIL-seq
data, which distinguish between Hfq-dependent sRNAs and “other RNAs”. We then
incorporated these features in a machine learning-based algorithm that predicts novel
sRNAs from RIL-seq data, and identified high-scoring candidates encoded in various
genomic regions, mostly intergenic regions and 3′ untranslated regions, but also 5′

untranslated regions and coding sequences. Several candidates were further tested
and verified by northern blot analysis as Hfq-dependent sRNAs. Our study reinforces
the emerging concept that sRNAs are encoded within various genomic elements, and
provides a computational framework for the detection of additional sRNAs in Hfq RIL-
seq data of E. coli grown under different conditions and of other bacteria manifesting
Hfq-mediated sRNA-target interactions.

Keywords: sRNA (small RNA), RIL-seq, prediction, E. coli – Escherichia coli, post-transcriptional regulation, Hfq

INTRODUCTION

Trans-acting small RNAs (sRNAs) have emerged as a major class of post-transcriptional
gene expression regulators in bacteria. These are short RNA molecules, 50–400
nucleotides long, which regulate their targets in trans, usually by incomplete base
pairing with their mRNAs, affecting translation and/or mRNA stability (Wagner and
Romby, 2015; Hör et al., 2020). sRNAs were discovered in many bacteria and were
shown to play regulatory roles in diverse cellular processes, and in particular in the
response to various stress conditions. Often, these RNA regulators are associated with
chaperon proteins, such as Hfq (Vogel and Luisi, 2011) or ProQ (Melamed et al., 2020).
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In many Gram-negative bacteria the protein chaperon Hfq
mediates many of the sRNA-target interactions and stabilizes the
sRNAs (Vogel and Luisi, 2011; De Lay et al., 2013; Updegrove
et al., 2016; Santiago-Frangos and Woodson, 2018). Yet, there
are sRNAs in Escherichia coli for which it was suggested that
their RNA-binding activity is Hfq-independent (Mihailovic et al.,
2018). In the present study, we focus on Hfq-dependent sRNAs
in E. coli.

While the initial discovery of the first sRNA in E. coli, Spot
42, is dated to 1973 (Ikemura and Dahlberg, 1973a,b) and a
few other sRNAs were discovered serendipitously along the
years [e.g., MicF (Mizuno et al., 1984), DsrA (Sledjeski and
Gottesman, 1995), OxyS (Altuvia et al., 1997)], their big burst
occurred following the genomic revolution in the mid-1990s. The
completion of the genome sequencing of E. coli inspired several
systematic computational-experimental expeditions, attempting
to identify additional sRNA-encoding genes based on the genome
information. As all previously known sRNAs were encoded by
genes located between two protein coding genes, the initial
screens were focused at intergenic regions and identified novel
sRNA-encoding genes only in those regions (Argaman et al.,
2001; Rivas et al., 2001; Wassarman et al., 2001; Chen et al., 2002).
Yet, subsequent experimental screens of RNAs bound to Hfq,
carried out in several bacterial species, revealed putative Hfq-
bound sRNAs encoded in various genomic regions, including
coding sequences (CDS) and 5′ and 3′ untranslated regions
(UTR) (Zhang et al., 2003; Chao et al., 2012; Bilusic et al., 2014;
Tree et al., 2014; Huber et al., 2020). These sRNAs may be
either independently transcribed, or processed from mRNAs by
endoribonucleases (Miyakoshi et al., 2015b). When processed
from the mRNA of their hosting gene they often regulate genes
involved in the same pathways as the parent gene and may
generate efficient regulatory circuits [e.g., CpxQ and cpxP, and
GadF and gadE (Chao and Vogel, 2016; Grabowicz et al., 2016;
Melamed et al., 2016)].

The discovery of novel Hfq-bound sRNAs that are encoded
within a variety of genomic elements was enhanced by RIL-
seq (RNA Interaction by Ligation and sequencing), a high-
throughput methodology we recently developed for mapping
direct RNA–RNA interactions mediated by Hfq (Melamed et al.,
2016, 2018). The idea behind RIL-seq is that a sRNA and
a target RNA co-bound to Hfq could be ligated and then
identified by sequencing as chimeric fragments. The major
steps of RIL-seq involve in vivo protein-RNA crosslinking, co-
immunoprecipitation of Hfq and bound RNAs, RNA ligation and
paired-end RNA sequencing. Interacting pairs are identified by
mapping the ends of sequenced fragments to the genome and
identifying chimeric fragments in which the two ends are mapped
to two different genomic locations. Only chimeric fragments
whose abundance exceeds random expectation are kept and
considered as representing RNA interacting pairs (statistically
significant chimeras, hereinafter, S-chimeras). Application of
RIL-seq to E. coli grown to exponential phase, stationary
phase and exponential phase under iron limitation revealed
∼2800 RNA–RNA interactions, ∼64% of which involved well-
established sRNAs and the rest involved RNAs derived from
various genomic entities (Melamed et al., 2016). Interestingly,

in most of the chimeric fragments including known sRNAs, the
sRNA was the second RNA in the chimera (at the 3′ part of the
chimeric RNA). This regarded both class I and class II sRNAs
(Schu et al., 2015). The positioning of the sRNAs as second in
the chimeras is consistent with the known binding mode of many
sRNAs within Hfq, where the uridine-rich 3′ terminus of the
sRNA (hereinafter, U-tract) is bound by Hfq (Otaka et al., 2011;
Sauer and Weichenrieder, 2011; Dimastrogiovanni et al., 2014;
Schu et al., 2015). RIL-seq involves, prior to the ligation of Hfq-
bound RNAs, a step where RNA regions that are not protected
by Hfq or by base pairing are trimmed by riboendonucleases
and treated with polynucleotide kinase, generating 5′P end of
the sRNA. This 5′P end is accessible to the ligase, resulting
in chimeras where the sRNA is the second RNA. In fact,
this finding provided further support to the suggested binding
mode of sRNAs on Hfq (Dimastrogiovanni et al., 2014), by the
identification of a common motif in the second RNAs of RIL-
seq chimeras, comprising a GC-rich sequence followed by a
U tail (Melamed et al., 2016), compatible with a transcription
terminator. In addition, Holmqvist et al. (2016) identified a
similar motif in mRNA 3′ UTR sequences bound by Hfq in
Salmonella. The observation that sRNAs are often second in
their respective chimeric fragments has raised the intriguing
conjecture that the second RNAs in chimeric fragments that do
not contain known sRNAs may be novel sRNAs. Furthermore,
many of the RNAs found at the 3′ part of the chimeric fragments
(second RNAs of the chimeras) were derived from intergenic
regions or from 3′ UTRs, underpinning their potential as novel
sRNAs. Indeed, some of these second RNAs, such as those
embedded in the 3′ UTR of cutC and in the 3′ UTR of cpxP
were identified in independent studies as sRNAs (Guo et al., 2014;
Chao and Vogel, 2016).

In total, RIL-seq data comprised ∼1000 RNA–RNA pairs that
did not include a known sRNA (Melamed et al., 2016), suggesting
that they may include yet unknown sRNAs. To identify novel
sRNAs systematically, we characterized the RNAs in all RIL-seq
chimeras by various features inferred from the data and from
their sequences. The distributions of several of these features,
such as the number of unique interactions that a RNA is involved
in, were found to differ statistically significantly between known
sRNAs and “other RNAs”, reaffirming them as informative
features. Here, we describe and discuss the set of informative
features of sRNAs as well as a predictive algorithm utilizing
them, provide a list of potential novel sRNAs and report the
experimental verification of novel sRNAs encoded in intergenic
regions within operons, in 5′ and 3′ UTRs and within the coding
sequence. Our computational and experimental results support
the expanding concept that there is a reservoir of sRNAs encoded
within a variety of genomic entities and expressed under various
conditions (Adams and Storz, 2020; Adams et al., 2021). The
computational framework that we provide for analysis of Hfq
RIL-seq data can be used to identify novel sRNAs in RIL-seq data
generated for E. coli grown under additional cellular conditions
and in RIL-seq data generated for other bacteria manifesting
Hfq-mediated sRNA-target interactions. It may also inspire the
application of similar algorithms for analysis of large-scale data
generated by equivalent protocols in other contexts.
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MATERIALS AND METHODS

Computational Analysis
Data
We used three data sets of chimeric fragments corresponding
to S-chimeras, obtained in RIL-seq experiments applied to
bacteria grown to exponential phase, to stationary phase and to
exponential phase under iron limitation (Melamed et al., 2016).
The data set of exponential growth phase was obtained from
six biological replicates of the experiment, while the data sets
of the stationary phase and growth under iron limitation were
obtained from three biological replicates in each condition. Each
RNA in the data was annotated as either “known sRNA” or “other
RNA” (Supplementary Table 1). We included in the set of known
sRNAs all RNAs that were annotated as sRNAs prior or in parallel
to RIL-seq publication (Melamed et al., 2016). The latter regard
CpxQ (Chao and Vogel, 2016), SroC (Miyakoshi et al., 2015a)
and 3′ETS-leuZ (Lalaouna et al., 2015). Any RNA that is not a
known sRNA was annotated as “other RNA”. The total numbers
of known sRNAs and “other RNAs” in each group within each of
the three data sets is summarized in Table 1.

Selecting Features Distinguishing sRNAs From
“Other RNAs”
We describe each RNA by features mainly extracted from
RIL-seq data (Supplementary Table 2) and compare their
distributions between the groups of sRNAs and “other RNAs”
by Mann–Whitney U test (with Bonferroni correction for
multiple hypotheses testing). For features that differ statistically
significantly between the two groups we compute the Pearson
correlation coefficient between every pair of features, cluster
the features based on their correlation coefficients, and select
one of the features in a cluster as representative. As the data
corresponding to a RNA in one RIL-seq experiment (e.g.,
exponential phase) may differ from the data corresponding to this
RNA in another RIL-seq experiment (e.g., stationary phase), all
analyses were carried out separately for each data set. We verified
that the selected features were found to statistically significantly
differ between the group of known sRNAs and the group of “other
RNAs” in all data sets. These selected features were used in the
successive analyses.

Predicting the Probability of a RNA to Be a sRNA
The development of the predictive scheme was carried out
separately for each data set. Each RNA in the data was described
by a vector of the selected features. The data set was split in
a ratio of 2:1 into a training set and a test set, respectively,

TABLE 1 | Number of sRNAs and “other RNAs” in the various data sets.

Condition/growth
phase

Number of known
sRNAs

Number of “other
RNAs”

Exponential phase 26 751

Stationary phase 29 1201

Exponential phase
under iron limitation

29 1248

where in each set the ratio of known sRNAs to “other RNAs”
was maintained (Table 1). We applied logistic regression (python
sklearn module) to the training set. The logistic regression
provides weights to the different features (βi) and an intercept
(β0), such that l = β0 +

∑n
i=1 βi · xi, where n is the number of

selected features and xi is the value of feature i. The probability
of a RNA to be a sRNA is then computed as 1/(1 + exp(−l)).
We tested the obtained logistic regression model by applying
it to RNAs in the test set. In practice, we conducted 10,000
iterations of this procedure, and recorded the probabilities a RNA
obtained when it was included in the test set of an iteration. The
final predicted probability of each RNA was computed as the
mean of the predicted probabilities across all the iterations in
which it was included in the test set. The logistic regression was
trained using the default parameters of the sklearn linear_model
LogisticRegression class, i.e., using L2 regularization.

Computation of Feature Contribution
It is common to examine the weights in order to learn on the
relative contributions of the various features to the computed
probability. However, as the values of the different features span
different numeric scales, comparison of the weights per se is not
informative. Instead, we can transform the feature values into
z-scores, and compare the products of weight and the feature
standard deviation:

β0 +

n∑
i=1

βi · xi = β0 +

n∑
i=1

βi · (xi +mi −mi)

=

(
β0 +

n∑
i=1

βi ·mi

)
+

n∑
i=1

βi · (xi −mi)

=

(
β0 +

n∑
i=1

βi ·mi

)
+

n∑
i=1

βi ·
si
si
· (xi −mi)

=

(
β0 +

n∑
i=1

βi ·mi

)
+

n∑
i=1

βi · si · zscore(xi)

where mi and si are the mean and the standard deviation,
respectively, of the RNA’s ith feature values. The equation shows
that transforming the data to z-scores is associated by an
appropriate change of the intercept by the weighted sum of
the mean feature values, and the weights of the features are
represented by the products of the original weight and standard
deviation of each feature, which are comparable. In practice,
we applied this transformation to the average coefficients from
the 10,000 logistic regression iterations we conducted per
growth condition.

Principal Component Analysis (PCA)
Feature vectors of the RNAs were initially scaled with python’s
sklearn preprocessing module using the robust_scale function.
Then, we applied the PCA transformation for the first two
dimensions using sklearn decomposition PCA class.

5′ and 3′ Boundaries of sRNA Transcripts
5′ and 3′ transcript boundaries of the recently published sRNAs
relied on the original papers reporting them (Table 2A). 5′ and
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TABLE 2 | Novel sRNAs.

A. Novel sRNAs predicted based on RIL-seq results and recently reported in published papers

Novel Hosting gene Genomic Genomic Number of Prediction score Comment/
sRNA or operon region position unique

targets
(probability of being a sRNA)a References

Exponential Stationary Iron
limitation

FlgO flgL 3′ UTR 1,140,986→
1,141,063

4 0.073 0.087 0.152 Hör et al. (2020)b

FliX FliC 3′ UTR 2,001,912←
2,002,106

17 0.859 0.272 0.672 Hör et al. (2020)b

GadF gadE 3′ UTR 3,658,992→
3,659,082

24 – 0.684 – Melamed et al.
(2016)

MalH malG 3′ UTR 4,242,531←
4,242,629 or
4,242,531←
4,242,633c

38 0.416 0.468 0.596 Iosub et al. (2020)

MotR motA 5′ UTR 1,977,208←
1,977,300

19 0.562 0.158 0.444 Hör et al. (2020)

NarS-L narK 3′ UTR 1,279,286→
1,279,520

8 0.376 – 0.380 Wang et al. (2020)

NarS-S 1,279,337→
1,279,520

PspH pspG 3′ UTR 4,263,139→
4,263,249

1 0.003 0.002 0.001 Melamed et al.
(2016)

RaiZ raiA 3′ UTR 2,737,381→
2,737,542

29 0.337 0.482 0.296 Smirnov et al.
(2017)

RaiZ-S 2,737,417→
2,737,542

RbsZ rbsB-rbsK Intergenic in operon 3,937,045→
3,937,278

4 0.091 0.035 0.105 Melamed et al.
(2020)

SdhX
(RybD)

sucD 3′ UTR 765,050→
765,150

33 0.638 0.836 0.735 De Mets et al.
(2019); Miyakoshi
et al. (2019)

UhpU uhpT 3′ UTR 3,845,730←
3,845,995

111 0.751 0.347 0.786 Hör et al. (2020)b

B. Novel sRNA candidates predicted based on RIL-seq results and verified by northern blot analysis in the current study

AceK-int aceK CDS 4,218,879→
4,218,963

15 – 0.592 0.084 Recently verified
also by Adams
et al. (2021)

AllZ allR 3′ UTR 533,629→
533,863

5 0.042 0.295 0.046

BhsB bhsA 3′ UTR 1,169,303→
1,169,402

2 – 0.099 –

FadZ fadA 3′ UTR 4,027,232←
unknown

12 0.031 0.202 0.081

KilS kilR 5′ UTR 1,418,405←
1,418,502

3 0.033 0.154 0.032

XylZ xylA-xylB Intergenic in operon 3,729,386←
3,729,545

10 0.064 0.346 0.068

ZbiJ ybiJ 3′ UTR 837,435←
837,531

21 0.223 0.374 0.506 Recently verified
also by Han and
Lory (2021), who
called it “asYbiE”

aDashed cells mean the RNA was not included in the data of the corresponding experiment.
bReferring to unpublished results from Storz’s lab.
cMapping of the 5′ end is according to Iosub et al. (2020). According to our RNA-seq results the 5′ end is at 4,242,609.
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3′ transcript boundaries of the new sRNAs predicted here were
determined based on the read coverage in corresponding RNA-
seq libraries (see below). For fadA 3′ UTR we were not able
to determine the 5′ end (marked unknown in Table 2B) and
estimated its 5′ end position based on the size of the band
observed in the Hfq-dependent northern blot (see below).

Identification of Transcription Start Sites and RNase
E Cleavage Sites Near Predicted sRNAs
In order to appreciate if the transcripts of the novel sRNAs were
generated by independent transcription or by cleavage of the
hosting mRNA, we used published data of large-scale screens
of transcription start sites (TSSs) (Thomason et al., 2015; Ju
et al., 2019) and RNase E cleavage sites (Clarke et al., 2014),
and searched for TSSs and cleavage sites located between the
determined 3′ end and up to 50 nucleotides upstream the 5′ end.

Identification of Putative sRNAs in Hfq-CLASH Data
To verify whether the putative sRNAs we report are supported
by other data sets, we compared their estimated coordinates to
chimeric fragments included in the Hfq-CLASH data set (Iosub
et al., 2020). We considered a RNA as found in Hfq-CLASH
chimera if its estimated coordinates were at most 50-nt apart from
the coordinates reported in Iosub et al. (2020).

Experimental Testing
Strains and Growth Conditions
For the verification of novel sRNA expression, cultures of
Escherichia coli MG1655 and its isogenic strain MG1655 hfq::Kn
were grown over-night in LB medium and then diluted 1:100
in fresh LB medium and grown while shaking at 37◦C. Samples
of culture were collected throughout growth, and centrifuged at
4◦C. The pelleted cells were resuspended in 50 µl of TE buffer
(10 mM Tris HCl pH 8.0, 1 mM EDTA pH 8.0), mixed with
lysozyme to a final concentration of 0.9 mg/ml and fast frozen
in liquid nitrogen. The samples were then subjected to two cycles
of thawing at 37◦C and freezing in liquid nitrogen.

Northern Analysis
Total RNA was extracted from harvested cells using TRI-reagent
(Sigma). 30 µg of total RNA were separated in 7 M urea/6%
polyacrylamide gels in 44.5 mM Tris-base, 44.5 mM boric
acid and 2 mM EDTA pH 8.0, and transferred to Zeta-Probe
membrane (Bio-Rad) by electroblotting. The membranes were
hybridized with specific [32P] end labeled DNA probes. For each
tested sRNA, the northern blot was repeated at least twice, with a
different replicate of total RNA. The probe sequences are listed in
Supplementary Table 3.

RNA-Seq
We used compatible RNA-seq data available in the lab, which
were generated as following: Three single colonies of MG1655
cells carrying a pJV300 plasmid (Urban and Vogel, 2007) were
grown over night at 37◦C in LB medium supplied with Ampicillin
(100 µg/ml). The cultures were diluted 1:100 in fresh medium
and grown while shaking at 37◦C for 6 h. Cells were collected and
RNA was extracted as described above. RNA-seq libraries were

constructed according to the RNAtag-seq protocol (Shishkin
et al., 2015), with few modifications described in Melamed
et al. (2018). The libraries were paired-end sequenced using
Illumina NextSeq 500 machine, with read length of 45 and 40 bp
for first and second read, respectively. Raw reads were split
into their original three replicate libraries using an in-house
script. Cutadpat was applied to remove adapter sequences, low
quality ends and sequences shorter than 25 nucleotides (Martin,
2011). We applied bwa aln followed by bwa sampe (Li, 2013) to
align the reads to the genome. We applied stringent mapping
allowing only two mismatches. The total number of reads in the
libraries of the three replicates 1, 2, 3 was 10674656, 16274638,
10368982 reads, respectively. In all three libraries 99% of the reads
passed the processing filter and 89% of the processed reads were
successfully mapped. Library 2, which had the highest number of
reads, was used to define the novel sRNA boundaries.

RESULTS

Examination of the chimeric fragments corresponding to
S-chimeras in RIL-seq data hinted at several properties that may
aid in the classification of RNAs represented in these chimeras as
either sRNA or target RNA (Melamed et al., 2016). sRNAs were
included in many chimeric fragments, were found to interact with
multiple targets and were preferentially identified as the second
RNA in the chimeric fragments. In contrast, RNAs found in
interaction with a known sRNA were usually found to be involved
in a small number of chimeric fragments, were found to interact
with only a few partners (mainly, the sRNA), and were frequently
identified as the first RNA in the chimeric fragments.

While previously these properties were intuitively considered
for supporting or rejecting a sRNA candidate (Melamed et al.,
2016), our aim here is to quantify them and carry out a systematic
analysis, selecting informative features that will be incorporated
in a sRNA predictive scheme. The features that we propose to
examine for each RNA are of two types: (i) features derived
from the chimeric fragments the RNA is involved in (first layer),
and (ii) features of the RNA interactors (second layer). The
incorporation of both layers of features in the analysis is inspired
by the acknowledgment that up to date the number of identified
sRNA–sRNA interactions is very small and far below the number
of identified sRNA interactions with mRNAs. Recognizing first
layer features that support the RNA as a sRNA along with second
layer features that do not support the interactors as sRNAs should
provide stronger support for a sRNA candidate than expected
from its first layer features alone. Combining the two layers of
traits is expected to enhance the discriminative power of the
model and to increase the reliability of predicted sRNAs.

Feature Selection
All analyses described hereinafter were carried out for each
RIL-seq data set separately (exponential phase, stationary phase,
exponential phase under iron limitation). We describe in the text
the results for the stationary phase data and in the Supplementary
Material the results for the two other data sets. When relating
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to the chimeric fragments, we refer to chimeric fragments
corresponding to S-chimeras identified in RIL-seq results.

Some of the traits characterizing a RNA can be quantitatively
described in several ways (hereinafter, features). For example,
let X be a RNA that was identified as interacting with k RNAs
Y1, ...,Yi, ...,Yk and is involved in n1, ..., ni, ..., nk chimeric
fragments corresponding to each RNA, respectively, making up
a total of N chimeric fragments. The trait ‘number of chimeric
fragments the RNA is involved in’ can be described as N, or as the
mean of ni, or as the median of ni. We examined 18 features in
total, several of which regard different representations of the same
trait (Supplementary Table 2). We assigned each RNA the values
of the features. For each feature we compared the distributions of
its values between the group of known sRNAs and “other RNAs”
by two-tailed Mann–Whitney U test with Bonferroni correction
for multiple hypotheses testing (Supplementary Material and
Supplementary Table 2). We then clustered all features that
differed statistically significantly between the group of known
sRNAs and group of “other RNAs” (Supplementary Material
and Supplementary Figure 1), and selected from each cluster of
features one representative feature (usually the one with simplest
intuitive interpretation) to be used in successive analyses. In
addition to features solely based on RIL-seq data, we also
included the length of the U-tract of the RNA, as we previously
observed that sRNAs have longer U-tracts at their terminators
compared to “other RNAs” (Melamed et al., 2016). The U-tract
length is also considered a first-layer feature, as it is a feature
of the RNA itself.

Six features were selected, four are first layer features and two
are second layer features (Figure 1). It is of note that these six
features were consistently selected in the analyses of all three
data sets. For each RNA these features are: (A) Total number
of chimeric fragments: The total number of chimeric fragments
that included the RNA. This value was normalized by the total
number of chimeric fragments in the data set. (B) Number of
unique interactions: Number of unique interactions the RNA was
involved in (k). This value was normalized by the total number of
unique interactions in the data set. (C) Second-In-Chimera (SIC)
score: A score representing the fraction of chimeric fragments in
which the RNA was the second RNA of the chimera, while taking
into account the number of unique interactions this RNA is
involved in. We defined this score as S− 1

k , where S is the fraction
of chimeric fragments in which the RNA was the second RNA
of the chimera and k is as defined above. Intuitively, for RNAs
with many interactions the score is approximately S, while the
score of RNAs with a small number of interactions is penalized
to prevent high SIC scores that are based on one or only a few
interactions. Note that due to this correction SIC may also get
negative values. (D) U-tract length: For each RNA we assigned
the length of the longest U-tract that could be identified in a
region spanning 50 nucleotides around the segments of this RNA
in the chimeric fragments of the RIL-seq data. (E)Median number
of interactions of interactors: Each interactor of a RNA is also
annotated by feature B. We take the median of these values across
all interactors of the RNA. (F) Median SIC score of interactors:
Each interactor has a SIC score, as defined above. We take the
median of these values across all interactors of the RNA. Note that

since the variances of features A, B, and E were extremely large,
their values were transformed to Log10 scale for further analysis.

The distributions of these feature values differed statistically
significantly (after Bonferroni correction for multiple hypotheses
testing) between the groups of known sRNAs and “other RNAs”
(Figure 2 and Supplementary Figures 2, 3). It is evident from
Figure 2 that compared to the “other RNAs”, the known sRNAs
were found to be involved in more chimeric fragments and in
more unique interactions; the fraction of the chimeric fragments
in which they appear as second RNA is higher; and they have
longer U-tracts. As for the interactors of sRNAs, the fraction
of interactions in which they are second RNA in the chimera
and the number of unique interactions they are involved in are
lower compared to interactors of “other RNAs”. The statistically
significant differences between the distributions of the features
in the two RNA groups (p values between 10-23 and 10-11)
suggested that they can be used for classifying sRNAs and for
the determination of novel, yet unknown sRNAs, which may be
hidden in RIL-seq data.

Each RNA in RIL-seq data was represented by a vector of the
above six features. Analysis of the vectors by principal component
analysis (PCA) further demonstrated the separation of known
sRNAs from “other RNAs” by the features and the contribution
of the various features to this separation (Figures 3A,B and
Supplementary Figures 4A,B, 5A,B). Furthermore, this analysis
showed additional RNAs in close proximity to the previously
known sRNAs, suggesting these might be novel sRNA candidates.
Intriguingly, several novel sRNAs derived from 3′ UTRs, which
were recently verified experimentally (Table 2A), are clustered
together with known sRNAs in the PCA plots.

Prediction of Novel sRNAs
To systematically and comprehensively identify novel sRNA
candidates, we applied logistic regression, using these six features
as characteristics of each RNA in the data. We applied 10,000
iterations of the logistic regression, where in each iteration we
randomly split the data into a training set and a test set. Each
training set included 2/3 of the known sRNAs and 2/3 of the
“other RNAs” and the test set included the rest of the data.
At each iteration we trained a logistic regression model on the
training set, resulting in a linear combination of the features,
which provides the probability of a RNA in the data to be a sRNA
(see the section “Materials and Methods”). The model was then
used to compute these probabilities for RNAs in the test set. At
the end of the process, each RNA had a list of N probabilities,
where N is the number of test sets that included this RNA. The
final sRNA probability of a specific RNA was the average of these
probabilities, considered hereinafter as the sRNA score of the
RNA. Determining different probability thresholds above which
a RNA is determined as a sRNA, we obtained a receiver operating
characteristic (ROC) curve and a precision–recall (PR) curve for
each iteration and for the average results (Figures 3C,D and
Supplementary Figures 4C,D, 5C,D), showing the consistency
and high predictive power provided by the logistic regression.

Due to the low frequency of sRNAs in the data and the
inclusion of sRNAs not yet discovered in the training set, we
expect the model to output uncalibrated prediction probabilities.
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FIGURE 1 | Features characterizing a RNA in RIL-seq data. RIL-seq final data set includes chimeric fragments corresponding to S-chimeras (first box), determining
RNA interacting pairs, which can be described as a RNA–RNA interaction network (second box). Each node in the network represents a RNA. Two nodes are
connected by an edge if they were determined as interacting. For every RNA, first layer features were computed based on the chimeric fragments it was involved in
(third box; U-tract length is not shown on the chimeric fragments). Finally, for each RNA, second layer features were computed based on the first layer features of its
interacting partners (forth box). If the RNA is a sRNA, its first layer features are expected to be characteristic of a sRNA, namely, many chimeric fragments, many
interactions, high fractions of chimeras in which it is second RNA (high SIC, Second-In-Chimera, score), long U-tract. The second layer features of the sRNA, which
involve the first-layer features of its interactors, are expected to be characteristic of targets, namely, low number of interactions and low SIC scores (fifth box).

We therefore did not determine a probability threshold above
which a RNA is predicted as a sRNA, but ranked the RNAs by
their sRNA scores, scanned the ranked RNAs from top down
and searched for RNAs ranked above or in the vicinity of known
sRNAs (Figure 3E and Supplementary Figures 4E, 5E). As
the logistic regression was performed for each RIL-seq data set
separately, the ranking of a specific RNA can change between
conditions. This stems from the fact that both the feature vectors
of RNAs and the annotated sRNAs that are included in a data set
are condition specific. This implies a RNA can be predicted as
a sRNA under one condition, but not necessarily under another
condition, consistent with the acknowledged condition-specific
expression of sRNAs (Wagner and Romby, 2015). In fact, we
find an association between the change in expression levels of
the sRNAs between conditions and the differences in their sRNA
score between the corresponding conditions (Supplementary
Figure 6). This implies a relationship between the expression
level of the sRNA and its sRNA score per condition. For example,
SroC, known to be expressed in stationary phase (Miyakoshi
et al., 2015a), got a sRNA score of 0.5 in stationary phase data,
but scores of 0.004 and 0.003 in the data sets of exponential
phase and exponential phase under iron limitation, respectively.
Encouragingly, many of the known sRNAs have obtained high
ranking scores in at least one data set (Supplementary Table 1).
Thus, the implementation of the selected features of the RNAs
in a machine learning approach, such as the logistic regression,

enables the distinction of sRNAs from “other RNAs”, and
therefore may enable the discovery of novel sRNAs. Notably, we
identified most of the recently discovered sRNAs (that were not
annotated as such in our data) among the top ranking RNAs
(Table 2A), as well as additional novel sRNAs, some of which
(Table 2B) we tested experimentally, as detailed below.

To verify that our results do not depend on the number
of iterations or the selected ratio of 2:1 between the sizes
of the training and test sets, we conducted the analyses for
different numbers of iterations and different ratios of training
to test set sizes. These analyses confirmed that the results are
independent of these parameters (Supplementary Material and
Supplementary Figures 7–9).

Contribution of Individual Features to the
Classification
The logistic regression assigns weights to the features, which are
used for the computation of the probability of a RNA in the
data to be a sRNA (see the section “Materials and Methods,”
Table 3, and Supplementary Table 4). As shown in Table 3
and Supplementary Table 4, the various features differ in their
contributions to the predicted probability. First, since the first-
layer features directly assess a RNA as a sRNA and the second-
layer features are expected to contribute to the prediction by
rejecting its interactors as sRNAs (Figure 1), it is affirmative
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FIGURE 2 | Distinction between sRNAs and “other RNAs” by the characteristic features. Each RNA was characterized by the following features: (A) Total number of
the chimeric fragments the RNA is involved in. This value was normalized by the total number of chimeric fragments in the data set and then transformed to Log10

scale. (B) Number of unique interactions the RNA is involved in. This value was normalized by the total number of interactions in the data set and then transformed
to Log10 scale. (C) SIC score (SIC, for Second-In-Chimera), namely the percentage of chimeric fragments in which the RNA was second in the chimera, penalized
by the number of unique interactions the RNA is involved in. (D) The U-tract length of the RNA. (E) The median number of interacting partners of the RNA interactors
(normalized as in B and expressed by Log10). (F) The median SIC score of the RNA interactors. The distributions of each feature values in the group of known
sRNAs (orange) and “other RNAs” (purple) are described by boxplots. The differences between the two distributions (A–F) were found to be statistically significant by
two-tailed Mann–Whitney U test (p values between 10-23 and 10-11 after Bonferroni correction for multiple hypotheses testing). The distributions in panels (A–F) are
based on the data of stationary phase RIL-seq experiment (Supplementary Table 1). Results for the exponential phase data sets are shown in Supplementary
Figures 2, 3.

that the weights reflecting the contributions of the second layer
features are in opposite signs to the contributions of the first
layer features (Table 3, Figure 4, Supplementary Table 4, and
Supplementary Figure 10). Secondly, as explained in the Section
“Materials and Methods,” we can assess the relative contributions
of the various features to the computed probability by examining
the products of the weight and standard deviation of the feature
values (Figure 4 and Supplementary Figure 10). It seems that
the major contributors to the final sRNA score involve both first-
and second-layer features. The features that are high contributors
in all data sets are ‘the total number of chimeric fragments’ and
the ‘median number of interactions the interactors are involved
in’, while the feature that consistently has the least contribution
is ‘number of unique interactions’. The contributions of the SIC

(Second-In-Chimera), median SIC of interactors and the U-tract
length seem to be more data set-dependent.

The second layer features were expected to prevent
misclassification of a RNA targeted by multiple sRNAs (“target
hub”) as a sRNA. To assess this, we examined the sRNA scores
of “target hubs”, defined as RNAs interacting with at least
four different sRNAs in at least one condition. Indeed, out
of 18 “target hubs”, 16 got low sRNA scores (Supplementary
Table 5). When “target hubs” present high values of first layer
features, such as a long U-tract, the second layer features may
not be sufficient to prevent their misclassification. Indeed, the
two “target hubs” lpp and ompF have a long U-tract of eight
nucleotides each, are involved in 9 and 15 unique interactions,
respectively, and have many chimeric fragments, together
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FIGURE 3 | Detection of novel sRNAs. (A) Principal component analysis (PCA) of RNAs characterized by the six features. The RNAs (dots) are plotted in two
dimensions, using their projections onto the first two principal components. Each RNA in the data is colored by its sRNA probability, as assigned by the logistic
regression analysis. Colored circles surrounding the dots represent: a well-established sRNA marked in Supplementary Table 1 by 1 (black), a recently discovered
sRNA listed in Table 2A (red) or a newly discovered sRNA listed in Table 2B (blue). (B) Contribution of the features to PC1 and PC2. The vectors represent the
coefficients of the features in each PC: Total number of chimeric fragments (green), number of unique interactions (blue), SIC score (red), U-tract length (orange),
median number of interactions of interactors (pink), median SIC score of interactors (purple). (C,D) Receiver operating characteristic (ROC) curve (C) and
precision–recall (PR) curve (D) showing the high predictive power of the logistic regression model. Shown in black are the curves obtained from the mean
probabilities of 10,000 iterations of the logistic regression, and the curves of individual iterations in the range of one standard deviation around the curve of mean
probabilities. The curves are compared to the expected curve of a random classifier (red dashed line). The area under curve (AUC) of the ROC curve is 0.98 ± 0.01.
(E) Known sRNAs and “other RNAs” (colored orange and purple, respectively) were ranked by their computed sRNA scores. Highly ranked RNAs, yet unknown as
sRNAs, are predicted as putative novel sRNAs. Presented results are for the data set of stationary phase RIL-seq experiment. Results for the exponential phase data
sets are shown in Supplementary Figures 4, 5.
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TABLE 3 | Weights of the logistic regression model for stationary phase dataa.

Total number of Number of SIC (Second-In-Chimera) U-tract Median number of Median SIC score Intercept

chimeric fragments unique interactions score length interactions of interactors of interactors

0.956 0.354 0.683 0.584 −1.345 −0.955 −5.837

aThe table shows the mean intercept and weights of the 10,000 logistic regression iterations.

enforcing their seemingly misclassification as a sRNAs, although
with relatively low sRNA scores (Supplementary Table 1).
Interestingly, a recent study identified a premature transcription
termination site downstream to the transcription start site of
ompF, suggesting that, in addition to being targeted by sRNAs
in its 5′ UTR, a yet unknown small RNA overlapping ompF
5′ UTR might be generated (Adams et al., 2021). In general,
sRNAs that function mainly as sponges of other sRNAs are
not expected to be predicted by our algorithm as they usually
have very few interactions (Supplementary Table 5). Yet, in a
few cases the combination of various features in the prediction
has allowed their identification by the computational scheme.
For example, we found in RIL-seq stationary phase data that
70% of the chimeric fragments including the sRNA GcvB
involve SroC, a recently discovered sRNA encoded in the 3′
UTR of gltI, a target of GcvB (Miyakoshi et al., 2015a). SroC

FIGURE 4 | Contribution of the various features to the logistic regression
predictions. Presented are the logistic regression weights after z-score
transformation of the feature values (see the section “Materials and Methods”).
The presented weights, which are the original weights (Table 3) multiplied by
the standard deviation of the feature value, are comparable. The weight value
represents its contribution to the probability the logistic regression model
provides, and the sign signifies the direction in which the weight affects this
probability (i.e., positive values increase the sRNA probability and negative
values reduce the sRNA probability). The results are based on the data set of
stationary phase RIL-seq experiment. Results for the exponential phase data
sets are shown in Supplementary Figure 10.

sponges GcvB under stationary phase, relieving the repression
of its targets. While SroC is involved mainly in the interaction
with GcvB, our computational scheme awards it a relatively
high sRNA probability in the stationary phase data, which
is obtained by the combined contributions of all features
(Supplementary Tables 1, 5).

Experimental Verification of sRNA
Candidates
Our computational scheme reported newly predicted sRNAs,
encoded within various genomic elements (Supplementary
Table 1 summary tab). Many are encoded in 3′ UTRs, but
there were also sRNA candidates encoded in 5′ UTRs and in
coding sequences. We tested experimentally eleven candidates
that got relatively high sRNA scores, but not necessarily those
that ranked the highest above known sRNAs. These were selected
to span the whole range of sRNA scores above known sRNAs
and included seven candidates encoded in the 3′ UTR of protein-
coding genes (allR, bhsA, fadA, glpX, malG, ybiJ and ykgH),
two in intergenic regions (rbsB-rbsK, xylA-xylB), one in 5′ UTR
(kilR), and one in a coding sequence (aceK). To validate the
expression of these sRNAs we probed them by northern blotting,
which provides information on both the expression pattern of
the RNA and on its approximate size. Total RNA was extracted
from wild type K-12 and 1hfq strains grown to different growth
phases and the expression of the sRNA candidates was tested.
As malG 3′ UTR and rbsB-rbsK IGR were in the meanwhile
reported by other groups as sRNAs [MalH (Iosub et al., 2020) and
RbsZ (Melamed et al., 2020), respectively], we included them in
Table 2A and report their northern blot results in Supplementary
Figure 11. Seven of the remaining nine putative sRNAs were
verified experimentally by northern blotting, where expression
was evident in wild type but not in the 1hfq strain (Figure 5 and
Table 2B). While this paper was under revision, the expression
of AceK-int was confirmed also in another publication (Adams
et al., 2021). The expression of sRNAs encoded at the 3′ UTRs
of glpX and ykgH could not be verified by the northern blot
experiments using two different probes for each of the candidates
(Supplementary Table 3). However, the accumulation of RNA-
seq reads at the 3′ UTR of ykgH and, with a less distinct pattern,
at the 3′ UTR of glpX hint that transcripts originating from these
loci do exist independently of the hosting gene (Supplementary
Figure 12). All the verified sRNA candidates obtained high sRNA
scores in the analysis of RIL-seq stationary phase data, and
indeed they all accumulated during the stationary growth phase
(Figure 5 and Table 2B). Using RNA-seq data of stationary phase
cells studied in our laboratory, we obtained estimates of the sizes
of most sRNA candidates, and these sizes were confirmed by the
northern blots (Figure 5).
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FIGURE 5 | Verification of the novel sRNAs by northern analysis. Total RNA was extracted from wt E. coli and 1hfq cultures throughout growth. Samples of the wt
culture were taken at an OD600 of 0.3, 1.0, and 2.0, 3 h and 6 h after the culture reached an OD600 of 2.0 (+3 h and +6 h, respectively) and after 24 h of growth
(24 h). Samples of the 1hfq were taken at an OD600 of 2.0, 3 h and 6 h after the culture reached an OD600 of 2.0 and after 24 h of growth. 30 µg total RNA were
subjected to northern analysis using specific probes. The membrane used for the probing of AceK-int was re-used for the probing of AllZ, after the AceK-int probe
radio-labeling has faded. 5S rRNA was probed as a loading control. For each sRNA, a coverage plot of RNA-seq library made of total RNA from a stationary phase
(6 h growth) culture is shown. The green arrows indicate the coding sequence (CDS) region and gene orientation, with the CDS size above the arrow in nucleotides
(nt). The approximated size of each sRNA is indicated above the read coverage plot (nt). Starlet indicates the band fitting in size to the RNA-seq data. Transcription
start sites, based on data of Thomason et al. (2015) and Ju et al. (2019), and RNase E cleavage sites, based on data of Clarke et al. (2014) are shown below the
read coverage plots along the transcript by bent black arrows and red triangles, respectively. Transcription start and cleavage sites in the vicinity of the suspected
sRNA are recorded also in Supplementary Table 6.

To get clues whether the novel sRNAs were transcribed
independently from an internal promoter or were processed
from the hosting mRNA by an endoribonuclease, we examined
global TSS data (Thomason et al., 2015; Ju et al., 2019) and
large-scale cleavage data of RNase E (Clarke et al., 2014). These
analyses indicated that AllZ and KilS can be transcribed from

independent promoters, while the other novel sRNAs seem to
be processed by an endoribonuclease from longer transcripts.
We identified cleavage sites at the 5′ end position of AceK-int
and two nucleotides upstream to the approximated 5′ end of
XylZ (Figure 5 and Supplementary Table 6). The generation of
ZbiJ and BhsB cannot be explained by the previously mapped
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TSSs or RNase E cleavage sites, as none were mapped near their
approximated 5′ ends.

DISCUSSION

Systematic detection of sRNAs in large-scale RNA-seq data is
highly valuable. As the fraction of genomic elements producing
sRNAs out of all genes expressed in a cell is very small
and estimated to be around 2% [∼100 sRNAs out of ∼4500
transcribed genes (Keseler et al., 2017)], the probability of
detecting a genomic region encoding a sRNA at random is
very small. In contrast, a prediction of “not a sRNA” for a
genomic element has a high chance to be correct. Therefore, if
our interest was in classification per se, it would be worthwhile
to declare each RNA as non-sRNA, promising high chance of
success. However, our challenge has been to find these needles
in the haystack of all genes, and indeed we demonstrated
that using informative features extracted from RIL-seq data
and from the RNA sequences, it is feasible to distinguish the
sRNAs from other genes. Using these features and the predictive
scheme they are incorporated in, we predict additional novel
sRNAs and demonstrate experimentally their expression as Hfq-
dependent sRNAs.

There is an inherent difficulty in analyzing data that include
ambiguous annotations for some genes, where some genomic
elements classified as “other RNAs” are actually sRNAs that have
not yet been detected. This causes the precision of the prediction
to be underestimated. Indeed, if we re-label the recently
discovered sRNAs and the seven additional experimentally
verified sRNAs in the data (Table 2) as sRNAs and re-compute the
precision rates we obtain better results (Figure 6). Interestingly,
training the logistic regression model on the re-labeled data
does not provide substantial improvement in the precision–recall
results (Figure 6). The ambiguity of the initial labeling has also
guided our strategy for determining new putative sRNAs. Thus,
we chose to scan the RNAs ranked by their sRNA scores from
top down, and classify RNAs ranked above known sRNAs as
putative sRNAs that were wrongly labeled as “other RNAs.” Using
this strategy, we predicted nine novel sRNAs that obtained sRNA
scores of 0.1–0.59, seven of which were verified experimentally.
As stated above, as the chance probability for a genomic element
to encode a sRNA is about 0.02, a sRNA score of 0.1 is also high
above random expectation.

It is interesting, yet not surprising, that a RNA can be
ranked differently in the different data sets, since it gets
different sRNA scores depending on the feature values and
weights in each data set. As most of the feature values are
derived from RIL-seq data, which may change for a particular
gene from experiment to experiment, it is conceivable that its
computed sRNA score may change (Supplementary Figure 6).
For example, a sRNA that is weakly expressed under one of
the conditions may be involved in fewer chimeric fragments
under this condition, and the weak contribution of the feature
“total number of chimeric fragments” may lead to a final low
probability by the predictor. In no way this means that the
RNA is a sRNA under one condition and not under another.

FIGURE 6 | Precision of the predictions with and without labeling of novel
sRNAs. Presented is a comparison of the mean precision–recall (PR) curve
over the logistic regression iterations for different sets of known sRNAs. We
consider three cases: (1) Precision curve as in Figure 3 (black line), when only
sRNAs marked by 1 in Supplementary Table 1 are considered as known
sRNAs in both training and test sets. (2) The training is done with known
sRNAs as in (1) but for the assessment we label all the sRNAs in Table 2 as
known sRNAs (orange line). (3) RNAs from Table 2 are labeled as sRNAs for
the training and for the assessment (blue line).

It simply means that the data of this RNA under a certain
condition was not sufficient to allow its identification as a sRNA.
Hence, we consider a genomic element as encoding a putative
sRNA if it was ranked high and among known sRNAs in at
least one data set.

The computed weights are also data set-dependent, and we
examined whether their relative contributions are consistent
or differ among the data sets. Comparing the original weights
(Supplementary Table 4) and the products of weight and
standard deviation (Figure 4 and Supplementary Figure 10), we
observed that, as expected, the directions of the contributions
of the various features are consistent in all data sets, as well
as the features that are main contributors. In all data sets
the total number of chimeric fragments had a substantial
positive effect, while the median number of the interactions of
interactors had a large negative effect. The large contribution
of this latter feature emphasizes that the recognition of the
interactors as targets rather than sRNAs is highly important for
the success of the predictions. Interestingly, the contribution
of the U-tract length changes between the various conditions.
This might be due to differences in the compositions of
chimeric fragments among the various data sets, which may
result in sRNAs with short U-tract in a particular data set,
affecting its weight. The slight differences in the weights
among the data sets suggest that it will be preferable to
develop a predictive scheme per data set by repeating the
learning process. Yet, the features we present can be easily
extracted from the RIL-seq data and the execution of the
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TABLE 4 | Common pathways involving the host genes of novel sRNAs and their targets.

Host gene Host gene
function

sRNA sRNA target
genea

Target gene function Suggested
common pathway

References Additional
RIL-seq targetsa

aceK Regulator of the
branch point
between the TCA
cycle and the
glyoxylate cycle

AceK-int gatY Tagatose-1,6-bisphosphate
aldolase 2 subunit;
galactitol metabolism

Carbohydrate
metabolic process

LaPorte and
Koshland (1982);
Richet and Raibaud
(1989); Nobelmann
and Lengeler (1996)

clpB.rrsG.IGR;
glpQ; fur; ryjB;
ryjB.sgcQ.IGR;
ycaK.3UTR; ydgA;
yfjJ; yqeG

gatR gat operon repressor;
galactitol metabolism

malT mal operon activator;
maltose catabolism and
transport

allR Transcriptional
repressor of genes
involved in
anaerobic utilization
of allantonin as a
nitrogen source

AllZ grcA Stress-induced alternate
pyruvate formate-lyase
subunit; important in
anaerobic maintenance of
redox balance

Anaerobic
metabolism

Cusa et al. (1999);
Rintoul et al. (2002);
Kramer et al. (2010)

ftsA.ftsZ.IGR; ftsZ;
bssR

bhsA Outer membrane
stress protein;
induced by H2O2

and increases cell
resistance to H2O2

induced stress

BhsB ompC Outer membrane protein;
was shown to facilitate and
regulate the diffusion of
H2O2 through the outer
membrane in Salmonella

Cell response to
oxidative stress

Pomposiello et al.
(2001); Zheng et al.
(2001); van der
Heijden et al.
(2016); Iwadate and
Kato (2017)

ytfK Stringent response
activator; induced by
paraquat, involved in H2O2

tolerance

fadA 3-ketoacyl-CoA
thiolase, involved in
fatty acid
degradation via
β-oxidation and
generation of
acetyl-CoA

FadZ dctA C4
dicarboxylate/orotate:H+

symporter; importer of
metabolites that can serve
as substrates in the TCA
cycle

TCA cycle Kay and Kornberg
(1969, 1971);
Darlison et al.
(1984); Buck et al.
(1986)

clpS; ompC; ompF;
yhsB

kgtP a-Ketoglutarate:H+

symporter

sucA Component of the
2-oxoglutarate
dehydrogenase
multienzyme complex

kilR Killing protein;
inhibits cell division
by binding FtsZ

KilS yncL Inner membrane protein of
unknown function

KilR targets FtsZ
and YncL, both
localize to the inner
membrane

Overath and
Raufuss (1967);
Kay and Kornberg
(1969, 1971); Lo
et al. (1972)

aOnly RIL-seq targets detected in at least one individual library in addition to the unified libraries were regarded in this analysis.

logistic regression is straightforward, making our approach
feasible for detecting novel sRNAs in E. coli grown under
other conditions and in other bacteria to which RIL-seq is
applied. It is of note that applying similar computational
approaches to data sets of sRNA-target pairs detected by
different methods may result in different informative features.
For example, in a comparable data set of chimeric fragments
including sRNAs and targets, recently determined by the
CLASH methodology applied to Hfq in E. coli (Iosub et al.,
2020), the sRNAs were not found to be preferentially the
second RNAs in their respective chimeras. Encouragingly, all
the novel sRNAs reported here were included in the CLASH

chimeras, and half of them were located mostly second
in their chimeras.

While most of the previously known sRNAs are properly
classified, we do encounter and expect misclassifications
emerging mainly from three major RNA classes. The first class
comprises “target hubs” that interact with multiple sRNAs
(Supplementary Table 5). While in most cases the second-layer
features prevent their misclassification as sRNAs, some RNAs
exhibiting very strong first layer features might be misclassified.
Note however that the exact classification of sRNAs and targets
is not always obvious and some of these allegedly misclassified
sRNAs may turn out to be true sRNAs (e.g., the above described
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ompF 5′ UTR). The second class comprises sRNAs with very
few targets. This group includes sRNAs that are not highly
expressed in the conditions studied here and, thus, are lowly
ranked at these conditions, but they are likely to be detected
under the relevant condition. In addition, this class includes
highly specialized sRNAs with specific targets, mostly considered
as sponges. While some sponges, with extremely high first-layer
properties, such as SroC, are classified as sRNAs, others are not
(Supplementary Table 5). As this special class of sRNAs is not
expected to be predicted by an algorithm like the one presented
here, which is trained on information drawn mostly from the
RNA interactome, loading the training set with single target
sRNAs is not recommended. The third class of misclassifications
can be traced back to ambiguous annotation of the RIL-seq data
itself, and in particular to reads overlapping different genomic
annotations (e.g., CDS and 3′ UTR of the same gene). Putative
sRNA for which the reads are split between two annotations,
are more likely to be missed. Furthermore, one annotation, e.g.,
CDS, can be misclassified as sRNA at the expense of the second
annotation, e.g., the respective 3′ UTR-derived sRNA (e.g., uhpT
and sucD). Re-examination of the proximity of the chimeric
fragment coordinates of the CDS-derived candidates to 5′ UTR
or 3′ UTR can resolve some of these misclassifications.

Finding that the targets of the newly revealed sRNAs
have functions that are associated with the function of the
hosting mRNA would support the functionality of the novel
sRNAs as regulatory molecules. It would also suggest that
the sRNA and hosting gene affect the same pathways at
different regulation levels, and, in case they share targets
they may generate regulatory circuits combining multiple
regulation levels. However, as RIL-seq data do not provide
information whether the sRNA enhances or represses the target
expression, it would not be possible at this stage to draw
mechanistic conclusions on such possible circuits. Yet, we found
for several of the novel sRNAs that the hosting genes and
their targets are involved in common pathways (Table 4).
For example, BhsB is derived from the 3′ end of the bhsA
mRNA, encoding a small outer membrane protein that is
involved in various stress responses. Oxidative stress induced
by hydrogen peroxide or paraquat activates bhsA transcription
(Pomposiello et al., 2001; Zheng et al., 2001). Also, BhsA
was shown to increase cell resistance to hydrogen peroxide
(Zhang et al., 2007). The RIL-seq data indicate that BhsB
interacts with two targets, ytfK and ompC, and both were
shown to be involved in the cellular response to oxidative
stress. ytfK, induced by paraquat (Pomposiello et al., 2001), was
shown to be involved in hydrogen peroxide tolerance (Iwadate
and Kato, 2017). OmpC, an outer membrane protein, was
shown in Salmonella to facilitate and regulate the diffusion
of hydrogen peroxide through the outer membrane (van der
Heijden et al., 2016). Thus, RIL-seq results suggest a shared
pathway for the hosting gene and the sRNA derived from its
transcript, further supporting the functionality of the 3′ UTR-
derived BhsB as a sRNA.

In summary, using our methodology followed by experimental
verification we reaffirmed that there is a rich repertoire of
sRNAs encoded within various genomic elements and generated

under different conditions. The use of our systematic approach
has allowed us to identify putative sRNAs that would not
have been considered otherwise, such as AllZ, KilS and BhsB.
Each of them is involved in only a few interactions and a
few hundred chimeric fragments, and they would not have
been suspected as sRNAs by examining their individual features
alone. Yet, the overall combination of their features has
allowed their detection. Especially, their interactors had very
few interactions with “other RNAs”, rejecting the interactors
as sRNAs and supporting AllZ, KilS and BhsB as sRNAs. We
believe that taking into account both the first- and second-
layer features empowers our predictions. Hence, taking into
account the information extracted directly from RIL-seq data
while accounting for the RNA–RNA interaction network inferred
from RIL-seq results is highly rewarding. Our approach may
be generalized to other RNA-seq-based methodologies, where
the results may imply a network structure or hierarchy of the
genes. Combining features based on the direct sequencing results
with features based on a higher-order structure of the data may
prove beneficial to the inference of novel biological insights
in other contexts.
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Communication with bacteria deeply impacts the life history traits of their hosts.
Through specific molecules and metabolites, bacteria can promote short- and long-
term phenotypic and behavioral changes in the nematode Caenorhabditis elegans.
The chronic exposure of C. elegans to pathogens promotes the adaptive behavior
in the host’s progeny called pathogen-induced diapause formation (PIDF). PIDF is a
pathogen avoidance strategy induced in the second generation of animals infected
and can be recalled transgenerationally. This behavior requires the RNA interference
machinery and specific nematode and bacteria small RNAs (sRNAs). In this work,
we assume that RNAs from both species co-exist and can interact with each other.
Under this principle, we explore the potential interspecies RNA interactions during
PIDF-triggering conditions, using transcriptomic data from the holobiont. We study two
transcriptomics datasets: first, the dual sRNA expression of Pseudomonas aeruginosa
PAO1 and C. elegans in a transgenerational paradigm for six generations and second,
the simultaneous expression of sRNAs and mRNA in intergenerational PIDF. We focus
on those bacterial sRNAs that are systematically overexpressed in the intestines of
animals compared with sRNAs expressed in host-naïve bacteria. We selected diverse
in silico methods that represent putative mechanisms of RNA-mediated interspecies
interaction. These interactions are as follows: heterologous perfect and incomplete
pairing between bacterial RNA and host mRNA; sRNAs of similar sequence expressed
in both species that could mimic each other; and known or predicted eukaryotic motifs
present in bacterial transcripts. We conclude that a broad spectrum of tools can be
applied for the identification of potential sRNA and mRNA targets of the interspecies
RNA interaction that can be subsequently tested experimentally.

Keywords: small RNAs, C. elegans, P. aeruginosa PAO1, interspecies communication, host behavioral defenses,
RNA–RNA interaction, dual-RNA-seq transcriptomics, pathogen-induced diapause

INTRODUCTION

Bacteria and animals are adapted to living together, and their interaction impacts the physiology
of both entities (Rosenberg and Zilber-Rosenberg, 2013; Moënne-Loccoz et al., 2015). Many
small molecules and metabolites are known to be mediators of this communication (Cleary
et al., 2017). The emerging relevance of RNA molecules in the bacteria–host interplay is based
on the discovery of specific bacterial RNAs that directly induce phenotypic changes in hosts.
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For instance, Escherichia coli non-coding RNAs (ncRNAs) OxyS
and DsrA affect chemotaxis and longevity in Caenorhabditis
elegans by downregulating che-2 (Liu et al., 2012). Salmonella
enterica microRNA-like RNA fragment Sal-1 targets host-
inducible nitric oxide synthase (Zhao et al., 2017); Pseudomonas
aeruginosa PA14 methionine-transfer RNAs (tRNA) fragment
from outer membrane vesicles (OMVs) induces IL-8 secretion in
human epithelial cells (Koeppen et al., 2016); ncRNA p11 induces
intergenerational learned avoidance in C. elegans by targeting
maco-1 (Kaletsky et al., 2020); and P. aeruginosa PAO1 RsmY
triggers transgenerational diapause (Legüe et al., 2021).

The aforementioned works support the idea that RNAs from
both species can be transferred between animal tissues and be co-
expressed spatially and temporally. This transcriptomic layer of
regulation of the bacteria–host holobiont (Celluzzi and Masotti,
2016; Westermann et al., 2016; Rosenberg and Zilber-Rosenberg,
2018) is called holo-transcriptome (Palominos et al., 2017; Legüe
and Calixto, 2019) and implies a tight communication directly
at the RNA expression level. Indirect evidence of RNA exchange
came from the fact that RNA is selectively secreted in bacterial
extracellular vesicles and exosomes, which could be transferred
between organisms (Ghosal et al., 2015; Sjöström et al., 2015;
Celluzzi and Masotti, 2016; Koeppen et al., 2016; Liu et al., 2016;
Westermann et al., 2016; Lefebvre and Lécuyer, 2017). Despite
the advances in understanding the small RNA (sRNA)-mediated
bacteria–host interaction, the broad spectrum of mechanisms
by which RNAs from both species could interact has not
been fully explored.

The search for inter-kingdom RNA interactions represents
a conundrum. On one hand, the regulation of intraspecies
RNA–RNA interaction is complex and diverse. On the other
hand, mechanisms in bacteria and eukaryotes differ, making
the process of finding commonalities between them a challenge.
Until now, the search for interspecies RNA communication
has relied on an oversimplification of the possibilities, using
RNA sequence similarity as the only parameter (Nguyen et al.,
2018). Here, we aim to systematize the possible mechanisms
of interspecies RNA interaction and evaluate in silico the
applicability of different bioinformatics tools for each proposed
mechanism. To accomplish this, we take advantage of a
behavioral paradigm in C. elegans called pathogen-induced
diapause formation (PIDF) (Palominos et al., 2017; Gabaldón
et al., 2020), which involves sRNAs from both bacteria and
hosts. PIDF is a strategy of defense by which animals enter
diapause to effectively avoid feeding on pathogens. For PIDF
to take place, RsmY from P. aeruginosa (Legüe et al., 2021)
and mir-243 from C. elegans (Gabaldón et al., 2020) are
required. In this paradigm, animals are in contact with pathogens
for two generations and are re-introduced to pathogens after
two generations in non-pathogenic bacteria. The datasets we
use include intergenerational and transgenerational sRNA and
polyA+ RNA-seq transcriptomics. This allows the comparison
of generations of animals from the same cohort feeding on
pathogens and non-pathogens. Additionally, this design permits
the discrimination between dynamic changes in sRNA expression
from the constitutive expression that are mostly due to intestinal
life. Among RNA species that emerged as players of interspecies

interaction are the tRNAs, which we show are implicated in the
process of PIDF.

In this work, we explore interspecies RNA–RNA interactions
based on the mechanisms described for bacteria and Eukarya
independently. For each putative RNA interaction mechanism,
we test and select the most appropriate existing bioinformatics
tool. Finally, from the predicted relevant players, we show that
ELPC-3, a tRNA elongation factor, plays a role in PIDF. These
analyses open new insights and interesting lines of research in
interspecies communication.

MATERIALS AND METHODS

Datasets Used
For downstream interaction prediction, we use the following
datasets: (1) C. elegans sRNA transcriptomics deposited in
the NCBI under BioProject no. PRJNA659467 (Gabaldón
et al., 2020); (2) P. aeruginosa PAO1 sRNA transcriptomics
deposited in the NCBI under BioProject no. PRJNA708299
(Legüe et al., 2021); (3) polyA+ transcriptomics to obtain
downregulated mRNAs and lncRNAs during bacteria–nematode
interaction, from Supplementary Table 2 (Gabaldón et al., 2020)
available at https://mbio.asm.org/content/mbio/11/5/e01950-
20/DC2/embed/inline-supplementary-material-2.xlsx; and (4)
normalized sRNA expression from P. aeruginosa PAO1 and
C. elegans (Legüe et al., 2021).

Small RNA libraries were based on size selection of fragments
shorter than 200 nt. Based on these criteria, we use the broad
term of sRNA for transcripts shorter than 200 nt, and we refer
to specific biotypes when relevant.

The data obtained from the C. elegans polyA+ RNA
transcription was pre-processed using Trimmomatic v. 0.36
(Bolger et al., 2014). Reads with a quality (Phred score) less
than 35 and a length less than 36 were removed. The reads
were aligned using TopHat (Trapnell et al., 2009) and quantified
with HTSeq (Anders et al., 2015). Differentially expressed genes
(DEGs) were determined using EdgeR (Robinson et al., 2010)
and DeSeq (Anders and Huber, 2010). DEG cutoff was set with
a p-adjusted value < 0.01.

The sRNA data from P. aeruginosa and C. elegans sRNAs
(Gabaldón et al., 2020; Legüe et al., 2021) was previously
processed as follows unless explained otherwise:

Small RNA Data Pre-processing and Quality Control
Quality visualization was made with FastQC1. Trimming was
performed with Cutadapt (Martin, 2011), using Diagenode-
recommended parameters for CATS Library Preparation
Kits available at https://www.diagenode.com/en/documents/
diagenode-trimming-tools-for-cats-rnaseq.

Mapping
For each sample, reads were mapped to the E. coli OP50 genome
assembly ASM435501v1 or P. aeruginosa PAO1, assembly
ASM676v1, available at NCBI2 as appropriate, using Bowtie2

1http://www.bioinformatics.babraham.ac.uk/projects/fastqc
2ftp://ftp.ncbi.nlm.nih.gov/genomes/all/
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version 2.2.6 (Langmead and Salzberg, 2012) with one allowed
mismatch and seed set to 17 base pairs. As a result, a bam file was
produced for each sample.

Detection of Previously Unannotated Transcripts
Units of expression were defined as transcriptional peaks (TP)
following the methodology described in Gabaldón et al. (2020).
Briefly, the TPs were generated by merging all the bam files
and selecting the coordinates of the expression peaks (more
than 10 per base). For the subsequent analysis, the transcripts
with moderate or high expression (10 or more reads per
nucleotide) were kept. Finally, a comparison of the TP obtained
with annotations reported in databases was made and classified
according to their genomic context.

Matching Genomic Sequences Between
Species
To identify nearly perfect complementary transcripts between
C. elegans and P. aeruginosa, we first needed to distinguish those
reads belonging to each species. To this end, we considered that
bona fide bacterial transcripts need to be expressed in naïve
P. aeruginosa. We aligned reads from the sRNA transcriptome
of naïve bacteria against the C. elegans genome with Bowtie2
(Langmead and Salzberg, 2012), allowing one mismatch and
setting the seed to 17 bp. Next, to evaluate the expression of
these transcripts in intestinal bacteria, we mapped reads from
the holobiont bacteria–nematode against C. elegans (WBcel235)
and P. aeruginosa PAO1 genome with the same parameters.
Finally, we counted the naïve bacterial reads that mapped
C. elegans features with HTSeq-count. Reads from the bacteria–
nematode holobiont that were indistinguishable were counted
against the features that previously matched with P. aeruginosa-
naïve reads.

Matching Transcriptional Expression in
the Holobiont
Transcriptional peaks from P. aeruginosa PAO1 in dataset from
Legüe et al. (2021) were compared with C. elegans TPs in dataset
from Gabaldón et al. (2020) by Reciprocal Best Hit (RBH)
analysis using BLAST+ (Altschul et al., 1990; Camacho et al.,
2009). The rationale is that if two genes in different genomes
are the best hit of each other in the other genome, they are
orthologs candidates (Moreno-Hagelsieb and Latimer, 2008).
We performed a reciprocal blast using nucleotides and with a
discontiguous megablast task, which is optimized for interspecies
comparison. Our dataset contained short sequences ranging from
18 to 200 nt. Therefore, to avoid spurious matches, we set the
e-value < 0.01 for considering a hit.

Bacterial RNAs Systematically
Overexpressed During Bacteria–Host
Interaction
Pseudomonas aeruginosa sRNAs overexpressed in the intestines
of the F1, F2, F5, and F6 nematode generations compared to
naïve bacteria were operationally defined as induced sRNAs. We
defined overexpression as a log2 fold change 1.5 and padj < 0.01.

P. aeruginosa sRNAs whose expression level did not change
during exposure to the animal intestine compared to the naïve
condition were called constitutive. We selected those with log2
fold change less than 0.5 and padj value > 0.85. As input
for selecting induced and constitutive sRNAs in P. aeruginosa,
we used the differential expression data reported in Legüe
et al. (2021). This sRNA annotation was based on TPs that
allowed the identification of RNA fragments based on their
genomic coordinates (Gabaldón et al., 2020; Legüe et al.,
2021).

Bacterial microRNA-Like sRNAs
Targeting Host mRNAs
We use the rationale that bacterial transcripts with a size similar
to microRNAs (miRNAs) could act over host mRNAs using
miRNA-induced post-transcriptional inhibition. We defined
putative bacterial miRNA-like genes as those transcripts or
fragments with size between 17 and 28 nt, filtered from
Legüe et al. (2021). We selected as potential targets of
miRNA-like RNAs the host-downregulated mRNAs reported in
Gabaldón et al. (2020). The putative interspecies interactions
between miRNA-sized-induced sRNAs from bacteria and host-
downregulated mRNAs were assessed with IntaRNA 2.0 (Mann
et al., 2017). We set the temperature parameter to 20◦C and seed
length as default.

Eukaryotic Regulatory Motifs Contained
in Bacterial Transcripts
The functional eukaryotic motifs we focused on are
listed in Supplementary File 2. For the identification
of these motifs in the sequences of bacterial sRNA
transcripts, the online tool RegRNA 2.0 (Chang et al.,
2013) was used. This tool identifies regulatory RNA
motifs and elements in mRNA sequences by integrating
information on regulatory elements from data sources and
analytical approaches (Chang et al., 2013). The induced
and constitutive sRNAs mentioned above were used as
input sequences. The Fisher’s exact test was applied to
discriminate the statistical significance of motifs in induced
and constitutive sRNAs.

Enrichment Analysis
Enrichment analysis for tissue, phenotype, and gene
ontology for C. elegans genes that are putative targets of
the induced sRNAs from bacteria was performed using
the enrichment tool from www.wormbase.org database
(Angeles-Albores et al., 2016, 2018).

Cross-Kingdom RNA Network
Construction
For constructing this network, we assumed that sRNAs
coming from bacteria and nematodes are co-localized and co-
expressed. The network was constructed using as nodes those
P. aeruginosa RNAs that emerged as induced, constitutive,
microRNA-sized, and common TPs, from the predictions of
this work. Additionally, C. elegans transcripts that qualified
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as targets in any of the aforementioned predictions were
also used as nodes. Attributes considered for nodes were
differential expression, their organism, and their biotype, and
for bacteria, whether the sRNAs were induced or constitutive
and microRNA-sized. Edge types considered the inhibitory or
activating potential of interaction and their putative interaction
mechanism. Edges were based on all the cross-kingdom
interactions predicted in this paper. Statistical analysis and graph
visualization were performed in Gephi 0.9.2. To understand
the general structure of the network, statistical analysis was
executed with the built-in tools in Gephi 0.9.2, to calculate the
following metrics: average degree, graph density, modularity,
Eigenvector centrality, average path length, and average cluster
coefficient. For graph visualization, a Force Atlas layout
was set. Adjusted repulsion strength was adjusted to 500,
maintaining the other parameters as default. Node sizes were
ranked by betweenness centrality, and color partitions were
made by biotype.

Data Availability
Raw data were deposited in the NCBI under BioProject no.
PRJNA659467. All the scripts used in these analyses are available
at Bitbucket: https://bitbucket.org/srnainterspeciesinteraction/
workspace/projects/ISIS_RNA.

C. elegans and Bacterial Growth
Wild-type and mutant C. elegans strains were grown at 20◦C
as previously described (Brenner, 1974). All nematode strains
were grown on E. coli OP50 before pathogen exposure.
P. aeruginosa PAO1 (ATCC 15692) was used for infection
protocols. Bacteria were grown overnight on Luria-Bertani
(LB) plates at 37◦C from glycerol stocks. The next morning,
a large amount of the bacterial lawn is inoculated in LB
broth and grown for 6 h at 250 rpm and at 37◦C. Three
milliliters of the resulting bacterial culture is seeded onto 90-
mm NGM plates and allowed to dry for 36 h before worms
are placed on them.

C. elegans Strains
We used the following strains of the Caenorhabditis Genetics
Center (CGC): wild type (N2), VC1937 (elpc-2), and VC463
(rsp-2).

C. elegans Growth in Pathogenic
Bacteria
Five L4 (P0) wild-type worms or mutants previously maintained
in E. coli OP50 were picked and transferred to a 90-
mm-diameter plate seeded with 3 ml of P. aeruginosa
PAO1 or E. coli OP50 control bacteria. In all cases, the
bacterial lawn covered the plate. After 8 days, the total
number of worms and dauer larvae were quantified. The
number of bacteria seeded allowed animals to be well fed
for the length of the experiment. If worms starved, the
experiment was discarded. Each assay was performed in three
independent experiments (technical replicates) generating a

biological replica. A total of three biological replicates were
considered for each analysis.

Quantification of Population and Dauer
Larvae
Dauer Formation on Pathogens
Entire worm populations on each plate were collected in 1 ml of
M9. This initial stock was diluted 1:10 in M9. To count the total
population of worms under a Nikon SMZ745 stereomicroscope,
10 µl of this 1:10 dilution was used. To quantify the number
of dauers in each population, the initial stock was diluted 1:10
in a 1% SDS solution and maintained in constant agitation
for 20 min (Cassada and Russell, 1975). To count the number
of total animals and dauers, 10 µl of this last dilution was
placed in a glass slide under the stereomicroscope. Each
condition was scored three times (triplicates of each technical
replica), and dauers were plotted as a percentage of the total
populations of animals.

RESULTS

Matching sRNA Expressed Sequences
From Bacteria With the Genome of
C. elegans
The sustained interaction between P. aeruginosa PAO1 and
C. elegans triggers PIDF, a protective response to infection in
host progenies (Palominos et al., 2017; Figure 1A). PIDF requires
the RNA interference machinery of the host and is maintained
transgenerationally. We hypothesize that cross-kingdom RNA
interactions in the holobiont underlie this behavior. From
many possible mechanisms of RNA–RNA interaction, we first
examined the common sequences that could act as a cis-encoded
regulatory element in bacteria (Waters and Storz, 2009; Storz
et al., 2011) or as small interfering RNAs in the nematode
host. In this scenario, interspecies sequences would interact with
nearly perfect complementarity. To prove this, we compared
public genomic data and transcriptomic data generated in a
previous work (Legüe et al., 2021) from bacteria grown on
standard LB broth (naïve bacteria) and for six generations
in the transgenerational paradigm shown in Figure 1A. We
searched for sRNAs from naïve P. aeruginosa PAO1 that
matched regions of the C. elegans genome (Figure 1B). We
aligned the P. aeruginosa PAO1 reads against the C. elegans
genome WBcel235 with Bowtie2 (Langmead and Salzberg, 2012).
Accordingly, from the cross-mapped reads between the two
species, we selected those with annotations in the nematode
(Figure 1C). We found that naïve P. aeruginosa reads map to
88 C. elegans annotations (Supplementary Table 1). Half of
these features matched genes that can be expressed either as
coding or non-coding isoforms (Supplementary Figure 1A).
Matching non-coding sRNAs include ncRNA, Piwi-interacting
RNAs (piRNA), tRNA, and one pre-miRNA. The C. elegans gene
with the most abundant matching reads from naïve P. aeruginosa
is the ribosomal RNA rrn-3.1 (Supplementary Figure 1B).
Because the sequence identity potentially allows the interaction
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FIGURE 1 | (A) Schematic representation of the inter- and transgenerational
paradigm of pathogen-induced diapause formation (PIDF). Animals chronically
feeding on pathogenic bacteria such as P. aeruginosa PAO1 form dauers in
the second generation of exposure to the bacteria. Re-exposure to pathogens
after two generations on non-pathogenic bacteria triggers the immediate
formation of the dauer larvae. (B) Representation of the putative mechanism
of interaction based on matching sRNA sequences from bacteria with
genomic sequences of C. elegans. (C) Methodological flow to address the
mechanism proposed in panel (B).

between the two transcripts, we speculate that if this mechanism
occurs, it should reflect in expression changes upon intestinal
interaction between the two species. Therefore, we evaluated
the expression of matching P. aeruginosa–C. elegans sequences
(genome level) in the condition of bacteria colonizing the
nematode intestine (transcription level) taking data from dual
RNA-sequencing experiments mentioned before. We focused on
matching transcripts highly expressed in naïve bacteria (more
than 10 TMM, Table 1) and explored their expression change
in the first and second intestinal generations: While rrn-3.1

TABLE 1 | Non-coding C. elegans genes matching bacterial reads with high
expression in host-naïve and intestinal conditions.

C. elegans annotation Biotype Bacterial Read Count (TPMs)

Host-Naïve F1 F2

rrn-3.1 rRNA 74997.5 164489.2 119781.3

21ur-6043 piRNA 144471.0 1958.7 3130.2

mir-235 pre_miRNA 46295.1 327.6 175.9

K07C10.5 ncRNA 292653.5 164.3 659.5

M163.t1 tRNA 13745.4 160.8 88.8

C06E4.17 ncRNA 50543.3 135.2 988.4

C02F4.11 2221.5 129.7 83.8

21ur-3672 piRNA 19341.1 95.8 0.0

Y43F8A.8 ncRNA 7011.9 84.1 158.2

C43H6.11 7908.7 59.0 98.6

W05B2.13 2937.3 40.0 152.8

K05G3.t1 tRNA 5368.3 34.5 0.0

W03G11.8 ncRNA 4838.9 34.1 17.3

matching sequences in P. aeruginosa increased dramatically in
read number in the intestinal conditions, all other genes that
were highly expressed in naïve bacteria dropped their expression.
Based on that, we conclude that genomic matches are not
insightful enough to assert physiological relevance.

Matching Transcriptional Expression in
the Holobiont
The cross-mapping approach (Figures 1B,C) has two main
conceptual gaps: (1) the lack of information on how reads are
distributed along feature coordinates; and (2) the uncertainty
of whether reads are simultaneously co-expressed in both
organisms to make possible their interaction. To address these
shortcomings, we used synchronous dual RNA-sequencing data
generated by us of bacteria and nematodes under PIDF-inducing
conditions, both intergenerational (Gabaldón et al., 2020) and
transgenerational (Legüe et al., 2021). In these datasets, the
annotation of transcripts was based on TPs, which consider
pervasive transcription (Lybecker et al., 2014) and add genomic
context information (Gabaldón et al., 2020). We classify the
TPs as matching annotations, nested, or overlapped in genomic
features or novel fragments situated in intergenic regions.
The relevance of this approach is that it uncovers functional
sRNA fragments previously unannotated or intragenic sense-
encoded transcripts (Huang et al., 2010). We hypothesize that
co-expressed sequences in both species could mimic each
other or form heterologous RNA–RNA duplexes (Figure 2A),
changing the RNA homeostasis by affecting regulatory loops
or RNA sponge occupation (Azam and Vanderpool, 2015). To
define interspecies common sequences, we looked for perfectly
matching sequences between expressed sequences, by RBH
analysis with the BLAST+ tool (Camacho et al., 2009). Figure 2B
shows the workflow, where we used the TPs expressed in
P. aeruginosa (454) and C. elegans (7,964) during any generation
of their interaction (Legüe et al., 2021). Four transcripts mutually
hit each other on the same strand and one in the opposite
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FIGURE 2 | (A) Representation of the putative mechanism of interaction
based on transcripts expressed in holobiont and that have the potential of
sequence matching. This approach considers actual transcriptomic data of
both species in a synchronous paradigm. (B) Methodological flow to address
the mechanism proposed in panel (A).

strand (Table 2). These hits are nested in proteins with similarly
described functions, as seen in Table 2, suggesting that they could
be functional orthologs.

A Core of Bacterial RNAs Is
Systematically Overexpressed During
Bacteria–Host Interaction
The colonization of the C. elegans intestine by P. aeruginosa for
two continued generations is a requisite for PIDF to take place
and highlights the bidirectional molecular interaction between
microbe and host (Palominos et al., 2017). This interaction
also leaves a memory that allows the defensive strategy to be
established immediately upon reencounter (F5 in paradigm of
Figure 1A). We reasoned that pathogen sRNAs with a role in
triggering PIDF and the subsequent transgenerational memory
are overexpressed in the intestines of generations F1, F2, F5,
and F6 compared to host-naïve bacteria (Figure 3A), herein
induced RNAs (log2FC > 0.5 and padj < 0.01). Forty-four genes
were upregulated in intestinal bacteria in the four generations
compared to the naïve condition (Supplementary Table 2).
According to our rationale, these bacterial genes would generate
molecular interactions with host genes that are conducive to
behavioral changes. On the other hand, we hypothesized that
genes constitutively expressed in both intestinal and naïve
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FIGURE 3 | (A) Diagram of the concept of bacterial-induced small RNAs (sRNAs). Induced sRNAs are those bacterial transcripts showing upregulation in all
intestinal conditions (F1, F2, F5, and F6) compared to their expression in naïve bacteria. (B,C) RNA biotypes and genomic contexts of the induced bacterial sRNA
(B) and constitutively expressed sRNAs (C) from P. aeruginosa. The genomic context category of matching genomic feature refers to transcripts that fit the size and
genomic coordinate of an existing feature, and the category partially novel refers to transcripts that are either nested or overlapping a previously annotated genomic
feature. The category novel refers to a transcript matching an intergenic region of the genome.

conditions (log2FC < 0.5 and padj > 0.85) are unresponsive to the
interaction with the nematode, herein constitutive sRNAs. Thirty-
three genes were constitutively expressed in naïve and intestinal
conditions (Supplementary Table 3). Interestingly, induced
RNAs were predominantly nested in non-coding transcripts such
as tRNAs and rRNAs (Figure 3B), while constitutive sRNAs
were mostly nested in coding transcripts (Figure 3C). At the
moment, we do not know the implication of this finding, but
it may highlight the importance of transcription in non-coding
regions in the adaptation to new environments. Throughout the
following text, the induced RNAs and their comparison with
constitutively expressed RNAs serve as a source for predictive
interaction analysis.

Exploring the miRNA-Like Mechanisms
of Bacterial sRNAs Targeting Host mRNA
Bacterial sRNAs can regulate host mRNAs using the RNAi
machinery in a similar way to an endogenous microRNA
(Cardin and Borchert, 2017; Zhao et al., 2017; Figure 4A).
This mechanism is analogous to post-transcriptional inhibition
by bacterial trans-encoded base-pairing RNAs, which act via
limited base pairing (Waters and Storz, 2009; Storz et al., 2011).
We aimed to find feasible miRNA-like interactions between the
induced sRNAs from P. aeruginosa and C. elegans mRNAs. To
that end, we first selected from all TPs from bacteria expressed
upon interaction with the nematode (Legüe et al., 2021) those
with a length between 17 and 28 nucleotides, hereby microRNA-
sized (Figure 4B). From the 456 bacterial genes expressed in
either F1, F2, F5, or F6 nematode generations (Supplementary
Table 4), we found 44 microRNA-sized transcripts (Figure 4C).
Among those, five were induced sRNAs, all of which were either
nested or antisense to tRNAs (Figures 4D,E). Conversely, two
of the constitutively expressed transcripts was microRNA-sized,
one of them nested in a protein-coding gene and one novel
(Supplementary Table 5).

Based on the expectation that the regulation of a target
by a miRNA is repressive, we used as putative targets 313

downregulated polyA+ C. elegans-coding genes upon PIDF
(Gabaldón et al., 2020) and their isoforms. We predicted miRNA-
like interactions using the IntaRNA 2.0 tool (Mann et al., 2017),
using a cutoff of −8 (Trotta, 2014) for the minimum free
energy (MFE) of interaction. Two hundred thirty-six genes and
1,096 isoforms surpass this cutoff (Supplementary File 1). The
complete interaction data and selected datasets are shown in
Supplementary File 1. We speculate that the more times a
polyA+ is predicted to be a target of a bacterial RNA, the
probability of being a bona fide target increases. One hundred
fifty-five mRNAs were targeted by the five microRNA-sized-
induced sRNAs (Figure 4F and Supplementary Table 6). The
155 targets had three putative sites for the binding of each
microRNA-sized sequence. The candidate target genes (155) were
subject to tissue, phenotype, and gene ontology enrichment
analysis (Angeles-Albores et al., 2016, 2018). These genes
show intestinal expression in C. elegans with a phenotypical
enrichment in intestinal uptake (Figure 4G). We analyzed
the interactions for all microRNA-sized sRNAs expressed in
any of the intestinal generations (Supplementary Tables 4, 7).
Supplementary Figure 2 shows that the five microRNA-sized
sRNAs and the expressed sRNAs in any intestinal generation
share most predicted targets. This suggests that the expression
and not necessarily the overexpression of a bacterial sRNA can
impact the global pool of mRNAs in the host.

Eukaryotic Regulatory Motifs Contained
in Bacterial-Induced sRNAs
Numerous functional RNA motifs in eukaryotes control gene
expression. These motifs are defined by specific sequences or
secondary structures that bind or are targeted by transcriptional
or translational regulators, such as transcription factors (Morris,
2011), splicing enhancers or inhibitors, RNA editing sites, and
other functional sequences (Mattick and Makunin, 2006). To the
extent of our knowledge, the presence of the aforementioned
motifs in bacterial RNAs has not been explored in an interaction
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paradigm such as PIDF. Therefore, we aimed to identify bacterial-
induced sRNAs motifs that could potentially bind eukaryotic
gene expression regulators. We tested a wide variety of motif
types potentially present in induced RNAs by using RegRNA 2.0
(Figure 5; Chang et al., 2013). As a control, we performed the
same analysis with the constitutive sRNAs whose expression is
not modified during interaction.

We found that induced and constitutive RNAs did not
differ in the total number of eukaryotic-regulatory motifs
(Supplementary File 2), both displaying a high number of them.
The common motifs shared by induced and constitutive sRNAs
(total number of 146 and 77, respectively) were varied. By far,
the most frequent motifs were splicing regulators (114/146 and
68/77). In both induced and constitutive sRNAs, the exon splicing
enhancers (ESE) predominate with 52 and 62%, respectively,
followed by intron splicing enhancer (ISE) (16.9 and 19.4%,
respectively) motifs. Interestingly, the most frequent ESE motifs
were members of the serine-rich protein family, such as srp40
(27/114–23.7% of splicing regulatory motifs). srp40 and srp55 are
homologous to C. elegans SR protein RSP-2, which is involved
in larval development. This suggests that commonly expressed
bacterial sRNAs should carry different splicing regulatory motifs.
However, in our paradigm, their presence is not increased
with the interaction with hosts. However, the type of motifs
was different between groups, being the functional regulatory
sequences and RNA editing sites significantly overrepresented in
the induced sRNAs (Fisher’s exact test, p = 0.038 and p = 0.04,
respectively). The functional regulatory sequences corresponded
mainly to tRNA motifs (6/7) and p16, also termed RgsA, involved
in quorum sensing and regulated by GacS/GacA system (Brencic
et al., 2009). This could suggest a role of tRNAs and their
modifications in interspecies interaction.

Integrative Analysis of the
Cross-Kingdom RNA Interactome
Network
To gain insight on co-occurrence and co-regulation between
the bacterial sRNAs and host targets, we integrated all the
mechanisms of interspecies interaction proposed in this work
and constructed a global RNA interaction network of bacteria
and host putative interactors (Supplementary File 3). In order
to classify the main interrelations, we use as input those
P. aeruginosa RNAs that emerged as induced, constitutive,
microRNA-sized, and common TPs, from the predictions of this
work. Additionally, C. elegans transcripts that qualified as targets
in any of the aforementioned predictions were used as nodes.
Attributes considered for nodes were as follows: differential
expression, organism type, biotype, and in bacteria, whether
the sRNAs are induced or constitutive and microRNA-sized or
not. The network consisted of 456 nodes and 1,569 edges, with
an average weighted degree of 5.7 and 6.8, respectively, and a
power law degree distribution. Network metrics are reported
in Supplementary File 3. Nodes that correspond to C. elegans
were 78.4, and 21.6% to P. aeruginosa. The most represented
biotype in the network was host mRNA regulatory motifs and
bacterial microRNA-sized sRNAs, followed by tRNAs and tRNA

FIGURE 4 | (A) Representation of the putative mechanism of interaction
based on miRNA-like mechanisms of bacterial sRNAs targeting host mRNA.
(B) Methodological flow to address the mechanism proposed in panel (A).
(C) Size and number of expressed transcriptional peaks (TPs) in P. aeruginosa
PAO1. (D) Size and number of induced RNA TPs in P. aeruginosa PAO1.
(E) Biotype and genomic context of microRNA-sized-induced TPs in
P. aeruginosa PAO1. (F) Venn diagram of mRNAs targeted by the five
miRNA-like-induced sRNAs. (G) Tissue (pink), phenotype (blue), and gene
ontology (gray) enrichment of mRNAs targeted by the five miRNA-like-induced
sRNAs.

fragments of both species. We discriminate influential nodes
based on the betweenness centrality and closeness centrality
metrics (Figure 6). The biotypes with the higher betweenness
centrality were tRNAs and tRNA-related motifs, from both
species. Nodes with the higher betweenness centrality in bacteria
were enriched in quorum sensing-related processes, such as RhlE,
RgsA, and CrcZ. We also found an alternative splicing motif
of fibronectin (EDA exon) as relevant. The modularity analysis
renders four main modules. The cluster with the highest number
of nodes corresponded to microRNAs’ predicted mechanism. The
integration of RNA interactions in this network allowed us to
uncover potentially relevant players of PIDF and pathogenesis in
our paradigm, some of which can be further tested by mutant and
phenotypic analysis.

In vivo Phenotypic Analysis
Through the integration of diverse in silico analysis, we
found that the overrepresentation of tRNA motifs and RNA
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FIGURE 5 | Sankey diagram depicting the number of motifs of induced sRNAs (red) and constitutive sRNAs (blue) in the first column, motif type in the second, and
specific targets in the third column. Intron and exon splicing regulatory motifs are similarly represented among induced and constitutive sRNAs. Functional RNA
sequences (comprising tRNAs and sRNA P16) are exclusive from induced sRNAs.

FIGURE 6 | RNA interactome network of cross-kingdom predictions between bacterial non-coding sRNAs and host sRNAs and long non-coding RNAs and coding
RNA candidate targets. Node colors represent biotypes and are differentiated by organisms. Nodes are scaled by size according to their betweenness centrality. The
edges represent predicted interactions of this work and are colored according to the putative mechanism.

editing sites suggested that base modification in tRNAs
could be implicated in interspecies interaction. Previous
works have shown that tRNA base modifications determine
C. elegans behavior (Fernandes De Abreu et al., 2020). We tested
the possibility that modified tRNAs are good candidates for
testing interspecies elicitation of PIDF. We asked whether worms
that lack the ability to modify tRNAs show abnormal PIDF.
We chose mutant nematodes defective of elpc-2 and elpc-3,
an elongation factor required for tRNA base modification, to
study their potential role in PIDF. We first quantified the
growth of elpc-3 and rsp-2 animals in P. aeruginosa PAO1

and compared it with wild-type animals. Figure 7A shows that
growth of mutants is similar to the wild-type strain, indicating
that the lack of elpc-3 and rsp-2 does not impair growth nor
the wild-type innate response required for development under
mild pathogens. We then quantified dauer formation after two
generations feeding on P. aeruginosa PAO1. Interestingly, both
mutants were able to form large numbers of dauers in pathogenic
foods (Figure 7B), showing that neither is defective in PIDF.
Furthermore, elpc-3 animals formed significantly more dauers
under pathogens, suggesting that tRNAs are halting the dauer
defensive mechanism.
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FIGURE 7 | Growth (A) and diapause formation (B) of wild-type, elpc-2, and
rsp-2 C. elegans mutants on P. aeruginosa PAO1 for two generations.
*P < 0.05.

DISCUSSION

We investigated putative mechanisms by which RNAs from
P. aeruginosa could target host RNAs and proteins to promote
a heritable response and memory of the infection. We use the
PIDF transgenerational paradigm of defense against pathogens
where animals enter diapause when exposed to harmful bacteria.
The analysis is based on RNA transcripts since sRNAs from
C. elegans and bacteria have been described as necessary for PIDF
(Gabaldón et al., 2020; Legüe et al., 2021). We approached this
question by applying in silico tools that operationalize possible
mechanistic frameworks of interaction between RNAs from two
species. These analyses generate potential candidate triggers and
targets of the interspecies communication to be tested in vivo
for their role in specific life history traits. For example, here we
show that effectors of tRNA modifications are relevant for wild-
type PIDF.

From Context-Specific RNA Expression
to in silico Tools to Address RNA-Based
Interspecies Communication
We selected the PIDF behavioral paradigm that results from
the RNA interplay between P. aeruginosa and C. elegans
for two generations. PIDF is triggered rapidly after animals
are re-exposed to pathogens after having been withdrawn
for two generations. We previously produced transcriptomic
profiles of animals and their intestinal bacteria for two
and six generations, respectively (Gabaldón et al., 2020;
Legüe et al., 2021). We focus on bacterial sRNAs always
upregulated in the intestines of the nematodes (induced sRNAs)
compared to naïve conditions and contrast them with sRNAs
constitutively expressed across generations. We complemented
the conventional sRNA annotation with the information of the
peaks of expression (TPs, Gabaldón et al., 2020), enabling the
scrutiny of novel sRNAs and RNA fragments with potential
biological relevance. The dual RNA-sequencing analysis allows
us to study the simultaneous gene expression changes during the
pathogen–host interaction.

The interaction analysis we perform is built on the
following assumptions: First, RNA from both species is highly

mobile, capable of being transferred between organisms by
RNA transporters or membrane vesicles. These RNA species
constitute the holo-transcriptome where RNAs expressed by
either species are susceptible to interacting with each other.
The RNA expression is context-dependent and tissue-specific.
While we have taken context-specific transcriptomics data in
highly synchronized populations, the extraction was done from
whole animals. A form to solve this shortcoming would be
to use data from single-cell-type transcriptomics in future
investigations. Alternatively, individual interactions predicted
by our analysis could be tested in specific tissues and under
specific conditions. Second, we assume that RNAs induced
under encounter with the C. elegans intestine are those
most relevant for the interaction with the host because it
acknowledges the connection of functionally relevant transcripts
with PIDF. Third, we consider the pervasiveness of transcription
(Leitão et al., 2020) and use a method that estimates as
equally likely the expression of transcripts that have been
previously annotated and those unannotated or expressed from
intergenic regions.

The first mechanism evaluated was the interspecies post-
transcriptional inhibition triggered by perfectly or incompletely
paired sequences such as siRNA, miRNA-like, and acting sRNAs
(asRNA). We also implemented approaches previously reported
such as genomic alignment (Celluzzi and Masotti, 2016; Kaletsky
et al., 2020). For siRNA exploration, we conducted the mapping
of reads with Bowtie2, which is a validated and standard tool for
global alignment. We chose this tool based on its use (Celluzzi
and Masotti, 2016) even though the global alignment is not the
best choice for dissimilar sequences such as those from different
species. Therefore, we looked for paired transcripts with local
alignment using BLAST (Camacho et al., 2009) and restricted
it to expressed fragments, which allowed us to find less but
more precise matches. It is relevant to highlight that the BLAST
alignment does not constitute evidence for homology by itself
but of sequence similarity. For selecting biologically relevant
sequences, it is imperative to filter these results by e-value.
We selected those with an e-value lower than 0.01, keeping
in mind that small fragments have more chance of aligning
randomly. This threshold is more restrictive than the one used by
other authors (Kaletsky et al., 2020). Furthermore, even though
interspecies matching sequences meet the statistical criteria of
significance, they have a bit-score lower than 50, so we do not
call them homologous despite their similarity. We additionally
use the reciprocal best-hit analysis (Ward and Moreno-Hagelsieb,
2014), which consists in keeping the alignments in which both
sequences are the best match of each other. This method was
first used for finding coding sequences or protein orthologs
but proved helpful in our analyses to keep the best matches
between species.

The other post-transcriptional mechanism explored was
the interactions between bacterial sRNA microRNA-sized with
C. elegans mRNAs. In bacteria, trans-acting sRNAs (trans-
asRNAs) share many characteristics with eukaryotic miRNAs
(Layton et al., 2020) such as a limited base-pairing mechanism
requiring only partial complementarity to their target sequence
and a seed region of 7–12 nucleotides (Wachter et al., 2019).
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Eukaryotic miRNA function requires the RISC, which is absent
in bacteria. However bacterial Hfq protein analogously presents
and stabilizes sRNAs (De Lay et al., 2013; Diallo and Provost,
2020). Trans-asRNAs are typically 100–1,000 nucleotides, in
contrast to microRNAs that are 21–25 nucleotides (Layton et al.,
2020), but we know that shorter RNAs in bacteria have been
largely overlooked despite the indications that they could be
relevant players in interspecies communication (Zhao et al., 2017;
Felden and Gilot, 2018; González Plaza, 2020; Layton et al.,
2020). Interestingly, we found microRNA-sized fragments in the
group of sRNAs responsive to interaction or induced RNAs,
but not in the constitutive sRNA group. We found that these
microRNA-sized transcripts mainly target intestinally expressed
host mRNAs. This fact is concordant with our model in which
only live bacteria colonizing the intestine can induce the PIDF
response. These results allow us to speculate that microRNA-
sized RNAs could be affecting locally the transcriptional state of
the host at the site of the infection.

The evaluation of splicing regulatory motifs in bacteria–host
interaction could appear counterintuitive, given that alternative
splicing is not a relevant mechanism of gene expression control in
bacteria. However, there is increasing evidence of drastic changes
in host splicing regulation during infection (Liang et al., 2016;
Kalam et al., 2018; Chauhan et al., 2019). We evaluated the
presence of splicing regulatory motifs in bacterial sRNAs and
found plenty of predicted enhancer and silencer intron and exon
splicing regulators. These motifs were found in both induced and
constitutive sRNAs with splicing silencer motifs slightly over-
represented in the induced sRNAs. Much needs to be learned
on how pathogens target splicing regulation in new scenarios
to fully understand the relevance of these motifs in bacterial
sRNAs. An open question is whether sRNAs from bacteria can
bind to regulatory proteins in the host nematode as they do
in bacteria. RNA-binding proteins (RBP) are involved in the
processing, stability, and activity of sRNAs, providing precision
in sRNA–mRNA base-pairing (Quendera et al., 2020). As newer
tools are developed, it would be appropriate to test whether
bacterial sRNAs that bind RBP from bacteria could also bind their
orthologs in the nematode.

Finally, our analysis highlights tRNAs and tRNA-derived
small RNAs (tsRNAs) as candidate mediators for interspecies
interaction. The challenge of elpc-3 mutants with P. aeruginosa
pathogenic bacteria renders increased PIDF, suggesting that
tRNA processing is necessary for the wild-type response to
infection. tRNAs and tsRNAs have increasingly recognized
roles in gene regulation under stress and in intergenerational
inheritance (Chen et al., 2016). Indeed, some tsRNAs can be
associated with Argonaute proteins and function as miRNAs
(Shen et al., 2018). We found that tRNA-derived sRNAs were
exclusively induced sRNAs, suggesting a role for tRNAs in our
paradigm that may transcend their role in protein translation.
Moreover, tRNAs decode essential mRNAs for protein synthesis,
deliver amino acids to other places in the cell, and under stress
conditions can be cleaved to generate signaling molecules or
regulate gene expression (Raina and Ibba, 2014; Megel et al., 2015;
Fields and Roy, 2018; Oberbauer and Schaefer, 2018; Barraud and
Tisné, 2019; Nguyen et al., 2019).

Relevance of RNA–RNA Communication
in Behavior and Physiology
Bacterial RNAs are capable of triggering behavioral decisions in
their nematode host (Kaletsky et al., 2020; Legüe et al., 2021).
How do RNAs from the two species interact with each other
in the context of a holobiont? Interspecies interactions and
communication involve the bidirectional transport of regulatory
molecules. At least two mechanisms are formally possible: sRNA
movement through specific RNA transporters and the use of
membrane vesicles for their delivery from the intestine to specific
tissues. C. elegans expresses intestinal dsRNA transporters (SID-1,
SID-2, and SID-5) needed for systemic and environmental RNAi
(Winston et al., 2002, 2007; Hinas et al., 2012). Theoretically,
these transporters could also internalize RNAs derived from
colonizing bacteria (Legüe and Calixto, 2019). Bacterial cargo
can be released through membrane vesicles of diverse nature.
One well-documented example is through OMVs. These vesicles
are known to transport a variety of cargoes including RNAs,
proteins, and toxins, among other molecules, and play important
roles both in pathogenesis (Ghosal et al., 2015; Koeppen et al.,
2016; Zhang et al., 2020) and symbiosis (Moriano-Gutierrez et al.,
2020). Additional vesicles that can carry RNA cargo are MV
resulting from the explosive lysis of bacteria (Turnbull et al., 2016;
Toyofuku et al., 2017).

In summary, this study offers a framework to analyze global
transcriptomics in the context of survival behaviors against
pathogenesis. The complexity of the interplay at the RNA
level in interspecies communication underscores that behavioral
adaptations are multistep strategies that require the integration of
multiple effectors and targets.
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