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Editorial on the Research Topic 
Cryptocurrency Transaction Analysis From a Network Perspective

The past 2 years have seen a surge of research articles themed on cryptocurrency analytics [1]. We are glad that our research topic, Cryptocurrency Transaction Analysis from a Network Perspective, which consists of nine novel contributions, can join this exciting trend and has already drawn attention from academia and industry.
There are two common data sources available for cryptocurrency analytics. The first is blockchain data. Public blockchains, such as Bitcoin and Ethereum, store transactions transparently in an open database. With a bit of effort unpacking the transactions from a compact storage format, one can readily use network science methods and machine learning tools to mine for knowledge, be it regulatory intelligence or market signal. The second is market information. The quotation ticks and trading volumes of the 10,000 + cryptocurrencies and tokens traded in many centralized and decentralized exchanges are curated by market monitoring sites like coinmarketcap. These data enable insightful research of the cryptocurrency market’s risk and potential market manipulation activities. Articles in our research topic cover both lines of work with significant findings.
A fundamental property of cryptocurrency systems’ public-key-private-key design is that the pseudonyms, i.e., blockchain addresses, recorded in the database cannot be associated with any physical identity, such as an IP address or email address. However, various heuristic algorithms have been proposed to “link” addresses together, that is, to associate multiple blockchain addresses to the same holder. Fischer et al. integrated a spectrum of address-linking algorithms and used a network-based clustering method to synthesize a new method that can reliably associate the addresses.
Another fundamental property of blockchain data is traceability, i.e., one can trace the genuine money flow through a chain of addresses. Naturally, crypto services that deliberately obfuscate such traceability, also known as mixing services, have been created for laundering (often illicit) money. Liu et al. proposed a conceptual modeling framework to analyze the different roles of blockchain addresses in the bitcoin mixing services. Their model helped find and characterize the organizer, soldiers, and communicators in a money laundering case study.
The cryptocurrency transactions can be viewed as a complex network in which the blockchain addresses are the nodes, and the money flow in the transactions are the edges linking the nodes. As a constantly expanding network, physicists are interested in the underlying mechanism of its growth. Preferential attachment [2] is one of the most prominent governing growth mechanisms of many natural and man-made complex networks, as well as bitcoin [3]. Collibus et al. showed that Ethereum and its most market-capitalized ERC-20 token habitants Binance, USDT, and Chainlink also obey such law, but with a super-linear variance.
From a machine learning perspective, the network structure of transaction data helps construct rich features for downstream tasks, such as inferring the identities of blockchain addresses. Lin et al. constructed a transaction network from Ethereum transactions with temporal and weighted edges to capture the network topology evolution. By applying graph embedding algorithms on this dynamic network, they are able to recognize labeled phishing addresses from others.
The article that attracted the most attention (more than 25 k online views) as of February 2022 is Jiang and Liu’s analysis of the CryptoKitties game’s transaction history. They characterized the evolution of the transaction network and proposed several reasons why the game gained sudden attention from players but also collapsed quickly, just within 1 month. Their suggestions to blockchain game design may shed light on the current development of the non-fungible token (NFT) industry.
Volatility is a rate that describes the price change of an asset over a particular period. It is a fundamental indicator guiding cryptocurrency investments. Can volatility be predicted from market signals? The answer is positive and definite. Barjašić and Antulov-Fantulin found that bitcoin-related tweets, bitcoin trade volume, and bid-ask spread can be incorporated into generalized autoregressive conditional heteroscedasticity (GARCH) models to predict volatility.
If two assets are affected by similar market factors, they may experience a synchronized price trend or volatility level. The latter case is also called volatility connectedness or volatility spillover. The current global cryptocurrency market is still in its early development. One crypto asset can be traded in multiple exchanges, and each exchange may have different asset listings and price momentum. The intertwined market is indeed highly interconnected, volatility-wise. Chen and Dong’s analysis of six bitcoin-fiat money pairs and Li et al. examination of seven major cryptocurrencies all found volatility spillover effects. Liu and Liu found that if two crypto projects share the same investors or similar market embeddedness, as measured by the structural properties in a co-investment network, they may also share similar market performance, including volatility and others. The strong spillover effects imply the ineffectiveness of the cryptocurrency market.
We believe that the research on cryptocurrencies will continue to prosper in the coming years as the market develops. We hope that the series of articles that we have collected here can serve as a bedrock for the future development of cryptocurrency analytics. Finally, we would like to take this chance and thank all the authors and reviewers for your contribution. We also refer the readers to some sister issues in Frontiers in Blockchain: Blockchain Through the Lens of Network Science and Non-Financial Applications of Blockchains: Systematizing the Knowledge that address similar research topics.
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Recently, graph embedding techniques have been widely used in the analysis of various networks, but most of the existing embedding methods omit the network dynamics and the multiplicity of edges, so it is difficult to accurately describe the detailed characteristics of the transaction networks. Ethereum is a blockchain-based platform supporting smart contracts. The open nature of blockchain makes the transaction data on Ethereum completely public and also brings unprecedented opportunities for transaction network analysis. By taking the realistic rules and features of transaction networks into consideration, we first model the Ethereum transaction network as a Temporal Weighted Multidigraph (TWMDG) where each node is a unique Ethereum account and each edge represents a transaction weighted by amount and assigned a timestamp. We then define the problem of Temporal Weighted Multidigraph Embedding (T-EDGE) by incorporating both temporal and weighted information of the edges, the purpose being to capture more comprehensive properties of dynamic transaction networks. To evaluate the effectiveness of the proposed embedding method, we conduct experiments of node classification on real-world transaction data collected from Ethereum. Experimental results demonstrate that T-EDGE outperforms baseline embedding methods, indicating that time-dependent walks and the multiplicity characteristic of edges are informative and essential for time-sensitive transaction networks.

Keywords: network embedding, ethereum, machine learning, temporal network, transaction network


1. INTRODUCTION

The network is a kind of data form that is often used to describe the relationship between objects. The past decade has witnessed an explosive growth in network data, which have been used to present information in various areas, such as social networks, biological networks, computer networks, and financial transaction networks [1]. Analysis of large-scale networks has attracted increasing attention from both academia and industry. With the rapid development of machine learning technology, the question of how to analyze the data effectively for large-scale complex networks is becoming a hot topic in the field of artificial intelligence.

Financial transaction networks are widespread in the real world. However, there have been relatively few analytical studies on financial transaction networks because the transaction data are usually private for the sake of security and interest. Fortunately, the recent emergence of blockchain technology makes transaction data mining more feasible and reliable. Blockchain is a new technology that is described as an innovative application mode of distributed data storage, peer-to-peer transmission, consensus mechanisms, encryption algorithms, and other computer technologies in the Internet era [2, 3]. Generally speaking, blockchain is a new distributed ledger, and the transaction data is stored on the chain in chronological order. Ethereum [4] is the largest blockchain platform that supports smart contracts. The Ethereum system introduces the concept of account and allocates storage space for recording account balance, transaction time, codes, etc. Compared with a traditional database, blockchain technology naturally has the characteristics of traceability, anti-tampering, and publicity. The openness of public blockchain provides favorable conditions for transaction data mining [5].

In fact, cryptocurrency and blockchain are highly coupled, since blockchain technology is born from Bitcoin. The study of cryptocurrency transaction networks has very high application value and there have already been some studies, including graph analysis, price prediction, portfolio management, anti-market manipulation, ponzi scheme detection, and so on [6–12]. In 2013, Ron et al. [6] described Bitcoin schemes and investigated a large number of statistical properties of the full Bitcoin transaction network. By analyzing the subgraph of the largest transactions, they revealed several characteristics in the Bitcoin transaction graph: long chains, fork-merge patterns with self-loops, keeping bitcoins in “savings accounts,” and binary tree-like distributions. In 2017, Jiang and Liang [7] presented a deterministic deep reinforcement learning method for cryptocurrency portfolio management. The trading algorithm takes the historical prices of a set of financial assets as input and outputs the portfolio weights of the set. In 2018, Liang et al. [8] traced the properties of three representative cryptocurrencies, Bitcoin, Ethereum, and Namecoin, over time and characterized their dynamics by constructing a monthly transaction network.

Since it is extremely time-consuming to process the whole blockchain transaction network, it is necessary to find an effective and efficient way to analyze Ethereum transaction data. As we know, the performance of machine learning tasks depends to a large extent on the selection of data features, so a key problem is how to reasonably represent the feature information in large-scale transaction networks. In addition, using a machine learning-based algorithm often requires feature information for samples, but the account profiles of the transaction networks are often difficult to obtain. The implicit characteristics of the accounts can be mined by means of graph embedding algorithms.

Graph embedding is an effective method for representing node features in a low-dimensional space for network analysis and downstream machine learning tasks [13]. Graph embedding algorithms can effectively reduce the data dimension of the transaction network and transform the large-scale and sparse high-dimensional one-hot node vectors into dense low-dimensional node vectors. Previous graph embedding research has been conducted in domains, such as social networks, language networks, citation networks, collaboration networks, webpage networks, biological networks, communication networks, and traffic networks [13]. This implies that existing graph embedding techniques may not be suitable for a transaction network. Using the traditional network embedding algorithm for transaction network analysis will present the following challenges. New transactions are generated over time, but existing methods ignore the multiplicity and dynamics of transactions. Random walks in transaction networks are meaningful and sequential, but existing methods based on social networks, like DeepWalk and node2vec, do not incorporate temporal information.

The random walk mechanism has been widely proved to be an effective technique for measuring the local similarity of networks for a variety of domains [14]. Among various graph embedding methods, a series of random-walk based approaches have been proposed for learning a mapping function from an original graph to a low-dimensional vector space by maximizing the likelihood of co-occurrence of neighbor nodes. For the traditional graph embedding method, DeepWalk [15], it was verified through experiments that nodes in the random walk sequence and words in the document all follow the power-law, so word2vec [16] was applied to learn node representations. Similar to DeepWalk, node2vec [17] introduced biased random walks, which smoothly search between breadth-first sampling and depth-first sampling strategies. Recently, to better extract temporal information from dynamic networks, Nguyen et al. [18] proposed a general framework called Continuous-Time Dynamic Network Embeddings (CTDNE) to incorporate temporal dependencies into existing random walk-based network embedding models. However, these previous methods omit the network dynamics and the multiplicity of edges, so it is difficult to accurately describe the detailed characteristics of the transaction networks.

To this end, to capture more comprehensive properties of dynamic transaction networks, we propose a novel framework named Temporal WEighted MultiDiGraph Embedding (T-EDGE) for the Ethereum transaction network. The main contributions of our paper are as follows:

• To the best of our knowledge, this is the first work to understand Ethereum transaction records via graph embedding, aiming to capture the non-negligible temporal properties and important money-transfer tendencies of time-sensitive transaction networks.

• We propose a novel graph embedding method called Temporal Weighted Multidigraph Embedding (T-EDGE), which incorporates transaction information from both time and amount domains, and experiments on realistic Ethereum data demonstrate its superiority over existing methods.

• To evaluate our proposed algorithm, we consider an important and practical machine learning task, namely node classification with transaction records of phishing and non-phishing accounts collected from Ethereum. The dataset can be accessed on XBlock (xblock.pro).

The remainder of this paper is organized as follows. First, section 2 demonstrates our workflow for Ethereum transaction network analysis. Then, section 3 describes how we model the transaction records as a temporal weighted multidigraph. Then, we introduce our proposed network embedding algorithm, T-EDGE, in section 4 and evaluate our algorithm by conducting node classification in section 5. Finally, section 6 concludes the paper.



2. FRAMEWORK

In this section, we describe the workflow of Ethereum transaction network analysis presented in this work. As Figure 1 shows, the four main steps of the proposed framework for Ethereum transaction network analysis are data acquisition, network construction, graph embedding, and downstream tasks.

(a) Data acquisition. The data collection is the basis of transaction network analysis. Thanks to the openness of blockchain, researchers are able to autonomously access Ethereum transaction records. Through the API of Etherscan (etherscan.io), a block explorer and analytics platform for Ethereum, we can easily obtain the historical transaction data of the target account. As the size of the total transaction records is extremely large, we adopt the K-order subgraph sampling method [19], to obtain the local structure of the target accounts.

(b) Network construction. This step abstracts the original transaction record into a network structure for further analysis. In most existing studies on blockchain transaction networks, the transaction networks are constructed as simple graphs, that is, multiple transactions between a pair of accounts are merged into one edge, thus ignoring the multiplicity and dynamics of transactions between accounts. Differently from prior work, in this work, we model the multiple interactions between accounts as a Temporal Weighted Multidigraph [19] to facilitate a more comprehensive analysis of transaction behaviors.

(c) Graph embedding. In the framework of Ethereum transaction network analysis, the role of network embedding is to mine the implicit features of accounts in the transaction network and reduce the transaction data dimension. In order to learn the meaningful node representation vectors in the dynamic transaction network, we propose an improved embedding algorithm called Temporal Weighted Multidigraph Embedding (T-EDGE) based on temporal random walk. T-EDGE aims to capture the time and amount information that cannot be ignored in the Ethereum transaction network.

(d) Downstream tasks. We evaluate our model by conducting experiments on a typical machine learning task, namely node classification. Good performance of the downstream tasks reflects the effectiveness of embedding methods. Besides, analytical applications can be regarded as the ultimate goal of the Ethereum transaction network embedding. In this paper, we incorporate two current hot topics—cryptocurrency transaction analysis and machine learning, and use machine learning technology to help us make more accurate predictions about the future of the Ethereum transaction network.


[image: Figure 1]
FIGURE 1. The architecture of the proposed framework for network analysis of Ethereum.




3. ETHEREUM TRANSACTION NETWORK

Being the largest public blockchain-based platform that supports smart contracts, Ethereum introduces the concept of account to facilitate the implementation of smart contracts. An Ethereum account is formally an address but adds storage space for recording account balances, transactions, codes, etc. Ethereum addresses are composed of the prefix “0x,” a common identifier for hexadecimal, concatenated with the rightmost 20 bytes of the public key. One example is: “0x00b2ed34791c97206943314ee9cbd9530762a320.” The corresponding cryptocurrency on Ethereum, known as Ether, can be transferred between accounts and used to compensate participant mining nodes.

The Ethereum blockchain consists of infinite linked blocks, which can be viewed as data-packages, including a series of transactions and some other information. In detail, the transaction data packages obtained from the Etherscan website are as followed: the TxHash field is a unique 66-character identifier of a transaction, the Value field is the value being transacted in Ether, and the Timestamp field is the time at which a transaction is mined. Besides, the From and To fields are the sending party and receiving party of a transaction, respectively.

In this section, we abstract the original transaction record as a Temporal Weighted Multidigraph (TWMDG). Figure 2 is a microcosm of transaction activities on Ethereum. In prior work on blockchain transaction network analysis, the transaction network was constructed as a simple network, that is, multiple transactions between nodes were accumulated as one edge. The multiplicity and dynamics of transactions between accounts were ignored. Therefore, we adopt Temporal Weighted Multidigraph (TWMDG) to represent Ether transfer between accounts more comprehensively.


[image: Figure 2]
FIGURE 2. Schematic of the Ethereum transaction network. Each node represents an Ethereum account. Each edge represents a transaction, with a timestamp t and amount value w (in Ether) attached to it and indexed in increasing order of t.


Based on collected four-tuples (From, To, Value, Timestamp), we can model the Ethereum transaction records as a Temporal Weighted Multidigraph G = (V, E), where each node represents a unique account and each edge represents a unique Ether transfer transaction. In such a graph, V is the set of nodes and E is the set of edges. Each edge is unique and is represented as e = (u, v, w, t), where u is the source node, v is the target node, w is the weight value and t is the timestamp.



4. NETWORK EMBEDDING

In the analysis of the Ethereum transaction network, our goal is to learn an embedding vector for each node, the purpose being to mine the implicit characteristics of nodes in the transaction network and incorporate the time and amount information of the transaction network into the node vector. For the network model TWMDG built in the previous section, this paper proposes an improved network embedding algorithm based on a random walk. We now define the specific problem as follows.

Temporal WEighted MultiDiGraph Embedding (T-EDGE): Given a temporal weighted multidigraph G = (V, E), let V be the set of nodes and E be the set of edges. Each edge is unique and is represented as e = (u, v, t, w), where u is the source node, v is the target node, t is the timestamp, and w is the weight (Specifically, w is the amount value of a transaction in Ethereum transaction network). We define the following mapping functions: for ∀e ∈ E, Src(e) = u, Dst(e) = v. Function W(e) = w maps an edge to its weight, and function T(e) = t maps an edge to its timestamp. Our principal goal is to learn an embedding function Φ : V → ℝd (d ≪ |V|) that preserves the original network information.

The learned representations aim to include node similarity as well as temporal and weighting properties specifically for financial transaction networks, thus enhancing predictive performance on downstream machine learning tasks. The proposed method, T-EDGE, learns more appropriate and meaningful dynamic node representations using a general embedding framework consisting of two main parts:

• The first part is the temporal walk generator with temporal restriction and walking strategies.

• The second part is the update process based on skip-gram, and the parameters are updated by a Stochastic Gradient Descent algorithm.


4.1. Random Walk

For scalable network representation learning, the random walk mechanism has been widely proven to be an effective technique for capturing structural relationships between nodes [15]. We employ a temporal walk for transaction networks by considering temporal dependencies and multiplicity of edges. This kind of random walk sequence contains the practical meaning of money flow in transaction networks.

In a temporal weighted multidigraph, the temporal walk is defined as the sequential incremental path from the beginning node to the end node. Such a temporal walk is represented as a sequence of l nodes walkn = {v1, v2, ..., vl} together with a sequence of (l − 1) edges walke = {e1, e2, ..., el − 1}, where Src(ei) = vi, Dst(ei) = vi+1 (1 ≤ i ≤ (l − 1)), and T(ei) ≤ T(ei+1) (1 ≤ i ≤ (l − 2)). This temporal restriction is a novel idea designed for the temporal walk.

Consider a temporal walk that just traversed edge ei−1 and is now stopping at node vi at time t = T(ei−1). The next node vi+1 of the random walk is decided by selecting a temporally valid edge ei. We define the temporal edge neighborhood for a node u as Nt(u) = {e | Src(e) = u, T(e) ≥ t}. Let [image: image] to be a function that maps the timestamps of edges to a descending ranking, and let [image: image] be a function that maps the timestamps of edges to an ascending ranking. Here are our walking strategies used in Ethereum transaction network embedding.


4.1.1. T-EDGE

In the temporal weighted multidigraphs discussed here, a random walk generator of T-EDGE samples uniformly from the neighbors. All candidate edges in Nt have the same probability of being selected as the next edge of the random walk. The expression of the probability is

[image: image]



4.1.2. T-EDGE (TBS)

TBS refers to Temporal Biased Sampling. For financial transaction networks, the similarity between accounts is time-dependent and dynamic. Naturally, there is a strong transaction relationship between accounts with frequent transactions. The probability of selecting each edge e ∈ Nt(vi) can be given as:

[image: image]



4.1.3. T-EDGE (WBS)

WBS refers to Weighted Biased Sampling. The weight value of each transaction indicates the significance of interactions between the two accounts involved. The transaction amount can reflect the importance of transactions between accounts and then reflect the degree of correlation between accounts. In most cases, there is a strong similarity between accounts with a large amount of transactions. The probability of each edge e ∈ Nt(vi) being selected is

[image: image]



4.1.4. T-EDGE (TBS+WBS)

We combine the aforementioned sampling probabilities considering information from both temporal and weighted domains by

[image: image]

[image: image]

for ∀e ∈ Nt(vi). Here, α = 0.5 is the default value for balancing between TBS (time domain) and WBS (amount domain).

When ending up with a leaf node, we return the walk immediately. This setting is just the same as in the methods used for comparison, DeepWalk and node2vec.

Note that T-EDGE can be regarded as a specific version of DeepWalk for temporal and directed multigraphs like the transaction networks. As Table 1 shows, all candidate edges (temporal edge neighborhood) are equally likely to be selected by T-EDGE. T-EDGE (TBS) and T-EDGE (WBS) denote adding sampling preference on the time domain and the amount domain, respectively. T-EDGE (TBS+WBS) means adding sampling preference on both the time domain and the amount domain.


Table 1. Four types of T-EDGE variation for the Ethereum transaction network.

[image: Table 1]




4.2. Learning Process

In the previous subsection, we described how to get the sampling sequence of temporal walk related to time and weight. In this part, we will formally describe the process of learning node vectors using the skip-gram model [16, 20].

The essence of the skip-gram model is a three-layer neural network model, including an input layer, hidden layer, and output layer. First, we train a neural network model based on the sampling walk sequences, but the purpose of training is not to use the model to predict the test set but to use the parameters learned from the model, namely the hidden layer parameters, as our node vectors. Then, by making an analogy between a natural language sentence and a truncated random walk sequence (as shown in Table 2), node representations are learned by maximizing the probability of observing the neighborhood of a node conditioned on its embedding. This cost function is as follows:

[image: image]

where k is the window size. According to the conditional independent assumption in the skip-gram model, we have:

[image: image]

Similar to DeepWalk, we employ the “hierarchical softmax” technique [15] to accelerate the computation of Pr(vj|Φ(vi)). We first apportion |V| nodes to the leaf nodes of a Huffman Tree and then transform the computation of Pr(vj|Φ(vi)) into computing the probability of walking randomly from the root of the Huffman Tree with inputting node vi and outputting node vj. The probability is

[image: image]

where bt is from {b0 = root, b1, ..., b⌈log|V|⌉ = vj}. We then model Pr(bt|Φ(vi) with a sigmoid function:

[image: image]

where Φ(bt−1) is the representation of bt's parent node in the Huffman tree. The skip-gram model then uses a back-propagation algorithm and Stochastic Gradient Descent to update the weight.


Table 2. Comparison between language model word2vec and graph model Deepwalk.

[image: Table 2]

Random walk-based graph embedding methods have been proved to be scalable and effective for large graphs. The time complexity of the temporal walk part and the skip-gram learning procedure is O(r|V|L) and O(|V| log |V|), respectively, where |V| is the number of nodes, r denotes walks per node, and L refers to the length of random walk.




5. EXPERIMENTS AND RESULTS

Downstream tasks, such as node classification are commonly considered for the verification of graph embedding methods. To evaluate the performance of the proposed T-EDGE algorithms, we conduct node classification experiments to classify the labeled phishing accounts and unlabeled accounts (treated as non-phishing accounts) on Ethereum. The better performance of classification demonstrates that our T-EDGE algorithms outperform baseline embedding methods, and at the same time, node classification for detecting phishing accounts on Ethereum is also of great value. A phishing scam is a new type of cybercrime that arises along with the emergence of online business [21]. It is reported to account for more than 50% of all cyber-crimes on Ethereum since 2017 [22].


5.1. Data Acquisition

To train our node classification model using supervised learning, we obtain 445 phishing nodes labeled by Etherscan and the same number of randomly selected unlabeled nodes as our objective nodes.

K-order sampling is an effective method for obtaining the local information of objective accounts [19]. Centered by each objective account, we obtain a directed K-order subgraph, where K-in and K-out are two parameters for controlling the depth of sampling inward and outward from the center, respectively. As shown in Figure 3, we make an assumption that for a typical Ether transfer flow centered on a phishing node, the previous node of the phishing node may be a victim, and the next one to three nodes may be bridge nodes with money-laundering behaviors. Therefore, we collect subgraphs with K-in = 1, K-out = 3 for each of the 890 objective nodes and then splice them into a large-scale network with 86,623 nodes.


[image: Figure 3]
FIGURE 3. Schematic illustration of a directed K-order subgraph for phishing node-classification.




5.2. Setting

In the experiments, we compare the proposed T-EDGE algorithms with two baseline random walk-based graph embedding methods:

• DeepWalk is the pioneering work in employing random walks to learn a latent space representation of social interactions. Borrowing the idea of word2vec, the learned representation encodes community structure so that it can be easily exploited by standard classification methods [15].

• Node2vec further exploits a flexible neighborhood sampling strategy, i.e., Breadth-First Sampling (BFS) and Depth-First Sampling (DFS), with parameters p and q to capture both local and global structure [17].

To ensure a fair comparison, we implement the directed versions of DeepWalk and node2vec using OpenNE (an open-source package for network embedding, github.com/thunlp/openne). For these random walk-based embedding methods, we set several hyperparameters: the node embedding dimension d = 128, the size of window k = 4, the length of walk l = 10, and walks per node r = 4. For node2vec, we grid search over p, q ∈ {0.50, 1.0, 1.5, 2.0} according to [17]. For DeepWalk, we set p = q = 1.0, as it is a special case of node2vec. We implement the skip-gram model by using a Python library named Gensim [23], a framework for fast Vector Space Modeling.



5.3. Metrics

To make a comprehensive evaluation, we randomly select {50%, 60%, 70%, 80%} of the objective nodes as a training set and the remaining objective nodes as the test set, respectively. We train a classic binary classifier, namely, a Support Vector Machine (SVM), with the training set to classify the samples of the test set. Note that we use 5-fold cross-validation to train the classifier and evaluate it on the test set.

For a binary classification task based on a supervised learning framework, it can be divided into the following four cases according to the actual labels of the samples and the prediction results of the classifier.

• True Positive (TP): Samples whose labels are positive and are also predicted to be positive.

• True Negative (TN): Samples whose labels are positive but are predicted to be negative.

• False Positive (FP): Samples whose labels are negative but are predicted to be positive.

• False Negative (FN): Samples whose labels are negative and are also predicted to be positive.

In classification tasks, micro-F1 (Mi-F1) and macro-F1 (Ma-F1) are generally used to evaluate classification accuracy. First, we have

• precision: [image: image]

• recall: [image: image]

F1-score is an indicator used to measure the accuracy of the binary classification model. The calculation formula is

[image: image]

Macro-F1 refers to calculating the total precision and recall of all categories for F1-score, while Micro-F1 refers to the calculation of F1-score after calculating the average of precision and recall for each category.



5.4. Results

The results of micro-F1 (Mi-F1) and macro-F1 (Ma-F1) are shown in Figure 4. According to Figure 4, we have the following observations:

1. Our proposed methods T-EDGE, T-EDGE (TBS), T-EDGE (WBS), and T-EDGE (TBS+WBS) overwhelmingly outperform DeepWalk and node2vec;

2. Both T-EDGE (TBS) and T-EDGE (WBS) attain better performance than T-EDGE, in which the random walk generator has uniform probability;

3. Both T-EDGE (TBS) and T-EDGE (WBS) perform better than T-EDGE (TBS+WBS), which considers both temporal and amount information with parameter α = 0.5.


[image: Figure 4]
FIGURE 4. Node classification performance with different training ratios.


All in all, our proposed methods learn effective node representations incorporating rich information, which does help us get better performance in the classification task. The result also indicates that time-dependent walks and edge information are essential in transaction networks.



5.5. Parameter Analysis of α

Furthermore, the third observation mentioned above inspires us to analyze the coupling parameter α. Larger α means more time-domain information is considered in the random walk, while smaller α means more amount domain information is considered. Figure 5 compares the classification performance on the parameter α with different training ratios in terms of precision, recall, and F1-score. We find that α = 0.8 is a poor choice, but there is no single α that is a clear winner. Nevertheless, we can observe that α ∈ [0.2, 0.3] and α = 1 are relatively better choices. This result indicates that it is better to consider or favor a single strategy than to consider both strategies equally at the same time.


[image: Figure 5]
FIGURE 5. Classification performance on the parameter α with different training ratios.





6. CONCLUSION

In this work, we proposed a novel framework for Ethereum analysis via network embedding. Particularly, we constructed a temporal weighted multidigraph to retain information as much as possible and present a graph embedding method called T-EDGE that incorporates temporal and weighted information of financial transaction networks into node embeddings. We implemented the proposed and two baseline embedding methods on a realistic Ethereum network for a predictive task with practical relevance, namely phishing/non-phishing node classification. Experimental results demonstrated the effectiveness of the proposed T-EDGE embedding method while indicating that a temporal weighted multidigraph can more comprehensively represent the temporal and financial properties of dynamic transaction networks. Moreover, this work opens up research on graph embedding in a new domain, financial transaction networks. Traditional random walk-based methods can be extended to a temporal version with temporal walks and edge sampling strategies. For future work, we could use the proposed embedding method to investigate more applications of Ethereum or extend the current framework to analyze other large-scale temporal or domain-dependent networks.
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This paper examines the risk connectedness across seven cryptocurrencies, Bitcoin, Ethereum, Ripple, Litecoin, Stellar, Monero, and Dash, which have large capitalizations in the cryptocurrency market. The data sample is from August 7, 2015, to February 15, 2020. We measure the return risks of the cryptocurrencies by using the CAViaR model, showing that they have similar risk tendencies, with volatility clusterings from the beginning of 2017 to the end of 2018. The net pairwise spillover index developed by Diebold and Yilmaz [1] is used as the measure of the risk connectedness among the cryptocurrencies. We find that the risk spillover directions are highly correlative with the market capitalizations of the cryptocurrencies. Cryptocurrencies with small market capitalization transmit risks to those with large market capitalization. When there is a downward risk tendency, the risk spillover levels among the cryptocurrencies are stronger than when there is an upward risk tendency, while the spillover directions remain the same under both risk tendencies, except for the cryptocurrency Monero, the particularity of which may be due to the difference in its trading volume compared to the others. We use generalized forecast error variance decomposition for the spillover index and explore the risk connectedness across the cryptocurrencies at different timescales, namely, the short term (0–4 days), medium term (4–30 days) and long term (30–300 days). The risk spillovers can be neglected at the short-term frequency, which implies a delayed effect. The risk spillovers at medium-term frequency are mostly stronger than those at long-term frequency. The dynamic connectedness results show that the means of risk spillover at a long-term frequency are larger than those at medium-term frequency. An inverse result holds for the ranges of risk spillover. The fluctuations of risk spillover at long-term and medium-term frequencies admit the same comparison result with the means of risk spillover in these two frequencies. The findings in this paper provide some suggestions for regulators controlling market stability and cryptocurrency investors generating investment strategies.

Keywords: DY spillover index, net pairwise spillover, risk tendency, time-frequency decomposition, cryptocurrency


1. INTRODUCTION

The cryptocurrency markets have recently seen a remarkable increase in prices, leading to some suggestion that cryptocurrencies could be considered as a new kind of financial asset. The market capitalization created by Bitcoin, the classical and most well-known cryptocurrency, grew from 10.1 to 79.7 billion during the period from Oct 2016 to Oct 2017. The price jumped from 616 to 4,800 US dollars. The high returns from the cryptocurrency markets may respond rationally to their high volatilities [2, 3]. They are characterized by a distributed payment system built on cryptographical protocols. This takes advantage of the anonymity, low cost, and fast speed of P2P transactions [4]. Cryptocurrencies are easy to generate speculative bubbles [5], which may spread contagion in return, weakening financial stability [6]. Hence, there has been a great number of papers analyzing cryptocurrencies as financial assets and aiming to identify the information transmission patterns among the cryptocurrency markets and other asset categories like equities, bonds, commodities, currencies, and so on [7–12].

A great deal of literature pays attention to relationships among cryptocurrencies and financial variables due to their roles as new asset classes [9] and important elements in the global financial market [13]. Most of them focus on Bitcoin. However, with the development of cryptocurrency markets, some newly produced cryptocurrencies like Ethereum, Ripple, Litecoin, Stellar, Monero, and Dash have gradually been cutting into the dominant share of market value taken by Bitcoin. This suggests that cryptocurrency investors are taking a breather from Bitcoin and meanwhile looking at other alternative cryptocurrencies. These new cryptocurrencies, which have taken some of the conceptual and technological advantages of Bitcoin (e.g., blockchain technology), are attracting more and more attention as well as creating a mass of opportunities for cryptocurrency investors. Actually, we have to explain that this is not a surprising event, given the fact that each alternative cryptocurrency outperformed Bitcoin in 2017, delivering astonishing returns, which ranged from 5,000% (Litecoin) to 36,000% (Ripple) compared with the 1,300% price appreciation of Bitcoin [14].

The growing interest in the new alternative cryptocurrency markets for investment purposes is accompanied by a lack of knowledge about the interaction between one leading cryptocurrency and another. In fact, the rapid development of cryptocurrency markets results in some relative heterogeneity among mainstream cryptocurrencies. It is helpful to extend the limited literature on connectedness among cryptocurrency markets for use by cryptocurrency investors in devising investment and trading strategies that may involve introducing cryptocurrencies into the portfolio. On the other hand, it is also helpful to construct connectedness networks for use by policy-makers in formulating policies aimed at preserving financial stability. Investors and risk managers can benefit from establishing a connectedness network across many asset classes to generate their investment and hedging decisions. Generally, building connectedness networks is hardly new in conventional assets. Prior works have uncovered connected network structures among or within different assets/markets, including equities [15, 16], bonds [17, 18], currencies [19, 20], commodities [21, 22], and interest rates [18]. However, few works have constructed networks of connectedness in the cryptocurrency market, which is becoming an appealing investment ground for investors. Wei [23] examined the liquidity for 456 kinds of cryptocurrencies. He showed that return predictability weakens in cryptocurrencies with high market liquidity and claimed that liquidity has a significant impact on market efficiency and return predictability for new cryptocurrencies. Yi et al. [24] focused on both static and dynamic volatility connectedness among eight leading cryptocurrencies, revealing their cyclic volatility connectedness, with an evident rising trend at the end of 2016. They linked 52 cryptocurrencies by constructing a volatility connectedness network making use of a variance decomposition framework and found that the 52 cryptocurrencies are interconnected tightly. The so-called “mega-cap” cryptocurrencies are more likely to spread volatility shocks to others. Connectedness among leading cryptocurrencies can also be investigated via return and volatility spillovers, as in Ji et al. [14], where the results achieved implied that the return of each cryptocurrency and its volatility connectedness with others did not necessarily depend heavily on its market size. Some authors have taken the perspective of evolutionary dynamics; for example, ElBahrawy et al. [25] took this approach to analyze the behavior of 1,469 cryptocurrencies and revealed some statistical properties for cryptocurrency markets.

Motivated by the current works on connectedness among the cryptocurrency markets, in this paper, we focus on risk connectedness for the sake of portfolio diversification and risk management. Risk connectedness and spillover have been widely treated, for example, connectedness among stock markets [26, 27], credit markets [28], financial institutions [29], and sovereigns [30, 31] and connectedness between stock and oil markets [32, 33], stock prices and exchange rates [34], energy and carbon markets [35], and so forth. Understanding the risk connectedness among cryptocurrency markets provides valuable information regarding investment and hedging decisions. Moreover, it also provides potential information for systematic risk in the whole cryptocurrency system, according to which the regulators can generate strategies to control risk contagion. The current paper differs from the existing literature in several ways. We use the daily data of seven leading cryptocurrencies, Bitcoin, Ethereum, Ripple, Litecoin, Stellar, Monero, and Dash, to compute their risk levels and investigate the risk connectedness among cryptocurrency markets by providing risk spillovers among these leading cryptocurrencies, accounting for more than 75% of the cryptocurrency market value. The most notable contribution of our work is heterogeneity analysis of the risk connectedness of cryptocurrencies. Two heterogeneities are considered in this paper. The first heterogeneity is the asymmetric risk spillovers at times of upward risk tendency and downward risk tendency in the cryptocurrency markets. The connectedness asymmetry under different risk tendencies is mainly determined by investor expectation. The second heterogeneity is captured by the differences in risk spillovers among the cryptocurrencies at different timescales, namely, in the short term (0–4 days), medium term (4–30 days), and long term (30–300 days). The heterogeneity of risk spillovers at different timescales mainly originates from the persistence of investor attention. Our findings are highly informative for market participants, who can adjust their hedging strategies according to different market tendencies or time horizons.

The paper is organized as follows. Section 2 details the risk measurements for the selected cryptocurrencies. Section 3 shows the static risk connectedness among the cryptocurrency markets. The heterogeneity of risk spillovers under upward risk tendency and downward risk tendency is analyzed. Section 4 explores the risk connectedness at different timescales, which shows the heterogeneity of risk spillovers among the cryptocurrencies in the short term, medium term, and long term. Section 5 concludes with some policy implications.



2. RISK MEASUREMENT FOR THE CRYPTOCURRENCIES

It is well-known that the cryptocurrency returns are extremely volatile, with clustering phenomena. Bollerslev [36] used GARCH models to capture these characteristics well. GARCH models have been widely popular as tools for measuring market risk by the VaR method due to their relative simplicity and various extensions. Unfortunately, their limitations, especially the unrealistic parametric assumptions, such as normality or i.i.d returns, which does not fit the case of cryptocurrencies, are also evident. To overcome these problems, in this paper, we apply the semi-parametric Conditional Autoregressive Value at Risk (CAViaR) method developed by Engle and Manganelli [37] to estimate VaR models for cryptocurrencies, avoiding any extreme assumption invoked by the existing methodologies. Unlike GARCH and GAS, which model the whole distribution, CAViaR directly models the quantile of the return distribution, extending the standard quantile regression approach introduced by Koenker and Basset [38]. The CAViaR model uses an autoregressive formulation straight to the quantile.


2.1. CAViaR Model

In short, the CAViaR method is particular in estimating VaRs directly through an autoregressive specification for quantiles rather than the usual approach of inverting a conditional distribution of returns in a purely parametric framework [39]. This autoregressive dynamics for the quantile over time, as well as some unknown parameters, is then determined by the regression quantile framework [38]. Besides, the autoregressive nature of CAViaR directly captures some stylized facts in the distribution tails, like autocorrelation in daily returns arising from market microstructure biases and partial price adjustment [40], volatility clustering [36], and time-varying skewness and kurtosis [41].

In this paper, following Engle and Manganelli [37], we consider a cryptocurrency return vector [image: image]. Let θ be the probability associative to VaR, xt a observable variable vector, and βθ a unknown parameter vector. Let ft(β) ≡ f(xt−1, βθ) be the θ-quantile of the cryptocurrency return distribution at time t, formed at time t − 1. Then a general CAViaR model is specified as follows:

[image: image]

where β′ = (α′, γ′, φ′) and l is the function of a finite value depending on lagged values of observable variables. Engle and Manganelli [37] introduced an autoregressive term γift−i(β), i = 1, 2, ⋯ , q, allowing a smooth transition quantile. In addition, they introduced the term l(xt−i, φ) in order to permit a relationship between the θ-quantile ft(β) and the observable variables. On the basis of general CAViaR formulation, Engle and Manganelli [37] developed four alternative specifications for the function l:

[image: image]
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In the first specification, G is a positively finite value satisfying that the last term converges to β1(I(yt−1 ≤ ft−1(β1) − θ)) as G → ∞, where I(·) is an indicator function. As explained by Engle and Manganelli [37], the Adaptative specification allows that whenever one exceeds one's VaR, one should directly increase it. Otherwise, one should decrease it very slightly. The second and fourth specifications both respond symmetrically to past returns with mean reverting, as the coefficient of the lagged VaR is unconstrained to equal to one. The third model is also mean reverting but with less restrictions in the sense that it permits asymmetric response to both positive and negative past returns. The asymmetric CAViaR specification has become the most popular one for practitioners due to its consideration of the skewness and kurtosis properties of financial series [29, 39, 42]. In this paper, asymmetric CAViaR is also employed for measurement of the risk of cryptocurrency returns, which is verified through test statistics (see also [43] for a cryptocurrency risk measurement study).



2.2. Data and Sample Analysis

We collected daily price data on seven cryptocurrencies, Bitcoin, Ethereum, Ripple, Litecoin, Stellar, Monero, and Dash, so as to obtain sufficient price data for the 10 largest cryptocurrencies by market capitalization listed on the website https://coinmarketcap.com. Indeed, they cover almost a two-and-a-half-year period, allowing us to make the most of our empirical results and analysis. The sample interval ranges from August 7, 2015, to February 15, 2020 (1,654 daily observations) for this paper. Each selected cryptocurrency possesses a market value exceeding 5 billion USD. The total market value of these seven cryptocurrencies represents 79.5% of the entire cryptocurrency market. The empirical study is built on daily return, calculated by the difference in the log of price.

Figure 1 shows the risk level tendencies of the seven cryptocurrencies. On the whole, the cryptocurrencies show similar risk tendencies. In particular, volatility clusterings happen during the period from the beginning of 2017 to the end of 2018, since the cryptocurrencies received substantial price appreciations during this period. We can also identify some mild peculiarities of Dash and Monero. With regard to Dash, volatility clustering was common in the whole sample period, whereas for Monero, it reached its peak earlier, in the middle of August 2016, than others, whose peaks arose during the period from the beginning of 2017 to the end of 2018. Besides, they both have wider volatility ranges.


[image: Figure 1]
FIGURE 1. Risk level tendencies of the selected cryptocurrencies.


The summary statistics for the risks of cryptocurrencies, including risks under upward and downward tendencies, are given in Table 1. In Panel A, the highest mean of risk is for Stellar, followed by Ethereum and Monero together. Ripple and Stellar have the highest standard deviation, followed by Ethereum. Interestingly, as the most popular cryptocurrency in the market, Bitcoin shows the lowest mean risk and a relatively low standard deviation, only higher than Monero. In fact, these are not surprising observations. In 2017, each of the other six cryptocurrencies under study increased in value by at least 5,000%, while Bitcoin increased by 1,300%. Excess levels of kurtosis arise in all cryptocurrencies, especially Ripple. All cryptocurrencies show positive skewness. When risks increased (Panel B), Dash has the highest mean risk level and the second-highest standard deviation. Meanwhile, Ripple has the highest standard deviation and the second-highest mean risk. High levels of kurtosis and positive skewness arise in all cryptocurrencies. Litecoin occupies the highest levels in terms of both kurtosis and skewness. Moving to the statistics of decreased risks (Panel C), Stellar has the highest mean risk and standard deviation. Excess levels of kurtosis and positive skewness arise in all cryptocurrencies, where Ethereum and Ripple are dominant in both these two statistics.


Table 1. Summary statistics for cryptocurrency risks.

[image: Table 1]

The risk correlation matrices for the selected seven cryptocurrencies are shown in Table 2. Overall, weak to moderately positive correlations happen among the risk levels of the selected cryptocurrencies. In particular, the highest correlation coefficient is for the pair Bitcoin and Litecoin, given as 0.68, whereas the pair Ethereum and Stellar permits the lowest correlation coefficient given as 0.07. Focusing on the risk correlations at times of upward and downward tendencies, the correlations under an upward tendency are generally stronger than those under a downward tendency. Under an upward risk tendency, the pair Bitcoin and Ethereum has the highest correlation coefficient, 0.87, followed by the pair Ethereum and Dash, 0.79, whereas the lowest correlations are for the pairs Bitcoin and Stellar and Ethereum and Stellar, with coefficients 0.25 and 0.26, respectively. The pairs Bitcoin and Monero and Ethereum and Monero are uncorrelated under an upward risk tendency. Under a downward risk tendency, Bitcoin and Litecoin are the most positively correlated, with a coefficient of 0.70, followed by the pair Bitcoin and Dash, for which it is 0.67, while Ethereum and Stellar are uncorrelated. Overall, the correlation between Bitcoin and Litecoin is unsurprisingly much stronger than for the other pairs in the results of all three tests.


Table 2. Correlations among the cryptocurrencies.
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3. STATIC RISK CONNECTEDNESS IN THE CRYPTOCURRENCY MARKETS

We follow [1] for the methodological framework for constructing connectedness measures. In this paper, static risk connectedness networks under upward and downward tendencies, as well as static and dynamic risk connectedness at different timescales, are built.


3.1. Static Risk Connectedness Measurement

Suppose a stationary covariance seven-variable VAR(p) given as

[image: image]

where Rt is the 7 × 1 cryptocurrency risk vector, Φt are 7 × 7 autoregressive coefficient matrices, and εt is the error term vector assumed to be serially uncorrelated. If the VAR model above is a stationary covariance, then one can write a moving-average representation as

[image: image]

where the 7 × 7 coefficient matrix Aj obeys a recursion of the form

[image: image]

where A0 is the n × n identity matrix and Aj = 0 for j < 0. One can measure pairwise connectedness, directional connectedness, and total connectedness on the basis of a generalized forecast-error variance decomposition (FEVD) approach by using the moving-average framework. The advantage of FEVD is that it eliminates any disturbance induced in the results by the variable ordering.

Denote the H-step-ahead generalized forecast-error variance decomposition [14] by

[image: image]

where θij(H) is the variance contribution of variable j to variable i, σjj is the standard deviation of the error term in the j'th equation, and Σ is the variance matrix of the error vector ε. ei is a selection vector with a value of 1 for the i'th element. Otherwise, take it as 0. The spillover index yields an n × n matrix θ(H) = [θij(H)], where each entry gives the contribution of variable j to the forecast-error variance of variable i. Own-variable and cross-variable contributions are involved in the main diagonal and off-diagonal elements, respectively, of the θ(H) matrix. Each entry in the θ(H) matrix is normalized by the row sum

[image: image]

to ensure that the row sum is equal to 1. There are several spillovers, such as total spillovers, directional spillovers, net spillovers, and net pairwise spillovers [14, 24, 44, 45]. In this paper, we construct the net pairwise spillovers to investigate the information spillovers among the whole cryptocurrency market system.

With respect to the net pairwise connectedness, according to the definition of FEVD, in general, [image: image]. Consequently, the difference between [image: image] and [image: image], [image: image], can be used to measure the net pairwise connectedness as well as the net spillover effect from variable j to variable i. A directional connectedness network can then be built on the basis of net pairwise connectedness. Each market is regarded as a node in the network. The condition in which a directional edge from i to j exists in the network is [image: image].



3.2. Static Risk Connectedness Over the Full Sample

Table 3 presents the matrix depicting net pairwise risk spillovers among the cryptocurrency markets, that is, net spillovers between two cryptocurrencies, where positive (negative) values mean that the cryptocurrencies in question are net receivers (transmitters) of spillover effects. Accordingly, we claim that the risk spillover is highly correlative with the capitalization of the cryptocurrency market. Mostly, risk spills over from cryptocurrencies with small capitalizations to those with large capitalizations. In particular, Bitcoin transmits little risk to Ethereum and Ripple, where the spillover indexes are given as 0.047 and 0.035%, respectively, whereas it receives more risk from Stellar, Monero, and Dash, where the spillover indexes are 1.316, 2.520, and 0.870%, respectively. Similar results are seen with regard to Ethereum, which mainly receives risks from other cryptocurrencies with small capitalizations (spillover indexes from three cryptocurrencies, Stellar, Monero, and Dash, to Ethereum are 0.462, 4.665, and 1.746%, respectively, but those from Ethereum to Ripple and Litecoin are only 0.001 and 0.034%, respectively). A similar analysis holds for Ripple and Litecoin.


Table 3. Net pairwise risk spillover among the cryptocurrencies.
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Although the empirical results we get do not agree with the return spillover directions in the existing literature, we believe that there is some relation between the risk spillover and return spillover in the cryptocurrency markets. Cryptocurrencies with large capitalization dominate the market efficiency and price fluctuation, leading the market development tendency. The rapid growth of cryptocurrencies into new classes of financial assets creates a major challenge for traditional financial markets and even impacts the whole financial market. In general, cryptocurrency investors focus on those cryptocurrencies with large capitalizations. They may take these cryptocurrencies as references when making investment strategies in the cryptocurrency markets. This results in return spillovers from cryptocurrencies with large capitalization to those with small capitalization. The return spillovers will cause violent fluctuations in cryptocurrency prices with small capitalization and then vary their return risks. The investors who intend to invest in cryptocurrencies with small capitalization still rely on the price tendencies of cryptocurrencies with large capitalization. Thus, investor attention influences the return risks of cryptocurrency markets with large capitalization, and the return risks spill over from markets with small capitalization to those with large capitalization. Indeed, this also reflects the dominant roles of cryptocurrencies with large capitalization in the whole cryptocurrency market.



3.3. Static Risk Connectedness in Upward and Downward Tendencies

Risk spillovers among the cryptocurrency markets under downward risk tendency are more remarkable than spillovers under upward risk tendency. Spillover indexes under downward risk tendency are mostly higher than those under upward risk tendency. In particular, the spillover index between Bitcoin and Ripple is shown to be −0.920% under downward risk tendency, whereas it is −0.513% under upward risk tendency. Besides, Bitcoin transmits the risks to Stellar and Dash, where the spillover indexes under downward tendency are 2.607 and 2.231%, respectively, whereas they are given correspondingly as 1.824 and 0.689% under upward tendency. Similar results are seen in Ripple and Litecoin. In fact, the asymmetrical spillover under different risk tendencies is due to the difference in the regulatory mechanism in cryptocurrency markets. Under an upward risk tendency, the cryptocurrencies not only reduce their own risks but also withstand spillovers from others more effectively. The investors generate investment strategies more prudently when the market risks are increasing. More concentrated attention on their target cryptocurrency markets results in weak spillovers among the cryptocurrencies in periods of upward risk tendency. On the contrary, markets with decreasing risks attract a large number of investors, whose confidences enhance significantly. This is again due to the regulatory mechanism of the markets themselves. The investors still pay attention to cryptocurrencies with large capitalization like Bitcoin and Ethereum, considering their dominant roles when they are generating their investment strategies. The investor attention expedites communications among the markets and impacts the risk connectedness. In summary, the cryptocurrencies spill more risks to others at times of downward risk tendency than when there is upward risk tendency. In addition, this asymmetric effect is prominent in cryptocurrencies with large capitalization.

Attention should be paid to the different spillover directions between Monero and other cryptocurrencies under upward and downward risk tendencies. One can see from Table 4 that among the twenty-one pairwise spillovers, six pairwise spillovers change their spillover directions in different risk tendencies, and four of them involve Monero. According to the signs of net pairwise spillovers, Monero mainly accepts spillovers from cryptocurrencies with large capitalization under upward risk tendency, whereas it transmits risk to these cryptocurrencies under downward risk tendency. This result agrees well with what is shown in Figure 1. In Figure 1, one can see that the risk tendency of Monero differs from those of other cryptocurrencies before the steep rise in prices of cryptocurrency markets at the beginning of 2017. Monero reached its risk peak while the other cryptocurrencies stayed in their risk troughs. However, this phenomenon disappeared after 2017. This interesting result is due to the trading volumes of cryptocurrencies. The trading volume of Monero was different from those of the others before 2017. For instance, from August 2016 to October 2016, the trading volume of Monero fluctuated strongly, whereas the others were weakly fluctuating. After 2017, the trading volume of Monero comoved with other cryptocurrencies but with a higher amplitude of fluctuation. We can capture that the differences in trading volumes between Monero and other cryptocurrencies mostly happened under downward risk tendency. The increase in cryptocurrency trading volumes drove Monero to transmit its risk to other cryptocurrencies. Thus, Monero spilled over risk, as a transmitter in the market, under a downward risk tendency. So we have to acknowledge the specific role played by Monero in the whole cryptocurrency market.


Table 4. Net pairwise risk spillover under upward and downward risk tendencies.
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4. TIME-FREQUENCY CONNECTEDNESS OF CRYPTOCURRENCY RISKS

In fact, the analysis in section 3 implies that risk connectedness among the cryptocurrency markets might show heterogeneities at different timescales, which will be verified in this section. In this section, we explore the net pairwise spillovers among the selected cryptocurrencies at different timescales, namely in the short term (<4 days), medium term (more than 4 days but <30 days), and long term (more than 30 days but <300 days). The methodology for time-frequency connectedness measurement refers to [46].


4.1. Time-Frequency Connectedness Measurements

In this paper, the spectral representation framework of generalized forecast error variance decomposition (GFEVD) is applied to the frequency decomposition. Define the generalized causation spectrum over frequency ω ∈ (−π, π) by

[image: image]

where [image: image], h = 1, 2, ⋯ , H, is the Fourier transform of R, with [image: image]. As noted by [46], the forecast horizon H makes no difference, since the GFEVD here is unconditional. To obtain the generalized variance decompositions on frequency band d, d ∈ (a, b), a, b ∈ (−π, π), we weight (f(ω))k, j by the frequency shares of the jth volatility variance. Thus, the weighting function can be defined as

[image: image]

The generalized variance decompositions on frequency band d are denoted by

[image: image]

With the spectral representation of the generalized variance decompositions, we can easily calculate the scaled generalized variance decompositions as

[image: image]

Then, the net pairwise spillovers in different frequencies are given as

[image: image]



4.2. Static Risk Connectedness at Different Timescales

Table 5 shows the static net pairwise risk spillovers among the cryptocurrency markets at short-, medium-, and long-term frequencies. It is evident that spillovers happen at medium- and long-term frequencies. Spillovers between any two cryptocurrencies are almost zero in the short term. They show signs of recovery until 4 days later. This is due to the investor attitude on the cryptocurrency markets and information exchange among them. The risk spillovers among the cryptocurrency markets result from the return spillovers and information exchange among them. As analyzed in section 3, cryptocurrencies with large capitalization play key roles in the overall market. Investment strategies are generated according to the price fluctuations of cryptocurrencies with large capitalization. Thus, investments in cryptocurrencies with small capitalization rely on the price fluctuations of cryptocurrencies with large capitalization, and so the information exchange among the cryptocurrency markets leads to risk spillovers among them. Moreover, the spillovers are not immediate but are delayed, which results from the investor attitudes and asymmetry of information. Although the investment decisions rely on the prices of cryptocurrencies with large capitalization, as emerging financial assets, cryptocurrencies are easily influenced by major events such that they show strong uncertainty. Thus, the investors first off look at the markets. On the other hand, information in the cryptocurrency markets shows asymmetry between investors and speculators, which also results in a delay in risk spillovers among the cryptocurrency markets.


Table 5. Static net pairwise risk spillovers at different timescales.
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Furthermore, comparing the net pairwise spillovers among the selected cryptocurrencies in the medium and long term in Table 5, one can catch that risk spillovers at medium-term frequency are mostly stronger than those at long-term frequency, while the spillover directions remain almost the same. In particular, only five pairwise spillover indexes at long-term frequency are larger than their corresponding indexes at medium-term frequency. Meanwhile, there is only one pairwise spillover index that changes its sign (Ethereum and Dash). The results imply that risk spillovers among the cryptocurrencies followed an upturned “U” with respect to time frequency. One may question the origin for such a phenomenon, and our reply is that it is due to dynamic investor attention on the markets. When news involving a cryptocurrency market issue or a major event enters circulation, most investors just monitor the markets without making investments, which results in slight risk spillovers among the cryptocurrencies. With sensationalization from speculators or market properties, such as trading volumes and prices varying distinctly, the investors pay their maximum attention to the markets. Considering the dominant roles of cryptocurrencies with large capitalization in the whole market, risk spillovers among the cryptocurrency markets also attain their peaks. As the market gradually acclimatizes itself to the changing information or shocks on prices caused by major events, the market efficiency of an individual cryptocurrency may increase, which reduces the risk spillovers to others. However, the increasing market efficiency of an individual cryptocurrency cannot result in a change of status in the whole market for the individual cryptocurrency. Thus, at different timescales, the risk spillover directions remain the same. Summing up, risk spillovers among the cryptocurrencies are the most remarkable in the medium term, rather than in the short term or long term. Moreover, these spillovers show persistence.



4.3. Dynamic Risk Connectedness at Different Timescales

Table 6 presents the statistics for dynamic risk connectedness among the cryptocurrency markets at medium- and long-term frequencies. The risk spillover means and ranges among the cryptocurrencies are remarkably discrepant at different timescales. In addition, several spillover directions change. The mean spillover at long-term frequency is larger than that at medium-term frequency, whereas the spillover range at medium-term frequency is wider than that at long-term frequency. In Table 6, there are sixteen pairwise spillovers whose spillover indexes at long-term frequency are larger than at medium-term frequency. Since the mean depends heavily on the length of the sample interval, we catch the dynamic characteristics of risk spillovers among the cryptocurrencies through spillover range and standard deviation. The spillover range at long-term frequency is remarkably lower than that at medium-term frequency. Similar to the analysis in subsection 4.2, this results from the collection of risk spillovers among the cryptocurrencies at medium-term frequency. The delays of price transmissions among the cryptocurrencies result in the collection of risk spillovers at medium-term frequency. Meanwhile, attentional heterogeneity in different market participants leads to wide-ranging fluctuation in risk spillover levels among the cryptocurrencies. In particular, speculators and arbitragers may get more returns due to the convenience and timeliness with which they get market information. Thus, these market participants may magnify the risk spillovers among the markets. On the other hand, speculators and arbitragers pursue medium-term profits in general, while investors prefer long-term programs. This also suggests the amplification of risk spillovers at medium-term frequency.


Table 6. Statistics for dynamic risk connectedness at medium- and long-term frequencies.
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Referring to subsection 4.2, we divide the net pairwise spillovers into two groups. In group one, the risk spillovers at long-term frequency are stronger than those at medium-term frequency, while group two holds the inverse case. One can see from Table 6 that the risk spillover between two cryptocurrencies whose spillover at long-term frequency is stronger than that at medium-term frequency shows a strong fluctuation at long-term frequency. However, the risk spillover fluctuation at long-term frequency between two cryptocurrencies whose spillover at long-term frequency is weaker than that at medium-term frequency is remarkably weaker than that at medium-term frequency. This is due to the persistence of risk spillovers among the cryptocurrencies. In terms of Bitcoin and Ethereum, the investors will pay continuous attention to these two cryptocurrencies when they are generating investment decisions, on account of their high similarity. This leads to a longer persistence of risk spillover between Bitcoin and Ethereum, which results in the risk spillover fluctuation at long-term frequency being stronger than that at medium-term frequency. In terms of those cryptocurrencies with weak similarity, the dominant roles of cryptocurrencies with large capitalization result in stronger risk spillover fluctuations in the medium term. Summing up, we declare the heterogeneity in dynamic characteristics of risk spillovers among the cryptocurrencies at different timescales.




5. CONCLUSIONS AND POLICY IMPLICATIONS

In this paper, we study risk connectedness among the cryptocurrency markets through net pairwise risk spillover measurement. We select seven leading cryptocurrencies, Bitcoin, Ethereum, Ripple, Litecoin, Stellar, Monero, and Dash, whose capitalizations are among the top 20 in the cryptocurrency market. The data sample interval ranges from August 7, 2015, to February 15, 2020. The methodology measuring the risk spillover used in this paper is the DY index. We first explore the net pairwise risk spillovers among the selected cryptocurrencies over the whole sample. We then discuss the asymmetric spillovers at times of upward and downward risk tendency. Finally, we identify risk spillover heterogeneity at different timescales through the decomposed DY index on the basis of time frequency. The conclusion of this paper is summarized as follows.

First, the risk spillover directions are highly correlative with the capitalizations of cryptocurrencies. The risks spill over from the cryptocurrencies with small capitalization to those with large capitalization. For instance, the spillover indexes from Bitcoin to Ethereum and Ripple are 0.047 and 0.035%, respectively, while Bitcoin accepts risks from Stellar, Monero, and Dash, with spillover indexes of 1.316, 2.520, and 0.870%, respectively. Similar results also hold for Ethereum, which accepts risks from Stellar, Monero, and Dash, measured by the spillover indexes as 0.462, 4.665, and 1.746%, respectively.

Second, the risk spillovers among the cryptocurrencies under a downward risk tendency are stronger than those under an upward risk tendency. A difference in spillover direction under upward and downward risk tendencies exists in the Monero market. In particular, the risk spillover index between Bitcoin and Ripple is −0.513% under upward risk tendency while it is −0.920% under downward risk tendency. Similarly, the risk spillover indexes from Bitcoin to Stellar and Dash are 1.824 and 0.689%, respectively, under upward risk tendency, while they are 2.607 and 2.231% under downward risk tendency. Monero accepts risk transmissions from the other cryptocurrencies with large capitalization under risk upward tendency, while it transmits the risks to those cryptocurrencies in downward risk tendency. The risk spillovers in other pairs of cryptocurrencies mostly maintain the same directions under upward and downward risk tendencies.

Third, the mean and range of risk spillover at different timescales show heterogeneity. The static risk spillovers mainly happen at medium- and long-term frequencies. The risk spillovers at medium-term frequency are mostly stronger than those at long-term frequency, while the spillover directions mostly remain the same. Focusing on the dynamic characteristics of risk spillovers among the cryptocurrencies, the means of risk spillover at long-term frequency are relatively larger than those at medium-term frequency, while the ranges of risk spillovers at medium-term frequency are distinctly larger than those at long-term frequency. In addition, the risk spillover fluctuations at long-term frequency are stronger than those at medium-term frequency if the corresponding risk spillover levels maintain the same comparison at long-term and short-term frequencies. However, for cryptocurrencies whose risk spillover levels at long-term frequency are lower than at medium-term frequency, the risk spillover fluctuations at long-term frequency are distinctly weaker than those at medium-term frequency.

The empirical results have some policy implications for regulators. Regulators should establish a monitoring and warning system for risk. The risk spillovers among the cryptocurrencies show heterogeneity under different risk tendencies, whereas the spillover directions almost remain the same. Thus, a risk monitoring and warning system would be able to identify market behavior well and transmit valuable market information. In addition, some regulatory policies should aim at risk spillovers within 4–30 days. The large risk spillover fluctuations and ranges among the cryptocurrencies in the medium term pose new challenges for market supervision. Thus, the regulators should generate policies, such as determining a trading threshold, to control the risk spillovers among the cryptocurrencies, improving the market efficiency in the medium term. For the investors, the delayed effect of risk spillovers among the cryptocurrencies should be paid attention to when generating investment strategies. Major events may shock the cryptocurrency markets strongly. Study of the delayed effects of the shocks helps investors generate investment strategies unifying their own situations. The analysis of the heterogeneity in risk spillovers among the cryptocurrencies at different timescales can provide information with which investors to identify the effects of event shocks. Furthermore, our empirical results also provide some suggestions for government supervision of the design of a new cryptocurrency. On the one hand, we should monitor the risks of cryptocurrencies with large capitalization and construct a warning system. On the other hand, two restrictions on trading volumes of cryptocurrencies should be considered. Firstly, we should use different restrictions on trading volumes under different conditions. Under downward risk tendency, we can set lower thresholds for trading volume to prevent the large-dollar investors from entering the markets, leading to a risk increase for new cryptocurrencies, whereas under an upward risk tendency, investors should be attracted into the markets by setting higher thresholds for trading volume and stimulated to trade more frequently, driving the market mechanism to reduce the risks. Secondly, we should restrict trading volumes of medium-term investors. In this way, the uncertainty of spillover among the cryptocurrency markets can be reduced, and market stability can be well-protected.
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In this paper, we explore the volatility spillovers across different Bitcoin markets. We decompose the realized volatility into common and idiosyncratic volatilities, as well as the good and bad volatilities. Then the asymmetry in volatility spillovers between Bitcoin markets is measured by the DY (Diebold and Yilmaz) index. In addition, we construct statistics to test the asymmetry in volatility spillovers between different Bitcoin markets. The results are achieved as follows. The spillovers of systematic and idiosyncratic volatilities dominate the connectedness among different Bitcoin markets. In addition, the idiosyncratic volatility spillovers are more easily influenced by policies. Good volatility spillovers dominate the Bitcoin markets and change over time. The further results suggest that there is significant asymmetry between systematic and idiosyncratic volatility spillovers in the Bitcoin markets, while the asymmetries between good and bad volatility spillovers are heterogeneous in different markets. The findings in this paper can provide some suggestions for regulators controlling market stability and investors generating investment strategies.
Keywords: asymmetric, connectedness, bitcoin, realized volatility, good and bad volatility, common and idiosyncratic volatility
1 INTRODUCTION
Both the market value and amount of cryptocurrency have risen greatly since 2016. Meanwhile, the increased price has been accompanied with strong volatility. For instance, the Bitcoin as the leading cryptocurrency fell more than 40% to less than $12,000 within a month from more than $20,000 on December 17, 2017. Some people attribute such a rapid rise to the block chain technology, believing that Bitcoin can exceed $100,000, while some others deem that cryptocurrencies are speculation products rather than exchange mediums (10; [17, 37]; and Bitcoin is prone to bubble [20, 31]. In order to further recognize the price discovery function of Bitcoin in the financial market, meeting the investors demand on cryptocurrencies, the U.S. financial corporations CME and CBOE have issued Bitcoin futures, respectively. In addition, Bitcoin is an option for portfolio, asset allocation, and hedging [28] as it is distinctly different in return, volatility, and correlation from other assets [11]. The Bitcoin, which is a leading cryptocurrency with a long history as well as the largest market capitalization, has a total amount at the early design stage. The Bitcoin markets, whose pricing data are available immediately and free of charge to anyone worldwide with internet access, usually behave differently in prices across different markets. Price volatility as an important indicator investigating market dynamics, reflects the market reaction to new information, and influences the trading volume, whose fluctuation reflects different investor understanding on the new information. Indeed, connectedness among price volatilities across different Bitcoin markets provides knowledge on the spread and absorption of market information flows and extend to which price reflects the market information. The volatility connectedness has been explored in stock markets [16, 19, 48, 53], futures markets [36, 58], and commodity markets [3, 4, 21, 34]. We believe that it is necessary to pay attention to the volatility connectedness across Bitcoin markets. Reference [61] analyzed the cross-correlations of the return-volume relationship across the Bitcoin markets. Reference [52] identified the price inconsistencies across the markets. In this paper, the volatility connectedness across the Bitcoin markets is addressed.
Systematic and idiosyncratic decompositions for financial variables have been considered important in main stream finance literature [32]. Reference [50] used the quantile-on-quantile Granger causality test to investigate extreme risk spillover from the crude oil market to firm return in China. They provided evidence of extreme risk spillovers from crude oil price shocks to firm returns. Their results indicate that the industrial characteristics of a firm matters. Reference [18] investigated the relationship between crude oil and stock using firm-level data and a bottom-up approach. Following the same logic of Ref. [47]; they explicitly modeled systematic and idiosyncratic risks using a capital asset pricing model in the oil-stock relationship for each stock and then aggregated them for the market-wide results. Reference [45] investigated the inter-connectedness between WTI oil price returns and the returns of listed firms in the U.S. energy sector. They focused on the issue of whether firm-level idiosyncratic information matters. A generalized dynamic factor model was used to separate systematic components from idiosyncratic components in these energy stocks. On the other hand, systematic and idiosyncratic contagion are underlined in the existing literature. In a financial system, systematic contagion is driven by common factors that affect all the participants, while idiosyncratic contagion is caused by factors that are specific to the individuals [6]. This distinction contributes to making clear the potential contagion drivers and the channels by which contagion occurs. They are essential for regulators and policymakers to monitor financial stability. Some works distinguish the systematic and idiosyncratic contagion through the traditional regression models [9, 25–27]. Reference [6] applied principal component analysis and a generalized vector autoregressive framework proposed by Ref. [22]) to differentiate the systematic and idiosyncratic contagion. Ref. [38] proposed a network-based framework to distinguish systematic and idiosyncratic contagion and dealt with the situation that the number of financial institutes involved in the contagion is sufficiently large. Most existing literature on systematic and idiosyncratic decomposition contribute to the oil-stock relationship and financial crisis. To our knowledge, it has not been applied in the cryptocurrency market. In this paper, we will explore systematic and idiosyncratic volatility in the Bitcoin markets. In addition, network connectedness of systematic and idiosyncratic volatility in the Bitcoin markets is constructed.
Despite the popularity and versatility of the DY index, which was developed by Ref. [22] to measure both total and directional volatility spillovers, it cannot not distinguish potential asymmetry in spillovers that originate due to both good and bad uncertainty. A market volatility may be higher as institutes in that market make it advantageous for firms to take risks that lead to greater market growth [1, 24, 39]. Alternatively, a market volatility may also be high because of the market-specific forces, such as political risks, that impose risks on firms that they can not shed [8]. In the former case, volatility is good as it results from positive shocks that enable markets to be more productive. In contrast, the bad volatility associated with the latter case can destabilize the market and prevent its growth. As suggested by Ref. [54]; one can decompose the aggregate volatility into “good” and “bad” volatility components, which are associated with positive and negative innovations to market returns. These two volatility components have opposite impacts on asset prices and market growth. Ref. [7] decomposed the realized daily volatility calculated by intraday returns into good and bad volatility, which separately captured the volatility component associated with positive and negative movements in oil prices and the exchange rate, permitting someone to determine whether good volatility shocks propagate differently across currency and oil markets compared to bad volatility shocks. Ref. [13] quantified asymmetries in volatility spillovers that emerge due to bad and good volatility by using data covering most liquid U.S. stocks in seven sectors. They provided sample evidence for the asymmetric connectedness of stocks at the disaggregate level, while they provided evidence for asymmetric volatility connectedness on forex markets by showing how bad and good volatility propagate through forex markets [14]. Reference [15] analyzed total, asymmetric, and frequency connectedness between the oil and forex markets using high-frequent intraday data by employing variance decompositions and spectral representation in combination with realized semi-variances to account for asymmetric and frequency connectedness. Reference [2] paid attention to the potential asymmetries from good and bad volatility in the causal linkages between the crude oil and forex markets. Reference [55] examined asymmetric volatility spillovers between crude and international stock markets. They provided evidence that bad total volatility spillovers dominate the system and change over time, suggesting that a pessimistic mood and uninformed traders who tend to increase volatility dominate in the markets. However, among the existing literature on asymmetries from good and bad volatility, as well as their volatility spillovers, we should note that sufficient attention has not been paid in the cryptocurrency markets. In this paper, we will construct a network connectedness of good volatility and bad volatility among Bitcoin markets and explore the asymmetric spillovers of good and bad volatility in Bitcoin markets.
The contribution of the current paper can be summarized as follows. First, we explore the time-varying characteristic of leading roles played by systematic and idiosyncratic volatilities in different Bitcoin markets. The time-varying dominance of common volatility and characteristic volatility spillovers in the Bitcoin markets helps to identify the influencing factors of Bitcoin price changes, that is, whether the Bitcoin price changes are caused by the evolution of Bitcoin itself or by changes in market policy attitudes and investor sentiment. The leading roles between Bitcoin markets enable global investors to use Bitcoin assets for the purposes of diversification and to reduce risks. The leading roles also allow the possibility of forming portfolios to increase returns, which can generate clear benefits for financial market investors and risk management. Second, we continue to explore the time-varying characteristic of leading roles played by good and bad volatilities in different Bitcoin markets. In this way, we complete the construction of network connectedness of Bitcoin markets. This dominant time variability helps investors identify the impact of policy news on Bitcoin price volatility. Concretely, volatility is good in that it results from positive policy news that enables Bitcoin price to be more productive. In contrast, the bad volatility associated with negative policy news can destabilize the market and prevent its growth. Third, we examine the asymmetric spillovers of systematic and idiosyncratic volatility in Bitcoin markets and lastly, asymmetric spillovers of good and bad volatility are addressed as well. This could shed light on whether spillovers are higher or lower during a specific period. Asymmetric spillover in volatility on Bitcoin markets indicates that past returns are highly correlated with present volatility. As volatility is transferred across markets by spillovers, it is reasonable to believe that volatility spillovers exhibit asymmetries as well and that such asymmetries might stem from qualitative differences due to different information. Our evidence supports this prediction. In this way, we construct the asymmetric network connectedness of Bitcoin markets.
The paper is organized as follows. In Section 2, we present the network connectedness of systematic and idiosyncratic volatility in Bitcoin markets, involving the measurement of systematic and idiosyncratic volatility, and static and dynamic analysis of the network connectedness. Similar results for good and bad volatility in Bitcoin markets are presented in Section 3. The asymmetric network connectedness in Bitcoin markets is addressed in Section 4. In Section 5, we conclude the paper with some policy implications.
2 NETWORK CONNECTEDNESS OF COMMON AND IDIOSYNCRATIC VOLATILITY IN BITCOIN MARKETS
2.1 The Measurement of Realized Volatility
The realized volatility can better reflect the Bitcoin price volatility. On the one hand, different from traditional financial assets, as it does not admit price limit, together with the globalization and convenience, the Bitcoin price can fluctuate strongly in a short time. Accordingly, we measure the Bitcoin price volatility by using highly frequent data. On the other hand, the price of Bitcoin, which is one of speculative assets, can be influenced by information acquisition and propagation rate. Considering the instantaneity of information, highly frequent data may better reflect the effects of information on the Bitcoin price volatility [33, 57]. Accordingly, we use the realized volatility, proposed by Ref. [5]; to measure the price volatilities in different Bitcoin markets.
Denote by [image: image] the return rate in the Bitcoin market i:
[image: image]
where [image: image] represents different Bitcoin markets, which are USD, EUR, JPY, PLN, IDR, and KRW. t represents the time while j represents the time period. In this paper, we use the data with 5-min frequency, which suggest that [image: image]. [image: image] and [image: image] represent the Logarithmic prices of Bitcoin market i at time j and j-1 in trading day t.
Accordingly, for the market i and a specific business day [image: image], the realized volatility [image: image] can be calculated as the sum of the squared intraday returns [image: image]:
[image: image]
where [image: image] is the sample period.
In this paper, we decompose the realized volatility into systematic and idiosyncratic volatilities, to explore the asymmetry between systematic and idiosyncratic volatility spillovers. To identify the role of idiosyncratic information in the spillover among the Bitcoin markets, this paper employs generalized dynamic factor models (GDFM), proposed by Ref. [12]; to decompose the realized volatility into both systematic and idiosyncratic components. The method is also used by Ref. [30]. Consider a six-dimensional vector of realized volatility [image: image], which can be decomposed into a systematic volatility [image: image] and an idiosyncratic volatility [image: image], such as:
[image: image]
where, [image: image] is systematic volatility, [image: image]. [image: image] is the number of systematic volatility factors, which is determined by the variance contribution rate. Additionally, [image: image] stands for orthonormal white noise, [image: image] is the lag operator and [image: image] are one-sided square-summable filters.
2.2 The Measurement of Network Connectedness
In this paper, we measure the connectedness among different Bitcoin markets by the DY spillover index. Most existing literature measures connectedness by the DCC-GARCH model [46, 56] and copula model (41; [35, 44]. On the one hand, these models focus on the connectedness of two or three markets rather than measuring the connectedness among many markets. On the other hand, the delay effect of Bitcoin price volatility and the interplay among the Bitcoin markets motivate us to investigate the volatility spillovers. Recently the connectedness model, which is based on a VAR model approach proposed by Ref. 23, has been widely used to measure system spillover in the finance and commodity market [40–43, 59, 60]. Using forecasting error variance decomposition (FEVD) of the VAR model and a rolling-windows approach, the method provides a simple yet effective way for understanding the static and dynamic spillovers among different Bitcoin markets.
Start from a [image: image] -th order, the VAR(p) model is as follows:
[image: image]
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where, [image: image], [image: image] is the delay order, obtained by the AIC or BIC criterion. [image: image] is the vector of disturbances and are assumed to be independently and identically distributed. Given the assumption of stationarity of the VAR model, Eq. 1 can be converted into Eq. 2 in an infinite order vector moving average (VMA) representation, where [image: image] is the [image: image] coefficient matrix, defined as
[image: image]
Standard FEVD results tend to be sensitive to the ordering of variables in VAR models. Reference 23 suggested to use the generalized FEVD approach [51] to solve this problem. They define [image: image] as the contribution from market i to market j, which is written as
[image: image]
where [image: image] is the variance-covariance matrix of the error term, [image: image] is the standard deviation of [image: image]; [image: image] is a selection vector, which equals one for the jth element and 0 otherwise. The contributions of [image: image] can be normalized in the form of [image: image], whereas it is easy to prove that [image: image] and [image: image].
By excluding self-contributions in the system, the total spillover index (TSI), denoted by S(H), can be written as:
[image: image]
We calculate the from and to spillovers among different Bitcoin markets by Formulas (3) and (4)
[image: image]
[image: image]
Furthermore, we calculate the net spillover
[image: image]
Similarly, the net pairwise measure can be written as
[image: image]
2.3 Asymmetric Network Connectedness of Common and Idiosyncratic Volatility
In this paper, we chose six Bitcoin markets according to their trading volume, which were USD (BitStamp), EUR (Kraken), JPY (Coincheck), PLN (BitBay), IDR (Infomax), and KRW (Korbit), where the largest trading platforms in corresponding Bitcoin markets are pointed out in the brackets. According to the availability, the data range from March 6, 2016 to March 15, 2020. The measurement for spillover is through R-3.6.3, while the network figure is through Gephi-0.9.2.
The empirical results show the static and dynamic spillovers of systematic volatility and idiosyncratic volatility among different Bitcoin markets. According to the AIC criterion, we applied the VAR model with a delay order of three to measure the realized volatility in Bitcoin markets while the VAR model with a lagged value of four was applied to measure the systematic and idiosyncratic volatility in Bitcoin markets. Accordingly, we calculated the static volatility spillovers among Bitcoin markets. With regard to dynamic spillovers, in this paper, we set the roll-windows by 60 according to the duration of Bitcoin volatility. We set the n. ahead describing dynamic spillovers of systematic volatility among the Bitcoin markets by 20, while it was set by 10 to describe dynamic spillovers of idiosyncratic volatility among the Bitcoin markets. The numbers 20 and 10 reflect the periods when the volatility shocks in the Bitcoin markets become stable. Table 1 shows the static volatility spillovers among different Bitcoin markets.
TABLE 1 | Static spillover in realized, common, and idiosyncratic volatility.
[image: Table 1]The spillovers between systematic volatility and idiosyncratic volatility dominate the connectedness across different Bitcoin markets. The volatility spillovers among Bitcoin markets after volatility decomposition are significantly stronger than that before decomposition. We can see from the rows “Net” in Table 1 that the most significantly enhanced volatility spillover after volatility decomposition compared with the total realized volatility spillover before volatility decomposition is captured in the KRW market, which are given as 14.81/0.3 = 49 and 6.99/0.3 = 20. It is followed by the JPY market, which is 8.65/1.2 = 7 and 14/1.2 = 11. The most insignificantly enhanced volatility spillover after volatility decomposition compared with the total realized volatility spillover before volatility decomposition is captured in the IDR market, which is 6.28/4.2 = 1.5 and 8.34/4.2 = 2. With regard to spillover direction, the systematic volatility spillover direction is almost consistent with the overall volatility spillover direction, while the idiosyncratic volatility spillover direction is significantly different from that of overall volatility spillover. The volatility spillovers change their directions in the USD, EUR, JPY, and PLN markets, but they stayed the same in the IDR and KRW markets, which can be seen by the signs of values in the rows “Net” in Table 1.
The difference of Bitcoin market efficiency determines the asymmetry between systematic volatility spillover and idiosyncratic volatility spillover. On the one hand, the market efficiency determines the level variation of volatility spillover. The market efficiency determines market ability replying to shocks. Considering the speculative nature of Bitcoin, the higher market efficiency leads to stronger market ability replying to shocks, that is a Bitcoin market can well eliminate spillover effects from other Bitcoin markets. Hence, for those entities who have more comprehensive financial markets like USD and EUR, their cryptocurrency markets, like Bitcoin, are more likely to show a stronger ability when replying to market shocks. Due to China’s policies on the Bitcoin market, the barycenter of the Bitcoin market has begun to shift to the KRW and JPY markets. Many investors are attracted to invest on these markets, resulting in new challenges for market efficiency. However, the market efficiency cannot realize regulation and control, which results in a larger variation of volatility spillovers in the KRW and JPY markets. Besides, considering aims of speculators to pursue excess return, the development of emerging Bitcoin markets affects the investing decisions of speculators. Accordingly, spillovers from markets like IDR vary weakly.
On the other hand, the market efficiency determines the variation of spillover directions. The markets with higher efficiency, like USD and EUR, play leading roles in the development of Bitcoin. Hence, both USD and EUR show positive spillover directions of systematic volatility, namely that USD and EUR transmit volatilities to other markets. The idiosyncratic volatility reflects the particular roles played by different markets in the development of Bitcoin. The USD and EUR markets usually attract investor attention from other Bitcoin markets, which may affect their price evolution. Thus, the efficiency of Bitcoin markets determines their roles in the price evolution of Bitcoin. This implies the importance of systematic and idiosyncratic volatility spillovers among the Bitcoin markets. We will further analyze the net pairwise spillovers of systematic and idiosyncratic volatility among different Bitcoin markets.
Figure 1 shows the net pairwise spillovers of systematic and idiosyncratic volatility among different Bitcoin markets. The size of the node represents the self-spillover of Bitcoin markets. The lines between two nodes represent the net pairwise spillovers between two Bitcoin markets, while the arrows represent the spillover direction. We can see from Figure 1 that the spillover direction of systematic volatility is significantly different from that of idiosyncratic volatility. With regard to systematic volatility, it mainly spills from markets with large capitalization to those with small capitalization. More precisely, the systematic volatilities spill significantly from the USD, EUR, and JPY markets to the KRW, PLN, and IDR markets. With regard to idiosyncratic volatility, it spills from markets with small capitalization like KRW, PLN, and IDR to those with large capitalization like USD, EUR, and JPY. These phenomena result from the heterogeneity of different Bitcoin markets in leading the price volatility characteristics of Bitcoin. The systematic volatility depicts the roles played by different markets in the price volatility characteristics. Markets with small capitalization usually learn from markets with large capitalization on Bitcoin price. More investors are attracted to catch more information on price from markets with large capitalization and generate investment strategies in other Bitcoin markets. Thus the systematic volatility spills from markets with large capitalization to those with small capitalization. The idiosyncratic volatility mainly embodies the heterogeneity of market efficiency. The Bitcoin markets with small capitalization usually admit low market efficiency, which result in a weak ability when replying to price volatility. Markets with large capitalization have strong ability when replying to price volatility. Therefore, as the Bitcoin price fluctuates, the markets with small capitalization show higher market risks due to their weak stability, while those markets with large capitalization show stronger stability. At this time, investors disperse their investment risks by investing across different Bitcoin markets. Accordingly, the idiosyncratic volatility spills from markets with small capitalization to those with large capitalization.
[image: Figure 1]FIGURE 1 | Net pairwise spillover in different Bitcoin markets. Note: I. The lines between two nodes represent the net pairwise spillovers between two Bitcoin markets, while the arrows represent the spillover direction. II. (A) stands for net pairwise spillover for systematic volatility, while (B) stands for idiosyncratic volatility.
The idiosyncratic volatility spillovers among different Bitcoin markets are more easily influenced by policies. With regard to systematic volatility spillover, the spillover directions almost stay the same in the sample period. In addition, spillovers fluctuate moderately. We can see from Figure 2A that the net spillovers between USD and other markets are almost positive, which is also the case in the EUR market. However, it is not the case in the KRW, PLN, IDR, and JPY markets. With regard to idiosyncratic volatility, the spillover directions change more frequently and the spillover fluctuates strongly. This implies the effects of major events on the idiosyncratic volatility spillovers among different Bitcoin markets. For instance, since September 2017, China has forbidden the issue and trading of cryptocurrencies like Bitcoin. The global Bitcoin market has shifted to the JPY and KRW markets. At this moment, the systematic volatility spillovers among Bitcoin markets fluctuate moderately, while the idiosyncratic volatility spillovers in the JPY and KRW markets fluctuate strongly. Besides, volatility spillovers from other financial markets like stock markets to Bitcoin markets are almost dominated by idiosyncratic volatility spillovers. At the beginning of 2018, regular stock markets around the world were in a state of stagnation. More and more investors began to pay attention to Bitcoin, which resulted in the strong price volatility of Bitcoin. Similarly, the systematic volatility spillovers fluctuated moderately, while the idiosyncratic volatility spillovers among the Bitcoin markets showed stronger fluctuations. As the attitudes to Bitcoin positively grew in different countries, the idiosyncratic volatility spillovers as well as the spillover fluctuations became weaker.
[image: Figure 2]FIGURE 2 | Dynamic net spillover among different Bitcoin markets. (A) stands for the dynamic spillover for systematic volatility; (B) reports the dynamic spillover for idiosyncratic volatility.
3 NETWORK CONNECTEDNESS OF GOOD AND BAD VOLATILITY IN BITCOIN MARKETS
3.1 The Measurement of Good and Bad Volatility
The transmission of good and bad information among different Bitcoin markets also catches the attention of investors. In fact, the bad volatilities of Bitcoin are related to negative information, such as earnings, spending, and investor sentiment, while the good volatilities are related to the positive information of these variables. Accordingly, we further explored the spillovers between good and bad volatilities in Bitcoin returns. Recently, Ref. [7] decomposed the realized volatility into estimators of realized semi-variance (RS) that captured the variance due to negative or positive movements in bad and good volatility of Bitcoin markets. The technique was quickly adopted in several recent contributions (29; [49, 54]. This method can better measure the evolution of good and bad volatilities in the sample period. Concretely, the good volatility of Bitcoin is measured by the positive return of Bitcoin, while the bad volatility is measured by negative return. Accordingly, this method can better reflect the good and bad volatilities of Bitcoin. In addition, it can better capture the relationship between the Bitcoin volatilities in the future and the Bitcoin returns in the past. Thus, we used the realized semi-variance in a similar manner. The negative and positive realized semi-variances ([image: image] and [image: image]) of the Bitcoin market are defined as follows:
[image: image]
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where [image: image] represents the time period when the return is less than 0 in the market i, [image: image] represents the time period when the return is larger than 0 in the market i. In each Bitcoin market, there holds [image: image] Thus, the relationship among realized volatility, and good and bad volatilities can be written as follows:
[image: image]
and can serve as a measure of downside and upside risk. For instance, negative semi-variance corresponds to bad information causing the return volatility of Bitcoin, and we can use the measure as the empirical proxy for bad volatility as in Ref. [54]. Similarly, positive semi-variance corresponds to good information causing the return volatility of Bitcoin and serves as a proxy for good volatility. In this section, we substitute [image: image] and [image: image] into (1) and analyze the static and dynamic volatility spillovers among different Bitcoin markets.
3.2 Static Analysis of Asymmetric Network Connectedness
Considering the heterogeneity in investor reactions to good (bad) information, we discuss the static asymmetry of good and bad volatility spillovers among different Bitcoin markets. Table 2 shows the static spillovers of good and bad volatility. Figure 3 shows the net pairwise spillover of good and bad volatility.
TABLE 2 | Static spillover in realized, good, and bad volatility.
[image: Table 2][image: Figure 3]FIGURE 3 | Net pairwise spillover in good and volatility. Note: I. The lines between two nodes represent the net pairwise spillovers between two Bitcoin markets, while the arrows represent the spillover direction. II. (A) stands for net pairwise spillover for good volatility, while (B) stands for bad volatility.
[image: Figure 4]FIGURE 4 | Dynamic net spillover between different Bitcoin markets. (A) stands for the dynamic spillover for good volatility; (B) reports the dynamic spillover for bad volatility.
The good volatility dominates the spillovers among different Bitcoin markets. With regard to good volatility spillover, the self-spillovers of individual markets are all weaker than that of the full sample, which suggests that in the environment of good information, the connectedness across different Bitcoin markets is stronger than that in the full sample. On the contrary, for bad volatility spillover, the self-spillovers of individual markets are stronger than that of the full sample, which suggests that in the environment of bad information, the connectedness across different Bitcoin markets is weaker than that in the full sample. This results from the heterogeneity of investor expectation in good and bad volatility spillovers. Therefore, we further analyze the asymmetry between good volatility spillover and bad volatility spillover.
The asymmetry between good and bad volatility spillover among the Bitcoin markets is captured by the self-spillovers of individual markets and mutual spillovers among different markets. The diagonal elements in Panel b and c of Table 2 depicts the self-spillovers of individual Bitcoin markets, while the net spillover depicts the spillovers among the markets. With regard to the self-spillover, except the U.S. market, other markets show stronger bad volatility spillovers. With regard to mutual spillovers among the markets, the spillover directions of both good and bad volatility are almost the same, while the spillover degrees are significantly different. More precisely, we can see from the rows of “Net” that the spillover levels in the USD, PLN, and KRW markets decrease, while they increase in the EUR, JPY, and IDR markets compared with good volatility. This may result from the heterogeneity of investor expectation in different markets. Good information leads to positive investor expectation on the Bitcoin price. Due to heterogeneous conveniences catching information of investors, besides assimilating good information in the autologous markets, the Bitcoin investors usually obtain information from other markets to generate their investment strategies. Thus, good volatility spillovers among different Bitcoin markets are stronger. On the contrary, bad information not only decreases the investor expectations on Bitcoin, but also challenges the market system. On the one hand, for those markets with more comprehensive market systems like USD, considering the regulation complexity caused by spillovers as well as protecting investors, they usually reduce the spillovers to other markets, reaching a balance status. On the other hand, the migration of primary Bitcoin markets influences the development of the market system. With regard to bad information, for those weakly stable markets like the PLN and KRW markets, investors decide their investor expectation by looking at the price trend of Bitcoin in other markets and then generate their investment strategies. Besides, the markets reduce spillovers from other markets by setting relevant admittance criterion. Thus, relative to good volatility spillovers, the bad volatility spillovers in the USD, PLN, and KRW markets are significantly reduced. The digestive ability of the market itself also determines the asymmetry of spillover. To reply to bad information, the market implements the digestion of information by enhancing autologous efficiency and perfecting an autologous system. At this moment, the self-spillovers of the Bitcoin markets are strong. However, for those markets where investors are diversiform, like EUR, JPY, and IDR, increasing the autologous spillovers cannot better digest bad information. They have to strengthen the connectedness with other markets. Accordingly, relative to good volatility spillovers, the bad volatility spillovers in the EUR, JPY, and IDR markets are significantly enhanced.
The asymmetry of spillover direction between good volatility and bad volatility is not evident. We can see from the arrows in (a) and (b) of Figure 3 that except the USD, EUR, and KRW markets, both the good volatility and bad volatility spill from markets with large capitalization to markets with small capitalization. It also deserves to be noted that good volatility spills from USD to EUR, while the bad volatility spills from EUR to USD. Besides, KRW receives both good and bad volatility spillovers.
As the markets with large capitalization play the leading roles in the development of Bitcoin price, investors from markets with small capitalization generate rational investment strategies to earn more profits by looking at the price trend of Bitcoin. For the USD and EUR markets, the similarity and superiority of the market system determine the asymmetry of good and bad volatility spillover directions between these two markets. Meanwhile, the policy attitude on financial assets like Bitcoin in the USD and EUR markets also determines the asymmetry of spillover directions. In addition, the particularity of the KRW market creates opportunities for Bitcoin investors to transfer risks. Due to China’s policy attitude toward Bitcoin, the KRW and JPY are gradually becoming primary Bitcoin markets, which attract a great deal of investors. But as the JPY market follows some superior design of the market system, it can better reply to good and bad volatility spillovers of Bitcoin. The instability of the KRW market creates opportunities for speculators to earn excessive profits. Meanwhile, as the attitude of KRW on Bitcoin and the advance of internet technology, the KRW market has been an accepter of volatility spillover.
3.3 Dynamic Analysis of Asymmetric Network Connectedness
Figure 4 shows the dynamic net spillovers of good and bad volatility among different Bitcoin markets, where a) shows the good volatility spillovers and b) shows the bad volatility spillovers. The leading roles of good and bad volatility spillovers are time-varying and heterogeneous in different markets. The good and bad volatility spillover levels determine their leading roles. We can see from the figure that good volatility spillover played a leading role in the USD market before 2017 and after 2018, while the bad volatility spillover played the leading role in other time periods. The bad volatility spillovers played a leading role in the EUR market before 2017, while both good and bad volatility spillovers played the leading roles in the market after then. For the JPY market, both good and bad volatility spillovers played leading roles before 2018 while the bad volatility spillover played the leading role after 2018. The good volatility spillover played the leading role in the KRW market during the whole period of the sample. For the IDR market, before 2017 the bad volatility spillover played the leading role. The good volatility spillover played the leading role during the periods of 2017II-2018I and 2019II-2019III. Both good and bad volatility spillovers played the leading roles the rest of the time. With regard to the PLN market, the bad volatility spillover played the leading role during the periods of 2017IV-2018I and 2019III-2020I, while both the good and bad volatility spillovers played the leading roles in other time periods.
The difference of market system determines the heterogeneity in leading roles of good and bad volatility spillovers among the Bitcoin markets. The policy attitude from the USD market on new assets like cryptocurrencies and the developing trend of Bitcoin in the USD market provide a favorable environment for investors to generate investment strategies. The good information from the USD market enhances the investor expectations. Thus, the leading role of good volatility in the USD market persists during the whole sample period. However, the development of other cryptocurrencies challenged Bitcoin during 2017 to 2018. At this moment, the Bitcoin price volatility induced by bad information had begun to contaminate different Bitcoin markets, resulting in the joint leading roles played by good and bad volatility spillovers in the USD market. Protecting investors in the USD market enhances the market efficiency. The increase of the Bitcoin market efficiency gradually digests price volatility caused by bad information. Therefore, after 2018, the good volatility spillover recovered the leading role in the USD market.
The different perfection levels of the Bitcoin markets determine the heterogeneity in leading roles of good and bad volatility spillovers among different markets. This may result from the effects of major events on the Bitcoin markets. Bitcoin futures were born in December 2017 and were welcomed into the USD and EUR markets. This provided an opportunity for the EUR market. With a similar system to the USD market, EUR attracts many investors into the market, changing the leading role of EUR in volatility spillover. On the other hand, although JPY followed the system from other markets, it cannot perfect the market to adapt to the increase of investors. The JPY market highlighted the legality of Bitcoin by issuing some relevant laws in 2018. However, as the investor heterogeneity, the issued laws cannot well serve the market perfection. Thus, JPY mainly spilled bad volatility after 2018. Due to the instability of the KRW market, it has been the main receiver of both good and bad volatility spillovers. Besides, as the newly developing Bitcoin markets, IDR and PLN, the origins leading to market imperfection and investor complexity are still unclear. The investor expectations fluctuate strongly. Thus, the leading roles of good and bad volatility spillovers in the IDR and PLN markets do not show evident characteristics.
4 TEST ASYMMETRIC DYNAMIC NETWORK CONNECTEDNESS IN BITCOIN MARKETS
Using the results of dynamic spillovers in Sections 2 and 3, in this section, we test the asymmetry between systematic (good) volatility and idiosyncratic (bad) volatility. In the first subsection, we construct statistical magnitudes to test the asymmetry. In the second subsection, we test the asymmetry between systematic and idiosyncratic volatility spillovers, while in the third subsection, we test the asymmetry between good and bad volatility spillovers.
4.1 Conducting Test Statistics of Asymmetric Dynamic Network
We now describe how to test asymmetries in volatility spillovers. This procedure is addressed by two steps. In the first step, we propose a hypothesis, while in the second step, we construct statistical magnitudes.
A comparison of the spillover values opens the following possibilities. If the systematic (good) volatility spillovers equal to the idiosyncratic (bad) volatility spillovers, the spillovers are symmetric, and we expect the spillovers to be of the same magnitude as spillovers from RV. The test for dynamic net pairwise spillover among the markets also follows this principle. These properties enable us to test the following hypotheses:
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where [image: image] represents the dynamic systematic (good) volatility spillovers, [image: image] represents the dynamic idiosyncratic (bad) volatility spillovers. [image: image] represents the dynamic net pairwise spillovers of systematic (good) volatilities, [image: image] represents the dynamic net pairwise spillovers of idiosyncratic (bad) volatilities.
If the null hypothesis holds, it suggests that the spillover levels are coincident in the time dimension among different Bitcoin markets. Accordingly, we construct four statistical magnitudes as Eqs 5–8:
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where Eqs 5 and 6 are statistical magnitudes testing the dynamic spillovers and net pairwise spillovers of systematic and idiosyncratic volatilities, while Eqs 7 and 8 are statistical magnitudes testing the dynamic spillovers and net pairwise spillovers of good and bad volatilities. [image: image] represent the number of Bitcoin markets. Accordingly, [image: image] represents the dynamic spillover of systematic volatility in the market i, while [image: image] represents the dynamic spillover of idiosyncratic volatility in the market i. [image: image] represents the net pairwise spillover of systematic volatility between the market i and market j, and [image: image] represents the net pairwise spillover of idiosyncratic volatility between the market i and market j. [image: image], [image: image], [image: image], and [image: image] are similar statistical magnitudes for good and bad volatilities.
According to the hypothesis and statistical magnitudes, the hypotheses in this paper are as follows:
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where (1) and (2) test the asymmetry of dynamic spillovers (net pairwise spillovers) between systema-tic and idiosyncratic volatilities, while (3) and (4) test the asymmetry of dynamic spillovers (net pairwise spillovers) between good and bad volatilities. In addition, [image: image].
In this paper, we first address test (1) and test (3), namely that the comparison of dynamic spillovers or net pairwise spillovers between systematic (good) and idiosyncratic (bad) volatilities. After rejecting the null hypothesis, we further test the spillover levels, namely test 2) and test (4).
4.2 Test the Asymmetric Connectedness of Common and Idiosyncratic Volatility
In this section, we report the asymmetry of systematic and idiosyncratic volatility dynamic spillovers among different Bitcoin markets. On the basis of the static spillovers of systematic and idiosyncratic volatilities in Section 3, Figure 5 shows the dynamic spillovers of systematic and idiosyncratic volatilities among the Bitcoin markets. Table 3 discusses the dynamic net pairwise spillover of systematic and idiosyncratic volatilities among the Bitcoin markets.
[image: Figure 5]FIGURE 5 | Test results of net spillover between systematic and idiosyncratic volatilities (p < 0.05). Note: I: The boxplot show the dynamic net pairwise spillovers of systematic and idiosyncratic volatilities among the Bitcoin markets. II: The t-value is the value of t-statistics. The p-value1 is the p-value of test (1). The p-value2 is the p-value of test (2). If both the p-value1 and p-value2 are smaller than 0.05, then it is replaced by p-value. III: Test (1): [image: image] vs [image: image]. Test (2): [image: image] vs. [image: image]
TABLE 3 | Test results of net pairwise spillover between systematic and idiosyncratic volatility.
[image: Table 3]The asymmetry between systematic and idiosyncratic volatility spillovers is captured. In Figure 5, t-value is the value of t-statistics, p-value1 represents the p-value of test (1), while p-value2 represents the p-value of test (2). If the p-value1 and p-value2 are both smaller than the confidence level 0.05, then it is replaced by the p-value. From the p-value or p-value1, we can find the significant asymmetry between the dynamic spillovers of systematic and idiosyncratic volatilities. Furthermore, we test and compare the dynamic spillover levels of systematic and idiosyncratic volatilities. We can see that in the USD, EUR, and IDR markets, the p-value2 is smaller than 0.05, while in the JPY, KRW, and PLN markets, p-value2 is larger than 0.05. According to the null hypothesis and alternative hypothesis of test (2), in the USD, EUR, and IDR markets, the dynamic spillovers of systematic volatilities are significantly stronger than that of idiosyncratic volatilities. Inverse results hold in the JPY, KRW, and PLN markets.
On the one hand, the asymmetry between systematic and idiosyncratic volatility spillovers is induced by the heterogeneity of the influencing mechanism. The systematic volatility is influenced by the autologous information and price evolution of Bitcoin, while the idiosyncratic volatility is influenced by the idiosyncratic information in different markets. From the perspective as a financial asset, the effect of systematic information on the Bitcoin price depends on the autologous security, convenience, and particularity. Decentralization is the most significant characteristic in the development of Bitcoin. The blockchain is the primary technique support. This particularity provides convenience for investors to generate investment strategies, which attracts many investors to consider Bitcoin as a financial asset. Meanwhile, due to the rapid development of the internet, Bitcoin thefts happen all the time. Its security is another problem that should be paid attention to. From the perspective of markets, the effect of idiosyncratic information on the Bitcoin price depends on the shocks of major events and policy attitudes. The idiosyncratic policy attitude determines the legality and security of Bitcoin transactions in the market as well as the protection for investors, which can enhance the investment expectation of Bitcoin investors. The development of financial integration results in that one market may receive spillovers of policy attitudes from other markets, which may make differences to the investment expectations of investors. Accordingly, there shows significant asymmetry between systematic and idiosyncratic volatility spillovers among different Bitcoin markets.
On the other hand, the asymmetry between systematic and idiosyncratic volatility spillovers among different Bitcoin markets results from the heterogeneity of roles played by different markets in deciding the price evolution of Bitcoin. The USD and EUR, as the markets with large capitalization, focus more on the advantages brought by the development of Bitcoin, especially the development of blockchain technology. The attitude of IDR, who focuses more on technology, toward Bitcoin determines the impact of the IDR market on the Bitcoin price evolution. Due to China’s policy attitude toward Bitcoin, the weight shifts to the JPY and KRW markets, such that more speculators flood into their markets, which results in the weakening of market stability. Meanwhile, that supervision is supplemented sparingly is another reason for the weakening of market stability. Even though one market focuses more on technology, the idiosyncratic characteristics of individual markets still impact the Bitcoin price evolution. These markets reflect the roles of different markets in the Bitcoin price evolution. More precisely, USD, EUR and IDR influence the Bitcoin price by spreading public information, while JPY, KRW, and PLN spread idiosyncratic information.
This shows asymmetry between systematic and idiosyncratic volatility spillovers. Panel a in Table 3 reports the dynamic net pairwise spillovers among different Bitcoin markets. On the basis of asymmetry in panel a, in this paper, we further test the dynamic net pairwise spillover levels of systema-tic and idiosyncratic volatilities in different markets, see panel b in Table 3. From panel a in Table 3, it can be seen that among the fifteen net pairwise spillovers, only the pair USD-EUR accepts the null hypothesis on the inexistence of asymmetry, which reflects the almost asymmetry of dynamic net pairwise spillovers. Further looking at panel b in Table 3, among the fourteen asymmetric net pairwise spillovers, ten pairs show that the dynamic spillovers of systematic volatility are weaker than that of idiosyncratic volatility. Accordingly, from the net pairwise spillovers among the markets, the idiosyncratic volatility spillover plays a leading role among the Bitcoin markets.
The effect of idiosyncratic information on the Bitcoin price evolution highlights the leading roles of idiosyncratic volatility spillover among the Bitcoin markets. The development of Bitcoin has driven the development of emerging technology such as blockchain technology. The development of this technology attracts much attention from different countries and regions. However, the security of Bitcoin challenges the design of financial systems and the supervision of financial risk in the countries and regions. The difference between cryptocurrency assets like Bitcoin and traditional assets leads to different policy attitudes of markets on the Bitcoin. The difference of policy attitudes gives rise to barriers for investors and speculators to earn profits. Meanwhile, one market may be infected by policy attitudes from other markets, leading to the fluctuation of investor expectations and change of market stability, resulting in the price volatility of Bitcoin in the market. However, as with the similar market systems of USD and EUR, there does not appear to be any asymmetric net pairwise spillovers between systematic and idiosyncratic volatilities in these two markets.
4.3 Test the Asymmetric Connectedness of Good and Bad Volatility
In this section, we report the asymmetry between good and bad volatility dynamic spillovers among different Bitcoin markets. On the basis of the dynamic net spillovers of good and bad volatilities in Section 4, Figure 6 shows the dynamic net spillovers of good and bad volatilities among different Bitcoin markets. Table 4 shows the dynamic net pairwise spillovers of good and bad volatilities among different Bitcoin markets.
[image: Figure 6]FIGURE 6 | Test results of net spillovers between good and bad volatilities (p < 0.05). Note: I. The boxplot show the dynamic net spillovers of good and bad volatilities among different Bitcoin markets. II. The t-value is the value of t-statistics. The p-value1 is the p-value of test (3). The p-value2 is the p-value of test (4). If the p-value1 is larger than 0.05, it is replaced by p-value. III: Test (3): [image: image] vs [image: image] Test (4): [image: image] vs.[image: image]
TABLE 4 | Test results of net pairwise spillover between good and bad volatilities
[image: Table 4]The asymmetry of good and bad volatility spillovers is heterogeneous in different markets. In Figure 6, the t-value is the value of statistics t. The p-value1 is the p-value of test (3). The p-value2 is the p-value of test (4). If the p-value1 is larger than 0.05, then it is replaced by p-value. From the p-value or p-value1 in Figure 6, we can see the significant heterogeneity of asymmetry between good and bad volatility dynamic spillovers in different markets. More precisely, the p-value suggests accepting the null hypothesis on the inexistence of asymmetry in the EUR and IDR markets. The p-value2 is less than 0.05 in the USD and KRW markets, while it is more than 0.05 in the JPY and PLN markets. According to the null hypothesis and alternative hypothesis of test (4), we can see that the good volatility dynamic spillovers are significantly stronger than the bad volatility dynamic spillovers in the USD and KRW markets, while the inverse case holds in the JPY and PLN markets.
The market information brought into the public determines the heterogeneity of asymmetric spillovers between good and bad volatilities among different markets. If more market information is brought to the public, the investors can better grasp the Bitcoin price and generate correct investment strategies, which may strengthen the market stability. Thus, the Bitcoin price admits positive returns. On the contrary, if less market information is brought into the markets, the uncertainty of investor expectations may be higher and the market stability is lower, resulting in stronger volatility. At this moment, the Bitcoin price admits negative returns. For the USD and KRW markets, influenced by the necessity to protect investor interests and construct financial market systems, the good volatility spillovers are significantly stronger than the bad volatility spillovers. From the perspective of protecting investor interests, the investor can better grasp the Bitcoin price by the market information brought into the public. Moreover, the market may release advantageous information to prevent the instability of other markets from influencing the price in the autologous markets. At this moment, the investors may show good expectations and generate rational investment strategies. In addition, the insecurity of Bitcoin markets, such as events like hacker attacking and Bitcoin theft, requires the markets to enhance the perfection of autologous market systems. This enhancement shows positive effects on the Bitcoin price. Therefore, the good volatility contributes more to the Bitcoin price than the bad volatility in the USD and KRW markets. The inverse case arises in the JPY and PLN markets. Influenced by the shift of key Bitcoin markets, there is a high proportion of speculators in the JPY and PLN markets. At this moment, the market stability is lower and the investor expectations are unstable. This causes some issues for investors when generating investment strategies. Thus, the bad information produces a negative effect on the Bitcoin price. In the EUR and IDR markets, the good and bad information shows almost equivalent effects on the Bitcoin price volatility. Furthermore, we analyze the spillover effects of price volatility across different Bitcoin markets.
The bad volatility spillovers play leading roles in the Bitcoin markets with large capitalization. Panel a in Table 4 reports the asymmetry of dynamic net pairwise spillovers among the Bitcoin markets. On the basis of asymmetry existing in the markets in panel a, we further test the levels of dynamic net pairwise spillovers of good and bad volatilities in different markets, see panel b in Table 4. From panel a in Table 4, among the fifteen pairs of net pairwise spillovers, only the pairs EUR-PLN and EUR-IDR accept the null hypothesis on the inexistence of asymmetry. Therefore, the dynamic net pairwise spillovers among different Bitcoin markets are almost all asymmetric. By looking at panel b in Table 4, among the thirteen asymmetric net pairwise spillovers, there are six pairs showing that good volatility spillovers are weaker than bad volatility spillovers, where five of them are relevant to the USD market. Accordingly, the results of net pairwise spillovers suggest the heterogeneity in dynamic spillovers of good and bad volatilities among different Bitcoin markets.
The Bitcoin market system design leads to the heterogeneity in asymmetric spillovers of good and bad volatilities. The efficiency and perfection of the USD market are both higher than other markets. This market superiority can well protect the profits of investors. The investor expectations are also higher. At this moment, the investors and policy makers aim to decrease the market volatility, through releasing advantageous information. Therefore, the good volatility spillover plays a leading role from the USD market to other markets. The difference between virtual assets like Bitcoin and traditional financial assets means that the Bitcoin can be shocked greatly by major events, which challenges the design of Bitcoin market systems. At present, most markets are in the stage of exploring Bitcoin. There shows higher uncertainty of investor expectations in the markets. This uncertainty enhances the instability of markets and then the Bitcoin price volatility. Thus, the bad volatility spillovers play leading roles in the connectedness of other Bitcoin markets.
5 CONCLUSIONS AND POLICY IMPLICATIONS
Information transmission is an important link of Bitcoin price volatility spillovers. In this paper, the sample data were from six Bitcoin markets whose capitalizations are within the top ten. The sample period was from March 6, 2016 to March 15, 2020. First, we measured the realized volatilities of Bitcoin in each market with the data frequency of 5 min. Second, we decomposed the realized volatility into systematic and idiosyncratic volatilities (good and bad volatilities), and then analyzed the static and dynamic spillovers. Finally, we tested the asymmetry between systematic and idiosyncratic volatility spillovers (good and bad volatility spillovers) by constructing statistics. The conclusions are summarized as follows:
The spillovers between systematic and idiosyncratic volatilities in different Bitcoin markets play leading roles. In addition, the idiosyncratic volatility spillovers are more easily influenced by policies. The most enhancement on volatility spillover after decomposition of the realized volatility was found in the KRW market, which was given as 14.81/0.3 = 49 and 6.99/0.3 = 20, which was followed by the JPY market, given as 8.65/1.2 = 1 and 14/1.2 = 11. The least enhancement on volatility spillover after decomposition of the realized volatility was found in the IDR market, which was given as 6.28/4.2 = 1.5 and 8.34/4.2 = 2. The spillover directions changed after decomposition in the USD, EUR, JPY, and PLN markets, while they did not change in the IDR and KRW markets. Besides, the systematic volatility spillovers almost did not change their signs during the sample period. The signs of the idiosyncratic volatility spillovers among different markets showed strong relationship to policies.
Good volatility spillovers dominated the Bitcoin markets and changed over time. More precisely, comparing the good and bad volatility spillovers, the spillover levels decreased in the USD, PLN, and KRW markets, while they increased in the EUR, JPY, and IDR markets. Good volatility spillovers played leading roles in the USD market before 2017 and after 2018, while bad volatility spillovers played leading roles in other time periods. Bad volatility spillovers played leading roles in the EUR market before 2017, while both the good and bad volatility spillovers played leading roles after 2017. Both the good and bad volatility spillovers played leading roles in the JPY market before 2018, while the bad volatility spillovers played the leading roles after 2018. Good volatility spillovers played leading roles in the sample period. In the IDR market, bad volatility spillovers played the leading roles before 2017. The good volatility spillovers played leading roles during the periods from 2017II to 2018I and 2019II to 2019III. Both the good and bad volatility spillovers played the leading roles in other time periods. In the PLN market, the bad volatility spillovers played the leading roles during the periods from 2017IV to 2018I and 2019III to 2020I. Both the good and bad volatility spillovers played the leading roles in other time periods.
There was significant asymmetry between systematic and idiosyncratic volatility spillovers among different Bitcoin markets. The asymmetries between good and bad volatility spillovers were heterogeneous in different markets. More precisely, the dynamic spillovers of systematic volatility were significantly stronger than that of idiosyncratic volatility in the USD, EUR, and IDR markets. With regard to good and bad volatility spillovers, there was no asymmetry in the EUR and IDR markets. The dynamic spillovers of good volatility in the USD and KRW markets were significantly stronger than that of bad volatility. The inverse results hold in the JPY and PLN markets.
Indeed, the empirical results in this paper can provide some policy suggestions for regulators and investors. For the regulators, on the one hand, it should strengthen the establishment of market systems and information public degrees. The Bitcoin price volatility results from the difficulties for investors to obtain information, the strong hysteresis, and the imperfection of market systems. We should be familiar with the Bitcoin price evolution and its internal logic by strengthening the establishment of market systems, which is important to take the advantages of Bitcoin and protect the legal interests of investors. On the other hand, it should prevent information shocks from other markets. The regulators should guide the investors to invest rationally. Markets should learn form those markets with higher perfection like USD and EUR to prevent idiosyncratic information from other markets from causing strong volatility of the Bitcoin price. For the investors, the heterogeneity of information volatilities among cryptocurrencies should be paid attention to for the generation of investment strategies. Information and major events have large impacts on the Bitcoin price volatility. The investors should grasp the information of Bitcoin price by various ways and invest rationally. The investors should well filter the information and generate investment strategies. The analysis on the asymmetry of volatility spillovers among different Bitcoin markets provides some help for investors to estimate event shocks.
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CryptoKitties was the first widely recognized blockchain game. Players could own, breed, and trade kitties, which are the only prop in the game. The game gained explosive growth upon its release but quickly collapsed in a short time. This study analyzes its entire player activity history for the first time in literature and tries to find the reasons for the rise and fall of this first blockchain game mania. First, we extracted the five million transaction records among 100 thousand addresses involved in CryptoKitties in the past three years. Based on the numbers of addresses involved in the game each day, we divide the game progress into four stages: the primer, the rise, the fall, and the serenity. We construct a temporal kitty ownership transfer network and analyze the varying network parameters in the four stages. We find that a large number of players poured in during the 10th and 18th days since the game release and quickly exited in the following month. Since then, a few big players have gradually dominated the game, concentrating the game resources. Through further analysis, we find that the main reason for the rapid increase in the game popularity was the increase of public attention by media outlets, while the reasons for the rapid decline in the game popularity include the oversupply of kitties, the decreasing of player income, a widening gap between the rich and poor players, and the limitations of blockchain systems. Based on these observations, we advise on the further blockchain game design: (1) to finely control the production of props and avoid an oversupply, (2) to balance the gaming cost and revenue and protect the enjoyment of players, (3) to narrow down the gap between rich and poor and create an equal gaming community, (4) to consider the limitations of blockchain systems in their game designs.
Keywords: cryptokitties, blockchain game, ethereum, transaction network, game design
1 INTRODUCTION
Blockchain, emerged as the underlying supporting technology for Bitcoin [1], is a distributed ledger system providing non-tampering and traceability functionalities. Ethereum [2], also known as the blockchain 2.0 platform, further adds supports for smart contracts, which are programs that can be stored and executed on the blockchain system [3]. Developers can use smart contracts to create various decentralized applications, especially games.
Blockchain games are considered to have unique advantages over traditional online games in that their gaming data and logic are transparently stored and executed on blockchains [4]. These advantages particularly suit games with in-game payment and chance mechanisms, e.g., gambling, which often suffered from trust issues in traditional online environment. As a result, current designs of blockchain games mainly revolve around the generation, ownership, and trading of virtual assets [5].
Cryptokitties is a blockchain game released on Ethereum in late November 2017. Players can own, trade, and create virtual kitties, represented by non-fungible tokens meeting the ERC-721 token standard in the game. The attributes and transactions of kitties are recorded in the Ethereum blockchain. Once released, CryptoKitties soon gained massive popularity that its transactions accounted for more than 10% of the entire Ethereum traffic in early December 2017 [6].
Nonetheless, Min et al. [4] claimed that most of the current blockchain games lack playability. Possible reasons include that current blockchain platforms restrict developers from implementing complex game functions, current developers are paying insufficient attention to the players’ gaming experience, and lack a competitive market in the blockchain game industry. Not surprisingly, the popularity of CryptoKitties only lasted for a short period, too.
In this study, we aim to fully unveil the collective user behaviors in the game and the reasons leading to the game’s rapid rise and fall by analyzing blockchain transaction records. Specifically, we first construct a kitty ownership transfer network and investigate the network structural changes over time. Then, we conjecture and verify the possible reasons for the rapid changes in gaming popularity from four perspectives: the supply and demand of kitties, the profitability in the game, the inequality of players’ wealth, and the limitations of blockchain systems. Based on our observations, we pinpoint the deficiencies in the design of CryptoKitties and provide suggestions for further development of blockchain games.
Network analysis methods have been applied to cryptocurrency transaction records in many previous works. Chen et al. [7] constructed three graphs with ether transfer, contract creation, and contract invocation, found a power-law degree distribution, and revealed anomalies in these graphs. Somin et al. [8] also found a power-law degree distribution in the ERC20 token transfer network. Guo et al. [9] further revealed a bow-tie structure in the Ethereum transaction network. Except for the Ethereum blockchain, similar methods have also been used to analyze transactions on other blockchains, such as EOSIO [10].
The rest of this paper is organized as follows. CryptoKitties’ gaming rules are introduced in Section 2. In Section 3, we construct the kitty ownership transfer network and define network structural properties. In Section 4, we divide the progress of the game into four stages and examine the changes of network parameters in different stages. We will discuss the reasons for the rapid change in the popularity of CryptoKitties in Section 5. Section 6 concludes the study and provides suggestions for the further development of blockchain games.
2 GAMING RULES
As shown in Table 1, the CryptoKitties game has five smart contracts: the Core contract, GeneScience contract, Offers contract, SalesAuction contract, and SiringAuction contract. The names of these contracts could be found on Etherscan [11]. Based on these contracts, players can trade or transfer kitties with other players and breed new kitties.
TABLE 1 | CryptoKitties’s smart contracts.
[image: Table 1]There are three ways to trade or transfer a kitty. (1) Using the SalesAuction contract. The seller lists a kitty for sale with an initial price, a final price, and a price change period to the SalesAuction contract. The initial price is usually higher than the final price. After the auction begins, the kitty price will change linearly from the initial price to the final price at a constant rate during the price change period. The price will not change after this period. Unless bid by a buyer or canceled by the seller, the kitty will remain in the SalesAuction contract. Upon receiving a bid, the SalesAuction contract will send the kitty to the buyer and transfer the payment to the seller. The game publisher also sells 0-generation kitties to players in this way. (2) Using the Core contract. A player can either call the transfer function to transfer his kitty to another player or the approve function to allow other players to transfer his kitty. Authorized players can call transfer from function to transfer other players’ kitties. Transferring a kitty in this way does not necessarily mean that the player is trading the kitty but can also be sending a kitty as a gift to a friend. (3) Using the Offers contract. In this way, the buyer initiates a request to the seller and sends the purchase fee to the Offers contract. If the seller accepts the request, the Offers contract will transfer the kitty to the buyer’s address and send the purchase fee to the seller.
When trading kitties through the SalesAuction, the game publisher charges the sellers for 3.75% of the dealing price as a handling fee. Same rate of dealing price will be charged to the buyers using the Offers contracts. When calling any function in each contract, the players also need to pay gas fees to Ethereum miners through their Ethereum wallet. The gas fee is usually between 0.0001eth and 0.01eth.
There are two ways to breed a new kitty. (1) A player selects two of his own kitties as parameters and call the breed With Auto function in the Core contract with a breeding fee. After this operation, the mother kitties (can be arbitrarily chosen between the two) will become pregnant for a period. After this period, a player, also called the midwife, will call the give birth function in the Core contract to give birth to the new kitty. The newborn kitty will be transferred to the owner of the mother kitty. The breeding fee will be compensated to the midwife for their Ethereum gas fees paid. (2) A player breeds with one of his own kitties and another rented from the Siring Auction contract, which lists a number of kitties owned by the lenders. A midwife is also needed in this case. When a kitty is rented out through the Siring Auction contract, the game publisher will charge the lender 3.75% of the rent as a handling fee.
The breeding fee varied over time (see Figure 1). It was set to 0.002eth at the game’s release. However, due to the congestion of the Ethereum network resulting from the gaming transactions, the gas fee was raised. The game publisher increased the breeding fee to 0.015eth and later adjusted it to 0.008eth. Such adjustment happened several times afterward, but despite that, the breeding fee has been stable at 0.008eth.
[image: Figure 1]FIGURE 1 | Changes of the breeding fee.
3 DATA AND METHODS
3.1 Blockchain Transactions
We synchronized an Ethereum parity client in full mode and used the eth_getLogs method to extract the transactions in CryptoKitties. The transactions span from November 23, 2017, to May 19, 2020. The data involved 1,923,901 kitties, 104,517 addresses, and 5,173,521 transfer records. There are nine types of transactions (see Table 2) related to the movements of kitties, including the trading, transferring, and the new birth of kitties. Consider participation rate as the ratio of the number of addresses that take part in a specific activity to the number of all addresses in CryptoKitties, buying kitties through the SalesAuction contract has the highest participation rate (84.6%), indicating that most players would buy at least one kitty from the official marketplace. Participation rates are also high for breeding kitty (64.9%) and selling kitty through the SalesAuction contract (51.8%). Players showed low interest in lending (38.1%) and renting kitties (26.6%). Only a very small number of players (less than 1%) traded kitties through the Offers contract.
TABLE 2 | Nine types of transactions related to the movements of kitties.
[image: Table 2]3.2 Constructing Ownership Transfer Network of Kitties
The actual ownership of the kitties only changes when (1) the sales auction on the SalesAuction contract is fulfilled, (2) the trading through the Offers contract is fulfilled, and (3) kitties are transferred directly using functions in the Core contract. Therefore, We construct the kitty ownership transfer network [image: image], where V is the set of addresses belong to kitty owners, including the game publisher and players, who have the actual ownership of kitties, and E is the set of directed edges representing the actual ownership changes. The directed edges [image: image] are temporal, where u represents the address of kitty’s previous owner, v represents the address of kitty’s new owner, and t represents the time when the ownership change occurred. The network contains 104,514 nodes and 1,304,525 edges. We further use three days as the window size and construct a series of temporal networks [image: image], where [image: image] is the network in time window t.
3.3 Network Structural Properties
We use the average degree, non-zero in-/out-degree ratio, Gini coefficient of in-, out-, and total degrees, average clustering coefficient, density, reciprocity, and assortativity to describe the structural properties of the network.
The average degree [image: image] represents the average number of kitties transferred in and out of the addresses, where M is the number of edges and N is the number of nodes in the temporal network.
The non-zero in-/out-degree ratio [image: image] is defined as the ratio of the number of nodes with an out-degree greater than zero ([image: image]) to those with an in-degree greater than zero ([image: image]) in the temporal network. It can also be considered as the ratio of the number of sellers to buyers in the game.
The Gini coefficient [image: image] of the total degree k of all nodes in the temporal network reflects the gap between the players’ activeness in the number of kitties transferred in and out of the address, i.e.,
[image: image]
where [image: image] is the degree of node i indexed in non-decreasing order ([image: image]) and N is the number of nodes in the network. The Gini coefficients for the in-degrees [image: image] and out-degrees [image: image] of all nodes can be defined likewise.
The average clustering coefficient c is used to measure the clustering degree of the network, which is defined as
[image: image]
where [image: image] is the number of directed triangles passing through the node v, [image: image] is the degree of node v, and [image: image] is the number of bidirectional edges of node v. Multiple edges between u and v are considered as one even with the same t in this case. High average clustering coefficient means that players interact closely with other players.
Network density [image: image] describes the portion of the potential connections in the network that are actual connections. Again, multiple edges between u and v are considered as one even with the same t in this case.
The reciprocity [image: image] describes the ratio of the number of edges pointing in both directions to the total number of edges in the network, where [image: image] is the number of undirected edges in the network. High reciprocity means that the relationship between addresses is relatively strong, and the owners of these addresses are likely to know each other. Multiple edges between u and v are considered as one even with the same t in this case.
The degree assortativity coefficient r measures the similarity of connections in the network with respect to the node degree:
[image: image]
where [image: image] is an element in the adjacency matrix, [image: image] and [image: image] are the degrees of node i and j, and [image: image] is the Kronecker function. The direction of edge is ignored and multiple edges are considered in the calculation.
4 COLLECTIVE BEHAVIORS OF CRYPTOKITTIES PLAYERS
4.1 The Four Stages of Game Progress
Using the numbers of daily addresses related to CryptoKitties transactions, the game can be divided into four stages: the primer, the rise, the fall, and the serenity, as shown in Figure 2.
1. The primer: The game was released on November 23, 2017. There were not many players before December 2, 2017.
2. The rise: A large number of players entered the game since December 2, 2017. The game popularity rapidly increased before reaching a peak on December 10.
3. The fall: Since then, the popularity has dropped sharply. At the beginning of 2018, the game’s popularity is less than 10% of its peak.
4. The serenity: After January 15, 2018, the popularity stabilized into a long-term slow downward trend. Figure 3 shows four snapshots of the network in each of the stages. The network size shrinks apparently over time.
[image: Figure 2]FIGURE 2 | Four stages of the game. The three dotted lines correspond to December 1, 2017, December 10, 2017, and January 15, 2018, respectively.
[image: Figure 3]FIGURE 3 | Visualizations of typical networks in every stage. Nodes in the network are filtered by out-degree. (A) There aren’t many early players in stage 1. (B) The network contains a large number of nodes in stage 2. (C) The network shrinks in stage 3. (D) Only long-term players are left in stage 4.
4.2 Evolution of the Network Structure
The evolution of network structural properties in the four stages are shown in Figure 4. In the first stage, the Gini coefficient of out-degrees decreased suddenly. This is because almost all 0-generation kitties were transferred from the game publisher’s addresses to the players in the first few days. Soon after that, players began to breed new kitties and sell them to each other. The decreases in average degree, network density, and average clustering coefficient result from early players entering the game and expanding the network. Meanwhile, the assortativity coefficient stayed negative because low-degree players tended to trade with high-degree players, who are the game publisher.
[image: Figure 4]FIGURE 4 | Evolution of the network structural properties over time. (A) The average degree, (B) the non-zero in-/out-degree ratio, (C) the Gini coefficients of in-, out-, and total degrees, (D) the average clustering coefficient, (E) network density, (F) reciprocity, and (G) assortativity. Dotted lines separates the four stages. The labels on the x-axis represent the middle date of time windows. The x-axis are re-scaled to better illustrate the parameter dynamics in stages 1, 2 and 3.
In the second stage, the network density stayed low due to the large number of players entering the game. The degree assortativity coefficient increased to zero, meaning that low-activity players tended to transfer kitties among themselves rather than trading with high-activity players.
In the third stage, the non-zero in-/out-degree ratio maintained an upward trend, indicating that the ratio of sellers to buyers was increasing, and market competition was intensifying. The Gini coefficient of out-degrees decreased gently, indicating that even the seller/buyer ratio increased, the gap between sales volume among sellers was narrowing. However, in-degrees’ Gini coefficient went up suddenly. The anomalous data point around December 23, 2017, was caused by an exceptionally large number of transactions made by a handful of addresses.
In the fourth stage, the increasing average degree and reciprocity indicate that the players left in the games were actively trading with each other. The Gini coefficients all maintained an upward trend, indicating a large gap forming in these players: some big players were gradually dominating the game.
Note that the average degree, Gini coefficients, and reciprocity suddenly increased in June 2019. We found that they were caused by the launch of Wrapped Cryptokitties (WCK), which is an ERC-20 token contract, enabling players to exchange unwanted ERC-721 kitties for WCK and use WCK to exchange other kitties. The replacement of a large number of ERC-721 kitties with WCK resulted in a sudden fluctuation in the network structure.
4.3 Changes in the Kitty Ownership Transferring Methods
There are three ways to transfer the ownership of kitties: through the SalesAuction, Offers, or Core contracts. The changes in the proportions of the three methods over time are shown in Figure 5. In the early days of the game, the ownership transfer of kitties was mainly realized through the SalesAuction contract. Later, the proportion of transferring kitties with the method in Core contract gradually increased. After April 2019, this method had become the main way of transferring kitty ownerships. The number of kitties transferred through the Offers contract was always small.
[image: Figure 5]FIGURE 5 | The change in proportion of three methods to transfer the kitties.
Cost was the main reason for this change. Players tend to transfer kitties at a lower cost. When buying and selling kitties through the SalesAuction and Offers contracts, players need to pay a transaction fee to the game publisher, usually 3.75% of the transaction amount. Using the transfer method in the Core contract, in contrast, only requires a gas fee payment. Therefore, some third-party trading platforms emerged to help players trade kitties, charging fewer transaction fees. For example, the transaction fee charged by the OpenSea trading platform is only 2.5%.
5 REASONS FOR THE RISE AND FALL OF CRYPTOKITTIES
5.1 Reasons for the Explosive Growth of Game Popularity
On December 2, 2017, the kitty with ID 1 was sold for 247eth, i.e., more than US $100,000 [12]. This message spread quickly on the Internet, generating a large amount of attentions. Figure 6 shows the Google trend index of CryptoKitties and number of daily addresses related to CryptoKitties transactions. Kitties traded at extremely high prices will undoubtedly attract media attention and bring many new players to the game. The increased attention from Internet users eventually led to the explosive growth of the game’s popularity. We cannot rule out the possibility that the game publisher deliberately made the news that a special kitty has being sold at an extremely high price. In fact, almost all transactions with an amount greater than 100eth occurred in early December 2017, which corresponds precisely to the rise stage of the game. Nonetheless, despite of the cause, media exposure had indeed increased the game popularity significantly.
[image: Figure 6]FIGURE 6 | Google Trends of CryptoKitties and the numbers of daily active addresses.
Cryptocurrencies, such as Bitcoin, show a positive correlation between their prices and the sizes of the user groups [13–15]. The kitties in the game are ERC-721 token, and therefore, the same rule applies. On the one hand, the expansion of the player community has increased the demand for kitty tokens and promoted the rise of kitty price. On the other hand, the increase in kitty price attracted more players to join the community. Eventually, the entry of a large number of players into the game has led to a surge in demand for kitties, hence the kitty price (see Figure 7). The mean price of kitties in each day is significantly higher than the median price because a small number of kitties were sold at significantly higher prices than average.
[image: Figure 7]FIGURE 7 | Mean and median prices of the kitties sold in each day.
5.2 Reasons for the Rapid Fading of Game Popularity
The rapid growth of game popularity only lasted less than ten days. Since then, the number of players has dropped sharply. Lee et al. [16] noted that users’ playing behaviors in CryptoKitties are affected by speculative and enjoyable factors. Here, we propose four specific reasons that could account for the rapid decline in game popularity: the out-of-balance of the supply and demand of kitties; the loss of profit in kitty trading; the increasing gap between the rich and poor players, and the limitations of blockchain systems.
5.2.1 The out of Supply and Demand Balance
The large number of players poured in during the explosive growth stage bred a large number of kitties in a very short time. Since December 4, 2017, the number of new kitty listings has significantly exceeded the number of kitties sold every day, resulting in a rapid increase in the number of kitties left on sale, i.e., stock inventory (see Figure 8A). The kitty market has become a buyer’s market, and the competition has intensified. The ratio of a successful sale for kitties listed on each day also decreased (see Figure 8B), and the turnover time, i.e., the average time interval between kitty listing and trade closing becomes longer (see Figure 8C).
[image: Figure 8]FIGURE 8 | The supply and demand of kitties in the market. (A) The numbers of new kitty listings, kitties sold, and kitties on sale in the market every day. (B) The ratio of successful sale for kitties listed on each day. (C) Turnover time, i.e., the average time interval between kitty listing and trade closing for kitties listed on each day. Dotted lines separates the stage 1, 2 and 3.
5.2.2 The Loss of Profit in Kitty Trading
Buchholz et al. [17] pointed out that the value of cryptocurrencies has no benchmark but purely depend on the supply and demand in the market. As the supply of kitties significantly overwhelmed the demand, the price of kitties dropped significantly. Profit is an important motivation to encourage the players to stay in the game. If their revenue from selling kitties becomes lower than the costs, the players’ enthusiasm will decline or even disappear.
Teoretically, suppose a player uses two of his own kitties to breed a new kitty and sell it at the median kitty price (excluding the 0-generation kitties) through the SalesAuction contract on the same day. The average cost of breeding and selling a kitty in one day can be written as
[image: image]
where [image: image] is the average breeding fee, [image: image] is the average gas fee for kitty breeding, and [image: image] is the average gas fee to sell a kitty through SalesAuction contract on a particular day. The profit of a kitty sale on the same day can be written as
[image: image]
where [image: image] is the median price of kitties (excluding 0-generation kitties) sold on that day. The seller can only receive 96.25% of the dealing price after deducting the 3.75% handling fee received by the game publisher.
Figure 9A shows that the cost break-down for breeding and selling increased sharply in stage 2. Among all the costs, the breeding fee is the highest, followed by the miner’s fee for the selling operation, and the miner’s fee for the breeding operation is the lowest. Figure 9B shows that starting from December 13, 2017, the average profit for a player to breed and sell a kitty became negative, indicating that the player may lose money when playing the game.
[image: Figure 9]FIGURE 9 | The loss of profit in kitty sales. (A) The average breeding fee, gas fee for breeding, and gas fee for selling a kitty through SalesAuction contract on each day. (B) The revenue (median price of kitties), cost, and profit for breeding and selling a kitty on each day. Dotted lines separates the stage 1, 2 and 3.
The actual in-game breeding and sale may not happen on the same day. For every kitty sold, the seller’s actual profit can be evaluated by the difference between the breeding or acquisition cost and selling revenue. Here, we also estimate the actual profit of kitties sold each day. For the kitty sold for the first time, the seller’s profit can be written as
[image: image]
where v is the price at which the kitty is sold, [image: image] is the breeding fee, [image: image] is the gas fee for kitty breeding, and [image: image] is the gas fee to sell the kitty. If the player rents another player’s kitty, he has to pay the rent r and gas fee [image: image]. The seller can only receive 96.25% of the dealing price after deducting the 3.75% handling fee for the game publisher. For the kitties that are bought from others and resold, the seller’s profit can be written as
[image: image]
where [image: image] is the sold price, [image: image] is the purchase price, [image: image] and [image: image] are the gas fees paid in purchasing and selling the kitty. The seller can only receive 96.25% of the dealing price after deducting the 3.75% handling fee for the game publisher.
Figure 10 shows the probability of generating a positive profit by selling kitties each day. After December 6, 2017, this probability for kitty resales became less than 50%. After December 13, 2017, this probability for selling self-bred kitties became less than 50%. Whether the player sells kitties bred by self or previously purchased, there is a great chance of losing money.
[image: Figure 10]FIGURE 10 | The probability of generating positive profit in selling a kitty each day. Dotted lines separates the stage 1, 2 and 3.
5.2.3 The Increasing Gap Between the Rich and Poor
Players receive revenue from selling and lending kitties. In the first stage of the game, the Gini coefficient of daily revenue from selling and leasing increased significantly (see Figure 11A), and that of the cumulative revenue for all the addresses also increased significantly (see Figure 11B). After entering the third stage, although the Gini coefficient of the revenue earned by players from selling and renting fluctuated, they all remained at a relatively high level (greater than 0.6). The Gini coefficient of accumulated revenue stayed at a high level (greater than 0.8). Since 0-generation kitties were mainly sold by game publisher, these sales were not considered when counting the revenue of players. Our results show that the gap between the rich and poor in the game expanded. A few players earned most of the money from the game, while most can only get very little income, if any. The increasing gap in the revenue has caused most players’ gaming experience to deteriorate, and they gradually withdrew from the game.
[image: Figure 11]FIGURE 11 | Gini coefficients of (A) daily selling and lending revenue and (B) the accumulate revenue from kitty sale and renting for all the addresses. Dotted lines separates the stage 1, 2 and 3.
Not only the revenues, kitty ownerships were also gradually concentrated to a few players. The Gini coefficient of the number of kitties owned by all addresses at each stage is shown in Figure 12. When counting the number of kitties belong to an address, unsold kitties in the SalesAuction contract belong to the seller, and unrented kitties in the SiringAuction contract belong to the lender. In the first and second stages, many new players entered the game, all making purchasing, and the Gini coefficient gradually decreased. However, as the number of new players decreased and existing players quit, the Gini coefficient rose in the third stage and kept rising in the fourth stage. As of April 2020, the Gini coefficient of kitties with addresses has exceeded 0.8. At this time, the resources in CryptoKitties became highly concentrated.
[image: Figure 12]FIGURE 12 | The Gini coefficient of kitties owned by all addresses. Dotted lines separates the four stages. The x-axis are re-scaled to better illustrate the parameter dynamics in stages 1, 2 and 3.
5.2.4 Limitations of Blockchain Systems
The cost of performing operations on a public blockchain system is highly volatile due to the unstable price of cryptocurrencies, resulting in it difficult to control the cost of the applications deployed on the blockchain. As CryptoKitties was deployed on Ethereum, the cost of playing the game (including the costs of buying, breeding, and renting kitties, as well as the fees paid to Ethereum miners) has risen significantly due to the rapid rise of Ether price in the third stage. Ether price increased from US $451 on December 10, 2017, to US $1,322 on January 10, 2018 (see Figure 13), resulting in a significant increase in the cost of playing the game, raising the bars for new players entering the game.
[image: Figure 13]FIGURE 13 | The Ether price. Dotted lines separates the stage 1, 2 and 3.
In addition to the cryptocurrency price, other potential limitations of blockchain systems include the unnecessary gas cost by poorly designed smart contracts and the low system throughput (measured in transaction per second, TPS). Under-optimized smart contracts will consume more gas than necessary [18], making it more expensive for users to play games. Chen et al. [19, 20] studied the gas cost mechanism of Ethereum and proposed a way to optimize smart contracts through analyzing bytecodes, potentially reducing the gaming costs. The low throughput of Ethereum [21] has rendered that concurrent operations by many users are not feasible. Once too many players have joined the game, the time needed to validate operations in the game takes too long, therefore sabotaging the players' gaming experiences.
6 CONCLUSION
This paper is the first to fully unveil the user activities in the once most popular blockchain game CryptoKitties and identify the reasons for its rise and fall. Based on the number of addresses associated with the game every day, we divide the process of CryptoKitties into four stages: the primer, the rise, the fall, and the serenity. We extracted all the five million kitty transactions from the Ethereum blockchain and constructed the kitty ownership transfer network for characterizing the user behaviors. We found that a large number of players flooded in the game in the early days but quickly withdrew later, and a few big players gradually took control of the game.
We found that the public attention drew by the message that a special kitty was sold at an extremely high price eventually led to the explosive growth of game popularity. For the rapid decline of the popularity, reasons including 1) the oversupply of game props, i.e., the kitties, 2) the loss of profit in the game prop trading, 3) the increasing gap between the wealth distribution among the players, and 4) the limitations of blockchain are accounted for.
Drawing from these observations, we advise on the designing of future blockchain games as follows.
1. Design a reasonable prop output mechanism to keep a balance between supply and demand.
2. Provide a mechanism for adjusting player income to prevent players losing money in prop trading with a high probability.
3. Design a mechanism to narrow down the gap between the rich and poor and prevent the revenue from being gained by only a few players.
4. To fully consider the limitations of blockchain systems in the game design.
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Cryptocurrencies have attracted extensive attention from individual and institutional investors in recent years. In this emerging and inefficient capital market, the roles that institutional investors play can have a remarkable impact on the market. This paper investigates the ERC-20 token investment market from a network perspective. Using a dataset containing 317 ERC-20 tokens and their institutional investors at the end of June 2020, we construct a co-investment network of tokens connected by the sharing of institutional investors. Specifically, we examine whether the tokens’ market embeddedness, measured by their network structural properties, can influence their market performance, as well as whether the tokens’ structural similarity in the co-investment network can influence similarity of their market performance. Our results indicate that strength centrality, closeness centrality, betweenness centrality, and clustering coefficient have a significant impact on trading volume and liquidity of the market. And there is a significantly positive correlation between the Jaccard similarity index and tokens’ market performance similarity. This work demonstrates the non-negligible influence of the institutional investors and the diffusion of such influence through co-investment relationships in the cryptocurrency market. We expect the analysis could further enhance the understanding of the inefficiency and vulnerability of this emerging market.
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1 INTRODUCTION
As the end of 2020, there are more than 7,000 cryptocurrencies in circulation worldwide. The total cryptocurrency market value has exceeded 300 billion US dollars, with a daily trading volume topping 200 billion [1]. However, only a few hundred of these cryptocurrencies run on their own blockchains, while others reside on Ethereum-like blockchain platforms, which support users to issue smart contract-based cryptocurrencies, also known as tokens, following token standards such as ERC-20, ERC-721, and ERC-777. The number of smart contract-based tokens on Ethereum is more than 300,000 as of 2020 [2], though not all are publicly traded in cryptocurrency exchanges.
Despite the soaring capitalization, the emerging cryptocurrency market also exhibits extremely high volatility. Hence, finding the driving forces of the market is crucial to the understanding of the formation and development of cryptocurrencies’ prices. All the evidence points out that this market is highly inefficient. Buchholz et al. [3] claimed that the supply and demand in the market are among the main drivers of the bitcoin price. Wijk [4] emphasized the role of global macroeconomic indicators, e.g., stock indices, exchange rates, and oil prices, in determining Bitcoin’s price. He found that the Dow Jones Index, the euro-dollar exchange rate, and the WTI oil price have a long-term and significant effect on Bitcoin’s value. Kristoufek [5] found that the price of Bitcoin was significantly and positively correlated with public interests measured by Google Trends and Wikipedia queries, as well as technical indexes, such as hash rates and mining difficulty, in the long run. Moreover, the cryptocurrency market’ performance has also been found to be related to media exposure [6, 7], policies and regulations [8, 9], and other financial assets [10, 11], all revealing the inefficiency of the market.
An inefficient market is easily manipulated, especially by large investors. Compared to individual investors, institutional investors can rely on their capital, talent, and information advantages to profit [12], and they also have a stronger ability to capture and conceal bad news in the market [13]. In the case of ERC-20 tokens, institutional investors play a crucial role in both the primary and secondary markets. In a typical ERC-20 token initial offering (ICO) process, i.e., the primary market, the institutional investors would first purchase a large chunk of tokens from the issuer and redistribute a proportion to individual investors before public listing while retaining some tokens for market-making in the secondary market. Institutional investors commonly invest in more than one token to disperse their risks among multiple projects. As a result, they act as intermediaries between different tokens, therefore transmitting market influences from one token to another. To the best of our knowledge, there is still a lack of research on the relationship between institutional investors’ investment preference and the performance of the cryptocurrency market.
This paper investigates the impact of institutional investors’ dispersed investments on the cryptocurrency market, i.e., how the individual ERC-20 tokens’ market performances, e.g., price, volatility, and trading volume, are affected by their sharing of institutional investors. We construct a co-investment network that uses ERC-20 tokens as nodes and the pairwise sharing of institutional investors as edges. From the macroscopic perspective, such a co-investment network offers a panorama of the institutional investors’ influence distribution. While from the microscopic perspective, we can closely examine the intertwining influence of multiple institutional investors on the individual ERC-20 tokens.
Specifically, we try to answer two research questions. First, how the market “embeddedness” of individual ERC-20 tokens, in analogy to Granottever’s market embeddedness of social-economical actors [14] and measured by the corresponding nodes’ network structural properties, affects the tokens’ market performance. Second, whether tokens with similar “embeddedness”, measured by the similarity of their network structure, and therefore experiencing similar market impacts, also have converged market performance.
The rest of the paper is organized as follows. Section 2 describes the data and their sources. Section 3 describes the research methods, including the selection and calculation of six indicators quantifying market performance, as well as the construction and calculation of the co-investment network. Section 4 presents the empirical results of the research hypothesis in detail and makes an in-depth analysis of the results. Section 5 summarizes the whole paper and discusses the direction of future work.
2 DATA
The institutional investors’ investments into ERC-20 tokens can be obtained from Block123.com [15]. As of June 2020, the website listed 556 cryptocurrency projects, of which 317 are ERC-20 tokens, and their institutional investors. At the time of data acquisition, all 317 ERC-20 tokens were actively trading in the cryptocurrency market. To the best of the authors’ knowledge, block123.com provides the largest and most complete token-investor relationship dataset that is publicly available. A detailed description of the dataset is given in Supplementary Section 1.
Market data, including the daily closing price, trading volume, and market capitalization (all in USD), of the 317 tokens are obtained from CoinMarketCap.com. Since cryptocurrencies are traded 7/24, we take the last reported price in one day as the daily closing price. The market data range from 1 to 31 July 2020, spanning one month after the acquisition of the token-investor dataset. And 85% of the 317 tokens are valued in the top 20% of the market.
Moreover, we consider three previously claimed drivers of token prices by Liu et al. [16] as extra factors influencing market performance. First, the numbers of tokens’ transactions on the blockchains are used as a proxy for adopters’ activity. The data are obtained from Etherscan [2]. Second, the indicators of tokens’ attention on social platforms, including Twitter followers, Telegram channel subscribers, Reddit board activities, and website rankings are used to represent public interests to the tokens. The data are obtained through the CoinGecko API [17]. Third, the technical indicators of the cryptocurrency projects, such as the Github popularity, are used to indicate the blockchain projects’ technical development. The data are also obtained from CoinGecko. These control variables are summarized in Table 1. Note that reddit_discussions and tech_score are combined values of similar factors. Details of the combination methods are described in Supplementary Section 2.
TABLE 1 | Descriptions of the control variables.
[image: Table 1]3 METHODS
3.1 ERC-20 Tokens’ Market Performance and Similarity
We use six indicators to quantify the market performance of ERC-20 tokens. Daily price [image: image], trading volume [image: image], and market capitalization [image: image] are as provided in the data, while daily return, volatility, and (il)liquidity are defined as follows.
The daily return [image: image] is defined as
[image: image]
The volatility ν in a W-day window is defined as
[image: image]
where [image: image] is the daily logarithm return and [image: image] is the average return in the W-day window. [image: image] [18] is the most commonly used indicator to measure market liquidity. For a W-day window,
[image: image]
[image: image] is a direct reflection of how sensitive the prices is to volume. The larger its value is, the higher the level of price change per unit trading volume is. Since the average trading volume is in millions of dollars, we divide the unit of volume by 1,000,000.
The monthly (July 2020) price (n = 317, min = 0.0000126, max = 482, mean = 27.3, skewness = 17.40), market capitalization (n = 290, min = 13,810.12, max = 2638,362,922.00, mean = 40,925,401.09, skewness = 10.78), volume (n = 317, min = 0.06, max = 737,208,083.20, mean = 8,808,034.45, skewness = 11.42), return (n = 317, min = −0.04, max = 0.26, mean = 0.01, skewness = 4.61), volatility (n = 317, min = 0.00289, max = 0.581, mean = 0.0866, skewness = 3.11), and illiquidity (n = 316, min = −0.000011, max = 1,390,000.00, mean = 804, skewness = 14.40) of the tokens show a highly inequality in the cryptocurrency market. We calculate monthly illiquidity and volatility based on a 30-days window, and mean values of all daily data for monthly price, market capitalization, trading volume and return. All the indicators’ standard deviations are greater than their mean, meaning that the market quotations of different tokens varies greatly, and therefore, are highly heterogeneous.
Bitcoin and Ether, the original cryptocurrency of Ethereum, are the leaders in the cryptocurrency market. To capture the similarity between the market performance of two tokens, we use partial correlation coefficient of their market indicator time series, eliminating the same influence brought by the market leaders. For example, the partial correlation between two daily return series [image: image] and [image: image] is
[image: image]
where [image: image] is the Pearson correlation coefficient
[image: image]
and [image: image] is the daily return of Ether to eliminate. Time series of liquidity and volatility are composed of results calculated based on a 3-days window, and the other four indicators’ series are daily values. Refer to Supplementary Section 3 for a detailed analysis.
3.2 Construction of the Co-investment Network
We define the co-investment network [image: image], where V is a set of nodes representing the ERC-20 tokens and E is a set of edges connecting the nodes and representing the sharing of institutional investors between the two tokens. The edges are weighted by the numbers of shared investors between tokens. Figure 1 shows a visualization of the ERC-20 token co-investment network.
[image: Figure 1]FIGURE 1 | Co-investment network of ERC-20 Tokens. The sizes of the nodes are scaled by their degrees.
3.3 Market Embeddedness Measures
The market embeddedness of ERC-20 tokens can be measured by various network structural properties, each reflecting a unique aspect of their market status.
Strength centrality of a node v is defined as
[image: image]
where [image: image] is the weight of the edge connecting nodes u and v, i.e., the numbers of shared institutional investors between these two tokens. A higher strength centrality infers that the current token has more shared institutional investors with other tokens, and hence, the more commonly selected by institutional investors in their portfolios. When the edge weights [image: image] are not considered, the strength centrality is equivalent to degree centrality.
Closeness centrality is the reciprocal of the average distance of the node to other vertices. i.e.,
[image: image]
[image: image] is the shortest path length from node u to v. For the unweighted centrality, all edge lengths are considered to be equal. When calculating the weighted centrality, the reciprocal of the edge weight is used as the edge’s length. The higher the closeness centrality of a node is, the more central it is in the network. Tokens near the center of the network can be affected by other tokens in the whole network faster and more directly than peripheral ones, and therefore receive a more direct influence from market factors.
Betweenness centrality of a node v is the sum of the fraction of all-pairs of shortest paths that pass through v.
[image: image]
where [image: image] is the number of shortest paths from node s to t, and [image: image] is the number of those paths passing through node v. For the unweighted centrality, all edge lengths are considered to be equal. When calculating the weighted centrality, the reciprocal of the edge weight is used as the edge’s length. Betweenness centrality describes the degree to which a node acts as a connection mediator between other nodes. A token with high betweenness centrality plays a key role in the investment network, as it passes the market influence between different sectors.
Local clustering coefficient [image: image] of node v is the fraction of possible triangles through that node, i.e.,
[image: image]
where [image: image] is the number of triangles through node v and [image: image] is the degree of v. From the perspective of structural hole theory [19], the lower the local clustering coefficient of a node is, the more structural holes are around it. The existence of structural holes makes the node dominating the spread of influence among its neighbors. So the lower the clustering coefficient a token has, the greater influence it passes on to other tokens through shared institutional investors.
3.4 Structural Similarity Measure
The Jaccard index defines the structural similarity between different nodes based on common neighbors, i.e.,
[image: image]
where [image: image] is the set of neighbor nodes of node v. Regarding two directly connected nodes as a portfolio, the higher the Jaccard index, the higher degree of overlap between the investment portfolios of the two tokens. Therefore, they may be affected by similar market factors through institutional investors.
4 RESULTS
4.1 Structure Properties of the Co-investment Network
Structural properties, i.e., the number of nodes N, number of edges M, average degree [image: image], network diameter D, average path length L, average clustering coefficient [image: image], and the density ρ, of the ERC-20 co-investment network as of June 2020 are shown in Table 2. For comparative analysis, we also construct 1,000 randomized networks with the same degree distribution as the token network based on the edge rewiring algorithm. We find that the average clustering coefficient [image: image] in the co-investment network is significantly higher than that in the randomized networks, indicating that the co-investment network is a typical small-world network like many real networks [20]. Figure 2 shows the cumulative degree distribution of the co-investment network on a semilog coordinate. [image: image] is the proportion of nodes with degree greater than k in the whole network. The distribution follows an exponential function [image: image], based on non-linear least squares fitting. The Kolmogorov-Smirnov test statistics for the goodness of fit is 0.06 with a corresponding p-value of 0.69.
TABLE 2 | Comparison of network properties between the co-investment network and randomized networks.
[image: Table 2][image: Figure 2]FIGURE 2 | Cumulative degree distribution of the co-investment network.
4.2 Market Embeddedness Versus Market Performance
In light of the high skewness of market indicators, we pre-process them before further analysis. The price, market capitalization, and trading volume are taken logarithm transformations; the illiquidity is taken a negative logarithm transformation. Furthermore, all variables are standardized as [image: image], where [image: image] is the mean value, σ is the standard deviation.
Figure 3 shows the correlations between the market indicators and the market embeddedness and control variables. The logged price, market capitalization, volume, and liquidity have medium correlations ([image: image]) with most market embeddedness measures and control variables. However, the return and volatility do not show strong correlations with any of the independent variables.
[image: Figure 3]FIGURE 3 | Correlation heat map between the market indicators and the market embeddedness and control variables.
We adopt ordinary least squares (OLS) linear regression models to analyze the relationship between market performance and various market embeddedness measures of the tokens in the co-investment network. For each market indicator, e.g., price p, we first develop a baseline multiple linear regression (MLR) model
[image: image]
where [image: image] is the vector of control variables. Then, for each of the market embeddedness measures [image: image], we construct another MLR model
[image: image]
We are interested in examining the statistical significance of [image: image] in model 2 and the difference [image: image] in the predictability, i.e., the [image: image]s, in the two models.
Table 3 shows the regression results for model 1 on all six market indicators. The [image: image]s range from 0.05 to 0.43. p-values indicate that we cannot reject the hypotheses that the number of blockchain transfers and public interests (Alexa ranking) both has impacts on the price, market capitalization, volume, and liquidity of tokens. Meanwhile, the number of Telegram subscribers has a significant impact on the volume and liquidity; while the Reddit user activities can have an impact on the tokens’ market capitalization. However, none of the control variables are significantly correlated with market return and volatility. Moreover, the effect sizes of public interest and social network user activities are larger than blockchain activities. It means that people may prefer to treat tokens as an investment tool instead of using them for actual transactions or consumption.
TABLE 3 | Regressions between the market indicators and the control variables (model 1).
[image: Table 3]Table 4 shows the regression results of model 2. Specifically, strength centrality, at a significance level of 0.1%, improves the [image: image]s of trading volume and liquidity by 0.06 and 0.05, respectively. It means that the more favored by institutional investors, the larger a token’s market trading volume and liquidity will be. Closeness centrality is significant at the level of 0.1% for the trading volume and liquidity of tokens, and significant at the level of 5% for the market value, with positive estimated coefficients of 0.40, 0.44, and 0.10, respectively. It suggests that the more direct market impact the tokens receive through institutional investors, the higher their market trading activity will be. Betweenness centrality is significant at the level of 1% for the trading volume with a positive estimated coefficient of 0.26, 5% for the liquidity with a positive estimated coefficient of 0.27. It shows that the stronger the mediation power a token has in the market, the larger liquidity. Clustering coefficient is significantly negatively correlated with the market capitalization, trading volume, and liquidity of tokens at a level of 0.1%, and significantly positively correlated with tokens’ volatility. This evidence indicates that tokens with less local influence have a low market capitalization and trading volume, poor liquidity, and high volatility. Also, we can infer that the tokens with greater local influence have better market liquidity and lower volatility. For market embeddedness measures with both weighted and unweighted definitions, only those with better regression results are reported here. Other results can be found in Supplementary Section 4.
TABLE 4 | Regressions between the market indicators and the tokens’ market embeddedness (model 2).
[image: Table 4]4.3 Structural Similarity Versus Market Performance Similarity
Again, we use OLS regression models to test our hypothesis that token nodes with similar network structures in the co-investment network, hypothetically impacted by similar market factors, will lead to convergence in their market performance.
The linear regression model between the structure similarity and the partial correlation coefficient of the tokens’ market indicators is defined as
[image: image]
where [image: image] represents the Jaccard similarity between node i and node j, and [image: image] represents the partial correlation coefficient.
Table 5 shows the regression results of model 3. We can find that the Jaccard similarity index is significantly positively correlated with all the market indicators’ partial correlations, confirming our hypothesis. That is to say, the more common neighbors the two token nodes have in the co-investment network, i.e., the more overlapped their portfolios are, the more similar their market performance, including price, market capitalization, trading volume, liquidity, return, and volatility, will be.
TABLE 5 | Regressions between the partial correlations of market indicators and the Jaccard similarity between nodes (model 3).
[image: Table 5]5 CONCLUSION AND DISCUSSION
This paper studies the role institutional investors play in the ERC-20 token market and how they affect the market performance of tokens, e.g., price, trading volume, market capitalization, liquidity, return, and volatility. We construct a co-investment network with ERC-20 tokens as nodes and the pairwise sharing of institutional investors as edges. As such, the intertwined influences of institutional investors on different tokens are embedded in the network.
The significant correlations between the strength centrality, closeness centrality, betweenness centrality, clustering coefficient of tokens, and their market performance reveal institutional investors’ positive impact on promoting market liquidity and reducing market volatility. Moreover, token nodes’ structural similarity measured by the Jaccard index is significantly positively correlated with their market indicator similarity, suggesting that the sharing of investment institutions between tokens may result in converged market performance.
Our work demonstrates the inefficiency and vulnerability of this emerging market and the non-negligible influence of the institutional investors and the diffusion of such influence through co-investment relationships in the cryptocurrency market. Furthermore, we also remind individual investors to pay extra attention in this highly speculative market, for that institutional investors may deliberately manipulative the market, creating bubbles and crushes for profit.
Note that our dataset contains only the institutional investors’ investments in 317 tokens out of approximately 7,000 tokens in circulation as of 2020. Nonetheless, as the tokens are mostly highly valued ones, we believe that the co-investment network of these tokens is a representative sample of the core of the cryptocurrency market, hence our conclusions being able to be generalized to other parts of the cryptocurrency market.
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In this article, we analyze the time series of minute price returns on the Bitcoin market through the statistical models of the generalized autoregressive conditional heteroscedasticity (GARCH) family. We combine an approach that uses historical values of returns and their volatilities—GARCH family of models, with a so-called Mixture of Distribution Hypothesis, which states that the dynamics of price returns are governed by the information flow about the market. Using time series of Bitcoin-related tweets, the Bitcoin trade volume, and the Bitcoin bid–ask spread, as external information signals, we test for improvement in volatility prediction of several GARCH model variants on a minute-level Bitcoin price time series. Statistical tests show that GARCH(1,1) and cGARCH(1,1) react the best to the addition of external signals to model the volatility process on out-of-sample data.
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1 INTRODUCTION
The first mathematical description of the evolution of price changes in a market dates back to Bachelier [1] (later rediscovered as Brownian motion, or random walk model), Mandelbrot [2] (price increments are Lévy stable distribution), and truncated Lévy processes [3]. An opposing hypothesis (later named “Mixture of Distribution Hypothesis”) was introduced by Clark [4], where the non-normality of price returns distribution is assigned to the varying rate of price series evolution during different time intervals. The process that is driving the rate of price evolution is proposed to be the information flow available to the traders. Due to the governing of the information flow, the number of summed price changes per observed time interval varies substantially, and the central limit theorem cannot be applied to obtain the distribution of price changes. Nevertheless, a generalization of the theorem provides a Gaussian limit distribution conditional on the random variable directing the number of changes [4]. In a different approach, the autoregressive conditional heteroscedasticity (ARCH) [5] model, originally introduced by Engle, describes the heteroscedastic behavior (time-varying volatility) of logarithmic price returns relying only on the information of previous price movements. In addition to the previous values of price returns, its generalized variant GARCH [6] introduces previous conditional variances as well when calculating the present conditional variance. GARCH is thus able to account for volatility clustering and for the leptokurtic distribution of price returns, both the stylized statistical properties of returns. An alternative view comes from the GARCH-Jump model [7], which assumes that the news process can be represented as [image: image], a superposition of a normal component [image: image] and a jump-like Poisson component with intensity λ. The constant intensity was generalized to autoregressive conditional jump intensity [image: image] in [8].
Contrary to other studies about news jump dynamics and impact on daily returns [8, 9], we will model the volatility and external signals on a minute-level granularity. On this timescale, our external signals are not modeled with Poisson-like dynamics, but added directly as an exogenous observable variable [image: image] to form GARCHX model.
In this article, we compare price volatility predictions of GARCH(1,1) with those of GARCHX (1,1) to explore how information is absorbed into the emerging cryptocurrency market of Bitcoin. The Bitcoin [10] is a cryptocurrency system operated through the peer-to-peer network nodes, with a publicly distributed ledger called blockchain [11]. Similar to the foreign exchange markets, Bitcoin markets [12, 13] allow the exchange to fiat currencies and back. Different studies on Bitcoin quantify the price formation [14, 15], bubbles [16, 17], volatility [18, 19], systems dynamics [20–22], and economic value [23–25]. Various studies [26–29] have used social signals from social media, WWW, search queries, sentiment, comments, and replies on forums, and [30] added information from the blockchain as an external signal to the GARCH model. Several models from the GARCH family have been used for modeling and forecasting of multiple cryptocurrencies [31, 32] on a daily level and IGARCH was shown to be superior to other models. Twitter data have been exploited to give successful daily [33] predictions on Bitcoin volume and volatility using only Twitter volume, and successful hourly predictions on returns and volatility with the added Twitter sentiment [34]. We focus this study on understanding Bitcoin volatility process and the statistical quantification of the predictive power of the class of GARCH models with exogenous signals from social media tweets, trading volume, and order book on a minute level timescale.
2 DATA
We used two types of price definitions, the mid-quote price and the volume-weighted price, both calculated at a minute level. Mid-quote price was constructed as the average between the maximum bid and the minimum ask price on the last tick per minute, and the volume-weighted average price (VWAP) as the volume-weighted average of transaction prices per minute.
Sampling prices at such a high frequency brings up the issue of microstructure effects, such as bid–ask bounce, that introduces the autocorrelation between consecutive prices. Because of that, in addition to volume weighted prices, we use mid-quote prices that have a significantly smaller first order of autocorrelation, as explained in [35], to strengthen the robustness of the results. An autocorrelation plot for both types of price returns is shown in the Appendix.
The Bitcoin prices were obtained from the Bitfinex exchange, and logarithmic returns were calculated as a natural logarithm of two consecutive prices. The period we observed spans from April 18th, 2019, to May 30th, 2019, with 58,000 observations in total, 50,000 observations as in-sample, and 8,000 as out-of-sample, and is shown on Figure 1A. In the table in Figure 1B, we can see the descriptive statistics of both kinds of logarithmic returns; the mean values of the returns are very close to zero [image: image], with standard deviations of [image: image] and [image: image], both distributions are negatively skewed and leptokurtic.
[image: Figure 1]FIGURE 1 | Volume-weighted and mid-quote logarithmic returns for the Bitcoin market. (A) Time series. (B) Descriptive statistics.
Three different datasets for external signals were available as the external information proxy—a time series of the number of tweets mentioning cryptocurrency-related news [36], a time series of Bitcoin trade volumes from Bitfinex market, and a time series of Bitcoin bid–ask spread, created as a time series of absolute differences between the maximum bid and the minimum ask price at every recorded instant, also from Bitfinex market. The data are collected on a second level and shown in Figures 2A–C, with the descriptive statistics in Figure 2D. All three time series were aggregated to the minute level. The data were not normalized.
[image: Figure 2]FIGURE 2 | (A) Time series external signal of cryptocurrency-related tweets. (B) Time series of trading volume on Bitfinex market for BTC-USD pair. (C) Time series of bid–ask spread on Bitfinex market for BTC-USD pair. (D) Descriptive statistics of external signals for Bitcoin market.
3 MIXTURE OF DISTRIBUTION HYPOTHESIS
The “Mixture of Distribution Hypothesis” models the non-normality of price returns distribution with the varying rate of price series evolution due to the different information flow during different time intervals. Practically, Clark [4] hypothesizes that this can be observed as a linear relationship between the proxy for the information flow [image: image] and the price change variance [image: image], and suggests trading volume [image: image] as the proxy. Tauchen and Pitts [37] state a bivariate normal mixture model which conditions the price returns and trading volume on the information flow as:
[image: image]
[image: image]
Both, the price return and trading volume are mixture of independent normal distributions with the same mixing variable [image: image], which represents the number of new pieces of information arriving to market. Conditioned on [image: image], price changes are distributed as [image: image] and the trading volume is distributed as [image: image], and the model can be rewritten as:
[image: image]
[image: image]
The relationship between price variance and trading volume immediately follows:
[image: image]
and the stochastic term in Eq. 4 shows that the above-proposed linear relationship is only an approximation.
To start our analysis, we calculated correlation plots for the relationship between the external signals and the squared VWAP price returns. The correlation between squared price returns and volume was calculated for different time lags of the volume time series, as shown in Figure 3A. Both have a peak when the external series leads the squared price returns by 1 min. The significant correlation, that is, normalized covariance between squared price returns and trading volume indicates an approximately linear relationship between the volatility and the two proxies for information flow (see Eq. 3). The result we got using the bid–ask spread as an external signal can be seen (Figure 3B) to be analogous to the one obtained for volume.
[image: Figure 3]FIGURE 3 | (A) Squared volume-weighted price returns–volume correlation. All values of correlation are statistically significant (p-value ≤ 0.001). Permutation significance check indicates no statistically significant correlation between time-permuted squared price returns and volume series. (B) Squared volume-weighted price returns–bid–ask spread correlation. All values of correlation are statistically significant (p-value ≤ 0.001). Permutation significance check indicates no statistically significant correlation between time-permuted squared price returns and volume series.
In Appendix, we plot the same correlation calculation for cryptocurrency-related tweets (see Figure A2A). We do not observe a similar correlation (covariance) pattern as for volume and bid–ask spread signals. Multiple reasons could be behind this: 1) a large noise in the Twitter signal might be covering the information flow w.r.t. trading volume signal, 2) linear dependence might not be enough to capture the relationship, or 3) Twitter signal might not contain a sufficient information flow to influence price volatility. If noise is i.i.d., then “integrated external signal” [image: image] should filter the noise component. We observe that the stronger correlation pattern is present after the Twitter series is integrated with δ = 30 min (see Appendix Figure A2B), which indicates that strong noise is present in Twitter series.
4 TRANSFER ENTROPY BETWEEN INFORMATION FLOW AND VOLATILITY PROXY
To proceed, we move from the linear dependence that is captured with correlation [image: image] to check the nonlinear dependence argument between the squared returns and external information flow [image: image] signals (volume, bid–ask spread, and Twitter) in causal setting [image: image]. In particular, for the squared price return process [image: image] and external information proxy process [image: image], we calculate transfer entropy (TE) [38].
[image: image]
where [image: image] denotes the conditional Shannon entropy. Transfer entropy is an information-theoretic measure that is both nonlinear and nonsymmetric, and it does not require a Gaussian assumption for the time series [39]. The nonsymmetry allows us to distinguish the direction of information exchange between time series, [image: image] and [image: image]. In Figure 4, we present the results for transfer entropy from external variables to squared returns time series and conversely. The stationarity of the series was checked using the ADF test and the hypothesis of the unit root was rejected at a 1% significance. Results of the transfer entropy analysis show that values are significant, with the largest one being the transfer entropy from squared returns to trading volume. The statistical significance (p-value) of transfer entropy was estimated by a bootstrap method of the underlying Markov process [40]. To account for the finite sample size, we use the effective transfer entropy (ETE) measure:
[image: image]
where [image: image] is the mth shuffled series of I [41]. We observe a stronger information transfer from the volume signal and the bid–ask spread to squared returns than from the Twitter signal to squared returns. At this point, we conclude that all external signals show significant dependence toward the proxy for volatility signal, that is, squared returns.
[image: Figure 4]FIGURE 4 | Transfer entropy (TE) and effective transfer entropy (ETE) between external signals (Twitter, volume, and bid–ask spread) and squared returns (VWAP and mid-quote price returns). All transfer entropy results are statistically significant (p-value smaller than 0.001), additionally the presence of unit-roots was checked with augmented Dickey–Fuller test ([image: image]).
5 GENERALIZED AUTOREGRESSIVE CONDITIONAL HETEROSCEDASTICITY WITH EXTERNAL INFORMATION FLOW
Using the transfer entropy analysis, we have found statistically significant dependence between historical information proxy and volatility proxy, but not the actual functional dependence. Therefore, we now turn to the class of generalized autoregressive conditional heteroscedasticity models [6] that will describe the price return process and augment it with the external information flow proxy signal.
The GARCH(1,1) model conditions the volatility on its previous value and the previous value of price returns:
[image: image]
[image: image]
Large α coefficient indicates that the volatility reacts intensely to market movements, while large β shows that the impact of large volatilities slowly dies out. The volatilities defined by the model display volatility clustering and the respective distribution of price returns are leptokurtic, which agrees with the observations in the real data.
Motivated by MDH and TE analysis, we formed a GARCHX model by adding the proxy for the information flow [image: image] directly to the GARCH volatility equation:
[image: image]
We will compare price volatility predictions of GARCH(1,1) with those of GARCHX (1, 1) to explore how information is absorbed into the emerging cryptocurrency market of Bitcoin.
5.1 Volatility GARCHX Process analysis
We turn our attention to the statistical quantification of the GARCH volatility processes. For fitting the data to a GARCH process and making out-of-sample estimates, we use the rugarch library [42] in R, available from CRAN (https://cran.r-project.org/). Apart from expanding GARCH(1,1) to GARCHX(1,1), we add the exogenous variable to models eGARCH(1,1), cGARCH(1,1), and TGARCH(1,1) as well, to check for improvement in volatility predictions. The conditional variance equations corresponding to these models (see Table 1) are extensions of Eq. 5. eGARCH [43] and TGARCH [44] capture the asymmetry between positive and negative shocks, giving a greater weight to the later ones, with the difference between them being the multiplicative and the additive contribution of historical values, and cGARCH [45] separates long- and short-run volatility components.
TABLE 1 | GARCH family.
[image: Table 1]To get the intuition on how good the GARCH volatility models are at explaining the volatility, we regress [image: image] on squared returns [image: image] [46], where [image: image] is the squared GARCH volatility estimate (out-of-sample). Then, we measure the coefficient of determination [image: image] that is, the proportion of the variance in the dependent variable that is predictable from the independent variable. We determine the statistical significance of with the F-test. Additionally, we measure the Pearson correlation coefficient (PCC) of estimated [image: image] and squared returns [image: image], along with its statistical significance, Figure 5.
[image: Figure 5]FIGURE 5 | Out-of-sample measures for the GARCH volatility process. In-sample consists of 50,000 points and out-of-sample consists of 8000 points. All PCC values are statistically significant. R2 statistical significance was checked using F-statistic, and satisfied for all the values.
However, for a more precise statistical quantification of the difference between models and their GARCHX variants, more advanced statistical tests are needed. For that purpose, we employ predictive negative log-likelihood (NLLH) [47].
[image: image]
We evaluated predictive negative log-likelihood (NLLH) on the out-of-sample period. Values of [image: image] and [image: image] are predictions of the model, and [image: image] is the observed price returns. To show whether the improvements can be considered significant, we employed the likelihood ratio test. It takes the natural logarithm of the ratio of two log-likelihoods as the statistic:
[image: image]
Since its asymptotic distribution is [image: image]-distribution, a p-value is obtained using Pearson’s chi-squared test. In Figure 6, we see from the p-values that the exogenous variables improve the NLLH significantly for all the models except for eGARCH, for logarithmic returns are created from VWAP. When mid-quote prices are used, a significant improvement is observed only for GARCH and cGARCH.
[image: Figure 6]FIGURE 6 | Results of out-of-sample likelihood ratio test. In-sample consists of 50,000 points and out-of-sample consists of 8,000 points. *Blue palette represents the p-value smaller than 0.001. NaN—some algorithms had convergence problems.
Note, that for two models with fixed parameters, the likelihood ratio test is the most powerful test at given significance level α, by Neyman–Pearson lemma.
In order to further test the robustness of the conclusions on different samples, we perform the bootstrapping. We restrict the lengths of in-sample and out-of-sample to T = 1000 points each and sample N = 100 such blocks with replacement from the original time series. Then, for each block, we fit a model on its in-sample data segment and calculate predictive out-of-sample NLLH [image: image].
In Eq. 11, [image: image] represents a model from the GARCH family {GARCH, cGARCH, eGARCH, and TGARCH} and [image: image] denotes its corresponding GARCHX extension, where external signal [image: image] {Volume, Twitter, Bid–ask spread}. Models [image: image] and [image: image] will have empirical distribution functions [image: image] and [image: image], respectively (see boxplots estimates in Figure 7). We calculate the Kolmogorov–Smirnov (KS) statistics between corresponding empirical predictive out-of-sample NLLH distributions:
[image: image]
and obtain its statistical significance. In Figures 7, 8, we can see that both GARCH and cGARCH models show significant improvements with all the external variables and both price definitions, under the bootstrapping KS-NLLH robustness check. That is not surprising, as the nonparametric KS test is not very powerful [48]. However, significant differences for the GARCH and cGARCH models allow us to confirm that its predictive power is robust under temporal bootstrapping conditions. Finally, we take the GARCH volatility process as a representative and perform additional bootstrapping KS–NLLH robustness checks on two additional segments (March–April 2019 and November–December 2019) and we see similar results (See Appendix Figure A3).
[image: Figure 7]FIGURE 7 | Bootstrap robustness check over N = 100 splitting points with T = 1,000 training points and T = 1,000 test size for GARCH and GARCHX models. The price is defined as volume-weighted. The nonparametric Kolmogorov–Smirnov test of the equality of the NLLH out-of-sample distributions between the GARCH and GARCHX models is done. (A) KS test implies a significant difference for both external signals for the GARCH model. (B) KS test implies no significant difference for external signals for the eGARCH model. (C) KS test implies no significant difference for both external signals for the cGARCH model. (D) KS test implies no significant difference for external signals for the TGARCH model.
[image: Figure 8]FIGURE 8 | Bootstrap robustness check over N = 100 splitting points with T = 1,000 training points and T = 1,000 test size for GARCH and GARCHX models. The price is defined as mid-quote. The nonparametric Kolmogorov–Smirnov test of the equality of the NLLH out-of-sample distributions between the GARCH and GARCHX models is done. (A) KS test implies a significant difference for both external signals for the GARCH model. (B) KS test implies no significant difference for external signals for the eGARCH model. (C) KS test implies no significant difference for both external signals for the cGARCH model. (D) KS test implies no significant difference for external signals for the TGARCH model.
6 DISCUSSION
Although the theoretical foundations of the effects of information on markets have been proposed a long time ago [1, 2], they were further developed in 1970, as “weak”, “semi-strong”, and “strong” forms of efficient market hypothesis [49]. The mathematical models of information effects continued to advance in the 70s as well, by the proposition of the Mixture of Distribution Hypothesis [4], which states that the dynamics of price returns are governed by the information flow available to the traders. Following the growth of computerized systems and the availability of empirical data in the 80s, more elaborate statistical models were proposed, such as generalized autoregressive conditional heteroscedasticity models (GARCH) [6] and news Poisson-jump processes [7] with constant intensity. Furthermore, studies from the 2000s generalized the news Poisson-jump processes by introducing time-varying jump effects, supporting it with the statistical evidence of time variation in the jump size distribution [8, 9].
In this article, we have analyzed the effects of information flow on the cryptocurrency Bitcoin exchange market that appeared with the introduction of blockchain technology in 2008 [11]. Although the trading volume in the largest cryptocurrency markets has grown exponentially in the last 10 years, still the research on their (in)efficiency quantification is ongoing [50, 51]. We have focused on the Bitcoin, the largest cryptocurrency w.r.t. market capitalization, and used the reliable data of price returns and traded volume and bid–ask spread from Bitfinex exchange market [52] on a minute-level granularity. The price returns were calculated using two different definitions, VWAP and mid-quote, to account for possible market-microstructure noise. Another reason, why we have concentrated on the Bitcoin, was the availability of Twitter-related data [36]. We have used the social media signals from Twitter, trading volume and bid–ask spread from the Bitcoin market as a proxy for information flow together with the GARCH family of [53] processes to quantify the prediction power for the price volatility.
We started the analysis by employing recently developed nonparametric information-theoretic transfer entropy measures [38, 40, 41], to confirm the nonlinear relationship between the exogenous proxy for information (trading volume, bid–ask spread, and cryptocurrency related tweets) and squared price returns (proxy for volatility). Further on, we have made extensive experiments on the following models: GARCH, eGARCH, cGARCH, and TGARCH on the minute-level data of price returns, Twitter volume, exchange volume data, and bid–ask spread. Our testing procedure consisted of multi-stage statistical checks: 1) out-of-sample [image: image] and Pearson correlation measurements, 2) out-of-sample predictive likelihood measurements with the likelihood ratio test on 8,000 points, and 3) bootstrapped predictive likelihood measurements with the nonparametric Kolmogorov–Smirnov test. From the predictive perspective of the nonlinear parametric GARCH model, we have found that exogenous proxy for information flow significantly improves out-of-sample minute volatility predictions for the GARCH and cGARCH [54] models. It is not surprising that the basic GARCH model is outperforming more advanced models [46, 55] such as eGARCH [43] and TGARCH [44] on out-of-sample data. Also, a previous study [18] found that the cGARCH model on the Bitcoin market was performing the best on in-sample daily returns.
Finally, we have taken the GARCH model and applied the bootstrapping on two additional segments (March–April 2019 with 38,000 points and November–December 2019 with 52,000 points) and we observe that our observations still hold (see Appendix Figure A3). For future work, we leave focusing on other cryptocurrencies and analyzing the cross-market volatility spillovers, in which different market behavior modes could be studied separately.
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APPENDIX
[image: Figure A1]FIGURE A1 | Autocorrelation of price returns. The first-order autocorrelation of mid-quote price returns is significantly smaller than that of volume-weighted price returns, indicating a smaller level of microstructure noise in mid-quote price returns. Confidence interval.
[image: Figure A2]FIGURE A2 | (A) Correlation between squared price returns and Twitter volume. Permutation significance check indicates no statistically significant correlation between time-permuted squared price returns and Twitter time series. (B) Correlation between squared price returns and integrated Twitter volume (over a 30-min moving window). This test is only used to check whether the integrating operator is filtering noise. Correlation between squared price returns and Twitter time series. All values of correlation are statistically significant (p-value [image: image]).
[image: Figure A3]FIGURE A3 | Bootstrap robustness check over N = 100 splitting points with T = 1000 training points and T = 1000 points in test size for GARCH and GARCHX models. The nonparametric Kolmogorov–Smirnov test of the equality of the NLLH out-of-sample distributions between GARCH and GARCHX models is done. (A) KS test implies a significant difference for all external signals for the GARCH model in the period from November 3rd, 2019 to December 9th, 2019 with 52,000 observations. (B) KS test implies a significant difference for all external signals for the GARCH model in the period from March 18th, 2019, to April 9th, 2019, with 38,000 observations.
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Bitcoin is built on a blockchain, an immutable decentralized ledger that allows entities (users) to exchange Bitcoins in a pseudonymous manner. Bitcoins are associated with alpha-numeric addresses and are transferred via transactions. Each transaction is composed of a set of input addresses (associated with unspent outputs received from previous transactions) and a set of output addresses (to which Bitcoins are transferred). Despite Bitcoin was designed with anonymity in mind, different heuristic approaches exist to detect which addresses in a specific transaction belong to the same entity. By applying these heuristics, we build an Address Correspondence Network: in this representation, addresses are nodes are connected with edges if at least one heuristic detects them as belonging to the same entity. In this paper, we analyze for the first time the Address Correspondence Network and show it is characterized by a complex topology, signaled by a broad, skewed degree distribution and a power-law component size distribution. Using a large-scale dataset of addresses for which the controlling entities are known, we show that a combination of external data coupled with standard community detection algorithms can reliably identify entities. The complex nature of the Address Correspondence Network reveals that usage patterns of individual entities create statistical regularities; and that these regularities can be leveraged to more accurately identify entities and gain a deeper understanding of the Bitcoin economy as a whole.
Keywords: blockchain technology, bitcoin (BTC), label propagarion algorithm, network science, deanonymization
1 INTRODUCTION
Cryptocurrencies are rapidly growing in interest, becoming a popular mechanism to perform pseudonymous exchanges between users (entities). They also allow payments in a decentralized manner without needing a trusted third party. The first and most popular cryptocurrency is Bitcoin, which uses an immutable and publicly available ledger to facilitate transactions between entities. Moreover, given its pseudo-anonymity, Bitcoin has also been used to perform activities in illegal markets. For example, Foley et al. [1] estimate that one-quarter of entities in the Bitcoin network are associated with illegal activity. Consequently, several governing challenges have arisen, and law enforcement agents are particularly interested in techniques that allow tracing the origin of funds. Specifically, in Bitcoin, given the ledger’s public nature, tracing the funds can be achieved by inspecting the history of transactions in the system. However, identifying the entities is a complex task because they can use different pseudonyms (addresses) in the system. By the Bitcoin protocol, it is impossible to completely de-anonymize the entities; however, not all entities prioritize anonymity [2], and it is possible to find recoverable traces of their activity in the transaction history.
The structure of the transactions allows, in some cases, tracing back address pseudonyms that potentially belong to the same entity. For example, Meiklejohn et al. [3] apply heuristics and then cluster together pseudonyms based on evidence of shared spending authority. In this paper, we study the application of several heuristics that leads to creating a sequence of Address Correspondence Networks. Each of these networks includes weighted links between addresses that potentially belong to the same entity, thus approaching entity identification from a network science perspective. Even though other approaches use networks to model some parts of the Bitcoin economic dynamics (e.g. [4–7]), to the best of our knowledge, network science approaches have not addressed the problem of analyzing the Address Correspondence Network to date. In this study, we show that the Address Correspondence Networks have a strong community structure and general-purpose clustering approaches are suitable for analyzing them. Furthermore, our experiments suggest that having a set of identified entities generates large gains in cluster quality—however, this gain quickly declines, and a small number of known entities is enough to produce significant increase in the quality of the detection.
The rest of this paper is organized as follows: Section 2 explains the basics of the Bitcoin blockchain, heuristics, entity identification and related work. Section 3 presents our methods for constructing Address Correspondence Networks, the clustering technique and its quality metrics. In Section 4, we discuss our findings, and finally, in Section 5, we discuss conclusion and future work.
2 BACKGROUND AND RELATED WORK
This section introduces the main concepts related to Bitcoin. Next, it discusses the task of identifying addresses controlled by the same entity, followed by a reviews of the main studies in the area.
2.1 The Bitcoin Blockchain
Bitcoin was introduced in [8] as a decentralized payment network and digital currency which would be independent of central bank authorities. It is built on a blockchain, an immutable decentralized ledger that allows users, i.e. entities, to exchange the units of account (Bitcoins) in a pseudonymous manner. Entities transacting in the Bitcoin network control addresses—unique identifiers which have the right to transfer specific amounts of Bitcoins.
There are different types of addresses, which determine how the associated Bitcoins are accessed. For example, to spend Bitcoins associated with an address of type Pay to Public Key Hash (P2PKH), the entity needs to present a valid signature based on their private key, and a public key that hashes to the P2PKH value. Another example is the Pay to Script Hash (P2SH) address type: it defines a script for custom validation, which may include several signatures, passwords and other user-defined requirements. We denote with a an address and with [image: image] the set of [image: image] addresses appearing in the Bitcoin blockchain. Furthermore, we denote an entity as e, with [image: image] representing the set [image: image] of entities that own Bitcoin addresses.
To spend or receive Bitcoins, entities create transactions. A transaction t is composed of a set of input addresses, a set of output addresses, and information specifying the amount of Bitcoins to be allocated to each output address. Formally, let [image: image] be the set of transactions stored in the Bitcoin blockchain, and [image: image] be the power set of [image: image]. We model with [image: image] and [image: image] the mappings between a transaction and its input and output address sets. The sum of Bitcoins associated with the input addresses equals the sum of Bitcoins associated with the output addresses plus transaction fees. Therefore, if an entity wishes to spend only a partial amount of Bitcoins associated with the input addresses, the remainder is typically sent to an existing or newly created change address controlled by the initiating entity. Transaction outputs that have not yet been used as inputs to other transactions are referred to as UTXOs (unspent transaction outputs).
The transaction history is replicated on multiple nodes in the Bitcoin network. Entities broadcast new transactions to other nodes in the network. As part of Bitcoin’s decentralized consensus protocol, specialized miner nodes are incentivized to solve proof-of-work puzzles that validate new transactions and group them into blocks. Blocks are sequentially appended to the blockchain; the number of blocks preceding a particular block is known as its block height. Furthermore, entities may specify a transaction’s locktime. This is the minimum block height the blockchain must reach before miners should consider validating the transaction, i.e. a transaction with locktime j is added to block [image: image] or later.
A peculiar property of the Bitcoin network is the pseudonymity: entities conceal their identity through the use of nameless addresses (pseudonyms), linking an address to a real-world entity exposes their entire activity on the Bitcoin network, since the transaction history is publicly available. Entities are therefore advised to generate a new address for every transaction, so that each address is used once as a transaction output and once as a transaction input.
2.2 Address Clustering
The objective of address clustering is to find sets of addresses [image: image] that are controlled by the same entity [image: image]. Formally, the objective is to find a map [image: image] such that [image: image]. There exist multiple heuristics for identifying address pairs controlled by the same entity. We consider seven heuristics implemented by Kalodner et al. [9], the majority of which seek to identify change addresses in the outputs of a transaction (linking these with the transaction inputs).
1) Multi-input: All input addresses of a transaction are assumed to be controlled by the same entity.
2) Change address type: If all input addresses of a transaction are of one address type (e.g. P2PKH or P2SH), the potential change addresses are of the same type.
3) Change address behavior: Since entities are advised to generate a new address for receiving change, an output address receiving Bitcoins for the first time may be a change address.
4) Change locktime: If a transaction’s locktime is specified, outputs spent in different transactions on the same block as the specified locktime may be change addresses. Intuitively, this is because the entity initiating the transaction also knows its locktime.
5) Optimal change: If an output is smaller than any of the transaction inputs, it is likely a change address.
6) Peeling chain: In a peeling chain, a single address with a relatively large amount of Bitcoins begins by transferring a small amount of Bitcoins to an output address, with the rest being allocated to a one-time change address. This process repeats several times until the larger amount is reduced, meaning that addresses continuing the chain are potential change addresses Meiklejohn et al. [3].
7) Power of 10: This heuristic assumes that the sum of deliberately transferred Bitcoins in a transaction is a power of 10. If such an output is present, the other outputs may be change addresses.
2.3 Related Work
Address clustering in Bitcoin has been the subject of numerous studies. Initial studies focused on the multi-input heuristic. For example, Nick [10] identify more than 69% vulnerable addresses using only this heuristic. Also Harrigan and Fretter [11] consider the multi-input heuristic and attribute its effectiveness to frequent address reuse, as well as the presence of large address clusters having high centrality measures with respect to transactions between clusters. Furthermore, they suggest that incremental cluster growth and the avoidable merging of large clusters makes the multi-input heuristic suitable for real-time analysis. Fleder et al. [12] construct directed transaction graphs for periods of 24 h and 7 months. In such graphs, the nodes are addresses and each edge represents a transaction from an input address to an output address. They obtain address entity labels by scraping public forums and social networks. By applying the multi-input heuristic, they identify transactions where labeled addresses have interacted with a large number of known entities such as SatoshiDICE and Wikileaks.
Meiklejohn et al. [3] combines the multi-input heuristic with a second one, similar to the change address behavior heuristic. They identify major entities and interactions between them, and note that the change address heuristic tends to collapse address groups into large super-clusters. Zhang et al. [13] consider another variation of the change address behavior heuristic, and show that it improves clustering quality when address reduction is used as a performance measure. In this study, we focus on the heuristics introduced in Section 2.2 by Kalodner et al. [9].
Patel [14] proposes novel approaches to Bitcoin address clustering. He considers clustering an undirected, weighted heuristic graph, where the nodes are addresses, and each edge indicates the presence of at least one of eight heuristics (a superset of those introduced in Section 2.2) linking those addresses to the same entity. Each heuristic is assigned a positive weight, such that their sum is equal to one. The edge weight is the sum of the heuristic weights for which the corresponding heuristic is present between two addresses. The author applies a variety of generic graph clustering algorithms (e.g. k-means, spectral, DBSCAN) as well as graph sparsification and coarsening techniques to the constructed heuristic graph. In this study, we propose the address correspondence network, which is similar to the network built by Patel [14] However, in our correspondence network, an edge between two addresses represents the number of times the heuristics identify the pair as controlled by the same entity. We use a label propagation algorithm to build the clusters, using ground truth information to drive the algorithm.
There exist other approaches and extensions to address clustering. Ermilov et al. [15] show that higher cluster homogeneity can be achieved when transaction data is augmented with off-chain information from the internet. Biryukov and Tikhomirov [16] propose incorporating lower-level network information to enhance deanonymization. Furthermore, Harlev et al. [17] extend address clustering by using supervised machine learning to predict the type of entity controlling addresses in an unlabeled cluster. In our study, in addition to using a ground truth to guide the clustering construction, we introduce a temporal component in the analysis. We build address correspondence networks for various time intervals. In this way, we can analyze the evolution of the network over time.
3 METHODOLOGY
We expand upon the work of Patel [14] by performing address clustering on so-called Address Correspondence Networks, denoted [image: image], where [image: image] is a time interval. Nodes are Bitcoin addresses that are involved in transactions between a time instant o and a time instant c. [image: image] contains an undirected link [image: image] between two addresses when at least one of the heuristics introduced in Section 2.2 detects [image: image] and [image: image] as belonging to the same entity. We posit that the topology of [image: image] encodes further insights on the identity of the entities and, ultimately, on the [image: image] map.
For some addresses [image: image], the controlling entity is known. Using the block explorer tool provided by Janda [18], we obtain entity labels for 28 million addresses involved in transactions before 2017. We refer to this data set as the ground truth. The mapping information contained in the ground truth is denoted with [image: image], such that [image: image] is the set of addresses for which the entity label is known. We use the ground truth to 1) sample from [image: image] and 2) to evaluate the quality of address clustering methods.
The remainder of this section is organized as follows. Section 3.1 describes the method for sampling from [image: image]. This sample is divided further into cumulative and partial subsets, which are described in Section 3.2. Section 3.3 details the construction of the Address Correspondence Networks. We explain our approach to clustering these networks in Section 3.4, while the metrics used to evaluate clustering quality are introduced in Section 3.5.
3.1 Transaction Sampling
For computational feasibility, we restrict our analysis to a sample of [image: image], as depicted in Figure 1. First, we randomly select a subset [image: image] of the addresses in the ground truth. Next, we select all transactions involving an address [image: image] as an input or output, i.e., [image: image]. We then build the set [image: image] of addresses that appear in transactions of [image: image] but not in [image: image], i.e. [image: image]. The aforementioned process is then repeated in a similar manner. This involves finding the set [image: image] of transactions which include at least two addresses in [image: image], i.e., [image: image]. We set the condition on two addresses per transaction to reduce the size of the subsequently constructed Address Correspondence Networks. Finally, we build [image: image] as the addresses appearing in transactions of [image: image] and not already in [image: image] or [image: image], i.e. [image: image].
[image: Figure 1]FIGURE 1 | The transaction sampling process.
As a result, this process constructs a set of sampled transactions [image: image] having addresses [image: image]. An advantage of this sampling method is that the constructed Address Correspondence Networks are centered around ground truth seed addresses, thereby exploiting the previous knowledge of controlling entities.
3.2 Partial and Cumulative Transaction Sets
To study the evolution of the Bitcoin Address Correspondence Network over time, we create temporal subsets of the transactions in [image: image]. Each subset includes only the transactions in [image: image] that were generated in a specific time interval. We create time intervals using two different strategies, which we name cumulative and partial, summarized in Figure 2.
[image: Figure 2]FIGURE 2 | Cumulative and partial transaction sets, and construction of the Address Correspondence Networks.
The cumulative strategy creates eight time intervals of progressively increasing width,1[image: image], while the partial strategy creates eight time intervals of fixed width, [image: image]. It follows that cumulative time intervals overlap, while partial time intervals are disjoint.
Cumulative transaction sets are denoted with [image: image], which refers to all transactions in [image: image] that were generated between the second semester of 2011 and the [image: image] semester of y, e.g., [image: image] includes transactions generated in the interval [image: image]. Partial transaction sets are denoted with [image: image], e.g., [image: image] refers to transactions generated in the interval [image: image]. It is worth noting that while partial transaction sets do not share transactions, they may still share addresses which are used in multiple transactions.
3.3 Address Correspondence Network Construction
Let [image: image] be a function that counts how often an address pair, [image: image], is detected by any of the seven heuristics introduced in Section 2.2 as being controlled by the same entity (considering only transactions in [image: image]). It is worth noting that [image: image] is symmetric (or undirected), i.e. [image: image].
The information captured by applying [image: image] to each pair of addresses in [image: image] is collected in Address Correspondence Networks, defined as undirected weighted graphs [image: image]. The construction process is depicted in Figure 2. The addresses in [image: image] are the vertices of the graph, and [image: image] is the weight function. [image: image] is the set of edges connecting address in two ways:
1) Pairs [image: image] such that it exists a transaction [image: image] having respectively [image: image] and [image: image] in its input and output address sets [image: image] and [image: image], and having [image: image].
2) Pairs [image: image] such that it exists a transaction [image: image] having both [image: image] and [image: image] in its input set [image: image], and having [image: image].
Note that in a transaction, different heuristics can concur by identifying the same address as a change address, increasing the weights of the edges related to such an address. Figure 3 shows the degree distribution of the Address Correspondence Networks [image: image] and [image: image]. The two distributions show a similar shape, but note that the left plot is a cumulative graph and the right plot is a partial graph; this indicates that the correspondence networks appear to preserve common properties across time. Table 1 provides descriptive statistics of the 16 Address Correspondence Networks we constructed from the eight partial and cumulative transaction sets. While the degree distributions cannot be assimilated to a single statistical distribution, they are skewed and fat-tailed, features that are recognized in complex networks of different contexts like biological, technological or social interactions [19].
[image: Figure 3]FIGURE 3 | Degree distribution for cumulative [image: image] and partial [image: image].
TABLE 1 | Number of nodes, edges and ground truth addresses of the partial and cumulative Address Correspondence Networks for each semester from 2012 to 2015.
[image: Table 1]Figure 4 shows the distribution of ground truth entities in the Address Correspondence Networks. In each plot, we compare a cumulative network and the partial network from its last six months, e.g. [image: image] with [image: image]. The number of known entities in the networks from 2012 is small, [image: image] and [image: image] do not show any relation with their pairs. However, from 2013, the similarity between distributions of known entities of partial and cumulative networks is notorious.
[image: Figure 4]FIGURE 4 | Distribution of ground truth entity sizes, [image: image].
3.4 Address Correspondence Network Clustering
Let [image: image] be the Address Correspondence Network for the time interval [image: image]. We approach the entity identification problem by applying a community detection algorithm to [image: image] (therefore assuming that communities are sets of addresses belonging to the same entity). In [image: image], highly interconnected vertices are clusters (communities) of addresses linked by one or several heuristics. Community detection algorithms find clusters of vertices highly interconnected but with sparse links between clusters. Specifically, the Label Propagation Algorithm (LPA) by Raghavan et al. [20] finds communities and has linear complexity on the number of edges [image: image]. The comparative study by Yang et al. [21] shows that the scalability of LPA outperforms other fast clustering algorithms, including Leading Eigenvector by Newman [22], Walktrap by Pons and Latapy [23], and Multilevel by Blondel et al. [24]. In LPA, each node is initialized with a unique label, denoting the cluster it is part of (the controlling entity of an address). In the basic case, all the nodes are initially assigned a random label. Afterward, each node is randomly visited and assigned a label according to the majority voting of its neighbors. The process repeats until every node in the network gets a label to which most of its neighbors belong. Figure 5 shows a clustering for the partial network [image: image].
[image: Figure 5]FIGURE 5 | The Address Correspondence Network [image: image]. Clusters are identified by color.
To initialize parts of the nodes, we use the information from the ground truth [image: image]. Let [image: image] denote the set of ground truth addresses in [image: image], i.e., [image: image], and let [image: image] be the set of ground truth entities in [image: image], i.e. [image: image]. We assign to a subset of nodes [image: image] the label from the ground truth, i.e. [image: image]. It holds that [image: image] and, concomitantly, [image: image].
In this paper, we are interested in exploring the ability of community detection algorithms to provide additional information about the true identities of users. We hypothesize that the Address Correspondence Network encodes additional information about the entities that control specific addresses. We argue that successive applications of heuristics may lead to connections between addresses controlled by the same entity that are denser and higher weighted than connections between addresses of different entities. Following this argument, we apply LPA to obtain a disjoint set of clusters [image: image], such that [image: image]. Because of the additional information provided by the ground truth, we modified LPA to avoid that the addresses in [image: image] can change label, as they are associated with the actual entity according to the ground truth information.
In the experiments, we vary the proportion p of initialized nodes, that is defined as:
[image: image]
Since [image: image] varies across networks and is an upper bound on the proportion of initialized nodes, the domains of the approximated functions also vary.
3.5 Cluster Quality Analysis
Finally, we quantify the clustering quality as a function of cluster size and entity size. Given an Address Correspondence Network [image: image] and set of clusters [image: image] produced by LPA, we analyze the quality of [image: image] by defining a set of discrete random variables to describe characteristics of the network, and by five metrics: modularity to give information about the intrinsic quality of the clusters (and inherent topological structure of the network), homogeneity, entropy, Adjusted Mutual Information (AMI) and Adjusted Rand Index (ARI) to compare the clusters with the ground truth labels. Furthermore, all metrics are measured as functions of the proportion of initialized nodes p.
3.5.1 Random Variables
To study the characteristics of the network, we define the following discrete random variables associated with the distributions of entities, addresses, and known addresses in the address correspondence network.
The first random variable, E, assumes a value from the set of entities according to their frequency in the correspondence network. More specifically, E can assume the value [image: image] with probability equal to the numbers of addresses in [image: image] mapped to e, divided by the total number of addresses in [image: image], i.e.:
[image: image]
In addition to E, we also define variables that assume values in the entity set according to their frequency in specific clusters. Let [image: image] be the variable associated to the ith cluster, i.e. [image: image]. For each i, we build a histogram of the frequency of entities in [image: image], by counting for each entity e the number of addresses associated to e through the ground truth data in [image: image]. Such a histogram is used to approximate the distribution of entities over [image: image] and serves to describe [image: image]. Formally let [image: image] be the set of addresses in [image: image] which are part of the ground truth. [image: image] can assume a value e in [image: image] with probability:
[image: image]
The variable C assumes a cluster identifier according to its frequency over the addresses in the ground truth. C can assume a value [image: image] with probability defined by the number of addresses in [image: image] and [image: image] (i.e. [image: image]) divided by the total number of addresses in [image: image], i.e.:
[image: image]
Finally, we define variables complementary to [image: image] to describe the frequency of clusters among each entity. We indicate with [image: image] the variable associated to the jth entity [image: image], with [image: image]. Given the entity [image: image], we build the histogram of the appearance of [image: image] in each cluster of [image: image]. As for the [image: image] variables, we approximate the real distribution using the ground truth data, and considering only the addresses from [image: image] to build the bins. Formally, [image: image] can assume values in [image: image] with probability:
[image: image]
3.5.2 Metrics
Modularity, initially proposed by Newman and Girvan [25], compares the clusters with a random baseline. This is done by computing the difference between the number of edges inside the clusters with the expected value of edges using the same clusters but with random connections between the nodes. Let [image: image] be the number of clusters in the Address Correspondence Network [image: image], [image: image] the ratio of edges connecting addresses between cluster [image: image] and cluster [image: image], and [image: image] the ratio of edges with at least one end in [image: image]. The modularity is defined as:
[image: image]
A value close to 0 indicates that the community structure is akin to a random network, while values close to 1 indicate strong community structures, meaning dense connections inside the communities and sparse connections between them.
Information Theory Metrics: Entropy, introduced in an information theory context by Shannon [26], quantifies the expected amount of information or uncertainty contained in a random variable. Let X be a discrete random variable, which can assume values [image: image] with probability [image: image]. The entropy of X is defined as:
[image: image]
while the normalized Shannon entropy is:
[image: image]
We use the normalized entropy of [image: image] and [image: image] to study the clusters by the perspective of the entities and the one of the cluster themselves.
Entropy also gives important information of the interrelation between random variables. Let us consider two variables X and Y, and let [image: image] be the joint probability distribution. The conditional entropy [image: image] is defined as:
[image: image]
The conditional entropy indicates how much extra information is needed to describe Y given that X is known. Additionally, the amount of information needed on average to specify the value of two random variables is [image: image].
We use conditional entropy to measure the quality of the clusters. We do it by comparing them with the distribution of the entities in the Address Correspondence Network, exploiting the variables E and C. Such a measure is named homogeneity and is initially introduced by Rosenberg and Hirschberg [27]. Ideally, a cluster should only contain addresses that are controlled by the same entity. In such a case, clusters are homogeneous and it holds [image: image]. The homogeneity score [image: image] is defined by:
[image: image]
The fundamental Mutual Information (MI) [28] quantifies the agreement between partitions. In addition to [image: image], let [image: image] be an alternative set of clusters. We introduce the variable K to describe the distribution of the addresses in [image: image], similarly to how we defined C for [image: image] in Section 3.5.1. The MI of C and K is defined as:
[image: image]
and quantifies the reduction of the uncertainty of [image: image] due to the knowledge of [image: image]. The average MI value between [image: image] and [image: image] tends to increase as the number of clusters increases, even if there is no difference in the clustering methodology, e.g. if the partitions are assigned clusters randomly. The Adjusted Mutual Information defined by Vinh et al. [29] takes into account the randomness using the expected value of MI [image: image] and normalizes its value:
[image: image]
AMI gets values in the [image: image] interval, and when two partitions perfectly match, [image: image].
Finally, we consider the Rand Index (RI), initially proposed by Rand [30], which compares two set of clusters while ignoring permutations. Let [image: image] and [image: image] be two sets of clusters. Let [image: image] be the number of pairs of addresses from the ground truth [image: image] which are in the same cluster in [image: image] and in the same cluster in [image: image], i.e.:
[image: image]
[image: image]
[image: image]
and let [image: image] be the number of address pairs from the ground truth [image: image] which are in different clusters of [image: image] and in different clusters of [image: image], i.e.:
[image: image]
[image: image]
[image: image]
The Rand Index is defined as:
[image: image]
where the denominator is the number of address pairs in [image: image]. As with MI/AMI, we consider an adjusted version of RI, the Adjusted Rand Index (ARI) as proposed by Hubert and Arabie [31], which accounts for chance:
[image: image]
where [image: image] denotes the expected value of [image: image]. As for AMI, an ARI value of 1 indicates perfectly matching partitions, while a value of 0 indicates independent partitions. Warrens [32] shows that ARI is equivalent to Cohen’s Kappa Cohen [33], which is well suited for the evaluation of community detection methods, as discussed by Liu et al. [34].
4 RESULTS
We first analyze the size of the clusters identified by LPA for the Address Correspondence Networks described in Section 3, whose statistics are shown in Table 1. Figure 6 shows the cluster size distribution of [image: image] and [image: image], for initialization proportions [image: image] and [image: image]. Note that the density of the small clusters, in both cases, shifts to reach larger cluster sizes when [image: image], as well as the maximum cluster size of [image: image]. This indicates that even a small proportion of initialized nodes, such as [image: image], considerably modifies the cluster distribution in the networks.
[image: Figure 6]FIGURE 6 | Cluster size distribution of [image: image] and [image: image] for p = 0.0[image: image] and p = 0.1[image: image]. The alpha values of the power-law distribution fits are also shown.
We also fit a power-law distribution to the cluster size distribution, shown by the dotted red lines with the corresponding alpha values in Figure 6. Furthermore, the power-law distribution fits the data significantly better than an exponential distribution, resulting in p-values of less than [image: image] using likelihood ratio tests [35]. The exponents are larger for p = 0[image: image] than for p = 0.1[image: image], in agreement with the observation related to the range of values in the cluster size. In general, the distributions are very heterogeneous. Additionally, the cluster size distribution suggests that, from a Correspondence Network perspective, there is a preferential attachment dynamic in the address generation where entities that control many addresses are likely to generate more addresses than others.
Next, we study the behavior of the intra-cluster total degree (number of edges connecting nodes that belong to the same cluster) and the inter-cluster degree (number of edges between nodes that belong to different clusters) as functions of the cluster size. For the total intra-cluster degree, there are two extreme behaviors that can be expected. On the one hand, a linear dependency on cluster size would signal that address reuse is negligible (therefore that privacy-preserving usage are commonplace), and the topology of the correspondence network encodes no additional information about the identity of the users that control the addresses. On the other hand, a quadratic relationship (close to the theoretical maximum [image: image]) would signal that the clusters are very densely interconnected, and the actual address reuse is high. Therefore, it would be possible to infer actual information about the users by directly inspecting the correspondence network through network science methods. In Figure 7, the extreme values of the intra-cluster degree of [image: image] and [image: image] are above a linear function (red dotted line) and below a quadratic function (yellow dashed line) of the cluster size. The same lines are depicted in the inter-cluster degree distributions showing that the intra-cluster degree grows faster. By applying an Ordinary Least Squares regression (OLS), the slope of a fitting line is in both networks bigger in the intra-cluster case. Furthermore, bigger entities preserve this behavior, showing that the correspondence network has an inherent community structure. Thus, this result is not valid only for entities that control a small number of addresses, and it follows that it is a general property of the network.
[image: Figure 7]FIGURE 7 | Comparison of the total intra-cluster and inter-cluster degrees for [image: image] and [image: image]. We also show the lines [image: image] (red, dotted) and [image: image] (yellow, dashed).
Figure 8 shows the number of clusters returned by LPA, [image: image], as a function of p. The dashed lines indicate the number of entities [image: image] for each Address Correspondence Network. [image: image] is a lower bound of the true number of entities, since each network also contains addresses not in the ground truth. This is supported by [image: image] holding for each test point. In general, [image: image] decreases sharply at small p, after which the rate of decrease slows and stabilises. [image: image] tends to be lower for partial networks than for cumulative networks, and can be explained by partial networks having a lower [image: image].
[image: Figure 8]FIGURE 8 | Number of clusters as a function of p.
The complexity and structure of the Address Correspondence Network are stable over time: Figures 9–11 show AMI, ARI and homogeneity as functions of p. Since these metrics require ground truth labels, they are computed only for addresses in [image: image]. We observe that AMI and ARI lead to similar results: they rapidly increase before converging to the maximum value as p increases. In contrast, homogeneity exhibits no such initial rapid increase, and instead increases linearly with p. The mean levels of AMI, ARI and homogeneity do not consistently increase or decrease with increasing half-year. Furthermore, the mean metric levels for the partial networks appear to be comparable to those for the cumulative networks. This suggests that the complexity and structure of the Address Correspondence Network communities remain stable over time.
[image: Figure 9]FIGURE 9 | AMI as a function of p.
[image: Figure 10]FIGURE 10 | ARI as a function of p.
[image: Figure 11]FIGURE 11 | Homogeneity as a function of p.
The effect of the node initialization: If the cost of labeling a Bitcoin address is assumed to be constant, the marginal gain in clustering quality per unit cost from increasing p quickly declines. Considering that homogeneity remains constant across all p, it appears that increasing p is cost-effective until around [image: image]. At this point, [image: image] contains most of the information required to describe the community structure. The observed saturations in [image: image], AMI and ARI suggest that increasing p beyond 0.1 adds only idiosyncratic community information, yielding little improvement in clustering quality. This is further confirmed by studying clustering modularity as a function of p in Figure 11. Modularity appears mostly constant except for a sharp initial change, showing a robust community topology that is consistently detected after initializing a small proportion of nodes.
To assert the significance of the results presented in Figures 8–12, we repeated the experiments for 100 randomized versions of the [image: image] and [image: image] Address Correspondence Networks. The i[image: image]th randomized network was obtained by performing [image: image] edge swaps on the original network, according to the algorithm proposed by Maslov [36], which preserves the network’s degree distribution. With the exception of [image: image] for [image: image], the randomized results show little variation. However, all randomized results appear significantly different to those for the original networks. This suggests that the (non-randomized) results shown in Figures 8–12 are a consequence of more complex network properties rather than solely the degree distribution.
[image: Figure 12]FIGURE 12 | Modularity as a function of p.
Furthermore, the effect of node initialization order was studied by repeating the experiments for the [image: image] and [image: image] networks using 100 random orderings. The node initialization order does not seem to affect the general level and shape of the curves. Small perturbations observed in Figures 8–12 appear to be idiosyncrasies of the chosen ordering, and may be larger for smaller networks (since the curves for [image: image] vary more than the ones for [image: image]).
The effect of cluster and entity sizes: Figure 13 shows [image: image] and [image: image] for the [image: image], [image: image], [image: image] and [image: image] networks. [image: image] and [image: image] are expressed as functions of the relative cluster and entity sizes, i.e. normalized to [image: image], respectively. We run experiments with [image: image] and [image: image]. We note that [image: image] correlates negatively with the relative cluster size, and [image: image] correlates negatively with relative entity size. For small clusters and entities, there are strips of points located at the minimum and maximum values of [image: image] and [image: image]. This is to be expected: if we consider a cluster with only two addresses, both associated with the same entity, [image: image] is minimum. If two addresses are mapped to different entities, we obtain a uniform entity label distribution, and [image: image] is maximum. Such extreme fluctuations become less likely as cluster size increases. Large clusters, therefore, tend to be purer than smaller clusters, corresponding to a higher clustering quality. Similarly, entities represented by more addresses are distributed more asymmetrically across clusters, again corresponding to a higher clustering quality. This is in agreement with the results in Figure 7, where the community structure is shown to become more apparent for larger clusters.
[image: Figure 13]FIGURE 13 | Normalized entropy as a function of relative cluster size and relative entity size.
Furthermore, the mean levels of [image: image] and [image: image] for the partial networks are always less than or equal to the ones of the corresponding cumulative networks (comparing row 1–3 and row 2–4 in Figure 13). This suggests that partial networks allow a higher quality of interpretation regarding the community structure. A possible explanation for this is that Bitcoin entities have less time to obfuscate their activity: the longer the considered transaction history, the more the obfuscation attempts accumulate and the more difficult it becomes to detect the true community structure.
Interestingly, the average [image: image] and [image: image] increase after initialising [image: image] of nodes. The increase in [image: image] can be explained by the loss of small, homogeneous clusters with low [image: image]. For [image: image], the increase is likely due to the decrease in the number of clusters, which in turn causes [image: image] to decrease.
5 CONCLUSION AND FUTURE WORK
In this paper, we consider the application of a general-purpose community detection algorithm, LPA, to detect address clusters that are controlled by the same entity in the Bitcoin transaction history. Specifically, we apply LPA to Address Correspondence Networks, which incorporate information from a variety of simple address linking heuristics. We detect a strong community structure within these networks by inspecting their intra- and inter-cluster degrees. We find that the inter-cluster degree grows faster than the inter-cluster degree for cluster size increments. Address correspondence networks are therefore suitable for the application of general community detection methods from the broader field of network science—this creates an entry point for future researchers to move far beyond the application of primitive heuristics.
Since LPA is able to exploit ground truth information, we find that clustering quality improves as the number of labeled addresses in the Address Correspondence Networks increases. However, under the assumption that the cost of labeling a Bitcoin address is constant, we find that the marginal gain in clustering quality per unit cost quickly declines. Under this assumption, we propose that address labeling is cost-effective until around p = 0.1 [image: image], i.e. until 10% of all addresses in the Address Correspondence Network are identified. Furthermore, we find that choosing which addresses to label does not have a significant effect on clustering quality. Finally, we find that the structure of communities in the Address Correspondence Network remains stable over time. Partial Address Correspondence Networks are, therefore, reasonable proxies for their cumulative counterparts (and far less demanding from a computational point of view).
For future work, we plan to conduct experiments to test the robustness of the heuristics and specific combinations between them. For example, analyzing their likelihood and studying their contribution to the links between addresses. From a network reconstruction perspective, link prediction is an interesting approach to improve the correspondence network by validating current links and predicting missing ones. Additionally, different machine learning approaches can be implemented to graph analysis; supervised methods are suitable if more ground truth information is available in the future.
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Cryptocurrency has become a new venue for money laundering. Bitcoin mixing services deliberately obfuscate the relationship between senders and recipients, making it difficult to trace suspicious money flow. We believe that the key to demystifying the bitcoin mixing services is to discover agents’ roles in the money laundering process. We propose a goal-oriented approach to modeling, discovering, and analyzing different types of roles in the agent-based business process of the bitcoin mixing scenario using historical bitcoin transaction data. It adopts the agents’ goal perspective to study the roles in the bitcoin money laundering process. Moreover, it provides a foundation to discover real-world agents’ roles in bitcoin money laundering scenarios.
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INTRODUCTION
Financial crimes not only directly disturb the national financial order and affect social stability but also occur with other crimes to provide financial support for various types of organized crimes. Money laundering is a financial criminal activity, which mainly refers to the processing of illegal income by various means to cover up and conceal its source and nature. It not only damages the security of the financial system and the reputation of financial institutions but also destroys the normal economic order and social stability of the country. Since money laundering is such a harmful activity, anti-money laundering is, therefore, a worthwhile endeavor.
Money laundering is a complex activity involving many entities and relationships. With the development of the Internet, money launderers utilize advanced technology and multiple channels to cover up their criminal behaviors through numerous transactions. Cryptocurrency has become a new venue for money laundering. The simplest form of bitcoin money laundering is that the bitcoin transactions are made under pseudonyms. Criminals use pseudonymous bitcoin addresses to hide the illegal source of funds. However, as studies have revealed that the pseudonyms of bitcoin addresses can be broken by aggregating addresses into clusters with identified users [1], more and more third-party bitcoin mixing services emerged to provide additional anonymity [2]. It is reported [3] that at least 4,836 bitcoins stolen by hacking Binance were laundered through the crypto mixing service.
The emergence of bitcoin mixing services makes it difficult to trace suspicious money flow as they deliberately obfuscate the relationship between senders and recipients [4]. However, there are limited existing studies investigating the bitcoin mixing services. The difficulties lie in detecting different roles of bitcoin addresses as there are an enormous number of bitcoin addresses involved. One of the earliest studies [5] on mixing services revealed that they bundle a large number of small transactions into a small number of large transactions to create all outgoing transactions, hiding the connections between input addresses and output addresses.
In this article, we propose that the key to demystifying bitcoin mixing services is to discover agents’ roles in the money laundering process. As money laundering is usually committed by collusive money launders, multiple agents are involved in the process. Different agents have different roles that perform different tasks in the bitcoin mixing process to achieve the ultimate goal of money laundering. Identifying the agents’ roles in the bitcoin mixing process will be helpful to understand the context of bitcoin money laundering. In this paper, we propose a goal-oriented approach to modeling, discovering, and analyzing different types of roles in the agent-based business process of the money laundering scenario using historical transaction data from bitcoin mixing services. To the best of our knowledge, this paper is the first to apply goal-oriented modeling to represent the agents in bitcoin mixing transactions. It provides a foundation to understand the role and task assignment at cryptocurrency transactions in money laundering scenarios.
The rest of this paper is organized as follows. Related Work reviews related works. Goal Modeling and Mining in Money Laundering formalizes the problem and presents the framework. Case Study provides a case study and presents algorithms for goal mining in the money laundering processes. This article concludes with contributions and future research plans in Conclusion.
RELATED WORK
Cryptocurrency Transaction Analysis
A cryptocurrency transaction is a basic unit describing cryptocurrency flow from input to output addresses. Every input address in a cryptocurrency transaction is a reference to an unspent transaction output (UTXO), which is an output address in a previous transaction that has not been referenced in other transactions. In the bitcoin system, addresses are the basic identities that hold virtual values, which can be generated offline to a public key using the bitcoin’s customized hash function. Figure 1 presents a basic example of UTXOs. It is composed of three transactions. In Transaction 1, address A is the input with 10 BTC and B, C, and D are the output addresses. All outputs in Transaction 1 are UTXOs before they are referenced by Transactions 2 and 3.
[image: Figure 1]FIGURE 1 | UTXO-based transaction model.
As the complete transaction history is publicly available, the transparency of cryptocurrency transactions enables statistical analysis and graphical visualization techniques. Some scholars produced an organized review of major works in cryptocurrency transaction analysis. For example, Chen et al. [6] reviewed the status, trends, and challenges in blockchain data analysis and summarized seven typical research issues of cryptocurrency transaction analysis into entity recognition, privacy identification, network risk parsing, network visualization and portrait, analysis of cryptocurrency market, etc. Liu et al. [7] surveyed knowledge discovery in cryptocurrency transactions and summarized the existing research that uses data mining techniques into three aspects, including transaction tracing and blockchain address linking, the analysis of collective user behaviors, and the study of individual user behaviors.
Both reviews have identified many studies on transaction tracing, showing that the mechanism of the pseudonymity of cryptocurrency addresses used in transactions can be broken by entity recognition (or blockchain address linking) and privacy identification techniques. For example, to identify money laundering in bitcoin transactions, Hu et al. [8] proposed four types of classifiers based on the graph features that appeared on the transaction graph, including immediate neighbors, deep walk embedding, node2vc embedding, and decision tree-based. Once addresses are identified, money flows can be immediately revealed, leading to no anonymity in the bitcoin system.
Because the original design of bitcoin transactions is easy to trace, several solutions have been proposed to improve its anonymity. One typical solution is a mixing service, which is widely used in underground markets like the Silk Road to facilitate money laundering. Mixing services aim to solve cryptocurrencies’ traceability issues by merging irrelevant transactions with methods including swapping and conjoining. Only a few previous works have been carried out to demystify mixing services. For instance, in one of the earliest studies on mixing services [5], a simple graph analysis was carried out based on data collected from experiments of selected mixing services, and alternative anti-money laundering strategies were sketched to account for imperfect knowledge of true identities. Although an essential anti-money laundering strategy is not provided, Seo et al. [2] mentioned that money laundering conducted in the underground market can be detected using a bitcoin mixing service. These explorations revealed the importance of understanding bitcoin mixing services.
Data Mining in Money Laundering
Money laundering is a complex, dynamic, and distributed process, which is often linked to terrorism, drug and arms trafficking, and exploitation of human beings. Detecting money laundering is notoriously difficult, and one promising method is data mining [9]. Rohit and Patel [10] reviewed detection of suspicious transactions in anti-money laundering using a data mining framework and classified the literature into the rule-based approach, clustering-based approach, classification-based approach, and model-based approach.
Generally, data mining in money laundering consists of the rule-based classification and machine learning approaches. In a rule-based approach, ontologies or other forms of rules are adopted to classify suspicious transactions. For instance, Rajput et al. [11] proposed an ontology-based expert system for suspicious transaction detection. The ontology consists of domain knowledge and a set of Semantic Web rules, and the native reasoning support in the ontology was used to deduce new knowledge from the predefined rules about suspicious transactions. A Secure Intelligent Framework for Anti-Money Laundering was presented to make use of an intelligent formalism by using ontologies and rule-based planning [12]. Bayesian approaches were adopted to assign a risk score to money laundering–related behavior [13]. It was designed based on rules suggested by the State Bank of Pakistan in its 2008 regulations to declare a transaction as suspicious.
Machine learning algorithms were also applied to group or classify the data, so as to predict suspicious money laundering transactions. Chen et al. [14] provided a comprehensive survey of machine learning algorithms and methods applied to detect suspicious transactions, including typologies, link analysis, behavioral modeling, risk scoring, anomaly detection, and geographic capability. A support vector machine–based classification system was developed to handle large amounts of data and take the place of traditional predefined-rule suspicious transaction data–filtering systems [15]. However, the limitation of the machine learning approach lies in its data dependence, with sometimes limited adaptability and scalability. As stated in [6], the model requirement of historical data makes it difficult to identify illicit operations performed by newcomers.
GOAL MODELING AND MINING IN MONEY LAUNDERING
In this section, we propose to model agents’ roles in the money laundering process with goal-oriented modeling techniques. We adopt the goal modeling and mining approach [16] and assume that different agents have different roles, which perform different tasks in the process to achieve the ultimate goal of money laundering. As shown in Figure 2, the goal modeling and mining framework consists of three phases. In the data collection phase, we will collect not only cryptocurrency transaction data but also the domain data about the address entity information. The model discovery phase consists of the address miner, role miner, and process miner. The address miner will collect all related address information. The role miner will detect the goals of the agent who owns the addresses. The process miner will present the money laundering process.
[image: Figure 2]FIGURE 2 | Goal modeling and mining framework.
In the blockchain analysis phase, we first analyze the goal of money laundering, which can be decomposed into three sub-objectives, namely, placement, layering, and integration. Placement aims to cut off the connections between illegal funds and upstream crimes of money laundering. It can be realized by the task of introducing illegal funds into the financial system. This task can be decomposed into sub-tasks like depositing money or remitting cash. Placement always involves breaking down the original large amount of funds into a lot of small ones. So, many soldiers will be employed to execute the tasks to introduce multiple illegal funds into the financial system without suspicion.
Layering is transferring the funds among different accounts or institutions so that the initial source of funds will be difficult to track. Layering can be realized by the task of obscuring the sources of the money. This can be decomposed into sub-tasks like transferring money or purchasing insurance from different institutions. Layering means that funds have entered the financial system for circulation. Soldiers may continue to do a lot of basic tasks, while communicators’ main role is to transfer the funds.
Integration means to integrate the funds into the legitimate economy. Integration can be realized by the task of legalizing illegal funds. This task can be decomposed into sub-tasks like transferring money or purchasing insurance from different institutions, transferring overseas, withdrawing cash, or investing. Finally, the legalized funds will be possessed by the money laundering organizers. Communicators and organizers will work together to complete the task.
In the money laundering process, three roles are involved, as follows:
1) Organizer: Organizers are the core of the organization. As described in Figure 3, the organizer’s goal is to organize money laundering, which can be decomposed to allocate resources and organizing paths. The goal of allocate resources can be decomposed into allocate funds and allocate people, which can be realized by the tasks of assign funds to agents. The goal of organizing paths can be realized by the task of assign funds to agents. The goal of organizing paths can be decomposed into communicate with customers and plan links.
[image: Figure 3]FIGURE 3 | Goal modeling of the organizer.
Organizers organize the money laundering process collaborating with communicators and soldiers. Particularly, as shown in Figure 4, the organizer depends on communicators to communicate with customers while depending on soldiers to assign funds to agents. Communicators execute tasks from the organizer and employ soldiers to introduce illegal assets into the financial system.
2) Communicator: Communicators are at the middle level of the organization. The communicator’s goal is to transmit information in the money laundering activity. The goal of transmitting information can be realized by the task of communicate with customers, which can be decomposed to inputs and outputs for customers.
3) Soldier: The soldier’s goal is to become agents with chips. In Figure 5, soldiers are employed by the organizer to deal with some basic tasks. They are not related to the core organization, while they are the key to facilitate the flow of illegal funds into the financial system. The goal of agents with chips can be realized by the task of split funds and assign chips.
[image: Figure 4]FIGURE 4 | Relationship between roles.
[image: Figure 5]FIGURE 5 | 0.031 BTC is divided into five chips in a bitcoin mixing service.
CASE STUDY
In this section, we present a case study to demonstrate the proposed framework. We investigated a popular mixing service. In this bitcoin mixing service, the smallest unit of deposit is 0.001 BTC. As shown in Figure 5, the deposit is divided into different chips, which are 2k×0.001 BTC. Users can send these chips to one or more different withdrawal addresses, as shown in Figure 5. In our experiment, we sent all five chips of 0.031 BTC to one withdrawal address.
We tracked withdrawal transactions through the btc.com website. In Figure 6, the box represents the address and the oval box represents the transaction (the text is the transaction time). The value on the line between the address and the transaction represents the bitcoin value that the address entered or output in this transaction. The address in green is our export address. We noticed that there are five exit addresses in the money laundering network, which are consistent with the chip division. These five addresses seem to correspond to five address pools of different amounts. We selected three other addresses in the address pool with a bitcoin amount of 0.002 and found that these transactions were also combined to produce output from different address pools.
[image: Figure 6]FIGURE 6 | Withdrawal transactions.
Deposit transactions are shown in Figure 7. In the figure, purple denotes the source address of the experiment and yellow–green is the entry address provided by the bitcoin mixing service. It can be seen that the money laundering entry address in this experiment is directly used to generate an address pool of 0.008 BTC.
[image: Figure 7]FIGURE 7 | Deposit transactions.
As shown in Figure 8, we find that there are three categories of addresses: entry addresses (communicator), exit addresses (communicator), and kernel addresses (soldier). When a laundering request is issued, it will generate an entry address to receive the bitcoin from a user. After a while, some entry addresses and kernel addresses are combined as the inputs of one mixing transaction to generate some exit addresses. An important feature of the exit addresses is that their amount is 2k×0.001 BTC. When it decides to send Y×0.001 BTC to one laundering output address, some exit addresses are selected according to Y. For example, if Y = 0.031=(16 + 8+4 + 2+1)×0.001 BTC, then five addresses holding 0.016, 0.008, 0.004, 0.002, and 0.001 BTC are selected from its pools. These exit addresses are treated as inputs for a withdrawal transaction to send to the output address specified by the user.
[image: Figure 8]FIGURE 8 | Different tasks in the bitcoin mixing service.
Definitions for Identifying the Mixing Transactions
The transaction T with m input addresses (a1I, … ,amI) and n output addresses (a1O, … ,anO) is described as follows:
[image: image]
where ciI and cjO (1 ≤ i ≤ m, 1 ≤ j ≤ n) are the amount of input address aiI and output address ajO, respectively. Obviously, [image: image]. And the fee of T is [image: image].
For a transaction T, the set of input addresses is defined as AI(T) = {a1I, … ,amI } and the set of output addresses is defined as AO(T) = {a1O, … ,anO}.
Actually, we find two types of mixing transactions to generate the exit addresses, defined as follows:
[Definition 1] A transaction T with n outputs is type I transaction, if cjO = 2k×0.001 BTC (1 ≤ j ≤ n) and n>1.
[Definition 2] A transaction T with n outputs is type II transaction, if cjO = 2k×0.001 BTC (1 ≤ j ≤ n-1), cnO≠2l × 0.001 BTC, and n>2.
The withdrawal transactions are based on the exit addresses, described as follows:
[Definition 3] A transaction T with m inputs and one output is a withdrawal transaction, if
1. ciI≠cjI, i≠j, 1 ≤ i,j ≤ m;
2. ciI= 2k×0.001 BTC, 1 ≤ i ≤ m or m-1.
We design Algorithm 1 to find the mixing transactions. There are three stages in the algorithm. The first stage (step 1) is to find all type I or II transactions T1. In stage 2 (steps 2–10), we try to find the withdrawal transactions T2 based on T1. In the last stage, the transactions in T1 are selected as the mixing ones according to T2.
[image: FX1]
Kernel addresses appear in different mixing transactions as the inputs. We use Algorithm 2 to find them.
 [image: FX2]
In the 2020 BTC transactions, we find 4,689 type I transactions and 3,124 type II transactions. With Algorithm 1, we determine that 2,687 are mixing transactions with 47,433 associated withdrawal transactions. The number of mixing transactions in each month of 2020 is shown in Figure 9.With Algorithm 2, we find 2,451 kernel addresses, of which 2,143 (87%) are in one wallet [0005190b7a] according to walletexplorer.com. This proves that these addresses we discovered belong to an organization that has not been revealed before and can prove to be controlled by the mixing service provider.We tracked money laundering transactions and discovered the transaction structure. From historical bitcoin transactions, we found a large number of mixing transactions with significant characteristics and kernel addresses related to the bitcoin mixing service. We can estimate the scale of money laundering based on such role analysis.
[image: Figure 9]FIGURE 9 | The number of mixing transactions in each month of 2020.
CONCLUSION
In this paper, we propose that the key to demystifying bitcoin mixing services is to discover agents’ roles in the money laundering process and present a goal-oriented modeling framework to model different roles in the money laundering process. The framework consists of data collection, model discovery, and blockchain analysis. With this framework, the three roles of the organizer, soldier, and communicator are analyzed in the money laundering process of placement, layering, and integration.
We then apply the proposed framework to investigate a popular bitcoin mixing service. Specifically, we identify two types of mixing transactions to generate the exit addresses. We propose two algorithms to analyze the roles of the soldier and communicator in the money laundering process. With the identified roles, we can estimate the scale of money laundering in the bitcoin mixing service.
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In this study, we analyse the aggregated transaction networks of Ether (the native cryptocurrency in Ethereum) and the three most market-capitalised ERC-20 tokens in this platform at the time of writing: Binance, USDT, and Chainlink. We analyse a comprehensive dataset from 2015 to 2020 (encompassing 87,780,546 nodes and 856,207,725 transactions) to understand the mechanism that drives their growth. In a seminal analysis, Kondor et al. (PLoS ONE, 2014, 9: e86197) showed that during its first year, the aggregated Bitcoin transaction network grew following linear preferential attachment. For the Ethereum-based cryptoassets, we find that they present in general super-linear preferential attachment, i.e., the probability for a node to receive a new incoming link is proportional to kα, where k is the node’s degree. Specifically, we find an exponent α = 1.2 for Binance and Chainlink, for Ether α = 1.1, and for USDT α = 1.05. These results reveal that few nodes become hubs rapidly. We then analyse wealth and degree correlation between tokens since many nodes are active simultaneously in different networks. We conclude that, similarly to what happens in Bitcoin, “the rich indeed get richer” in Ethereum and related tokens as well, with wealth much more concentrated than in-degree and out-degree.
Keywords: preferential attachment, wealth, complex networks, Ethereum, Bitcoin, token, cryptocurrencies
1 INTRODUCTION
Bitcoin and Ethereum are the two pioneering blockchain-based platforms. Nakamoto [1] created Bitcoin: the first and most popular cryptocurrency system since its launch in January 2009 and, so far, the one with the highest market capitalisation according to coinmarketcap [2]. Launched in 2015, Ethereum [3] is the second most popular public permissionless blockchain platform and the second most capitalised according to coinmarketcap [2]. Ethereum is considered “the world’s distributed computer”: the first platform to implement smart contracts, i.e., Turing-complete programs. This is pivotal for many new decentralised applications such as decentralised finance (DeFi).
At the intersection among economics, technology, and social sciences, Popper [4] states that blockchains constitute an inspiring and emerging research field since the original inception of Bitcoin by Nakamoto [1]. The use of blockchain-based distributed ledgers in our society grows steadily. On one side, Bitcoin is one of the fastest-growing assets in history, with market capitalisation records broken successively in the past. On the other side, blockchain is being successfully introduced in a wide array of use cases, ranging from secure voting to supply chain tracking. The vast majority of currently available crypto-currencies uses a public distributed ledger based on a blockchain to transact and exchange value [5,6]. All transactions are registered in a readable distributed ledger, in such a way that anyone connected to the peer-to-peer network can verify independently the validity of the executed transactions.
Blockchains offer a new research opportunity to better analyse and understand complex social and economic systems. Access to transactions occurring in traditional payment systems is usually restricted: traditional exchanges remain confidential, protected by privacy laws, or trade secrets. Digital payments with credit cards and wire transfers carry a similar limitation, while payments with physical cash are de facto impossible to track on a massive scale. In contrast, transactions in a public blockchain are visible by definition, only limited by the pseudo-anonymity of the users as described by Reid and Harrigan [7]. The additional research boundary is the considerable amount of data that blockchain implementations produce when they are massively adopted. Extant research by [8–11] shows that market value growth has accelerated in parallel to the number of users and transactions. While in some cases, like in Bitcoin, the rate of data production is currently bounded by the limits imposed by design choices (block size, inter-block time), and in other systems, transaction data increase massively throughout time (like in Ethereum). The use of networks to describe interactions is a powerful resource: in our case, we represent Ethereum transaction data using a network of nodes (public addresses) interconnected by edges (transactions).
Network science refers to an interdisciplinary approach that helps to characterise complex systems composed of many interacting constituents. This approach permitted to unveil large-scale emergent properties in the most varied disciplines, ranging from biology to social sciences, and specifically socio-technical and economic and financial systems [12–17].
Growth in a wide range of networked systems presents a network version of the “rich-get-richer” effect. In terms of degree, this mechanism implies that nodes with a higher degree accrue links at a higher rate than lower-degree nodes. Price [18] calls this effect as “cumulative advantage”; Barabási and Albert [19]; Albert and Barabási [20]; Barabási and Pósfai [12] refer to it as “preferential attachment” (PA). This effect usually creates power-law degree distributions, facilitating the mathematical characterisation of a growth pattern in complex networks [21]. In practice, preferential attachment refers to the specific case in which the probability of receiving a new link is directly proportional to the node’s degree k, producing a scale-free network characterised by a power-law degree distribution pk ∼ k−γ with exponent 2 ≤ γ ≤ 3, as in Barabási and Pósfai [12]; Alstott et al. [22]. However, extensions of the model such as Krapivsky et al. [23] show that the emergent topology changes when the probability of a node to receive new links is a nonlinear function of the node’s degree: while highly connected nodes in networks with sublinear PA do not play such a decisive role in network growth, in the case of networks showing super-linear PA, few nodes act like hubs and tend to connect to most network nodes (i.e., the network topology concentrates around superhubs).
Public blockchains are current examples of complex systems which are increasingly researched through complex network approaches Vallarano et al. [11]. By analysing a complete and unique dataset encompassing the first 5 years of Ethereum platform, i.e., 856,207,725 transactions and 87,780,546 addresses, we show that the native cryptocurrency of the Ethereum platform, Ether, and the most active tokens on it show a form of preferential attachment, with signs of super-linear PA.
This study is structured as follows. In Section 2, we review related literature on complex network approaches to understand cryptocurrencies and blockchain-based systems. Section 3 presents the analysed dataset. In Section 4, we introduce the methodology while in Section 5, we display the results of empirical distributions of wealth and in- and out-degrees. We share the results for the nonlinear preferential attachment analysis in Section 6. Finally, in Section 7, we present the conclusions of this analysis.
2 RELATED LITERATURE
In [24,25], the authors analyse aggregated representations of the Bitcoin transaction network. They observe that highly connected nodes increase their connectivity with new edges either by receiving new transactions (in-degree) or starting new transactions (out-degree). Using a statistical approach based on rank, they conclude that the growth of the degree distribution in the Bitcoin transaction network displays linear preferential attachment (PA). They also identify that addresses with high balance increase their wealth more than addresses with low balance displaying a sublinear preferential attachment. In addition, they find that the in-degree of a node, i.e., the number of transactions received by an address, is positively correlated with the Bitcoin balance of that address. Wealth distribution per address is highly heterogeneous, but this distribution is stable at different points of time. Instead of a power-law distribution, Kondor et al. [24] find for the majority of the samples a better approximation in the stretched exponential distribution. With a focus on wealth, the Gini coefficient is computed over time, and they find that G ≈ 0.9.
Bovet et al. [9] analyse more properties of the Bitcoin transaction network. The study includes more than 283M transactions between 304M addresses which can be reduced to around 16M users. The technical process to analyse data of this size is explained in Sommer [26]. They observe that when many users behave similarly by creating the same connectivity pattern (i.e., they display a sharper degree distribution with an increase in both number of links and number of nodes), then there are price surges. Once the price peak of a bubble is passed, the heterogeneity of the degree distribution of different participants widens. In their introduction, Bovet et al. [9] present four graphs that show features of the Bitcoin network: number of nodes, number of links, density, and price along a temporal axis. We follow a similar approach to introduce the four Ethereum-based transactions networks that we study in Figure 2 and Figure 3.
A basic although crucial lesson learned from the literature review on Ethereum network analysis is indeed the very fast pace of change in this platform. Liang et al. [27] present a dynamic network analysis of three representative blockchain-based crypto-currencies: Bitcoin, Ethereum, and Namecoin. The authors construct separate networks on a monthly basis, and they trace changes of typical network characteristics over time, including degree distribution, degree assortativity, clustering coefficient, and the largest connected component. They compare the three networks and conclude that the degree distribution of these monthly transaction networks cannot be fitted well by a power-law distribution. In addition, they find that both Bitcoin and Ether (ETH) networks are heavy-tailed with disassortative mixing; however, only the former can be treated as a “small world”, i.e., most vertices can be reached from the others through a small number of edges. These network properties reflect the evolutionary characteristics and competitive power of these three cryptocurrencies. The dataset comprises of approximately 80M transactions from 2015 to late 2017. They identify a continuously increasing average degree except for a decrease in October 2016, when the network showed instability caused by several denial-of-service (DoS) attacks. They study the transaction volume and state that most of the users have limited incoming transactions while a small population receives a large amount of ETH. Liang et al. [27] identify that these cryptocurrency networks do not obey the densification law, and they argue that a plausible explanation is the minimal reuse of addresses (which is a standard practice in UTXO-based systems). They find that almost all degree distributions cannot be accepted as a power-law but still as a clear heavy-tailed distribution, which means that the majority of addresses have low degrees, while a small but not negligible number of addresses have relatively high degrees. Guo et al. [28] use a more reduced ETH datasets, one containing 100,000 blocks from 2015, and ca. 680,000 transactions and another containing 610,000 transactions from 2017. They find that the typical distance between any pair of anonymous users is extremely small, and the Ether paid by one node may return at a relatively high speed. As a result, they claim that ETH enjoys a good level of liquidity. Somin et al. [29] provide the first analysis of the network properties of ERC-20 protocol-compliant tokens trading data. They analyse the properties of the transaction network by considering all trading wallets (i.e., addresses) as network nodes and constructing its edges using buy–sell trades. They examine several time periods and several data aggregation variants to demonstrate that the transaction network displays strong power-law properties. Both outgoing and incoming degrees present a power-law distribution. This means that most tokens are traded by an extremely small number of users. Only a few popular tokens are traded by a very large group of users during the examined time span. These results coincide with current network theory expectations. Somin et al. [29] provide the first scientific complex network validation for the ERC-20 trading data. The data they examine are composed of over 30 million ERC-20 tokens trades, performed by over 6.8 million unique wallets, encompassing a 2-year period between February 2016 and February 2018. Even studies that use a very limited ETH datasets such as Ferretti and D’Angelo [30], which in some cases used just a 1-h slot to study transactions, i.e., only around 240 blocks, conclude that the degree distribution is heavy-tailed suggesting that those degrees follow a power-law function. Somin et al. [31] analyse the dynamic properties of trading data from ERC-20 protocol compliant tokens using network theory. They examine the dynamics of ERC-20-based networks over time by analysing a meta-parameter of the network, i.e., the power of its degree distribution and their analysis demonstrates that this parameter can be modelled as an under-damped harmonic oscillator over time, enabling a year forward of network parameters predictions. Lin et al. [32] model the ETH transaction records as a complex network by incorporating time and amount features of the transactions and then design several flexible temporal walk strategies for random-walk-based graph representation of this large-scale network. Their experiments of temporal link prediction on real ETH data demonstrate that temporal information and multiplicity characteristic of edges are indispensable for accurate modelling and understanding of ETH transaction networks.
3 DATA DESCRIPTION
A blockchain is a time-ordered sequence of blocks, each of them composed by a set of verified transactions. Transactions can change permanently the state of the Ethereum blockchain by transferring value through the native token (Ether) or by creating and executing smart contracts. Tokens built on top of Ethereum consist of a smart contract, i.e., a program run by the Ethereum Virtual Machine (EVM). The EVM is the distributed run-time environment of the Ethereum blockchain. Transactions are inserted in blocks, which are then mined, i.e., verified, using a proof of work-based consensus. For an overview of the different approaches, see Tasca and Tessone [5].
In our study, we analyse the Ethereum blockchain since its launch in 2015 until October 6, 2020 (block 11,000,000). In total, it contains 87,780,546 addresses and 856,207,725 transactions.
The data required to build the networks were extracted from the Ethereum blockhain using ethereum-etl tool from Medvedev [33]. Ethereum-etl performs ETL operations (Extract, Transform and Load) on raw Ethereum data. It enables the extraction of transactions, mined blocks, and token transfers in csv format from a fully synced Ethereum client with archive mode. Other data pipeline options are available as well. For this analysis, we use transactions with a nonzero value to reconstruct the Ether network. Transactions with zero value are usually smart contract calls. We use block extraction to assign timestamps to both native Ether and token transactions. We then aggregate transfers per token to conduct the analysis. There are thousands of tokens, but only few of them have a worth-analysing number of transactions. The vast majority of tokens have very few or no transactions at all. For this analysis, we selected three tokens, the most successful in market capitalisation at the time of writing. The other tokens were extracted but not used for this specific analysis. For further details, see the data availability statement section (Section 7). For market capitalisation data, we use quotations publicly available on coinmarketcap [2].
Table 1 compares the size of the datasets analysed by some of the authors mentioned in the literature review with our dataset, to underline the comprehensive scale of our analysis.
TABLE 1 | Summary of the different datasets analysed by different authors.
[image: Table 1]We study the dynamics of the aggregated transaction network in Ether (ETH), the native token of Ethereum, and in three key ERC-20 tokens built on top of Ethereum: Binance (BNB), Tether (USDT), and Chainlink (LNK). In our representation, the transaction network is composed of addresses (nodes) and directed edges representing transactions. A directed edge between two nodes means that there is at least one transaction from the sender address to the destination address. We create the networks and perform network calculations using the entire timeline mentioned in this section. In our analysis, repeated edges are disregarded. We additionally consider the timestamp of the transactions to analyse the time-based evolution of the network. We analyse as well balances of addresses at a certain point in time to study wealth distribution. The summary of the datasets used in this study is in Table 2.
TABLE 2 | Summary of the datasets analysed in this study.
[image: Table 2]As of this writing, according to coinmarketcap [2], ETH is the second most capitalised cryptocurrency (over USD 170 B) behind Bitcoin. We also analyse three ERC-20 tokens with the highest market capitalisation according to etherscan.io [34] in early March 2021: Binance (over USD 36 B), Tether (over USD 35 B), and Chainlink (over USD 11B).
ERC-20 Tokens: According to its specification [35], ERC-20 is the Ethereum standard for fungible tokens, where fungible means that every token of the same type behaves exactly the same and is completely interchangeable (in contrast to non-fungible tokens (NFT) where every token can be unique). ERC-20 is the interface that a smart contract (i.e., a program deployed on the Ethereum blockchain) can implement to exchange this kind of tokens. The interface provides functionalities such as token transfer from one account to another, current token balance of an account, total supply of the token available on the network, or approval for a specific token amount from an account to be spent by a third party account. An ERC-20 token contract is a smart contract that implements this interface. ERC-20 offers a viable and very successful standard to interact with non-native tokens. Non-native means not devised as part of the original protocol but implemented on top of it.
Ether (ETH): It is Ethereum’s native token. In its foundational whitepaper Buterin [3], it is stated that Ethereum’s mission is “to create an alternative protocol to build decentralised applications”. Ethereum introduces a public blockchain with a built-in Turing-complete scripting language. Anyone can write smart contracts and decentralised applications to create their own arbitrary rules for ownership and value transaction. Ethereum, launched in 2015, constitutes an evolution from the pioneer Bitcoin blockchain. Bitcoin is based on unspent transaction outputs while Ethereum uses balance-based accounts, Turing-complete scripting, and smart contracts with their own address. Ether (ETH) is the native token that fuels the Ethereum network. With Ether, users buy “gas” that enable transactions and smart contracts calls to run. Gas is used as well to reward miners for incorporating transactions into the blocks, in addition to the usual mining block reward.
Binance Coin (BNB): The currency unit issued by Binance and—at the time of writing—the ERC-20 token based on Ethereum with the highest market capitalisation according to etherscan. io [34]. Binance was founded in 2017 and is at the time of writing the largest cryptocurrency exchange by trading volume. “Binance” stems from “Binary Finance”, as a portmanteau word of a whole new paradigm in finance. To sustain this vision, Binance launched in 2017 the Binance Coin (BNB), an initial coin offering (ICO) to fund the exchange activities, described in Binance [36]. BNB can be used to pay any fees on the exchange platform. Two important events affect BNB: First, the Binance team destroys BNB coins (a coin burn) on a quarterly basis to avoid coin value loss. Second, in April 2019, ERC-20 BNB coins were swapped with BNB coins based on the Binance Chain mainnet (BEP-2 BNB) to avoid ETH fees. BNB is currently no longer solely hosted on Ethereum but as well on its proprietary blockchain Binance Chain.
Tether (USDT): Originally proposed in 2012 as a “colored coin” inside Bitcoin and effectively launched in that network between 2014 and 2015, USDT since 2017 is traded as well as an ERC-20 token inside Ethereum. More recently, USDT has been made available even on further blockchains such as EOS, Algorand, or Tron. The philosophy and the vision behind this token are described in Tether [37]. It ranks second in market capitalisation for tokens based—among others—on Ethereum [34]. Tether is a stablecoin and can be described as a digital version of the USD, originally designed to be worth exactly $1.00, allegedly maintaining for this purpose the exact amount of reserves as USDT that are in circulation. This claim proved controversial in April 2019 when an official investigation was carried out. However, its current capitalisation indicates that markets still accept its role as digital USD, to whom it is “tethered” (hence its name “Tether”).
Chainlink (LNK): It is the third most capitalised ERC-20 Ethereum-based token according to "https://coinmarketcap.com [39] as of the time of writing. It has a high potential given its bridging nature between APIs, off-chain events, and smart contracts. Since 2020, as in coinmarketcap.com [38], LNK lists as the most capitalised decentralised finance (DeFi) token. The whitepaper by Ellis et al. [39] assigns to Chainlink the mission of building a decentralised oracle network connecting smart contracts with real-world data. Chainlink held an ICO in September 2017, raising 32 million USD, with a total supply of one billion LNK tokens. The ChainLink network utilises the LNK token to pay ChainLink node operators for the retrieval of data from off-chain data feeds (oracles), the formatting of data into blockchain readable formats, the off-chain computations, and the uptime guarantee they provide as operators. In order for a smart contract to use a ChainLink node, it needs to pay the chosen ChainLink node operator using LNK tokens, with prices usually being set by the node operator based on the demand for the off-chain resource their ChainLink node provides and the availability of other similar resources. The LNK token is an ERC-20 token, with the additional ERC-223 “transfer and call” functionality, allowing tokens to be received and processed by contracts within a single transaction.
4 METHODOLOGY
4.1 The Ethereum Network
As explained in Section 1, the core of our study is the characterisation of the network growth in the four transaction networks that we analyse: Ether (ETH), Binance (BNB), Tether (USDT), and Chainlink (LNK).
In the Ethereum network, we distinguish two kinds of accounts: externally owned accounts (EOA) and smart contracts. The former ones are controlled through their public/private key pairs and the latter ones via the logic of the code stored together with their account. We consider EOAs as human-controlled accounts while smart contracts are programs executed inside the blockchain. Smart contracts publish functions that can be invoked by EOAs or by other contracts. Smart contracts are created by EOAs by sending a contract creation transaction to the special 0x0 address.
EOAs have one or more private/public key pairs that allow them to control (receive, send, etc.) the native cryptocurrency or tokens by signing transactions with their private key. Smart contracts do not initiate transactions: they are executed when they are invoked. In their execution, smart contracts can call other contracts (they often need to for complex cases). There is always a transaction initiated by an EOA at the beginning of an smart contract execution chain.
Addresses (accounts) are the way agents are uniquely identified inside the blockchain. EOAs obtain their address from their public key. Smart contracts obtain their address as a function of the public key of their creator EOA and their specific “nonce”. For further details about the functioning of Ethereum, see Antonopoulos and Wood [40].
All the interactions we see in the Ethereum blockchain occur between addresses (accounts): in our specific area of interest, tokens and cryptocurrencies are exchanged from one address to another. Both EOAs and smart contracts have addresses and balances: regardless of whether or not the account stores code, the two types are treated equally inside the Ethereum network; therefore, we do not distinguish between them in our network analysis. Native ETH tokens can be exchanged directly inside transactions. As ERC-20 tokens are built as smart contracts, any exchange of value has to pass by the smart contract address by invoking the dedicated ERC-20 transfer function.
In this study, we construct an aggregated transaction network [image: image] for symbol [image: image] at time t. In this network, the vertices [image: image] are the set of addresses that have been used at least once since the first transaction of symbol S and time t. Conversely, the set of unweighted, directed edges [image: image] consists of all the pairs of vertices among which there has been at least one transaction. In the directed edge (j1, j2), node j1 is the sender of a transaction and j2 is the recipient. We denote the in-degree [image: image], of address j in symbol S the number of incoming edges received by the node before time t. Similarly, the out-degree denoted by [image: image] represents the number of edges outgoing from the node representing the address in token S.
We also define the wealth [image: image] of address j at time t as the total amount of S directly controlled by this address at time t, which is obtained by issuing the getBalance and balanceOf functions for the specific token, i.e., its smart contract address in a given time and block. The output of these functions provides the unit of account for a token held by a certain address. This unit of account is defined per token, and it is arbitrarily assigned at the token definition. Preferential attachment is the network growth mechanism that happens when the probability of forming a new link is proportional to the degree of the target node, as in Barabási and Albert [19]. Preferential attachment can be linear or nonlinear, as in Dorogovtsev and Mendes [41]. In mathematical terms, we describe the probability π of forming a new link to an existing node j with in-degree kin,j as a
[image: image]
where α > 0. If α = 1, then it is said that preferential attachment is linear. If α < 1 (α > 1), then it is sublinear (resp., super-linear). Preferential attachment is linked to the growth mechanism of the network. We focus on the evolution of the network (and degree accruing process) where any existing network node can create links to others (regardless of their arrival or not).
When the probability of forming the new link is linear, i.e., α = 1, then preferential attachment leads to a scale-free network. A scale-free network is a network whose degree distribution follows a power-law function [image: image].
In a sublinear preferential attachment, the effect of nodes connecting with high-degree nodes is less patent. The degree distribution is a stretched exponential and not a power-law: [image: image] or, using the same nomenclature as in Eq. 1, [image: image] with a stretching exponent β ∈ [0, 1]. In the case of super-linear attachment, very few nodes (hubs) tend to connect to all nodes of the network, a situation termed “the winner takes it all”. This is the reason why networks showing super-linear attachment are more vulnerable to attacks targeted at the hubs. Kunegis et al. [42] identify nonlinear preferential attachment in temporal networks with different values of α transcending the traditional linear relationship in the classical (linear) preferential attachment model studied by Barabási and Albert [19].
4.2 Identification of the Preferential Attachment Type
When a new, directed edge is added to the network (from an unspecified node), we assume that the destination node j is selected with a probability which is a function (solely) of its in-degree [image: image], i.e., [image: image]. For the rest of our proposal, we assume that Eq. (1) holds. We further denote Π(kin) the probability that a new link is created to any node with in-degree k*. Trivially,
[image: image]
where δ(⋅, ⋅) represents the Kronecker delta, and—therefore—its sum yields the total number of nodes with in-degree k at time t, denoted by nin (k, t). Given that Π(k*, t) is a time-dependent function, following Kondor et al. [24], we use the rank function [image: image], computed for each link addition to a node with in-degree k* at each time t. Specifically,
[image: image]
[image: image]
In the first expression, the function Θ (⋅) is the Heaviside function, equal to one if the argument is positive, and zero otherwise. Thus, the sum in the denominator runs for all nodes whose degree is lower than [image: image]. The sum in the numerator runs over all degrees where nin (k, t) > 0. When a new edge is created, if the target node is drawn with a probability following Eq. (3) for a given αo, then we can replace Eq. (2) into Eq. (4)
[image: image]
Thus, if αo is the exponent of the non-preferential attachment, adding new edges is equivalent to a process of inverse transform sampling Devroye [43] on R (αo; k*, t).
To obtain the value of αo, we measure the corresponding K-S (Kolmogorov-Smirnoff) goodness of fit, i.e., the difference between the empirical distribution function (ECDF) calculated with different exponents α and the theoretical linear CDF distribution. The value αo that minimises the distance to the uniform distribution is the best fit for the exponent. That specific value will be informative of the type of PA present in each of the transaction networks that we study.
As explained in Section 3, the size of the analysed data renders this task computationally demanding. To make the calculation more scalable, we only analyse each edge with a probability p(R) ≪ 1. We repeat the process multiple times to confirm results. The exact parameters used are detailed in chapter 6.
5 EMERGENT DISTRIBUTIONS
5.1 Wealth Distribution
We start by analysing wealth distribution across addresses for the four tokens considered. We compare native tokens (ETH) with second-level tokens built on top of the Ethereum network (BNB, USDT, LNK). For all the nodes that appear once in the evolution of the network, we extract their final wealth, i.e., their balance at block 11 M (October 6, 2020) and show the distribution in Figure 1.
[image: Figure 1]FIGURE 1 | PDF of wealth wS for wS > 0 in various tokens: ETH, BNB, USDT, and LNK. The dashed line (w−1) is just added for visual reference.
We do this programmatically by extracting wealth data for all the nodes involved in the transaction network. This way we obtain the basic unit of account: for the Ether Network, the output of getBalance is the unit of account known as “wei” (equivalent to 10–18 Ether), while for BNB, USDT and LNK are the unit returned from the ERC-20 method balanceOf, which is custom-defined for every token. To obtain the well-known and traded token value we are commonly referring to, we have to divide the output of balanceOf method by the value specified in the Decimal field of the ERC-20 Contract. This value is 1018 for LNK and BNB (the same as ETH) and 106 for USDT (see Figure 1). All four tokens seem to follow a power-law distribution. Ether (ETH), BNB, and LNK display a similar behaviour while Tether (USDT) exhibits a cutoff at a lower value. The very broad distributions with power-law compatible behaviour (spanning 14 orders of magnitude) are by itself quite remarkable, independent of the nature of the token considered.
While in this study, we do not dig into the mechanism that generates this emergence, it reflects a similar behaviour to the wealth distribution in real-world economies as shown in Levy and Solomon [44] and Brzezinski [45]. However, in this case, the distribution is much broader. This implies the existence of systemic agents in the system. When computing the Gini indices at the end of the period analyses Bovet et al. [9], we find out that the values for all distributions are often above 0.99. The reason for this excessive inequality is the underlying wealth distribution. The results of model selection—as in Clauset et al. [46]—for wealth distribution are pretty similar for all of the tokens, with strong evidence in support of power-law against exponential (p-values of 10–15, 10–4, 10–3, and 10–9 for ETH, BNB, USDT, and LINK tokens, respectively), and not enough conclusive evidence against lognormal and truncated power-law (p-values larger than 0.3 with very weak support for lognormal and truncated power-law). The exponents γw of power-law are 1.81, 1.70, 2.14, and 1.97 for ETH, BNB, USDT, and LINK, respectively. Due to the high computational costs of fitting the distributions and performing model selection, only a random sample of around 1% of ETH and 8% of USDT nonzero balance addresses was used in analysis for these tokens.
5.2 Evolution of Basic Statistics
As an introduction to the analysis of the four tokens that we study, i.e., ETH, BNB, USDT, and LNK, in Figure 2 we display a set of basic statistics: the market price of the tokens analysed, number of new daily nodes, and number of new daily edges as a function of time. We also list basic network properties fow the four tokens in Table 3. In the upper panel of Figure 2, we show the market price (in US Dollars), which is—arguably—a reasonable proxy measure to show the success of these tokens. Due to its stablecoin design, the daily market price for USDT fluctuates only minimally (around 1 USD) in comparison with other “traditional” cryptoassets, which show a high volatility.
[image: Figure 2]FIGURE 2 | We plot basic statistics of the data analysed. In the (A), we show, as a function of time the closing daily market price of ETH, BNB, USDT, and LNK in US Dollars. For the tokens, the time series begins with the deployment of the smart contract into the blockchain. In the (B,C), we show the number of new nodes (resp., edges) every day for the aggregate network introduced in this study.
TABLE 3 | Basic Network properties for the different tokens. N is the number of nodes, ⟨kin⟩ is the average in-degree, ⟨kout⟩ is the average out-degree, GC is the Global Clustering Coefficient while s.d. GC is the standard deviation for the Global Clustering coefficient. ND is the network diameter, LSCC Size is the Largest Strongly Connected Component Size expressed in nodes while LSCC D is the Largest Strongly Connected Component Diameter.
[image: Table 3]We observe that the daily number of active nodes (i.e., the number of addresses) and the daily number of active edges (i.e., the number of transactions) in ETH have been steadily growing until the end of the bullish market in 2018 (Figures 2B,C). We identify a peak in both nodes and edges coinciding with the end of the 2018 bullish market for cryptocurrencies. A similar gradually growing scenario, although not covered by our graphs, has taken place during the first months of 2021. At the end of our data collection period, i.e., October 6, 2020, there were 87,780,546 Ethereum addresses and 856,207,725 transactions, of which 414,743,169 with a nonzero “value” field, i.e., with current transfers of native Ether. The remaining transactions with a zero “ETH value” transfer value are smart contract transactions, which could transfer ERC-20 tokens (when calling the right smart contracts) but not directly native ETH. Regarding BNB, we observe how the move of their servers out of China in March 2018 triggered a temporary traffic peak, and the launch of the Binance Mainnet in April 2019 was decisive to bring the number of BNB nodes and edges on top of ETH to a very low number, almost constant as displayed in Figures 2B,C.
With regard to USDT and LNK, we observe as well an increase in activity since early 2019, in spite of the investigation by New York’s Attorney General in 2019. Considering Figure 2A, USDT seems to have reached the status of a worth-investing stablecoin. For LNK, its growth in activity corresponds to the fast growth of DeFi in late 2020. On a qualitative basis, it is worth mentioning that price and new daily nodes/edges seem to follow a correlated dynamics (as apparent by the profile of local extremes).
We then compute the link density d = L/N(N − 1) where L is the number of edges and N is the number of nodes. We compute link density figures using the number of active nodes and edges within daily timeframes.
Figure 3 shows the results for the network density in our data. The left panel shows the evolution of network density as a function of time. The overall trend is a steady decrease in density during the initial phase of ETH until 2018. Since then, its density has remained constant at very low values. BNB and LNK, starting from their launch in 2017, show a similar behaviour in Figure 3 but with a steeper fall. USDT density decreases rapidly in early 2018 since its start as ERC-20 token on top of Ethereum and, later on, in mid 2019, but this time at a slower pace, coinciding seemingly with an external event: the investigation in 2019 by New York’s Attorney General (NY Attorney General Press Release [47]).
[image: Figure 3]FIGURE 3 | On the (A), we show the time evolution of network density, while on the (B), we have the density as a function of the network size. Both figures show the results for all the cryptoassets considered.
Figure 3A shows a parametric plot of the network density as a function of network size. Here, a common scaling d ∝ N−1 is apparent, showing that the number of edges grows linearly with network size which shows that each new node produces a limited amount of new connections in the aggregate network. Given that the transactions keep growing, this implies—from the aggregated network representation we consider—that transactions take place mostly across already existing links. This result is important for the modelling approach we consider: in preferential attachment models, the network density shows the same scaling as the one we observe in our data.
5.3 Degree Distributions
The simplest measure to characterise complex networks is its first-order node statistics, i.e., its degree distribution. The results are shown in Figure 4. First, in the left panels, we show the PDF and the CCDF of the in-degree of the network nodes, which is the focus of our extensive analysis in the next section. We observe that the distributions for in-degree and out-degree of the network nodes are heavy-tailedmeaning that the network contains nodes with degrees spanning several orders of magnitude, the largest of which is commonly referred to as hubs. Specifically, for the largest networks ETH and USDT, the results are largely compatible with a power-law distribution. This result is remarkable, considering the long evolution of the networks (for a period of six and 3 years, respectively) and the changing environment for its evolution (price, number of users, usage, etc.). In these plots, we see that LNK departs the most from this behaviour. In the right panels, it is possible to observe that the out-degree distribution exhibits a similar pattern. Common to all distributions is the existence of deviations from the power-law behaviour for very large values of in- and out-degrees kin and kin, and this means that nodes with large in- and out-degree are more common than those found in networks with scale-free degree distribution. This is characteristic of networks that have super-linear preferential attachment which leads to the formation of super-hubs.
[image: Figure 4]FIGURE 4 | PDF and CCDF for in-degree and out-degree in ETH, BNB, USDT, and LNK at the end of the observation period.
The model selection process, as in Clauset et al. [46], shows that in ETH, both for in-degree and out-degree, the power-law is the best fit against exponential, lognormal, lognormal positive, stretched exponential. Only with truncated power-law, the advantage slightly diminishes (model selection: both for in-degree and out-degree < 10–4, but with p-values (0.99 for in-degree and 0.98 for out-degree)) so high that the results do not bear significance. The fitted power-law exponents for ETH are γin = 2.4 for the in-degree (xmin = 15) and γout = 2.29 for the out-degree (xmin = 16). Value xmin designates a minimum degree where the scaling relationship of the power-law begins, and it is determined automatically by repeatedly performing a power-law fit on all unique degrees in the data and then choosing the one with the minimum Kolmogorov-Smirnov distance between the data and the fit (Clauset et al. [46]; Alstott et al. [22]).
The same pattern for in-degree and out-degree applies as well for USDT, where a similar pattern for truncated power-law applies. Additionally, USDT seems to have a better fit for lognormal (1.74, but with a p-value that is hardly meaningful 0.28). The fitted power-law exponents for USDT are γin = 2.485 for the in-degree (xmin = 11.0) and γout = 2.242 for the out-degree (xmin = 28.0).
Similar behaviour applies to BNB in-degree and out-degree. Power-law seems to fit better than truncated power-law, but with high p-values. Lognormal seems to fit better for in-degree, but with an inconclusive p-value (0.278), while for out-degree, the lognormal fit better (1.604) with a 0.102 p-value, almost significant, but still a bit too high. The fitted power-law exponents for BNB are γin = 1.927 for the in-degree (xmin = 8.0) and γout = 2.028 for the out-degree (xmin = 142.0).
LNK token in-degree behaves very similarly to ETH, with the same inconclusive behaviour for truncated power-law. Given the fact that all the better fits were inconclusive for too high p-values, we took as reference for in-degree and out-degree always power-law fits. The fitted power-law exponents for LNK are γin = 2.955 for the in-degree (xmin = 6.0) and γout = 3.352 for the out-degree (xmin = 6.0).
Kondor et al. [24] find that the in-degree of a node, i.e., the number of transactions received by an address is positively correlated with the BTC balance of that address. In our analysis, for the largest Ethereum-based cryptoassets, we obtain wealth in-degree and wealth out-degree correlation plots with wealth. The results are depicted in Figure 5. In the panels, we have first binned (logarithmically) the wealth and then computed the mean value of the in- and out-degree of the nodes within each range of wealth.
[image: Figure 5]FIGURE 5 | Plot of mean for ETH, BNB, USDT, and LNK. ⟨kin⟩ (in-degree), ⟨kout⟩ (out-degree), ⟨wS⟩ (wealth of the specific token).
Overall, the trend is that for increasing wealth, the in- and out-degrees of the nodes are also larger. The sole exception seems to be ETH, but the reason for this is the large multitude of addresses with a nonzero value of wealth, but nominally small in Wei (because of leftovers of transactions execution). The bump in the relationship (at around 10–3 ETH) is explained by the actual usage of ETH as a medium of exchange, with the upwards, monotonic trend. We argue that very small values of w in the plot correspond to automated usage. A similar pattern is observed on all cryptoassets analysed.
Table 4 shows the comparison of the Spearman correlation measures between kin (in-degree), kout (out-degree), and wS (wealth) for each asset. The results show always a positive and significant correlation in the wealth of all cryptoassets.
TABLE 4 | Spearman correlation between kin (in-degree), kout (out-degree), wS (wealth) for each cryptoasset. All p-values are lower that 10–10, implying that we can reject the null hypothesis that the variables are not correlated.
[image: Table 4]Also, Table 5 shows the correlation between cryptoassets for each measurement considered so far. All tokens built on Ethereum are smart contracts, differently from the Ether token which is natively built inside the Ethereum network. Tokens built on top of Ethereum do not require nonzero-valued Ether transactions, i.e., Ethereum transactions moving Ether tokens. This means that addresses holding tokens built on Ethereum (such as BNB, USDT and LNK) are not always present in Ether network transactions (i.e., nonzero values transactions exchanged in Ethereum for Ether token), even though they eventually need some Ether to pay transaction fees. They might participate in just zero-valued transactions (i.e., smart contract calls). Consequently, the networks might overlap, but they do not coincide, so we can calculate the correlation between two studied tokens only based on the intersection subset of addresses, which appears on both token networks. Interestingly, as shown in Table 5, we find that in- and out-degree and wealth across cryptoassets are always positively correlated.
TABLE 5 | Spearman ρ correlation measures between cryptoassets for the measures of kin (in-degree), kout (out-degree), and wS (wealth). All p-values are lower that 10–10, implying that we can reject the null hypothesis that the variables are not correlated.
[image: Table 5]6 PREFERENTIAL ATTACHMENT
In this section, we complement our previous analysis on the in-degree distributions with an estimation of the exponent α in Eq. (1). We calculate value of α that brings the K-S distance (or error) between the empirical distribution function and the theoretical one, in this case, a pure power-law function, to the minimum possible. If that error is minimum when α = 1, then we can confirm that the preferential attachment we observe in the corresponding blockchain transaction network is linear. If α > 1, then we identify to super-linear attachment, i.e., very few nodes in the network (superhubs) tend to connect to most nodes of the network. We perform a similar calculation for ETH, BNB, USDT, and LNK.
For ETH, we sample the network by running various iterations at p(R) = 10–3 or p(R) = 10–4, a value influenced by the network size, to decrease the computational demand, and we repeated the process at least 10 times to confirm the consistency of the results. For all the other tokens except USDT, we considered the complete dataset.
In Figure 6 we plot the rank function presented in Section 4.2, and then, we calculate the value of α that minimises the error between the fit and the empirical function. The error to fit this function of probability is minimum with the exponent α = 1.1. This means that we identify a slightly super-linear preferential attachment for ETH, which implies that very few nodes tend to connect to all nodes of the network.
[image: Figure 6]FIGURE 6 | ETH. Rank function for different α. KS distance. α value minimising error.
We perform an identical exercise with the entire BNB transaction set, and without sampling, we took the whole dataset, since the smaller size made the required computations manageable. We reach a similar conclusion: preferential attachment in BNB is super-linear as well, but now with a larger value of α = 1.2 which minimises the error in the rank function. As an additional methodological verification, we repeated the calculation with a reduced sample (pR = 0.05) and obtained the same results, as in Figure 7. When we analyse the network dynamics for LNK, we also obtain a super-linear as with a value between 1.15 ≤ α ≤ 1.2 (because both minimise the error in the rank function in the compatible manner). These results are similar to those obtained for BNB. For LNK as well the full network dynamic was used to compute the rank function. The results are presented in Figure 8. Interestingly, when we analyse the stablecoin Tether/USDT, the results of the analysis change. Because of the size of the data, we sample the USDT network by taking a pR = 0.1. We confirm a preferential attachment, in this case closer to linear preferential attachment than in any other studied case. The value of α that minimises the error in the rank function is α = 1.05. The results are shown in Figure 9.
[image: Figure 7]FIGURE 7 | BNB. Rank function for different α. KS distance. α value minimising error.
[image: Figure 8]FIGURE 8 | USDT. Rank function for different α. KS distance. α value minimising error.
[image: Figure 9]FIGURE 9 | LNK. Rank function for different α. KS distance. α value minimising error.
In all these cases, the relatively large values of the KS statistic may be due to non-stationary nature of the preferential attachment process.
We finally show the evolution over time of the best fit for α for each token up to block 11 M. Figure 10 displays how α changes throughout time. The top graph is a cumulative value up to the last block for each time unit. We confirm a greater PA super-linearity in the first months of BNB. This coincides with the early stages of the BNB token and with its launch on the ETH blockchain before its “commercial” release. Both Liang et al. [27] and Kondor et al. [24] refer to an early or initial phase for the tokens they study, in which network properties are different from their next longer phase, i.e., the trading phase. Changes in α throughout time for ETH, USDT, and LNK are, however, as the top graph of Figure 10 displays, much less pronounced, although ETH’s early phase shows a higher super-linearity around α = 1.15 and only a phase of sublinearity during early 2018. In the bottom part of Figure 10, we take the best fit for α individually and not merged with the full history of best fit, to best display the variation in each individual timeframe.
[image: Figure 10]FIGURE 10 | (A): evolution of best fit α (cumulative) for preferential attachment throughout time. (B): evolution of best fit α for preferential attachment computed individually and in isolation for every time windows.
A typical trait of preferential attachment is the fact that, if the preferential attachment is nonlinear, the maximum degree of the node in the network grows linearly with network size, while when preferential attachment is linear, the maximum degree of the node grows as a square root of the network size, as in Barabási and Pósfai [12]. In Figure 11 we plot the evolution of max in-degree and out-degree [image: image] during the evolution of network size N.
[image: Figure 11]FIGURE 11 | We plot the maximum in-degree [image: image] (A) and maximum out-degree [image: image] (B) as a function of the network size N. The measurements are performed on a monthly basis.
We compute the Gini Index G for in-degree and out-degree distribution as the network size N grows. Both are computed for monthly snapshots in each network. As displayed in Figure 12, the relation between network size and Gini Index G for in-degree does not appear always conclusive for all the tokens. It is clear enough for USDT, but more ambiguous and difficult to read for the other tokens.
[image: Figure 12]FIGURE 12 | We plot the network size as a number of nodes N against the Gini index G for the in-degree distribution and out-degree. We take monthly snapshots.
From the graph, it is easy to recognize a relationship between network size and maximum in- and out-degree. This relationship could be expressed with the following formulas:
[image: image]
We run a linear regression to compute the coefficients, and the results of the slopes [image: image] and [image: image] are reported in Table 6. The slopes remark indeed a strong relationship, which was already evident from the plotted graphs.
TABLE 6 | Gini Coefficients for wealth (wS), in-degree (kin), and out-degree (kout). First, wS filters out nonzero value (since the graph is cumulative, old addresses appearing in the network are accounted but might no longer hold tokens). For comparison, the second wealth includes instead all the addresses in the network.
[image: Table 6]As we see in Table 6, the exponents [image: image] and [image: image] are significantly larger than 1/2. This is a remarkable indication that some sort of nonlinear preferential attachment is taking place, as in the case of linear attachment (nonlinear preferential attachment), it should be [image: image] and [image: image], (resp. 1). The non-stationarity of the process may be the reason to find intermediate values.
7 CONCLUSION
Blockchain-based systems are disrupting an increasing number of areas, in many cases under the claim of an increasing decentralisation in different facets. In this study, we focus on Ethereum—a public blockchain created in 2015 with the second-largest market capitalisation (as of this writing) after Bitcoin. It offers the capability to write smart contracts that enable the creation of arbitrary assets beyond the native cryptocurrency, Ether (ETH). The tokens with the largest market capitalisation are at the time of writing Binance (BNB), the currency token linked to the largest cryptoexchange in the world since 2018; Tether (USDT), the most capitalised USD-pegged stablecoin; and Link (LNK), the most used token to pay for oracle services (off-chain data providers) in the increasingly relevant decentralised finance (DeFi) environment.
For these cryptoassets (which are of different nature), we consolidate a large-scale dataset consisting of all the transactions since system creation to late 2020. Then, we build one directed aggregated network for each cryptoasset - Figure 13 shows an example visualization for BNB network. This representation is useful to characterise the space of all transactions that ever took place in these economies. They allow us to further characterise and understand the economic processes (e.g. value exchange and wealth concentration) that take place in these systems.
[image: Figure 13]FIGURE 13 | Visualization of the largest strongly connected component in the BNB network, to help visualize the structure of the studied networks.
We first analyse the distribution of wealth in the different crypto. We find that all of them are well described by a power-law distribution with an exponent close to or exceeding γw = 2 for each of the tokens. This is interesting as the model of creation, usage, or underlying concept they represent largely varies across the assets analysed. However, the degree distributions of the aggregate networks are different for each assets. All these two results hint at the fact that the economic processes are (at least) not entirely coupled to the network evolution. Further analyses show that the in- and out-degrees of nodes are only lightly correlated between network nodes present in the different tokens. This serves as a justification to — in this first study — analyse the network evolution of each token separately and without including economic aspects on it. However, more detailed approaches will require a multiplex network approach.
Our study hints that growth and concentration measures can be characterised by complex network topology calculations. First, we identify that the addition of new links to these networks increases linearly with network size (as in other preferential attachment growth processes) and that the degree distributions are characterised by heavy-tailed distributions with over-representation of hubs. In contrast to the previous analyses on Bitcoin by Kondor et al. [24], we find that preferential attachment (PA) in these public blockchain networks is slightly super-linear in ETH with an α = 1.1 and super-linear in BNB and LNK with an α = 1.2, and very close to linear in USDT with an α = 1.05. A super-linear PA indicates a high degree of concentration of transactions in a few hub nodes induced by the way the network grows.
Kunegis et al. [42] measured preferential attachment coefficients in many online networks and argue that online interaction networks—those that consist of people interacting directly or indirectly between each other, commonly exhibit super-linear degree distributions. This includes online networks where interaction is direct, for example, in an online social network such as Twitter, as well as indirect where interaction happens through an intermediary content, for example in online forums. In such interaction networks, the users or content with which users interacted in the past tends to attract more interaction in the future in a super-linear fashion. Considering that blockchain transaction networks are also a form of an interaction network where users perform transactions between addresses associated with them, it is not surprising that they also exhibit a super-linear preferential attachment where a small number of nodes asymptotically collect most of the connections.
Given the hybrid nature of a socio-technical-economical system such as the cryptocurrency market, where speculative investments, software agents, and smart contracts play such a defining role, the characterisation of its transaction network as an interaction network leaves the door open for many interesting considerations.
Surprisingly, different aspects of the evolution of these economies show large-scale regularities that are unaffected by the heterogeneous nature of the agents involved, considering that data are composed of users, exchange markets, organisations, automated accounts, etc.
We suggest continuing this study by expanding its realm in two dimensions. First, by analysing all tokens in the Ethereum ecosystem in order to identify common regularities across them, we suggest to perform a similar study with other tokens and blockchains to make an attempt to generalise conditions under which PA turns super-linear in public blockchains and, additionally, to endeavour the identification of any other token with a different PA type than the underlying blockchain on top of which it runs. Second, by extending the analyses to include the more recent development because this period coincides with a strong bullish crypto-market with high record-breaking trading volumes and market prices. It is of interest to see whether the identified PA features remain roughly the same over time or whether they change fundamentally. Third, additional directions for future work include the inference of statistical properties of the entire history data and investigating the temporal properties of the entire transaction network as proposed by Guo et al. [28].
The seed of this study was the comparison of “nested” tokens, i.e., BNB, USDT, and LNK run on ETH. These tokens seem to exhibit a slightly different behaviour depending on their design and not on the infrastructure they share. We suggest to further research on how the design of every token affects their network dynamics and whether a more comprehensive taxonomy and clusterisation of the token network according to their network dynamic is possible. We propose as well to study the overlap of networks, accounts, and addresses and how they influence each other across tokens, a research direction that we hinted in this study.
Finally, we also suggest studying coupling patterns between these interconnected networks and comparing them with the study by Dong et al. [48] on the optimal resilience of modular interacting networks.
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Bitcoin

Ethereum  —0.047

Ripple 0,035
Litecoin ~ 0.768
Stellar 1.316
Monero 2,520
Dash 0870

Ethereum

—-0.001
—-0.034
0.462
4.665
1.746

Ripple

1.187
1.679
1.925
0.729

Litecoin  Stellar  Monero

0.887
1.959 1.189
0.478 -0.490 -1.095

This table presents the net painwise risk spilovers among the selected cryptocurrencies
over the period from August 7, 2015, to February 15, 2020. Net painwise risk spilover
transmitted by one cryptocurrency to another, where positive (negative) values suggests
that the cryptocurrency in question is a net receiver (transmitter) of spillovers to another

cryptocurrency.
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Bitcoin  Ethereum Ripple Litecoin Stellar Monero

PanelA  Upward
Ethereum 2174

Ripple -0513  -2.443

Litecon ~ -0320 3491  0.030

Stellar 1.824 0.385 4.145 2.684

Monero  —1218  -3246 —0415 0004 0603

Dash 0689 -2804 0516 0318  -2011 1662

Panel B Downward
Ethereum  -0.325

Ripple -0920  -0505

Litecon ~ -0.183 0087 0370

Stellar 2607 3130 3601 8431

Monero 2219 2937 2356 2412 -19%

Dash 2231 2889 8017 2841 -0335 0756

This table presents the net painwise risk spillovers among the selected cryptocurrencies
under upwerd and downwerd risk tendencies over the period from August 7, 2015, to
February 15, 2020. The Panel A presents spillovers during upward risk tendency, while
Panel B presents spillovers during downward risk tendency.
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Variable Mean Max Min Std. Dev Skewness Kurtosis Jarque-Bera
Panel A

Bitcoin 0.059 0232 0020 0.031 1.413 5063 840.549xxx
Ethereum 0.088 0.628 0.040 0.041 4115 37.626 87242.3304 x4
Litecoin 0.070 0235 0019 0.084 1.019 4.248 393.467 %%
Ripple 0075 0741 0032 0.048 4782 45539 130932.800 x4
Monero 0.088 0.200 0.048 0.025 1.083 4283 436.434xxx
Dash 0.076 0264 0029 0.033 1.587 6.299 1443 84245
Stellar 0.091 0.437 0038 0.048 2.630 12,615 8274.153 5%
Panel B Upward

Bitcoin 0.082 0.194 0031 0.041 1.203 3732 12.656%
Ethereun 0.098 0.186 0.050 0.032 0.824 3.196 5507
Litecoin 0.085 0209 0047 0.027 2.351 10.852 167.626%xx
Ripple 0.104 0.306 0040 0.048 1.967 8543 92,301 wxx
Monero 0.078 0.133 0051 0.020 1.086 3.663 10.300%
Dash 0.107 0218 0049 0.041 0.831 3.084 5543«
Stellar 0.080 0177 0047 0.025 1.824 6.866 56.507 44k
Panel C Downward

Bitcoin 0.059 0.175 0022 0.027 1217 4610 86.619+xx
Ethereum 0.080 0354 0042 0.080 3.861 31.794 9085.059x 5%
Litecoin 0.074 0201 0021 0.030 1.206 5071 102.727 %2k
Ripple 0.066 0349 0034 0.032 4,003 29,890 8032.833xxx
Monero 0.082 0.143 0051 0.021 0.903 3224 33,690 xx
Dash 0.069 0.188 0031 0.025 1.498 6.302 2021365+
Stellar 0.087 0.348 0041 0.044 3018 14.743 177257645

*Denotes the significance at a 10% level.

‘Denotes the significance at a 1% level.

‘Denotes the significance at a 0.1% level.
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Bitcoin Ethereum Litecoin Ripple Monero Dash Stellar
Panel A
Bitcoin 1.00
Ethereum 040 1.00
Litecoin 068" 023 1.00
Ripple 038" 020 054" 1.00
Monero 027 018 027 025" 1.00
Dash 063 033 053" 048" 028" 1.00
Stellar 030" 007" 0.56"" 054" 038" 028" 1.00
Panel B Upward
Bitcoin 1.00
Ethereum 087 1.00
Litecoin 075" 076" 1.00
Ripple 0.48 058 0527 1.00
Monero 022 022 037" 0.44 1.00
Dash 070" 079 0.69" 053" 030" 1.00
Stellar 0.25" 0.26* 0.40" 055" 077+ 0.28" 1.00
Panel Downward
Bitcoin 1.00
Ethereum 053" 1.00
Litecoin 070 039 100
Ripple 0.4 032 0.60" 1.00
Monero 051 038+ 055" 041 1.00
Dash 067 0.43* 0,647 048" 0.44"* 1.00
Stellar 029 008 0.50" 063" 047+ 0.28" 1.00

*Denotes the significance at a 10% level.

‘Denotes the significance at a 1% level. ***Denotes the significance at a 0.1% level.
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Medium term Long term

Mean Std. Dev Range Mean Std. Dev Range
Bit-Eth 0.077 0.411 8.870 0.181 0.429 5.356
Lit-Ste —-0.039 0.454 7.808 -0.085 0615 7.555
Lit-Mon 0.001 0526 7.895 ~0.112 0683 5949
Ste-Mon 0018 0646 12.844 ~0.151 0.831 6362
Ste-Das 0.021 0519 9.260 0.139 0477 5847
Bit-Rip 0.002 0.481 7.231 0.118 0289 4638
Bit-Lit 0172 0522 4.214 0.007 0.457 3760
Bit-Ste -0.039 0501 12.483 -0.084 0550 6.641
Bit-Mon 0053 0.435 10.138 -0.022 0586 6327
Bit-Das -0204 0.969 8524 0.148 0503 4614
Eth-Rip ~0.081 0549 7.876 0076 0275 5.408
Eth-Lit ~0025 0.431 6695 ~0.164 0528 5.784
Eth-Ste ~0.167 0829 10.486 ~0.120 0585 5.485
Eth-Mon ~0.009 0.432 10516 ~0.148 0548 6390
Eth-Das ~0.069 0616 7.388 0121 0.431 5.463
Rip-Lit 0.101 0.495 4.419 -0.171 0.383 5.389
Rip-Ste 0.165 0768 7.275 -0.233 0.439 5.463
Rip-Mon -0082 0.497 9.120 -0.205 0410 4854
Rip-Das -0.068 0583 7.471 ~0.065 0.304 5540
Lit-Das ~0.039 0625 5785 0.197 0.436 3.982
Mon-Das 0.131 0588 9.120 0285 0749 7.241
sum. No.of ML > Ml 16 No. of 1SDL1 > 1SDwl 8
No.of changed sign 9 No. of 1Rl > 1Awl o

This table presents the statistics for dynamic net pairwise risk spillovers among the selected cryptocurrencies at medium- and long-term frequencies. My, SD, and Ry stand for the
mean, standard deviation, and range, respectively at the long-term frequency.
istics rather than figures depicting the risk spillovers among the cryptocurrencies. Readers can ask for the figure from the authors.
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Bitcoin Ethereum Ripple Litecoin Stellar Monero

Panel A Short term

Ethereum 6.50-03

Ripple —32-02 ~39e-02

Litecoin 5.39-02 2.11e-02 65e-02

Stellar 25303 1.64e-04 5.20:02 6.93¢-05

Monero 3.98¢-03 3.566-03 -8.5¢-05 1.12¢-03 6.40e-05

Dash —4.9¢-03 ~4.8e-02 2.08e-02 ~5.9e-02 1.99-03 5.20e-03
Panel B Megium term

Ethereum 0.019

Ripple -0.053 —0.075

Litecoin 0231 0.101 0245

Stellar 0.049 0,002 0.263 ~0.001

Monero 0.033 0031 -0.006 0.008 0002

Dash -0.163 0093 0.065 —0.249 0.003 0.024
Panel C Long term

Ethereum 0.059

Ripple -0015 -0.002

Litecoin 0.092 0024 0078

Stellar 0.027 0002 0.009 —0032

Monero 0.028 0019 ~0.006 0015 0.003

Dash -0.032 0047 0.008 —0074 0007 0.008

This table presents the sttic net pairwise risk spillovers among the selected cryptocurrencies at diferent timescales. Panel A presents the spillovers at short-term frequency (0~4 days).
Panel B presents the spillovers at medium-term frequency (4-30 days). Panel C presents the spillovers at long-term frequency (30-300 days).
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