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Editorial on the Research Topic

Engineering Applications of Neurocomputing

Inspired by how the human brain works, neurocomputing algorithms, including deep learning,
reinforcement learning, and neurodynamic optimization, have achieved tremendous success
in various applications across many domains, e.g., visual object tracking, speech recognition,
human-level control, text understanding, and real-time optimization.

Various types of intelligent equipment and hardware devices have been developed to implement
neurocomputing models for engineering systems. Deep learning has been employed for industrial
robotic applications, including stereo reconstruction, object pose recognition, and product quality
check. With the advent of the Internet of Things and edge computing devices, deep reinforcement
learning has become popular in the predictive maintenance of engineering equipment. Embedded
convolutional neural networks are widely utilized for autonomous vehicle control. The success
of applying neurocomputing approaches and related hardware implementations in different
engineering domains, such as intelligent manufacturing, energy internet, and smart healthcare,
has proven the potential of employing neurocomputing for solving real problems in various
engineering fields.

In recent years advances in sensor and data storage technologies have enabled the
accumulation of a large amount of data from engineering systems. Driven by big data generated
from engineering systems, neurocomputing, and its hardware implementation will continually
transform engineering systems into more intelligent forms.

This Research Topic aims to provide a forum for researchers to present the latest research on
applications of neurocomputing algorithms and neurocomputing-based hardware in engineering
systems. It brings together 14 high quality papers reporting on the latest applications of
neurocomputing in transportation, manufacturing, biomedical engineering, electrical engineering,
and knowledge management.

In the paper entitled “Self-Triggered Consensus of Vehicle Platoon System With Time-Varying
Topology,” Wang et al. designed a secure event-triggered controller considering the safe distance
for the vehicle platoon system. Based on the new event-triggered function, a more energy efficient
self-triggered control strategy was developed by using the Taylor formula. The new self-triggered
control strategy could avoid continuous calculation and measurement of vehicles.

The paper on “Industrial Control Malicious Traffic Anomaly Detection System Based on Deep
Autoencoder” by Wang et al. proposes a method of detecting abnormal traffic in industrial control
networks based on autoencoder technology. The Kullback–Leibler divergence was added to the loss
function of the proposedmodel to improve the ability of feature extraction and the ability to recover
raw data. The gas pipeline dataset was used to verify the performance of the proposed method.

4

https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://doi.org/10.3389/fnbot.2022.839505
http://crossmark.crossref.org/dialog/?doi=10.3389/fnbot.2022.839505&domain=pdf&date_stamp=2022-01-28
https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles
https://creativecommons.org/licenses/by/4.0/
mailto:chao.huang@my.cityu.edu.hk
https://doi.org/10.3389/fnbot.2022.839505
https://www.frontiersin.org/articles/10.3389/fnbot.2022.839505/full
https://www.frontiersin.org/research-topics/12735/engineering-applications-of-neurocomputing
https://doi.org/10.3389/fnbot.2020.00053
https://doi.org/10.3389/fenrg.2020.555145


Wang et al. Editorial: Engineering Applications of Neurocomputing

In a contribution on “Data-Driven Hybrid Equivalent
Dynamic Modeling of Multiple Photovoltaic Power Stations Based
on Ensemble Gated Recurrent Unit” Long et al. report on a
data-driven hybrid equivalent model for the dynamic response
process of the multiple PV power stations. The data-driven
hybrid equivalent model contained the simple equivalent model
and data-driven error correction model. The simulation results
validated the super-performance of the proposed model both in
response speed and accuracy.

Sun et al. contribute a paper on “AutoPath: Image-Specific
Inference for 3D Segmentation,” which introduces AutoPath,
an image-specific inference approach for more efficient 3D
segmentations. The proposed AutoPath dynamically selected
enabled residual blocks regarding different input images during
inference, thus effectively reducing total computation without
degrading segmentation performance. Experimental results on
a liver CT dataset showed that the proposed approach not
only provided an efficient inference procedure but also attained
satisfactory segmentation performance.

A paper on “Boosting Knowledge Base Automatically via
Few-Shot Relation Classification” by Pang et al. investigated a
fully automatic method to train a relation classification model
which facilitates to boost the knowledge base. In the proposed
method, various multiple instance learning methods were
incorporated into the classic prototypical networks, reducing
sentence-level noises.

Gu et al.’s article “Investigating the Impact of the Missing
Significant Objects in Scene Recognition Using Multivariate
Pattern Analysis” adoptedmultivariate pattern analysis to explore
the object-scene association in scene recognition when different
amounts of significant objects were masked. The analysis results
suggested that the lateral occipital complex was sensitive to
the loss of significant objects and mainly involved in scene
recognition by the object-scene semantic association.

In the paper “Machine Learning Models to Predict Primary
Sites of Metastatic Cervical Carcinoma From Unknown Primary,”
Lu et al. conducted a series of bioinformatics analyses based on a
dataset from The Cancer Genome Atlas (TCGA) RNA-Seq data
of squamous cancer and TCGA Pan-Cancer data. Three machine
learning models, random forest, neural networks, and support
vector machine, were developed to explore potentially effective
tools to distinguish these squamous cancers.

In their contribution examining “A Manufacturing-Oriented
Intelligent Vision System Based on Deep Neural Network for
Object Recognition and 6D Pose Estimation” Liang et al. present
a new two-stage intelligent vision system based on a deep
neural network with RGB-D image inputs for object recognition
and 6D pose estimation. A dense-connected network fusing
multi-scale features was first built to segment the objects from
the background. The 2D pixels and 3D points in cropped
object regions were then fed into a pose estimation network to
make object pose predictions based on the fusion of color and
geometry features.

The paper titled “Artificial Intelligence-Based Application to
Explore Inhibitors of Neurodegenerative Diseases” by Deng et al.
explores an integrated new approach for finding lead compounds
that inhibit galectin-3, by combining universal artificial

intelligence algorithms with traditional drug screening methods.
Manifold artificial intelligence algorithms were performed to
validate the docking results and further screen compounds.

In their “Energy Investment Risk Assessment for Nations Via
Seq2seq Model” Liang et al. propose a sequence to sequence
model to evaluate the energy investment risk of 50 countries. Bi-
long-short term memory was used as an encoder to process the
historical statistics in the proposed method.

The paper on “A Relational Adaptive Neural Model for Joint
Entity and Relation Extraction” by Duan et al. describes a
relational-adaptive entity relation joint extraction model based
on multi-head self-attention and densely connected graph
convolution network. In the model, the multi-head attention
mechanism was specifically used to assign weights to multiple
relation types among entities to ensure that the probability space
of multiple relations was not mutually exclusive.

An article on the “Classification of Metastatic and Non-
Metastatic Thoracic Lymph Nodes in Lung Cancer Patients
Based on Dielectric Properties Using Adaptive Probabilistic Neural
Networks” by Lu et al. proposes a classifier to identify metastatic
and non-metastatic thoracic lymph nodes in lung cancer
patients based on dielectric properties. Compared with the other
methods, the proposed classifier achieved a higher classification
accuracy based on dielectric property data collected from lung
cancer patients.

Xiang et al.’s contribution on the “Prediction of Dangerous
Driving Behavior Based on Vehicle Motion State and Passenger
Feeling Using CloudModel and Elman Neural Network” presentes
a new method for dangerous driving behavior prediction using
a hybrid model consisting of cloud model and Elman neural
network based on vehicle motion state estimation and passenger’s
subjective feeling scores.

The paper titled “A New Way of Airline Traffic Prediction
Based on GCN-LSTM” by Yu employed graph convolutional
neural network and long short memory network to
construct an airline traffic prediction system with short-term
prediction ability.

These successful applications of neurocomputing in various
domains demonstrate the significant potential of applying
neurocomputing approaches to solving complex engineering
problems. With the help of big data and increasing computing
power, neurocomputing will play a vital role in future
engineering systems.
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Biomedical Measurements and Ultrasound Imaging, School of Biomedical Engineering, Health Science Center, Shenzhen

University, Shenzhen, China

In recent years, deep convolutional neural networks (CNNs) has made great

achievements in the field of medical image segmentation, among which residual structure

plays a significant role in the rapid development of CNN-based segmentation. However,

the 3D residual networks inevitably bring a huge computational burden to machines

for network inference, thus limiting their usages for many real clinical applications. To

tackle this issue, we propose AutoPath, an image-specific inference approach for more

efficient 3D segmentations. The proposed AutoPath dynamically selects enabled residual

blocks regarding different input images during inference, thus effectively reducing total

computation without degrading segmentation performance. To achieve this, a policy

network is trained using reinforcement learning, by employing the rewards of using

a minimal set of residual blocks and meanwhile maintaining accurate segmentation.

Experimental results on liver CT dataset show that our approach not only provides

efficient inference procedure but also attains satisfactory segmentation performance.

Keywords: segmentation, 3D residual networks, reinforcement learning, policy network, image-specific inference

1. INTRODUCTION

Automated segmentation is useful to assist doctors in disease diagnosis and surgical/treatment
planning. Since deep learning (LeCun et al., 2015) has utilized widely, medical image segmentation
has made great progresses. Various architectures of deep convolutional neural networks (CNNs)
have been proposed and successfully introduced to many segmentation applications. Among
various architectures, the residual structures in ResNet (He et al., 2016) play an important role
in the rapid development of CNN-based segmentation. The backbone which contains the residual
blocks has become essential support for many segmentation models, such as DeepLab V3 (Chen
et al., 2017), HD-Net (Jia et al., 2019), Res-UNet (Xiao et al., 2018), and so on. Despite the
superior performance of residual blocks, these structures inevitably bring a huge computational
burden for network inference. This leads to the difficulty of introducing deep models (such as 3D
ResNet-50/101) in clinical practice.

Recently, some strategies for model compression have been devoted to tackling the problem
of large computation, among which the network pruning approaches have been extensively
investigated (Li et al., 2016; He et al., 2017, 2018; Liu et al., 2017; Luo et al., 2017). In addition,
other researches are focusing on lightweight network architectures (Howard et al., 2017; Ma et al.,
2018; Mehta et al., 2018). However, all aforementioned methods including pruning, knowledge
distillation, and lightweight structures all require network retraining and hyper-parameters
retuning, which may consume plenty of extra time.
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This paper explores the problem of dynamically distributing
computation across all residual blocks in a trained ResNet
for image-specific segmentation inference (see Figure 1).
Relevant studies have been investigated in classification tasks.
Teerapittayanon et al. (2016) developed BranchyNet to conduct
fast inference via early exiting from deep neural networks. Graves
(2016) devised an adaptive computation time (ACT) approach
for recurrent neural network (RNN), by designing a halting
unit whose activation indicates the termination probability of
computations. Huang et al. (2016) proposed stochastic depth
for deep networks, a training strategy that enables the seemingly
contradictory setup to train short networks and use deep
networks at test time. Veit et al. (2016) proposed a description of
residual networks in classification showing that residual blocks
can be seen as a collection of many paths and they do not strongly
depend on each other thus can be selectively dropped. However,
there are two obvious differences between segmentation and
classification tasks: (1) The neural networks for classification
often take a short approach, such as identifying a car by its
shadow. Segmentation is classifying each pixel, thus the neural
networks cannot be lazy; (2) Classification can work with local
features, but segmentation needs to take global information
(such as shape priors) into consideration.

In this study, we propose AutoPath, an image-specific strategy
to design the inference path that uses minimal residual blocks but
still preserves satisfactory segmentation accuracy. Specifically, a
policy network is trained using reinforcement learning, by using
the rewards of involving a minimal set of residual blocks and
meanwhile maintaining accurate segmentation. To the best of
our knowledge, this is the first investigation of the dynamic
inference path for 3D segmentation using residual networks.
Experimental results demonstrate that our strategy not only

FIGURE 1 | A conceptual illustration of the proposed AutoPath. The motivation is to dynamically distributing computation across a ResNet. AutoPath selectively drops

unnecessary residual blocks for image-specific inference. Such inference simultaneously achieves efficiency and accuracy.

provides efficient inference procedure but also attains satisfactory
segmentation accuracy.

2. METHODS

Figure 2 illustrates the proposed framework. Given a new 3D
volume, the policy network outputs “keep” or “drop” decisions
for each residual block in the pretrained 3D DeepLab V3
network. Such image-specific inference path is then used for the

segmentation prediction. The policy network is trained using

reinforcement learning by rewarding accurate segmentation with
minimal involved blocks.

2.1. 3D Residual Backbone
We implement a 3D DeepLab V3 based on the original DeepLab

V3 (Chen et al., 2017), and further set its backbone to 3D ResNet
according to ResNet (He et al., 2016) (the classification head is
removed). We then specifically modify the 3D residual blocks
to achieve better baseline results. Optimized 3D residual blocks
assign the stride of each convolutional layer along z axis to 1 to

constrain downsampling along the slice direction. In addition, we
replace the straightforward upsampling operations after atrous

spatial pyramid pooling (ASPP) with a decoder consisting of a
series of convolutions according to Chen et al. (2019).

2.2. AutoPath Strategy
Backbone, as an indispensable part of segmentation networks,

occupies most of the memory and calculation. Generally, the
popular residual backbone consists of multiple repeated residual
blocks. We regard each block as an independent decision unit by
assuming that different blocks do not share strong dependencies
in segmentation. Then as shown in Figure 2, we introduce
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FIGURE 2 | Illustration of the proposed network. The 3D policy network is trained using reinforcement learning with the reward as both segmentation performance

and residual block usage. The 3D DeepLab V3 leverages the decisions made by the policy network to keep or drop corresponding residual blocks then outputs the

segmentation prediction for a given 3D volume. ASPP: atrous spatial pyramid pooling.

reinforcement learning to train a policy network to intelligently
conduct block dropping and explore the inference path that
generates accurate segmentation with fewer blocks.

2.2.1. 3D Policy Network
Considering the actions for residual blocks can only be “keep”
or “drop,” we define the policy for block dropping as a Bernoulli
distribution (Wu et al., 2018):

πW(a|x) =

N
∏

n=1

pann (1− pn)
1−an , (1)

where x denotes the input 3D image and N is the total number
of residual blocks in the pretrained 3D DeepLab V3 network.
W denotes the weights of the policy network. p represents the
“drop” likelihood (pn ∈ [0, 1]), and is the policy network’s output
after sigmoid activation. The action vector a is determined by p,
where an = 0 refers to drop the n-th block, otherwise keeping the
corresponding block.

2.2.2. Reward Function
3D Segmentation is generally considered to be voxel-level
classification, thus every voxel has to receive evaluation feedback
for the corresponding action. Thus, we design the following
voxel-level reward function:

R(a) =







1− ( |a|0N )2 if VDC(i) = 1
2

−τ if VDC(i) = 1,

(2)

where ( |a|0N )2 calculates the block usage. When the prediction
of a voxel i is the same as the label, we encourage dropping
more blocks by giving a larger reward to the policy. On the
other hand, we penalize using τ , which balances block usage and
segmentation accuracy. When τ is a large value, the policy is
prone to have a more solid segmentation result; otherwise, it is
more likely to drop blocks. We designed Voxel Dice Coefficient
(VDC) to identify which pixel should be penalized:

VDC(i) =
2 ∗ (y′i

⋂

yi)+ 1

y′i + yi + 1
, (3)

where yi ∈ {0, 1} and y′i ∈ {0, 1} denotes the ground truth and
prediction for voxel i, respectively.

2.2.3. Learning Strategy
Finally, we maximize the expected reward Ea∼πW [R(a)] to train
the policy network. We employ policy gradient to calculate the
gradient of the expected reward:

▽WEa∼πW [R(a)] = E[R(a)▽W log πW(a|x)] (4)

= E[R(a)▽W log

N
∏

n=1

pann (1− pn)
1−an ] (5)

= E[R(a)▽W

N
∑

n=1

log[pnan + (1− pn)(1− an)]].

(6)

The Equation (6) can be approximated by Monte-Carlo
sampling strategy.
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To achieve efficient training, we further employ curriculum
learning (Bengio et al., 2009) to train the policy network.
Specifically, for epoch c (c < N), the first N − c blocks are
kept, while the learning is conduct on the last c blocks. As c
increases, more and more blocks join the optimization until all
blocks are involved. Algorithm 1 shows the training procedure of
the proposed network.

3. EXPERIMENTS AND RESULTS

3.1. Materials and Implementation Details
3.1.1. Materials
Experiments were carried on liver CT images from LiTS
challenge (Bilic et al., 2019). LiTS dataset contains 131
contrast-enhanced CT images acquired from six clinical
centers around the world. 3DIRCADb is a subset from
the LiTS dataset with 22 cases. Our network was trained
using 109 cases from LiTS without data from 3DIRCADb,

Algorithm 1 | Training of the policy network

Input : An input 3D image x and corresponding label y
1 Initialize policy networkW randomly
2 Set epochs for curriculum training to C
3 for c ← 1 to C do

4 p ← output of policy network
5 if c < N then

6 set p[1 :N − c] = 1 ⊲ curriculum training
7 end

8 a ∼ Bernoulli(p)
9 Run the 3D DeepLab V3 based on a

10 Calculate R(a) using Eq (2)
11 Gradients back-propagation using Eq (6)

12 end

and then evaluated on the 3DIRCADb subset using
Dice metric.

3.1.2. Implementation Details
The experiments were conducted using 3D DeepLab V3
network with 18-layers and 50-layers, respectively. We adopted
Adam (Kingma and Ba, 2014) with learning rate of 0.01
and batch size of 4 and 11 for ResNet-18 and ResNet-50,
respectively. In addition, we utilized learning rate scheduler that
decreases by 0.1 for every 100 epochs. The maximum epoch was
set to 400.

For the policy network, we set learning rate to 0.001, τ

to 50 and used the batch size of 1 and 5 for ResNet-18 and
ResNet-50, respectively.

FIGURE 4 | The comparisons of segmentation performance from dropping

the first n blocks of residual backbones.

FIGURE 3 | The comparisons of segmentation performance from dropping different individual block of residual backbones.

Frontiers in Neurorobotics | www.frontiersin.org 4 July 2020 | Volume 14 | Article 4910

https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles


Sun et al. Image-Specific Inference for 3D Segmentation

FIGURE 5 | The comparisons of segmentation performance from dropping

the last n blocks of residual backbones.

3.2. Performance Evaluation
3.2.1. Investigation of Blocks’ Dependencies
We first implemented the DropN strategy, which means
dropping a single n-th block in residual backbone, to observe
the dependencies of different blocks. We executed this strategy to
ResNet-18 and ResNet-50 backbone which has 8 and 16 residual
blocks, respectively. Figure 3 shows that dropping individual
block from residual backbone has a minimal impact on Dice
evaluation except for few blocks. This suggests that different
blocks in ResNet backbone do not share strong dependencies and
most blocks are not indispensable for the accurate segmentation.
Thus, dropping blocks in inference is feasible for segmentation.

3.2.2. Heuristic Dropping Strategies
We then evaluated threemanual dropping strategies as follows:

1) DropFirstN, which means to drop all blocks before the n-th
block;

2) DropLastN, which means to drop all blocks after the n-th
block;

3) DropRandomN, which means to drop n blocks randomly.

Note that DropRandomN is a random strategy, thus for each n
we performed 100 and 500 repeated experiments for ResNet-18
and ResNet-50, respectively.

Figures 4, 5 show the results of DropFirstN and DropLastN,
respectively. It can be observed from Figure 4 that first several
blocks were relatively important for ResNet backbone. The Dice
value dropped to almost 0 when the first three blocks were
dropped. As shown in Figure 5, for ResNet-50, dropping the last
8 blocks didn’t affect segmentation performance sharply.

As for the DropRandomN, with the increase of dropped
blocks in the shallow backbone, the segmentation performance
gradually decreased, as seen in Figure 6. In contrast, for the
ResNet-50, the average Dice was almost 0 when 8 blocks were
randomly dropped, as shown in Figure 7.

FIGURE 6 | The comparisons of segmentation performance from randomly

dropping n blocks of ResNet-18.

FIGURE 7 | The comparisons of segmentation performance from randomly

dropping n blocks of ResNet-50.

TABLE 1 | The comparisons of segmentation performance from heuristic

strategies and AutoPath at the same dropping level.

ResNet-18 backbone ResNet-50 backbone

Dice Dropped blocks Dice Dropped blocks

DropFirstN 19.67% 2 0.00% 4

DropLastN 61.03% 2 80.66% 4

DropRandomN 67.80% 2 59.11% 4

Ours 87.11% 2.4 89.14% 4.5

Full backbone 89.54% 8 used 93.16% 16 used

3.2.3. AutoPath
We compared the segmentation performance of heuristic
strategies (i.e., DropFirstN, DropLastN, DropRandomN) and
the proposed AutoPath at the same dropping level. Table 1

reports that by considering image-specific input, our AutoPath
can achieve an average block dropping ratio of more than
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FIGURE 8 | The statistics of the AutoPath for all testing data. For most cases, AutoPath can provide high quality segmentation with fewer block usage. Left:

ResNet-18; Right: ResNet-50.

FIGURE 9 | 3D visualizations of some segmentation results obtained using AutoPath (green) and full backbone (red), respectively. It can be observed that the

segmentation performance from the proposed AutoPath was comparable to that of the full backbone architecture.

25%, meanwhile with only 2 and 4% decrease of Dice values
for ResNet-18 and ResNet-50, respectively. Also can be seen
from Table 1 that by dropping the same number of residual
blocks, our AutoPath outperformed other heuristic strategies by
a large margin.

Figure 8 further plots the statistics of the AutoPath for all
testing data. For the image-specific inference, the AutoPath
selectively dropped 2 or 3 blocks for ResNet-18, and 3,
4, 5, or 8 blocks for ResNet-50. For most cases, AutoPath
can maintain a high quality segmentation with fewer block
usage, which demonstrates its promising application for real
clinical circumstance. Figures 9, 10 visualizes some 3D and
2D segmentation results obtained using AutoPath and full

backbone, respectively. It can be observed that the segmentation
performance from the proposed AutoPath was comparable to
that of the full backbone architecture.

4. DISCUSSION AND CONCLUSION

This paper develops a reinforcement learning method to select
image-specific and efficient inference paths for 3D segmentation,
which addresses the problem of huge computational burden for
3D segmentation networks. To our best knowledge, this is the
first study of the dynamic inference path for 3D segmentation.
We refer to it as AutoPath, which can leverage an image-specific
path including fewer residual blocks to attain accurate prediction.
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FIGURE 10 | 2D slices of some segmentation results obtained using AutoPath (yellow), full backbone (blue), and the ground truth (red), respectively.

To achieve this, we train a network to determine the policy
of block dropping and the pretrained segmentation network
executes inference according to this policy. We conducted
extensive experiments on the liver CT dataset using 3D
DeepLab V3 network with 18-layers and 50-layers, respectively.
Experimental results demonstrate that AutoPath is a reliable
method for the dynamic inference in 3D segmentation.

Deep neural networks offer excellent segmentation
performance, yet their computational expense restrict their
clinical usage, especially for the 3D segmentation. To tackle this
issue, various compressed models have been proposed (Li et al.,
2016; He et al., 2017, 2018; Liu et al., 2017; Luo et al., 2017).
While the network efficiency has been improved somehow, the
solution is a one-size-fit-all network that omits different inputs’
complexity. In contrast, we investigate adaptively allocating
computation across a CNN model according to specific input.
Furthermore, our image-specific inference is conducted on the
trained network, thus do not have to spend extra time for the
network retuning.

In this study, although the DeepLabV3 network was employed
as backbone to equip with residual structures, it could be
replaced using other backbone architectures. With regard to
our image-specific inference method, the residual structures are
the most crucial components but not the design of backbones.
In medical segmentation tasks, various CNN-based approaches
have employed residual structures. For example, the encoder
of HD-Net (Jia et al., 2019) is based on 3D ResNet-101
and BOWDA-Net (Zhu et al., 2019) utilizes dense connection

multiple times. In addition, Xiao et al. (2018) propose a weighted
Res-UNet which replaces the convolution block with residual
block to achieve remarkable results in retina vessel segmentation.
Furthermore, there are some improved structures based on
ResNet, such as ResNext (Xie et al., 2017), SE-Net (Hu et al.,
2018), and SK-Net (Li et al., 2019). Our proposed method can
be utilized to dynamically distribute computation across their
residual blocks for image-specific segmentation inference.

Our current scheme mainly focuses on the usage reduction
of the residual blocks due to their independent design. It may
not be directly adopted to other network configurations without
residual structures. Future work may further investigate the
dynamic inference for other network configurations. In addition,
although our method attained satisfactory performance on liver
CT volumes, further validations on large amount of various
medical images will be conducted to investigate the robustness
and generalization ability of the proposed scheme.
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With the increasing penetration of the photovoltaic (PV) in the distributed grid network,
the dynamic response analysis of the system becomes more and more complex and
costs lots of computational time in the simulation. To cut down the computational
resources while guaranteeing the accuracy, this paper proposes a data-driven hybrid
equivalent model for the dynamic response process of the multiple PV power stations.
The data-driven hybrid equivalent model contains the simple equivalent model and data-
driven error correction model. In the equivalent model, the distributed PV power stations
in the same branch are equivalent to one power station model based on the parameter
equivalence and feeder equivalence. The data-driven error correction model tracks
and corrects the difference of dynamic response between the equivalent model and
precise model. The ensemble Gated Recurrent Unit (GRU) model based on the bagging
ensemble structure utilizes the simple equivalent dynamic response as input to learn the
dynamic response errors. The simulation results validate the super-performance of the
proposed model both in the response speed and accuracy.

Keywords: central PV power station, distributed PV power station, data-driven dynamic modeling, equivalent
model, gated recurrent unit

INTRODUCTION

With the aggravation of energy crisis, the advantages of PV power generation become increasingly
apparent. In recent years, due to the government policy support (Ferreira et al., 2018), a large
number of PV stations, including central and distributed PV stations, are constructed. It brings
in the increase of PV penetration and affects the power quality and stability. While the central
and distributed PV stations are different in physical and control parameters, their dynamic
characteristics of active and reactive power response are quite different. The disturbances of solar
irradiance and load could change the power flow and node voltage fluctuation. In addition, if the
solar irradiance changes rapidly, grid stability would face a great challenge. In order to research the
system dynamic characteristics containing the central and distributed PV stations, it is necessary to
establish a model to describe it.
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The equivalent physical model and precise physical model
are the common models to represent the system dynamic
characteristics (Batzelis, 2017; Abido and Sheraz Khalid, 2018).
However, the PV station is a high-order non-linear system
including many internal states (Xiang et al., 2016). Describing
each PV stations precisely in the system makes the mathematical
model extremely complex and contains dozens of orders,
which enlarges computation cost. With the aim of reducing
the complexity of the system and the cost of simulation, the
equivalent model is introduced. However, if the equivalent
model ignores too many internal states, it cannot reflect the
dynamic characteristics accurately. Since the data of the dynamic
process reflects the system dynamic characteristics, the data-
driven model can be utilized to track and correct the difference
between the precise and equivalent models.

At present, several researches based on PV physical model
have been developed. The current literatures mainly focus on
establishing the static model (Piazza et al., 2017), daily average
power generation of PV station (Muhammad Qamar et al.,
2016),main components of the PV station, such as PV array
(Hariharan et al., 2016; Shao et al., 2018), DC-DC (Direct
Current/Direct Current) converter (Chandra Mouli et al., 2017;
Siouane et al., 2019; Zapata et al., 2019) and DC-AC (Direct
Current/Alternating Current) inverter (Kim et al., 2018). In
addition, PV-grid connected devices, such as filters (Dehedkar
and Vitthalrao Murkute, 2018) and transformers (Yamaguchi and
Fujita, 2018), are also widely studied.

The equivalence modeling of the system dynamic process
containing PV stations have been widely researched. A two-
staged PV station model was proposed which simplified the
boost converter but established the precise filter (Piazza et al.,
2017). But this model was considered as an independent system
which ignored its grid-connected dynamic characteristics. In
Remon et al. (2016), the large-scale distributed PV stations
were equivalent to a single PV station. However, this method
only considered the equivalence of the physical parameters but
disregarded the difference of control parameters, which impacted
the model accuracy. Literatures (Zou et al., 2015; Li W. et al.,
2018) proposed a dynamic modeling which was similar as the
wind farm. Based on proportional and integral parameters, this
method clustered PV station through K-means algorithm and
built a multi-turbine equivalent model. Literatures (Li P. et al.,
2018; Li et al., 2019) clustered the distributed PV stations based
on the dynamic affinity propagation. It considered the dissimilar
physical and control parameters of different PV stations and
introduced the long short-term memory neural network to
improve the model accuracy. Many studies have been conducted
in building the equivalent model of the PV clusters. However,
the equivalent model combined with the data-driven model is
still in its infancy.

Clustering algorithm building the equivalent distributed PV
stations are based on certain indicators, such as the number
of clusters, which are set artificially. The selection of clustering
indicators usually needs lots of engineering experience and
mathematical knowledge. Considering the assistance of the error
correction model, the accuracy requirement of the equivalent
model is reduced. Therefore, the equivalent process in this paper

is simplified and all the distributed PV stations are divided
based on the feeder. The feeder equivalent and parameter
equivalent are used to establish the simple equivalent model.
Following the above researches, we propose a hybrid equivalent
model combining the data-driven correction model with physical
equivalent model to describe the dynamic characteristics of
multiple PV stations. The main contributions of this paper are
concluded as follows:

(1) The framework of data-driven hybrid equivalent
model for the dynamic process of the multiple PV
stations is proposed.

(2) The error correction model is built based on the ensemble
GRU model. Several GRU based models are generated and
integrated as an ensemble GRU to further improve the
model accuracy.

The remainder of this paper is structured as follows: section
“Precise Dynamic Modeling for A Single Two-Staged PV Station”
establishes a precise dynamic model of a single two-stage
PV station; section “The Framework of Data-Driven Hybrid
Equivalent Dynamic Model for Central and Distributed PV
Stations” introduces the framework of the data-driven hybrid
dynamic equivalent model; section “Equivalent Model for Central
and Distributed PV Stations” builds the simple equivalent model
for the central and distributed PV stations; section “Ensemble
GRU Based Error Correction Model” describes the data-driven
error correction model based on the ensemble GRU; section
“Case Study” shows the simulation settings and results, and
section “Conclusion” gives the conclusion.

PRECISE DYNAMIC MODELING FOR A
SINGLE TWO-STAGED PV STATION

The two-staged PV station (Sangwongwanich et al., 2017)
is currently the most common PV station due to its stable
performance, which is used and analyzed in this paper. The
structure of the two-stage PV station is illustrated in Figure 1,
which includes including the PV array, DC/DC converter,
DC/AC inverter and filter. The detailed mathematic models of
each component are described in the following subsections.

The First Stage Modeling of PV Station
In the First stage, the PV array converts the solar irradiance S into
the electric energy, which is impacted by the ambient temperature
T. Then, the DC-DC converter boosts the DC power by the array
capacitance Cpv and control the PV array output voltage by the
Maximum Power Point Tracking (MPPT) controller.

PV Array Modeling
The mathematic model of the PV array is essentially the
single diode equivalent model (Hariharan et al., 2016). Its non-
linear output characteristics are determined by four parameters,
including open-circuit voltage, Uoc, short-circuit current, Isc, the
maximum power voltage, Um, and the maximum power current,
Im. The output characteristics of ipv - upv of the single PV module
is described in Eq. (1). The coefficients C1 and C2 in (1) are
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FIGURE 1 | The structure of the two-stage PV station.

determined by the values of Uoc, Isc, Um, and Im (Li P. et al., 2018).

ipv = Isc

[
1− C1

(
e
upv/C2Uoc − 1

)]
(1)

Considering the series-parallel connection of the circuit, the
output voltage Upv and current Ipv of the PV array can be
formulated as (2) and (3) and the corresponding power output
Ppv is presented in (4).

Upv = Np × upv (2)

Ipv = ipv/Ns (3)

Ppv = η× Upv × Ipv (4)

where Np and Ns are the parallel and series number of the
modules in the PV, and the η is the conversion efficiency
of the PV array.

DC-DC Converter Modeling
In Figure 1, the boost converter is selected as the DC-
DC converter to maintain the current continuous (Chandra
Mouli et al., 2017). The DC-DC boost converter and the
PV array is connected by the array capacitance Cpv. The
output characteristics of this connection in Laplace domain is
given in Eq. (5).

Ipv = CpvsUpv + IL (5)

where IL is the inductance current of the DC-DC boost converter.
The dynamic characteristics of the DC-DC boost converter

can be represented as the switching cycle average model.
When the capacitance Cdc and the inductance Ldc of the boost
converter are enough large, the average output voltage Udc in the
capacitance and the average output current Idc in the inductance
in the Laplace domain are presented in Eqs (6) and (7).

LdcsIL = Upv − (1− D)Udc (6)

CdcsUdc = Idc − (1− D)IL (7)

where D is the duty ratio of the switch and determined by the
MPPT controller.

MPPT Controller Modeling
The MPPT converter is used to control the switch status to
guarantee the PV array output voltage can track the maximum
voltage Um and work at the maximum power point (Dehedkar
and Vitthalrao Murkute, 2018). The model of the controller in
the Laplace domain is displayed as (8).

D =
(

kp + ki
/

s
)
(Um − Upv) (8)

where kp and ki are the proportional gain and integral gain of the
controller, respectively.

The Second Stage Modeling of PV
Station
In the second stage, the DC-AC inverter converts the DC of
PV output into three-phase AC with the same frequency and
amplitude as the grid. The controller of the DC-AC inverter
is a dual-loop controller including the DC voltage control and
reactive power control. Besides, a filter is also needed for the
harmonic suppression.

DC-AC Inverter Modeling
Power model of inverter is generally used in power flow
calculation (Dutta and Chatterjee, 2018). The control strategy for
inverter in this paper is SPWM control. Under SPWM mode,
the output voltage of the inverter in d-q coordinate system
is shown in (9).

uid =
Udc

2UP
urd, uiq =

Udc

2UP
urq (9)

where uid and uiq are components of the inverter output voltage
in d-axis and q-axis, respectively, urd and urq are the components
of the modulation wave voltage in d-axis and q-axis, respectively,
and the Up is the peak voltage of the carrier wave.

Dual-Loop Controller Modeling
The control system is divided into inner loop control and outer
loop control. The outer loop control consists of DC voltage outer

Frontiers in Energy Research | www.frontiersin.org 3 July 2020 | Volume 8 | Article 18517

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/
https://www.frontiersin.org/journals/energy-research#articles


fenrg-08-00185 July 31, 2020 Time: 14:39 # 4

Long et al. Data-Driven Equivalent Dynamic Modeling

loop control and reactive power outer loop control. The inner
loop control is the current inner loop control.

In the outer loop control, the output voltage and current of
PV array first determine the DC reference voltage Uref . Then, the
difference between the actual measured voltage Udc and Uref is
calculated. The reference current id,ref in the d-axis in the DC
voltage outer loop control is presented in (10).

id,ref = (Uref − Udc)(kop + koi
/

s)− id (10)

where kop and koi are the proportional and integral gains of outer
loop control, respectively, and id is the d-axis component of the
actual output current of the PV system.

The reactive power outer loop control compares the reactive
power Qfilt measured from the filter circuit with the reference
reactive power Qref to get the reactive power difference. The
reference current iq,ref in q-axis is calculated by (11). The iq is the
q-axis components of the actual output current of the PV system.

iq,ref = (Qref − Qfilt)(kop + koi
/

s)− iq (11)

In the current inner loop, the SPWM modulation wave is
generated, which is controlled by id,ref and iq,ref . The components
of the SPWM modulation wave voltage in d-axis and q-axis, urd
and urq, are shown as (12) and (13).

urd = id,ref (kip + kii
/

s)− ωLf iq + usd (12)

urq = iq,ref (kip + kii
/

s)− ωLf iq + usq (13)

where kip and kii are the proportional and integral gains of inner
loop control, respectively, usd and usq are the components of
the actual grid voltage in q-axis and d-axis, the Lf is the filter
inductance and ω is the angle frequency of the power grid.

Based on the description of the two-staged PV station
modeling, the main factors affecting the output dynamic
characteristics of PV station generation can be divided into
physical and control parameters. The physical parameters
contain the Cpv, Cdc, Ldc, and Lf . The control parameters consist
of the control parameters of the MPPT controller and dual-
loop controller, including kp, ki, kip, kii, kop, and koi. When
the physic and control parameters are fixed, the corresponding
output dynamic characteristics of the single PV station under the
standard test condition is determined. Thus, the dynamic process
f (·) of the single PV station can be described as (14).

(P,Q) = f (S,T|Cpv,Cdc, Ldc, Lf , kp, ki, kip, kii, kop, koi) (14)

THE FRAMEWORK OF DATA-DRIVEN
HYBRID EQUIVALENT DYNAMIC MODEL
FOR CENTRAL AND DISTRIBUTED PV
STATIONS

Through the precise model of the dynamic characteristics of
the single PV station in section “Precise Dynamic Modeling
for A Single Two-Staged PV Station,” it is clear that the PV
stations are highly non-linear system. With the penetration

rate of the renewable energy increasing, the distributed PV
stations gradually become the mainstream way, especially in
industrial and rural areas. It brings in lots of uncertainty
and stochastic for the power grid and makes the whole
grid system quiet complex. Thus, it is necessary to build a
dynamic equivalence model with high precision and short
simulation time to study the impact of the central PV
and large distributed PV stations. In Figure 2, a data-
driven hybrid equivalent dynamic modeling approach is
proposed. It consists of the physical equivalent model and error
correction model.

In the equivalent modeling part, the precise dynamic
model of the PV stations is first simplified into the equivalent
model from the aspect of physics, including the physical
parameters equivalence and control parameters. According
to the mathematical model of PV system in section
“Precise Dynamic Modeling for A Single Two-staged PV
Station,” physical parameters are composed of PV array
capacitance Cpv, boost converter capacitance Cdc, boost
converter inductance Ldc and filter inductance Lf . The control
parameters include the control parameters of PWM system
(kp, ki) and SPWM system (kip, kii, kop, koi). Since the
distributed PV stations are installed in the different places
and different feeders, the feeder equivalence is necessary for the
distributed PV stations.

In the error correction modeling part, the errors between
the physical equivalent and precise model are considered and
corrected, including the steady-state error and the transient
error. The steady-state error is usually small or a constant.
The transient error is introduced by the equivalent control
parameters and performs different in different test conditions.
The data-driven approach is utilized to learn the errors of
the dynamic output characteristics of the two models under
multiple different work situations to make the hybrid equivalent
model more accurate.

EQUIVALENT MODEL FOR CENTRAL
AND DISTRIBUTED PV STATIONS

The principle of simplifying an equivalent model of central
PV stations and distributed PV stations is the output voltage
and power of the equivalent model must be the same as
the precise one. In addition, the distributed PV model are
located at different places of different feeders. Thus, the node
voltage and load need to be considered, while simplifying the
distributed PV stations.

The Feeder Equivalence
Since distributed PV stations scatter in the feeders, one or
more loads might exist between two PV stations. When multiple
distributed PV stations are equivalent to a cluster in the system,
the power distribution is also affected. Therefore, the node
voltage and power flow should be considered while simplifying
the distributed PV stations (Zhang et al., 2019). The load transfer
and line impedance equivalence are implied on every node. The
schematic diagram of feeder equivalence is displayed in Figure 3.
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FIGURE 2 | The framework of data-driven hybrid equivalent dynamic modeling.

FIGURE 3 | Schematic diagram of feeder equivalence. (A) Original feeder (B) equivalent feeder.

Suppose the voltage, injection current and load of the i-th
node are denoted as U̇i, İiand L̃i, respectively. The impedance of
line i-j is represented as zij. In Figure 3A, based on the Kichhoff’s
current law, the relationship between the node 1 and node 3 can
be presented as (15).

İ1 =
(
L̃1/U̇1

)∗
+

(
L̃2/U̇2

)∗
+

(
L̃3/U̇3

)∗
+ İ3 (15)

When node 2 disappears, the load of the node 2 is transferred
into node 1 and node 3. The transfer amount of load from node 2
to node 1 and node 3 are denoted as 1L̃1 and 1L̃3, respectively.
Since the injection current of node 1 should keep equal to the
output current of node 3 and the total power should remain

unchanged, the values of1L̃1 and1L̃3 are calculated as (16) and
(17). The load of node 1 and node 3 after the load transferring are
L̃′1 and L̃′3, presented in (18).

1L̃1 =
U̇1(U̇2 − U̇3)

U̇2(U̇1 − U̇3)
L̃2 (16)

1L̃3 =
U̇3(U̇1 − U̇2)

U̇2(U̇1 − U̇3)
L̃2 (17)

L̃′1 = L̃1 +1L̃1, L̃′3 = L̃3 +1L̃3 (18)
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Except the load transfer of the node 2, the line impedance
is also need to be modified, which impacts the line power
loss. To keep the line power loss between node 1 and node 3
the same before and after the load transferring, the equivalent
value of line impedance between node 1 and node 3 is
displaye in (19).

z13 =

∣∣U̇1 − U̇3
∣∣2

|U̇1−U̇2|
2

z12
+
|U̇3−U̇2|

2

z23

(19)

After load transfer and feeder equivalence for each node in the
network, multiple distributed PV stations can be equivalent to a
single PV station model.

The Parameter Equivalence
In the parameter equivalence, it includes the physical parameters
equivalence and control parameters adjustment. The principle
of the physical parameters equivalence is based on the ratio
of the total installed capacity of multiple PV stations to
the installed capacity of a single PV station. Suppose n PV
stations are clustered into one PV stations. The physical
parameters of the i-th PV station, i = 1,2, . . ., n, include
the capacitance and inductance parameters of the array, Cpv,i
and Lpv,i, the capacitance and inductance parameters of the
boost converter, Cdc,i and Ldc,i, and the inductance of filter,
Lf ,i. The corresponding aggregation parameters are determined
by (20)–(22).

Cpv,EQ =
1
n

n∑
i=1

ρiCpv,i, Lpv,EQ =
1
n

n∑
i=1

Lpv,i
/
ρi (20)

Ccd,EQ =
1
n

n∑
i=1

ρiCcd,i, Lcd,EQ =
1
n

n∑
i=1

Lcd,i
/
ρi (21)

Lf ,EQ =
1
n

n∑
i=1

Lf ,i
/
ρi (22)

where the subscript EQ represents the equivalent value in the
equivalent model and the value of the ρi is the ratio of the total
installed capacity of n PV stations to the installed capacity of
the i-th one.

Besides, considering each PV station connects to the power
grid by a transformer, the capacity and impedance parameters of
the transformer is also needed to be modified. The corresponding
aggregation parameters are shown as (23).

St,EQ =
1
n

n∑
i=1

ρiSt,i,Zt,EQ =
1
n

n∑
i=1

Zt,i
/
ρi (23)

where St,i and Zt,i are denoted as the rated capacity and
impedance of the i-th PV station transformer.

The control parameters of the MPPT and dual-loop controller
are adjusted after the aggregation physical parameters fixed. The
initial control parameters in the equivalent model are determined
by the average values of the control parameters of all the
equivalent PV stations. To make the dynamic performance of the

equivalent model close to the precise one, the control parameters
are further adjusted artificially.

ENSEMBLE GRU BASED ERROR
CORRECTION MODEL

The distribution and aggregation of central PV stations and
distributed PV stations are quite different. The physical
and control parameters of each PV station in central PV
plants are roughly equal, and their dynamic characteristics
are close. But parameters of distributed PV stations
are different. When the external conditions change, an
obvious gap exists in their dynamic response. Thus, it
is a data-driven error correction model is proposed in
this section to fit the error between the precise model
and the equivalent model. Considering the error data
are the time series data, the GRU algorithm, which is
powerful for dealing with the time series data, is used for
modeling the errors.

At specific time t, the active power and reactive power of the
equivalent model are denoted as EP(t) and EQ(t), respectively.
The parameters, EP(t), EQ(t) and solar irradiance S are regarded
as the input data of the error correction model. The target data
of the error correction model are the corresponding errors of the
active and reactive power at time t, CP(t) and CQ(t), which can be
obtained by the precise and equivalent models.

The equivalent model and the accurate model are simulated
under different conditions and a large amount of errors data are
generated. The error dataset is then used to train the GRU to build
the error correction model. The structural unit of GRU is shown
in the Figure 4.

The Figure 4A displays the structure of the single GRU
layer. The input data of each layer consists of the current
error data xt and the hidden node ht−1 of the upper layer,
where ht−1 contains the relevant information of the previous
node. GRU contains two gates, a reset gate and an update
gate. The parameter rt in the reset gate is used to control
the degree of information forgetting in the previous moment.
The parameter zt in the update gate is used to control the
amount of information retained from time t-1 to t. After the
gate processing, the data from the reset and update gates are
added to get the data ht of the current layer. To enhance
the information learning capacity, a single GRU base model
is composed of n GRU layers, shown as Figure 4B. The
Figure 4C shows the unfolded form of GRU model as the
increasing of time t.

To further improve the accuracy and reduce stochastic of the
neural network training, the ensemble technique is applied. In
Figure 1, the structure of the ensemble GRU model is displayed.
The BP neural network is used as the ensemble structure to train
the weights of each sub-model. The whole dataset is divided into
three parts, training dataset, validation dataset and test dataset.

The training dataset is firstly used to train the several GRU
models, which are regarded as the sub-models of the ensemble
model. To avoid the over-fitting phenomenon of the ensemble
model, the data used to train each GRU are randomly selected
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FIGURE 4 | The structure of a single GRU model: (A)The structure of GRU layer, (B) The structure at a specific time t, (C) The structure for time series.

FIGURE 5 | Schematic diagram of the multiple PV stations system: (A) The original system, (B) The equivalent system.

TABLE 1 | Physical and control parameters of PV stations.

Station Ldc (H) Cdc (µF) Lf (H) Cpv (µF) kp (× 10−2) ki (× 10−2) kop (× 10−2) koi kp kii

PV1 7.06 33.733 0.075 0.677 0.952 4.114 0.993 12.75 2.201 11.63

PV2 6.81 35.761 0.068 0.735 1.015 0 1.002 18.531 1.741 18.43

PV3 2.96 87.452 0.028 1.859 1.045 0.995 1.222 9.9753 1.925 8.98

PV4 0.671 371.61 0.008 7.122 0.999 0.963 0.954 10.146 2.013 9.52

PV5 1.474 171.38 0.014 3.496 1.017 3.972 1 13 2 11

PV6 2.718 93.497 0.029 1.773 0.953 0.975 0.984 1.208 11.28 2.93

PV7 1.478 175.31 0.041 3.469 1.015 3.819 1.05 12.11 1.975 10.14

PV8 1.429 169.84 0.014 3.428 1.086 4.172 1 18 2 17

Central PV1 6.96 33.573 0.067 0.667 0.983 4.201 1 12.52 2.101 11.65

Central PV2 1.523 103.45 0.078 4.193 0.895 4.908 0.950 10.638 2 10.89

through the bootstrapping technique. The structure of each GRU,
such as the number of the units in each GRU layer, is also
randomly generated.

Then, the outputs of each GRU model are regarded as the
input of the BP neural network. The CP(t) and CQ(t) are regarded
as the output. The weights of sub-models are learned by the

validation dataset. At last, the testing data are used to verify the
performance of the ensemble GRU model.

In the training process of the ensemble model, the data of
EP(t), EQ(t) and S are first used as the input of each GRU model.
The estimated active and reactive power errors of N GRU models
are obtained, C’P,i(t) and C’Q,i(t), i = 1,. . ., N. To ensemble all
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TABLE 2 | Parameter setting of a single GRU based model.

Type of layer Number of units Activation function Dropout

1 GRU layer Random (20, 100) tanh 0.3

2 GRU layer Random (50, 150) tanh 0.2

3 GRU layer Random (50, 100) tanh –

4 FC layer 30 Relu –

5 FC layer 15 Relu –

6 FC layer 1 Sigmoid –

the GRU models, the C’P,i(t) and C’Q,i(t) are regarded as the
input of the BP neural network to the weights of each GRU. The
active and inactive power estimated by the BP neural network are
denoted as C’P(t) and C’Q(t). The active and reactive power of
the hybrid model at time t, P’(t) and Q’(t), are calculated through
(24) and (25).

P
′

(t) = EP(t)+ C
′

P(t) (24)

Q
′

(t) = EQ(t)+ C
′

Q(t) (25)

CASE STUDY

In this section, the proposed method is validated through a
radial active distributed network simulation system, shown in
Figure 5A. In Figure 5A, there are a central PV stations and 8
distributed PV stations (PV1∼PV8). Since the central PV station
has two different types of PV, it is divided into two parts, central
PV station 1 and central PV station 2. In addition, the PV system
includes transformers, transmission lines and loads. The installed
capacities of the 10 two-staged PV stations are: 21 kW for PV1
and PV2, 23.4 kW for PV3 and PV4, 18 kW for PV5 and PV6,
18.6 kW for PV7 and PV8,475 kW for central PV station 1 and
338 kW for central PV station 2. The total installed capacity is
975 kW and the total load is 1532+j781kVA. The parameters of
PV system are set according to the PV system used in engineering.
The sample frequency is set to 500 Hz. Since the system reaches

the steady state after 0.25 s, the sample time period is set from
0.25 to 0.55 s. Each group contains 150 sampling points.

The detailing physical and equivalent physical system are
built on the Simulink platform in Matlab. The first stage of
the model is composed of the PV array, converter, MPPT
controller and PWM controller. The first stage calls the PI
controller model, integrator model, saturation model, product
model and other mathematical models in Simulink Library.
PI controller model and saturation model are used to realize
PWM control. MPPT controller is affected by PWM controller
and consists of mathematical models. The second stage is
composed of the inverter, filter and dual-loop controller.
Compared with the first stage, the second stage calls the
vector conversion model in Simulink Library additionally. The
vector conversion model converts three-phase current into d-q
coordinate system.

The error correction model is built by Keras on the Pycharm
platform. The simulations are conducted on a PC with Intel (R)
CPU i7-6500U, 2.5 GHz, RAM 8 GB.

Experiment Settings
The Settings of PV Stations and Test Scenarios
The physical and control parameters of each PV stations, which
determines their dynamic process performance are shown as
Table 1. In Table 1, it is obvious the control parameters
of each PV station are quite different, which brings lots of
difficulties on the control parameter setting of the equivalent
model. The error correction model can make up the difference
between the precise model and equivalent model. Thus, the
requirement of the equivalent model is reduced by building the
error correction model.

In order to validate the universality of the model, three test
scenarios are designed. In Case I, the random disturbance is
considered and added into the input irradiance data, which can
be described as the random input signal. This case represents
the shift of the day and night and the situation of load slightly
reducing and increasing. In Case II and Case III, the abrupt

TABLE 3 | Physical and control parameters of equivalent models.

Station Ldc (H) Cdc (µF) Lf (H) Cpv (µF) kp (× 10−2) ki (× 10−2) kop (× 10−2) koi kp kii

Distributed PV1 0.547 432.06 0.006 8.971 1.022 4.114 0.993 10.032 1.964 9.25

Distributed PV2 0.498 641.36 0.006 11.236 0.968 2.844 1.004 13.531 2.745 10.28

Central PV 2.96 87.452 0.028 1.859 0.939 4.555 0.975 11.579 2.05 11.27

TABLE 4 | Computational errors (RMSE) and computational time of different models.

Scenarios RMSE

Active power Reactive power Computational time (s)

Equivalent
model

Hybrid
model

Hybrid ensemble
model

Equivalent
model

Hybrid
model

Hybrid ensemble
model

Precise
model

Equivalent
model

Hybrid ensemble
model

Case I 3.000 0.368 0.235 3.622 0.109 0.088 44.634 2.419 4.320

Case II 5.786 2.183 1.865 3.657 0.098 0.092 55.322 2.670 4.578

Case III 7.339 3.589 2.780 3.731 0.205 0.155 56.031 2.736 4.695
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FIGURE 6 | RMSE of active power of each GRU base model and ensemble
GRU model in Case II.

change of the input irradiance data is considered. In Case II,
the rapid rise or fall of irradiance appears in a short period of
time and remains stable, which can be called as the step input
signal. This case is used to describe the instantaneous change in
irradiance, the situation of short circuit or instantaneous load
rejection. In Case III, a continuous and rapid rise and fall of the
irradiance happens over a very short period of time, named as
pulse input signal.

To train a general error correction model, the data under
different test scenarios are needed to be collected. The
detailed settings of three cases for data collection are shown
as follows:

Case I: set the irradiance from 300 to 1500 W/m2, and noise is
set from 5 to 40 W/m2. This case has 960 groups of experiments.

Case II: set the irradiance from 300 to 1500 W/m2. The abrupt
change happens at 0.33 s and the change amplitude is set from 40
to 120 W/m2. This case has 960 groups of experiments.

Case III: set the irradiance from 300 to 1500 W/m2.
The abrupt changes happen at 0.27 and 0.37 s. The change
amplitude is set from 40 to 120 W W/m2. This case has 960
groups of experiments.

The Settings of Ensemble GRU
Since the active power is greatly impacted by the external factors,
the ensemble model of active power contains 50 GRU base

models. Since the variance of the reactive power is relatively
stable, the ensemble model is set to include 25 base models.
Each GRU base model has the same number of the hidden
layers, including 3 GRU layers and 3 full connection (FC)
layers. The activation function of the GRU layer is tanh function
and the FC layer is Relu function. To reduce the impact
of the over-fitting, the dropout layer is added after the first
and second GRU layers. The number of units of the different
GRU layers are randomly generated to form different GRU
base models. The detailed parameter setting of a single GRU
base model is shown as Table 2. The Adam optimizer is
used to train the GRU base model. 150 samples are randomly
selected as a batch.

To avoid the neuron saturation, the sample data of every
moment is normalized by the min-max normalization, which
maps each sample data to [0, 1], shown as (26).

X′ =
X − Xmin

Xmax − Xmin
(26)

where X is the actual value of input variable, Xmin and Xmax are
the minimal and maximal value of input variable, and X’ is the
corresponding normalized value. The sequences of collected 3000
groups are disordered. The 2000 groups of samples are used to
form the training dataset and the rest groups for testing. The root
mean square error (RMSE) is used to evaluate the performance
of the error correction model. The RMSE of each group
is shown as (27).

RMSE
(
y, ŷ

)
=

√√√√ 1
N

n∑
t=1

(Ct − Et)
2 (27)

where Ct is the output of error correction model, Et is the actual
error, t is the index of the time step in each group, and N is the
total number of samples in each group. The RMSE of training
dataset and test dataset are calculated by average the RMSEs of all
groups in the dataset.

Simulation Performance and Analysis
Simulation Result
In this section, the performance of the data-driven hybrid
model is displayed and analyzed under the three test
scenarios. According to the above equivalent method, the

FIGURE 7 | Examples of irradiance input data in three test scenarios: (A) Case I, (B) Case II, (C) Case III.
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FIGURE 8 | Example of the response of precise, equivalent and hybrid model in Case I: (A) Active power, (B) Reactive power.

FIGURE 9 | Example of the response of precise, equivalent and hybrid model in Case II: (A) Active power, (B) Reactive power.

FIGURE 10 | Example of the response of precise, equivalent and hybrid model in Case III: (A) Active power, (B) Reactive power.

equivalent model of PV system is first established. The
central PV1 and central PV2 are equivalent to a PV station
with the capacity of 813 kW. Then, all the distributed PV
stations located in the same branch are equivalent to one

PV station. The distributed PV stations are equivalent as
two PV stations, distributed PV1 and PV2 according to
the distribution characteristics. The equivalent model of
the system is displayed as Figure 5B. The corresponding
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equivalent parameters of equivalent PV stations are given
in Table 3.

Table 4 shows the RMSE between three equivalent models
and the precise model. The hybrid model is the data-driven
hybrid equivalent model with single GRU. The hybrid ensemble
model is the data-driven hybrid equivalent with ensemble GRU.
In Table 4, it is clear that RMSE is significantly reduced after
introducing error correction model. The error of model with
ensemble GRU is smaller than the one with single GRU for all
three scenarios. Since the impact of the reactive power affected
by the changes of irradiance and load is less than the active
power, the error correction model performs better for the reactive
power. In Case I, the irradiance fluctuates slightly and the errors
are the least among three scenarios. The Case III has two rapid
disturbances and the greater errors than Case I and Case II.

Table 4 also shows the simulation time required for the precise
model, equivalent model and data-driven hybrid ensemble
model. It can be seen that the simulation time of the hybrid
model with ensemble GRU is far less than that of the precise
model. The error correction model needs the active and reactive
power time-series output of the equivalent model and work
after the equivalent. Besides, the error correction model contains
multiple GRU models, which needs the time to obtain output
of each GRU model. Combined with the above two points, the
simulation time of the hybrid ensemble model is longer than
that of the equivalent model. This advantage becomes more and
more obvious with the complexity of system increasing. The
purpose of reducing simulation time is realized by using the
data-driven hybrid model.

Besides, Figure 6 shows the training and test results of active
power by ensemble GRU under Case II, respectively. The result
of test dataset is close to that of training dataset, which indicates
that there is no over fitting or under fitting.

Simulation Example Under Different Test Scenarios
In Figure 7, three test examples are separately selected from three
test scenarios. In Figure 7A, the irradiance randomly changes
from 830 to 850 W/m2. The irradiance randomly changes within
a small margin. In this situation, the PV system usually works
in a disturbed environment which means it is always in a
dynamic process. The active and reactive power response of
different models in this case are shown in Figure 8. It is obvious
that there is a certain error between the equivalent and precise
models. After the introducing error correction model, the error
between the power output of the equivalent and precise model is
significantly reduced. Besides, the reactive power is less impacted
by the change of the random irradiance and keeps stable in
the whole process.

In the example of Case II, the irradiance rapidly rises from 740
to 820 W/m2, shown as Figure 7B. This scenario can reflect the
operation of load rejection and load increase in the infinite source
power grid. The load change in the power grid is usually long-
term and completed in a short time, which can be approximated
as the step response. Figure 9 gives the corresponding active
and reactive power response. When irradiance rapidly rises or
falls in a short period of time, the dynamic characteristics of the
equivalent model approach to the oscillation process. After using

single GRU model for error tracking, the output characteristics
of the equivalent model are improved to some extent, but there
are still some deviations. The error tracking of Ensemble GRU
model is further improved. The raised errors in some areas are
eliminates through Ensemble GRU, such as the error appearing
from 0.39 to 0.44 s.

In Case III, the irradiance rapidly falls from 740 to 660 W/m2

at 0.27 s and then rises to 740 W/m2 at 0.37 s, shown as Figure 7C.
This scenario reflects the instantaneous disturbance of PV system
and can represent that the PV system is blocked for a short
time or the grid is short-circuited. The corresponding active and
reactive power response are shaped in Figure 10. In this case,
due to the short time interval between two abrupt disturbs, the
influence of control parameters is amplified. It is clear that the
dynamic response of the equivalent model is slower than the
precise one. Through the error correction, this lag is almost
removed. Under this condition, the hybrid model can still track
the error accurately.

CONCLUSION

This paper proposed a hybrid data-driven model to build the
equivalent model of the dynamic process of the multiple PV
stations in the distributed network. The dynamic process of the
PV system were described by the physical and control parameters.
The data model and the physical model were combined to build
an accurate model.

The equivalent models for central and distributed PV stations
were firstly established from the physical aspect. The equivalent
models needed to consider the physical parameter and feeder
equivalence. Since the control parameters were determined
artificially, the errors existed between the simple equivalent
model and the precise model. The data-driven model was
introduced to track and correct the errors.

The ensemble GRU model was utilized as the error correction
model. Three different test cases were established to help build
the error correction model of the active and reactive power.
The simulation results showed that the proposed hybrid data-
driven model improved the fitting precision of the dynamic
characteristics while keeping the low model complexity and short
computational time.
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This paper focuses on the consensus problem of a vehicle platoon system with

time-varying topology via self-triggered control. Unlike traditional control methods, amore

secure event-triggered controller considering the safe distance was designed for the

vehicle platoon system. Then, a Lyapunov function was designed to prove the stability

of the platoon system. Furthermore, based on the new event-triggered function, a more

energy efficient self-triggered control strategy was designed by using the Taylor formula.

The new self-triggered control strategy can directly calculate the next trigger according to

the state information of the last trigger. It avoids continuous calculation andmeasurement

of vehicles. Finally, the effectiveness of the proposed two self-triggered control strategies

were verified by numerical simulation experiments.

Keywords: consense, event-triggered, self-triggered, distributed control, time-varying topology

1. INTRODUCTION

In recent years, multi-agent systems have been widely applied in intelligent transportation (Hee Lee
et al., 2013; Vilarinho et al., 2016). As an important part of the intelligent transportation system, the
self-driving vehicle platoon system has a wide range of applications in improving road utilization,
enhancing safety and reliability, and alleviating traffic congestion.

The formation of control is an important issue for the vehicle platoon system. It refers to the
control problem that a group of intelligent vehicles can interact with each other to maintain a
predetermined geometric formation during the movement of a specific target or direction. In
general, this mutual interaction between intelligent vehicles can be divided into fixed and time-
varying topology. Most of the current research is mainly focused on a fixed topology (Peters et al.,
2016; Viegas et al., 2018). However, in the actual driving process, the vehicle platoon system often
has to face various complex terrain and traffic conditions. Formations do not stay the same all
the time. The vehicle platoon system requires a change of formation. Therefore, it is necessary
to study the time-varying topology of vehicle platoon system. At present, there are few research
studies on vehicle platoon systems with time-varying topology. More research is focused on multi-
agent systems (Munz et al., 2011; Saboori and Khorasani, 2014). For example, we found that we
can design more reasonable and effective control strategies by analyzing the derivatives of time-
varying topological variables (Wang et al., 2018). It is thus more practical to study the time-varying
topology of the vehicle platoon system than fixed topology.
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Recently, the formation consistency of the vehicle platoon
system has been widely considered. It has been applied to deal
with consistency of formation control problems (Ren, 2007;
Stojković and Katić, 2017; Wang et al., 2017; Li et al., 2018).
Bela Lantos and Gyorgy Max achieved the formation consistency
of unmanned ground vehicles by using a two-trajectory non-
linear dynamicmodel (Lantos andMax, 2016). Peters et al. (2016)
designed a way by which each follower tracks its immediate
predecessor to achieve vehicle formation consistency.

Nevertheless, in the traditional vehicle platoon system
consistency study, it is assumed that the vehicle platoon
system has sufficient computing resources and energy supply
(Fax and Murray, 2004; Lafferriere et al., 2005). The vehicle
platoon system can thus carry on a continuous information
exchange and a continuous control. However, such assumption
is unreasonable. More often than not, the power supply and
communication bandwidth of a vehicle platoon system are
limited. Recently, it has been found that event-triggered
control can coordinate resources among intelligent vehicles.
Many scholars are thus interested in event-triggered control.
As an aperiodic control mode, event-triggered control
can update the controller only when needed. That is, the
controller of the intelligent vehicle takes an effect when the
measurement error of the vehicle platoon system exceeds a
certain threshold.

Since event-triggered control can reduce the energy loss to
a certain extent, many scholars apply it to consistency research
(Wei et al., 2017). The author in Chu et al. (2019) proposed an
unified event-triggered and distributed observer-based controller
with globally asymptotic convergence rate. The consistency of
vehicle platoon system is realized by the controller. A fault-
tolerant controller which considered the communication time-
delay and event-triggeredmechanismwas designed to achieve the
consistency of the vehicle platoon system (Fei et al., 2019).

However, in order to obtain the next trigger moment, we
need to constantly obtain the state information of surrounding
vehicles and calculate whether the trigger conditions are met
in the distributed event-triggered control function. It is because
of continuous communication and computation that an event-
triggered control strategy cannot reduce the detection loss
in essence. But the self-triggered control strategy only needs
to calculate the next trigger moment based on the status
information of the last trigger moment. In the self-triggered
strategy, data detection is no longer required between any two
triggering moments. From this perspective, the self-triggered
control strategy has a better performance. Authors designed a
self-triggered control strategy for the second-order multi-agent
system with fixed topology to ensure the consistency of the
formation system (De Persis and Frasca, 2013). As far as we know,
there are few research studies made on time-varying topology
under self-triggering control in vehicle platoon system, and this
sparked our research.

Based on the above considerations, we studied the consistency
of time-varying topology for vehicle platoon system with second-
order dynamics by using distributed event-triggered control and
self-triggered control strategies. The contributions of our work
are three-fold:

(1) A distributed event-triggered control function considering the
safe distance between vehicles was designed, and this event-
triggered control is more energy efficient than the continuous
control in Fax and Murray (2004) and Lafferriere et al. (2005).

(2) Based on the Lyapunov stability analysis method, the
distributed event-triggered control function under time-
varying leader and time-varying topology was given. In
comparison with the fixed topology in Du et al. (2017), the
research of time-varying topology is more practical. Moreover,
the research on time-varying leader is of more practical
significance.

(3) According to (1) and (2), two distributed self-triggered control
strategies were designed. In Zhang et al. (2016), Dolk et al.
(2017), Wei et al. (2017), Wen et al. (2018), Chu et al. (2019),
and Li Z. et al. (2019), an event-triggered control strategy
was designed. Compared with these, the self-triggered control
strategy further reduces the continuous detection of adjacent
vehicles. Additionally, the distributed self-triggered controller
is more general and practical than some existing control
methods.

The rest of this paper was organized as follows. Preliminaries
and the problem formulation are given in section 2. The event-
triggered control and self-triggered control of vehicle platoon
system with time-varying topology are studied in section 3. Two
numerical simulation experiments are presented in section 4.
Lastly, conclusions are drawn in section 5.

2. PRELIMINARIES AND PROBLEM
FORMULATION

2.1. Graph Theory
Consider the consensus issue of multi-agent systems with time-
varying topology; a communication graph is used to describe the
communication topology of these agents. An undirected graph
G = (V , E ,A) consists of a finite node set V = {1, 2, · · · ,N}, an
edge set E , where E ⊆ V × V , and an adjacency matrix A =
[

aij
]

∈ R
N×N . If (j, i) ∈ E , aij = 1, and aij = 0 otherwise. The

neighbor set of vehicle i is defined asNi , {j ∈ V|(j, i) ∈ E , j 6= i}.
The Laplacian matrix of the graph G is defined as L = [lij] ∈

R
N×N , where lii =

∑

j 6=i aij and lij = −aij, where i 6= j. Moreover,

we assume that there are no self-cycles, that is aii = 0 for any
i ∈ N. The degree matrices D = diag

{

d1, · · · , dN
}

are diagonal

matrices, whose diagonal elements are given by di =
∑N

j=1 aij.

The Laplacian matrix associated to G is defined as L = D − A.
The set of all neighbors of node i is denoted by Ni = {j ∈

V :(j, i) ∈ E}. The matrix B = diag
{

b1, b2, · · · , bN
}

, where bi
is called the adjacency coefficient between the following vehicle i
and the head vehicle. If the following vehicle i is adjacent to the
head vehicle bi = 1, otherwise bi = 0. In this paper, we define the
time interval constant hij > 0 to control the safe distance between
vehicles i and j. At the same time, we define hi > 0 to control the
safe distance between vehicle i and the leader vehicle.

2.2. Definitions and Lemmas
ASSUMPTION 2.1. It is assumed that no topology changes happen
during the trigger interval.
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ASSUMPTION 2.2. It is assumed that the communication between
vehicles is good, that is, there will be no communication delay and
other uncertain factors.

ASSUMPTION 2.3. Suppose that at least one spanning tree exists
in G and the node corresponding to the header is the root of the
tree. The existence of the spanning tree ensures that each following
vehicle can obtain the status information from the leader.

LEMMA 2.1. 2xTy ≤ axTx+ 1
ay

Ty, where a > 0, and the vectors x
and y can be any value.

LEMMA 2.2. Satur and Kharchenko (2020) suppose the matrix A is
a n × n real symmetric matrix, Y is an n-dimensional real vector,
and λmax(A) ≥ λi(A) ≥ λmin(A)(i = 1, 2, ...,N). One has

λmax(A)〈Y ,Y〉 ≥ 〈AY ,Y〉 ≥ λmin(A)〈Y ,Y〉. (1)

LEMMA 2.3. Li W. et al. (2019) assuming that the function f
satisfies Lipschitz condition, there is a non-negative constant l ≥
0 that satisfies

∥

∥f (t, xi)− f (t, x0)
∥

∥ ≤ l ‖xi − x0‖, or there are
non-negative constants lx ≥ 0, lv ≥ 0 satisfies

∥

∥f (t, xi, vi)− f (t, x0, v0)
∥

∥ ≤ lx ‖xi − x0‖ + lv ‖vi − v0‖ . (2)

2.3. Problem Formulation
An auto-driving vehicle formation system consisted of n smart
cars (see Figure 1) is considered in this paper. Between the
vehicles, status information can be transmitted according to
certain regulations. The hiv0 in Figure 1 is the distance between
the i th vehicle and the leader.

In this paper, the dynamics of the leader vehicle is described as

{ .
x0(t) = v0(t),
.
v0(t) = f (t, x0, v0),

(3)

where x0(t), v0(t) ∈ Rm express the displacement vector and the
velocity vector of the leader vehicle, and f (t, x0, v0) is the control
input of the leader vehicle. When f = 0, the velocity of leader
vehicle is constant, when f 6= 0 the velocity of the leader vehicle
is changing.

The dynamic equation of the i th follower intelligent vehicle is
described as

{ .
xi(t) = vi(t),
.
vi(t) = f (t, xi, vi)− f (t, x0, v0)+ ui(t),

(4)

where xi(t), vi(t) ∈ Rm express the displacement vector and the
speed vector of the follower intelligent vehicle i respectively, and
f (t, xi, vi) − f (t, x0, v0) + ui(t) is the control input of the i th
follower intelligent vehicle.

REMARK 1. The function f (t, x, v) is an acceleration function
known to all vehicles, and it satisfies LEMMA 2.3.

3. MAIN RESULT

3.1. Distributed Event-Triggered Control of
Vehicle Platoon System With Time-Varying
Topology
In order to reduce the sensor data acquisition and the energy
consumption of frequent communication between vehicles,
a distributed event-triggered controller is designed in this
section. In the distributed event-triggered controller, each of
the following vehicle has different trigger function, and its
controller update is asynchronous. When the trigger condition
is satisfied, the controller of the i th follower vehicle is
updated at tk

i(k = 0, 1, 2 · · · ). It is satisfied ui(t) =

ui(tk
i), and

.
ui(t) = 0, ∀t ∈ [tk

i, tk
i+1). Since the

topology is time-varying, the graph G can be treated as
G(t). Accordingly, A, L, D, and B become A(t), L(t), D(t),
and B(t). In this case, Assumption 1 and Assumption 2
still hold.

3.1.1. The Leader Vehicle Speed Is Constant
In this section, the leader-follower consistency problem in
the case of time-varying topology, which is based on the
fact that the leader vehicle speed is constant, is studied, i.e.,
f (t, x0, v0) = 0.

To make the system consistent, we set the controller of i th
follower vehicle:

ui(t) =− k
[

∑

j∈Ni(tk
i)
aij(tk

i)(xi(tk
i)− xj(tk

i)− hijv0)

+ bi(tk
i)(xi(tk

i)− x0(tk
i)− hiv0)

]

− kr
[

∑

j∈Ni(tk
i)

aij(tk
i)(vi(tk

i)− vj(tk
i))+ bi(tk

i)(vi(tk
i)

− v0(tk
i))

]

, t ∈ [tk
i, tk

i+1),

(5)

where k and r are control gains, and Ni(tk
i) represents the set of

neighbors of the i th follower vehicle at tk
i.

In order to describe the displacement and speed tracking
between the following vehicle i and the leader vehicle, we defined
the displacement error εi and the velocity error ηi as follows:

εi(t) = xi(t)− x0(t)− hiv0,

ηi(t) = vi(t)− v0(t).
(6)

The measurement error exi (t) and evi (t) are designed to represent
the displacement and velocity differences between the triggering
and the measuring moments of the i th follower vehicle. We
have then

exi (t) = εi(t
i
k)− εi(t),

evi (t) = ηi(t
i
k)− ηi(t).

(7)
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FIGURE 1 | Platoon of vehicles.

So the controller of the following intelligent vehicle becomes

ui(t) =− k[
∑

j∈Ni(t)

aij(t)(εi(t)− εj(t))+ bi(t)εi(t)]

− kr[
∑

j∈Ni(t)

aij(t)(ηi(t)− ηj(t))+ bi(t)ηi(t)]

− k[
∑

j∈Ni(t)

aij(t)(ei
x(t)− ej

x(t))+ bi(t)ei
x(t)]

− kr[
∑

j∈Ni(t)

aij(t)(ei
v(t)− ej

v(t))+ bi(t)ei
v(t)].

(8)

The states and the measurement errors of intelligent vehicle are
written in the vector form:

ε(t) = col
(

ε1(t), ε2(t), . . . , εN(t)
)

,

η(t) = col
(

η1(t), η2(t), . . . , η3(t)
)

,

ex(t) = col
(

ex1(t), e
x
2(t), . . . , e

x
N(t)

)

,

ev(t) = col
(

ev1(t), e
v
2(t), . . . , e

v
N(t)

)

.

(9)

According to (9), we have















.
ε(t) = η(t),
.
η(t) = −k(L(t)+ B(t))⊗ Imε(t)− rk(L(t)+ B(t))

⊗Imη(t)− k(L(t)+ B(t))⊗ Ime
x(t)

−rk(L(t)+ B(t))⊗ Ime
v(t).

(10)

Theorem 3.1. Consider a fleet of N + 1 vehicles, where the
dynamic equations of the head vehicle and the follower vehicle are
(3) and (4). If the following conditions are met under the controller
(8), then

(1) The proposed event triggering function satisfies

ζ

(

∥

∥

εi(t)
∥

∥

2
+

∥

∥

ηi(t)
∥

∥

2
)

≤ M
(

∥

∥exi (t)
∥

∥

2
+

∥

∥evi (t)
∥

∥

2
)

, (11)

where M =
kaλmin(H(t))

2 , H(t) = L(t)+B(t) and ζ will be indicated
below. When this condition is met, the controller automatically
updates, that is, the trigger time is reached.

(2) The minimum eigenvalue of (L(t) + B(t))⊗ Im is greater
than zero, which is greater than an arbitrarily small normal
number δ.

λmin

(

(L(t)+ B(t))⊗ Im
)

≥ δ > 0. (12)

(3) The differential coefficient of (L(t) + B(t)) ⊗ Im exists, and
the maximum eigenvalue of its derivative is greater than zero; for
any small positive number, σ is satisfied

λmax

(

d
(

(L(t)+ B(t))⊗ Im
)

/dt
)

≥ σ > 0, (13)

(4) The relation between η(t) and ex(t), ev(t) is

− < kH(t)⊗ Ime
x(t), η(t) > ≤ −

kaλmin(H(t))

2
||ex(t)||

+
kλmin(H(t))

2a
||η(t)||,

− < kH(t)⊗ Ime
v(t), η(t) > ≤ −

kaλmin(H(t))

2
||ev(t)||

+
kλmin(H(t))

2a
||η(t)||,

(14)

where ζ = max
(

kψ
2 ,

(

1
a − 1

)

kλmin(H(t))
)

, 0 < a < 1, ψ =

λmax

(

d
(

(L(t)+ B(t))⊗ Im
)

/dt
)

, then all the vehicle reach the
same state, and the existence of the safe distance hijv0 avoid a
collision. Hence, the problem of intelligent vehicle formation is
solved, i.e., for i = 1, 2, . . . ,N, we have

lim
t→∞

∥

∥

ε(t)
∥

∥ = 0,

lim
t→∞

∥

∥

η(t)
∥

∥ = 0.

PROOF. Based on system (10), we can construct the common
Lyapunov function candidate

V(t)=

∫ 1

0
< kH(t)⊗ Imωε(t), ε(t) >dω

+
1

2
< η(t), η(t) >,

(15)

where H(t) = L(t)+ B(t).
Firstly, we prove the positivity of V(t)

V ≥
1

2
kλmin

(

H(t)⊗ Im
)

∥

∥

ε(t)
∥

∥

2
+

1

2

〈

η(t), η(t)
〉

=
1

2
kλmin

(

H(t)⊗ Im
)

∥

∥

ε(t)
∥

∥

2
+

1

2

∥

∥

η(t)
∥

∥

2

≥
1

2
min

{

kζ , 1
}

(

∥

∥

ε(t)
∥

∥

2
+

∥

∥

η(t)
∥

∥

2
)

.

(16)
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It can be seen that the Lyapunov function (15) selected is
positively definite.

The time derivative of (15) can be expressed as

dV

dt
=

d

dt

∫ 1

0
< kH(t)⊗ Imωε(t), ε(t) > dω

− < kH(t)⊗ Imε(t), η(t) >

− < kH(t)⊗ Imη(t), η(t) >

− < kH(t)⊗ Ime
x(t), η(t) >

− < kH(t)⊗ Ime
v(t), η(t) > .

(17)

Taking out the first term, we have

d

dt

∫ 1

0
< kH(t)⊗ Imωε(t), ε(t) > dω

=

∫ 1

0
< kH(t)⊗ Imωη(t), ε(t) > dω

+

∫ 1

0
< kH(t)⊗ Imωε(t), η(t) > dω

+

∫ 1

0
< k

d(H(t))

dt
⊗ Imωε(t), ε(t) > dω

=< kH(t)⊗ Imε(t), η(t) >

+

∫ 1

0
< k

d(H(t))

dt
⊗ Imωε(t), ε(t) > dω.

(18)

By (18), we get

dV

dt
=

∫ 1

0
< k

d(H(t)⊗ Im)

dt
ωε(t), ε(t) > dω− < kH(t)

⊗ Imη(t), η(t) > − < kH(t)⊗ Ime
x(t), η(t) >

− < kH(t)⊗ Ime
v(t), η(t) > .

(19)

Take (19) into consideration, we have

dV

dt
=

∫ 1

0
< k

d(H(t)⊗ Im)

dt
ωε(t), ε(t) > dω

− < kH(t)⊗ Imη(t), η(t) >

−
kaλmin(H(t))

2
||ex(t)||2+

kλmin(H(t))

2a
||η(t)||2

−
kaλmin(H(t))

2
||ev(t)||2+

kλmin(H(t))

2a
||η(t)||2

≤(
kψ

2
||ε(t)||2 + (

1

a
− 1)kλmin(H(t))||η(t)||2)

− (
kaλmin(H(t))

2
(||ex(t)||2 + ||ev(t)||2))

≤ς(||ε(t)||2 + ||η(t)||2)

− (
kaλmin(H(t))

2
(||ex(t)||2 + ||ev(t)||2)),

(20)

where ζ = max
(

kψ
2 ,

(

1
a − 1

)

kλmin(H(t))
)

, ψ = λmax(d((L(t)+

B(t)) ⊗ Im)/dt). According to the trigger condition (11), the
derivative of the Lyapunov function is less or equal to 0, so the
stability is proved.

3.1.2. The Speed of the Leading Vehicle Is Time

Varying
In the actual situation, the speed of the leading vehicle cannot
be fixed, most of them are time varying. Therefore, in this
section, we study the consistency of leader followers in the
case of time-varying topology based on the fact that the speed
of the leader vehicle is time varying, i.e., f (t, x0, v0) 6= 0. In
the meantime, suppose f (t, εi(t), ηi(t)) = f (tk

i, xi(tk
i), vi(tk

i)) −
f (t, x0(tk

i), v0(tk
i)).

Tomake the system consistent, we set the i th follower vehicle’s
controller as

ui(t) = − k[
∑

j∈Ni(tk
i)

aij(tk
i)(xi(tk

i)− xj(tk
i)− hijv0)

+bi(t)(xi(tk
i)− x0(tk

i)− hiv0)]

− kr[
∑

j∈Ni(tk
i)

aij(tk
i)(vi(tk

i)− vj(tk
i))+ bi(tk

i)(vi(t)

−v0(tk
i))], t ∈ [tk

i, tk
i+1).

(21)

Similar to (6)–(9), we can format the system (4) as follows

.
ε(t) = η(t),
.
η(t) = f (t, ε(t), η(t), ex(t), ev(t))− k(L(t)+ B(t))⊗ Imε(t)

−rk(L(t)+ B(t))⊗ Imη(t)− k(L(t)+ B(t))⊗ Ime
x(t)

−rk(L(t)+ B(t))⊗ Ime
v(t) (22)

Theorem 3.2. Consider a fleet of N + 1 vehicles, where the
dynamic equations of the head vehicle and the follower vehicle are
(3) and (4) respectively. If the following conditions are met under
the controller (21), then

(1) The designed event triggering function satisfies the
following conditions.

ζ (||εi(t)||
2 + ||ηi(t)||

2) ≤ (
kaλmin(H(t))

2
−

l

2a1
)

×(||ei
x(t)||2 + ||ei

v(t)||2)),

(23)

where H(t) = L(t)+B(t) and ζ will be indicated below. When this
condition is met, the controller automatically updates, that is, the
trigger time is reached.

(2) The minimum eigenvalue of (L(t) + B(t))⊗ Im is greater
than zero. There is thus a small positive number δ satisfying

λmin

(

(L(t)+ B(t))⊗ Im
)

≥ δ > 0. (24)

(3) The differential coefficient of (L(t)+B(t))⊗Im exists, and the
maximum eigenvalue of its derivative is greater than zero, so there
exists a small positive number σ satisfying

λmax

(

d
(

(L(t)+ B(t))⊗ Im
)

/dt
)

≥ σ > 0. (25)
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(4) The relation between η(t) and ex(t), ev(t) is

− < kH(t)⊗ Ime
x(t), η(t) >≤ −

kaλmin(H(t))

2
||ex(t)||

+
kλmin(H(t))

2a
||η(t)||

− < kH(t)⊗ Ime
v(t), η(t) >≤ −

kaλmin(H(t))

2
||ev(t)||

+
kλmin(H(t))

2a
||η(t)||.

(26)

(5)

kaλmin(H(t))

2
−

l

2a1
> 0, (27)

where ζ = max( kψ2 + l
2a1

, 3a1l2 + l +
kλmin(H(t))

a ),

ψ = λmax

(

d
(

(L(t)+ B(t))⊗ Im
)

/dt
)

, 0 < a, 0 < a1,
0 < k, then all the vehicles reach the same state, and at the same
time the existence of safe distance hijv0 avoid a collision. The
problem of intelligent vehicle formation has been solved, i.e., for
i = 1, 2, . . . ,N, we have

lim
t→∞

∥

∥

ε(t)
∥

∥ = 0,

lim
t→∞

∥

∥

η(t)
∥

∥ = 0.

PROOF. Based on system (22), we can construct the Lyapunov
function candidate

V(t)=

∫ 1

0
< kH(t)⊗ Imωε(t), ε(t) >dω +

1

2
< η(t), η(t) >, (28)

where H(t) = L(t)+ B(t).
It can be seen that the (28) selected is positively definite.
The time derivative of (28) can be expressed as

dV

dt
=

d

dt

∫ 1

0
< kH(t)⊗ Imωε(t), ε(t) > dω

+ < η(t), f (t, ε(t), η(t), ex(t), ev(t)) >

− < kH(t)⊗ Imε(t), η(t) > − < kH(t)⊗ Imη(t), η(t) >

− < kH(t)⊗ Ime
x(t), η(t) > − < kH(t)⊗ Ime

v(t), η(t) > .

(29)

Taking out of the first term, we have

d

dt

∫ 1

0
< kH(t)⊗ Imωε(t), ε(t) > dω

=

∫ 1

0
< kH(t)⊗ Imωη(t), ε(t) > dω

+

∫ 1

0
< kH(t)⊗ Imωε(t), η(t) > dω

+

∫ 1

0
< k

d(H(t))

dt
⊗ Imωε(t), ε(t) > dω

= < kH(t)⊗ Imε(t), η(t) >

+

∫ 1

0
< k

d(H(t)⊗ Im)

dt
ωε(t), ε(t) > dω.

(30)

Using Lemma 2 to enlarge the second item in (29), we yield

< η(t),f (t, ε(t), η(t), ex(t), ev(t)) >

≤
∥

∥

η(t)
∥

∥ l(
∥

∥

ε(t)
∥

∥ +
∥

∥

η(t)
∥

∥

+
∥

∥ex(t)
∥

∥ +
∥

∥ev(t)
∥

∥).

(31)

Considering (30) and (31), we get

dV

dt
≤

∫ 1

0
< k

d(H(t)⊗ Im)

dt
ωε(t), ε(t) > dω

+
∥

∥

η(t)
∥

∥ l(
∥

∥

ε(t)
∥

∥ +
∥

∥

η(t)
∥

∥ +
∥

∥ex(t)
∥

∥ +
∥

∥ev(t)
∥

∥)

− < kH(t)⊗ Imη(t), η(t) >

− < kH(t)⊗ Ime
x(t), η(t) > − < kH(t)⊗ Ime

v(t), η(t) > .

(32)

By using Lemma 3, the above items are amplified, and then

∥

∥

η(t)
∥

∥ l(
∥

∥

ε(t)
∥

∥ +
∥

∥

η(t)
∥

∥ +
∥

∥ex(t)
∥

∥ +
∥

∥ev(t)
∥

∥)

= l(
∥

∥

η(t)
∥

∥

∥

∥

ε(t)
∥

∥ +
∥

∥

η(t)
∥

∥

∥

∥

η(t)
∥

∥

+
∥

∥

η(t)
∥

∥

∥

∥ex(t)
∥

∥ +
∥

∥

η(t)
∥

∥

∥

∥ev(t)
∥

∥),

(33)

∥

∥

η(t)
∥

∥

∥

∥

ε(t)
∥

∥ ≤
a1

2

∥

∥

η(t)
∥

∥

2
+

1

2a1

∥

∥

ε(t)
∥

∥

2
,

∥

∥

η(t)
∥

∥

∥

∥ex(t)
∥

∥ ≤
a1

2

∥

∥

η(t)
∥

∥

2
+

1

2a1

∥

∥ex(t)
∥

∥

2
,

∥

∥

η(t)
∥

∥

∥

∥ev(t)
∥

∥ ≤
a1

2

∥

∥

η(t)
∥

∥

2
+

1

2a1

∥

∥ev(t)
∥

∥

2
,

(34)

where a1 > 0.
Considering (34), we have

dV

dt
≤
kψ

2

∥

∥

ε(t)
∥

∥

2
+ (

a1l

2
+ l)

∥

∥

η(t)
∥

∥

2

+
l

2a1

∥

∥

ε(t)
∥

∥

2
+

a1l

2

∥

∥

η(t)
∥

∥

2
+

l

2a1

∥

∥ex(t)
∥

∥

2

+
a1l

2

∥

∥

η(t)
∥

∥

2
+

l

2a1

∥

∥ev(t)
∥

∥

2
−

kaλmin(H(t))

2
||ex(t)||

+
kλmin(H(t))

2a
||η(t)||

−
kaλmin(H(t))

2
||ev(t)||+

kλmin(H(t))

2a
||η(t)||

≤(
kψ

2
+

l

2a1
)
∥

∥

ε(t)
∥

∥

2
+ (

3a1l

2
+ l+

kλmin(H(t))

2a

+
kλmin(H(t))

2a
)
∥

∥

η(t)
∥

∥

2

− (
kaλmin(H(t))

2
−

l

2a1
)(

∥

∥ex(t)
∥

∥

2
+

∥

∥ev(t)
∥

∥

2
)

≤ς(
∥

∥

ε(t)
∥

∥

2
+

∥

∥

η(t)
∥

∥

2
)− (

kaλmin(H(t))

2
−

l

2a1
)

(
∥

∥ex(t)
∥

∥

2
+

∥

∥ev(t)
∥

∥

2
).

(35)

According to the trigger condition (23), the derivative of the
Lyapunov function (29) is less or equal to 0, and it is constant,
so the stability is proved.
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3.2. Distributed Self-Triggered Control of
Vehicle Platoon System With Time-Varying
Topology
As can be seen from the distributed event-triggered control (11)
and (23), the control method reduces the dependence on the
global state information and the real-time state of measurement
error in the trigger interval. However, it will increase the energy
consumption of the sensor and microprocessor in the process of
continuous measurement error detection. In order to improve
this problem, we apply the self-triggered control strategy to solve
the problem of intelligent vehicle formation. Under this strategy,
the next trigger moment ti

k+1
of the i th follower vehicle can

obtained according to the state of the i th vehicle at the previous
trigger time.

3.2.1. The Leader Vehicle Speed Is Constant
In this part, we will transform the event-triggered control (11)
into a self-triggered control strategy for the case that the vehicle
speed of the leader is constant.

We know that from the previous distributed event triggering

control
(

∥

∥

εi(t)
∥

∥

2
+

∥

∥

ηi(t)
∥

∥

2
)

≤ γ

(

∥

∥exi (t)
∥

∥

2
+

∥

∥evi (t)
∥

∥

2
)

, where

γ =
kaλmin(H(t))

2ζ . Using Taylor’s formula, expand εi, ηi, e
x
i , e

v
i at t

i
k
,

we have

εi(t) =ηi(tk
i)(t − tk

i)+ εi(tk
i),

ηi(t) =
.
ηi(tk

i)(t − tk
i)+ ηi(tk

i)

=

(

− k

N
∑

j=1

(

Lj,·(tk
i)+ Bj,·(tk

i)
)

εj(tk
i)

− kr(

N
∑

j=1

(

Lj,·(tk
i)+ Bj,·(tk

i)
)

ηj(tk
i)(t − tk

i)
)

+ ηi(tk
i),

ei
x = εi(tk

i)− εi(t) = −ηi(tk
i)(t − tk

i)

ei
v = ηi(tk

i)− ηi(t) =
.

−ηi(tk
i)(t − tk

i)

=−

(

k

N
∑

j=1

(

Lj,·(tk
i)+ Bj,·(tk

i)
)

εj(tk
i)

− kr

N
∑

j=1

(

Lj,·(tk
i)+ Bj,·(tk

i)
)

ηj(tk
i)
)

(t − tk
i),

(36)

where Lj,· represents Lj,k, and k = 0, 1, 2, · · · ,N.
According to the above expressions and the distributed event-

triggering control function (11), we get

(

||ηi(tk
i)(t − tk

i)+ εi(tk
i)||2+||

(

k
N
∑

j=1

(

Lj,·(tk
i)+ Bj,·(tk

i)
)

εj(tk
i)

−kr
N
∑
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(

Lj,·(tk
i)+ Bj,·(tk

i)
)

ηj(tk
i)
)
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)

≤ γ

(

|| − ηi(tk
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i)||2 + ||

−

(

− k
N
∑

j=1

(

Lj,·(tk
i)+ Bj,·(tk

i)
)

εj(tk
i)

− kr
N
∑

j=1

(

Lj,·(tk
i)+ Bj,·(tk

i))ηj(tk
i)
)

)

(t − tk
i)||2

)

. (37)

In order to simplify (37), we define

�=

∥

∥

∥

∥

∥

∥

∥

∥

∥

−
(

− k
N
∑

j=1
(Lj,·(tk

i)+ Bj,·(tk
i))εj(tk

i)

−kr
N
∑
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(Lj,·(tk

i)+ Bj,·(tk
i))ηj(tk
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)

∥

∥

∥

∥

∥

∥

∥

∥

∥

2

+
∥

∥−ηi(tk
i)
∥

∥

2
, (38)

and

π=− k
(

N
∑

j=1

(Lj,·(tk
i)+ Bj,·(tk

i))εj(tk
i)
)

− kr
(

N
∑

j=1

(Lj,·(tk
i)+ Bj,·(tk

i))ηj(tk
i)
)

.

(39)

Suppose σi=t − ti
k
, we have

∥

∥

ηi(tk
i)σi + εi(tk

i)
∥

∥

2
+

∥

∥

πσi + ηi(tk
i)
∥

∥

2
≤ γ�σ

2
i . (40)

We can see that when σi=0, the inequality is not true. So σi > 0,
that is to say t − tk

i
> 0. To sum up, the self-triggering control

strategy of the follower vehicle at ti+1
k

moment is determined by
the following conditions

∥

∥

ηi(tk
i)σi + εi(tk

i)
∥

∥

2
+

∥

∥

σi + ηi(tk
i)
∥

∥

2
= γ�σ

2
i . (41)

σi > 0 which satisfies (41), we get the next trigger time ti+1
k

=

σi + ti
k
. In particular, if the topology of the vehicle queue changes

at time t, so that ti+1
k

= t.

REMARK 2. The existence of σi indicates that a Zeno behavior
does not exist. At the same time, it indicates that the self-triggered
control strategy can realize the leader-follower consistency of
vehicle formation under the condition of time-varying topology and
the leader vehicle speed being the same. The proof of stability is
same to event-triggered control, so we are omitted here.

3.2.2. The Speed of the Leading Vehicle Is Time

Varying
In this part, we will transform the event-triggered control (23)
into a self-triggered control strategy for the case that the vehicle
speed of the leader is time varying.

We know that from the previous distributed event triggering

control.
(

∥

∥

εi(t)
∥

∥

2
+

∥

∥

ηi(t)
∥

∥

2
)

≤ γ

(

∥

∥exi (t)
∥

∥

2
+

∥

∥evi (t)
∥

∥

2
)

where

γ =
kaλmin(H(t))

2ζ − 1
2a1ζ

.
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Using Taylor’s formula, expand εi, ηi, e
x
i , e

v
i at t

i
k
, we have

εi(t) = ηi(tk
i)(t − tk

i)+ εi(tk
i),
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According to the above two formulas and (23), we get
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In order to simplify (44), we define
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Suppose σi = t − ti
k
, we have

∥

∥

ηi(tk
i)σi + εi(tk

i)
∥

∥

2
+

∥

∥

πσi + ηi(tk
i)
∥

∥

2
≤ γ�σ

2
i . (47)

We obtain that σi = 0, and the inequality is not true; σi > 0
that is to say t − tk

i
> 0. To sum up, the self-triggering control

strategy of the follower vehicle at ti+1
k

moment is determined by
the following conditions:

∥

∥

ηi(tk
i)σi + εi(tk

i)
∥

∥

2
+

∥

∥

πσi + ηi(tk
i)
∥

∥

2
= γ�σ

2
i . (48)

If there is a σi > 0 which satisfies (48), we get the next trigger
time ti+1

k
= σi + ti

k
. In particular, if the topology of the vehicle

queue changes at time t, so that ti+1
k

= t.

REMARK 3. The existence of σi indicates that a Zeno behavior
does not exist. At the same time, it indicates that the self-triggered
control strategy can achieve the leader-follower consistency of
vehicle formation under the circumstance that both the topology
structure and the leader vehicle speed are time varying. The proof
of stability is the same to the event-triggered control. It is thus
avoided here.

4. SIMULATION

In this section, we will give two numerical experiments to
verify the correctness and validity of the above theorems.
Both experiments are based on a leader-follower vehicle
formation system, which consist of a leader vehicle and four
follower vehicles.

Firstly, we verify that the speed of the leader vehicle is
constant. The dynamic equation of leader and follower are
shown below:

{

ẋ0(t) = v0(t),
v̇0(t) = 0,

{

ẋi(t) = vi(t),
v̇i(t) = ui(t),

(49)

where ui(t) is defined in (5), k = 3.4, r = 1.2. and the parameters
satisfy the conditions in Theorem 3.1.

In order to more intuitively verify the effectiveness of the self-
triggering control strategy proposed in this paper, we assume that
the vehicle formation system carries out three topology switches.
The topology structure between vehicles at the initial moment
is shown in Figure 2. Each adjacency matrix A and coefficient
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FIGURE 2 | Topology at initial time.

FIGURE 3 | The velocity error between the follower car and the leader car.

matrix H are defined as follows

A1 =









0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0









, A2 =









0 1 0 1
1 0 0 0
0 0 0 1
1 0 1 0









,

A3 =









0 1 1 0
1 0 0 0
1 0 0 1
0 0 1 0









,H1 =









0 −0.1 −0.2 −0.3
0.1 0 −0.1 −0.2
0.2 0.1 0 0.1
0.3 0.2 0.1 0









,

H2 =









0 −0.1 −0.2 0.1
0.1 0 −0.1 0.2
0.2 0.1 0 0.3
−0.1 −0.2 −0.3 0









,

H3 =









0 0.3 0.2 0.1
−0.3 0 0.1 −0.2
−0.2 0.1 0 −0.1
−0.1 0.2 0.1 0









.

FIGURE 4 | The real-time distance between each follower car and the leader

car.

The initial values of the leader vehicle and the follower vehicle are
defined as follows:

x0(0) = (0, 0), x1(0) = (−0.4,−0.5), x2(0) = (−0.3,−0.3),
x3(0) = (−0.2,−0.4), x4(0) = (−0.2,−0.1),
v0(0) = (0.1, 0.1), v1(0) = (0.15, 0.1)
v2(0) = (0.1, 0.12),
v3(0) = (0.15, 0.1), v4(0) = (0.18, 0.2).

(50)

Figures 3–7 are the results for the leader vehicle at constant

speed. Figure 3 shows the velocity error between the follower

car and the leader car. Figure 4 express as the real-time distance

between each follower car and the leader car. Figure 5 express
as the changes in the controller of each follower car. Because
the topology is changed, the controller changed dramatically

twice. The self-trigger interval of each follower are displayed in

Figure 6. Figure 7 shows the relative position of vehicles when
the formation is finally stabilized.

As we can see from Figures 3–5, when the topology changes,
the controller of the follower vehicle adjusts the vehicle speed
to keep the vehicle in formation and the error of vehicle speed
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tends to zero over time. This indicates that the controller can
adapt to various topological switching situations by adjusting
the control intensity. At the same time, due to the change of
topology, the relative positions between vehicles will also change,
and the follower vehicles will constantly adjust their positions to
the new relative positions under the action of the controller. It
is worth noting that the position error of the follower vehicles
does not gradually approach zero as time goes on, and it reaches
a fixed value greater than zero in Figure 4. This fixed value is the
safe distance (hijv0) between the vehicles. As shown in Figure 7,

FIGURE 5 | Control input signals of each follower vehicle.

when a stable state is reached, the vehicles should keep a safe
distance from each other. Moreover the self-triggering instants
are displayed in Figure 6. The simulation results exhibit that the
controller and the self-triggering control strategy designed by
us have a good performance. It achieves the stability of vehicle
formation system under the condition of constant topological
changes. Moreover, the vehicles can keep a safe distance.

Secondly, we verify that the speed of the leader vehicle is time
varying. In order to more intuitively verify the effectiveness of
the self-triggering control strategy, we randomly selected several

FIGURE 7 | The position information of the vehicle when the formation is

stable.

FIGURE 6 | The event trigger interval of each follower vehicle.
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FIGURE 8 | The velocity error between the follower car and the leader car.

time points and used the leader vehicle dynamics Equation (4) to
change the state of the leader vehicle. The dynamic equation of
the leading vehicle are as follows

{

ẋ0(t) = v̇0(t),

v̇0(t) = − sin
(

x0(t)
)

− 0.25v0(t)+ 1.5 cos(2.5t).
(51)

When the speed of leader changes, the dynamic equation of the
follower’s vehicle is defined as

{

ẋi(t) = v̇i(t),

v̇i(t) = f (t, xi, vi)− f (t, x0, v0)+ ui(t),
(52)

where f (t, x, v) = − sin (x)− 0.25v+ 1.5 cos(2.5t).
The define of Figures 8–12 is similar to Figures 3–7, but

Figures 8–12 show the results of a leader with time-varying
velocity. From Figures 8–10, we can see that when the speed
of the leader vehicle or topology changes, the follower vehicle
can quickly adapt to the changing so that its speed is consistent
with the leader vehicle, and the real-time distance between
follower vehicle and leader vehicle change rapidly. Moreover,
it can be seen from Figure 10, that after the vehicle formation
system reaches stability, the controller of the follower vehicle no
longer exerts control. The self-triggering instants are displayed
in Figure 11. Notably, after the leader vehicle speed changes, the
safety distance of the follower vehicle also changes in Figure 9.
However, the vehicles ultimately kept a safe distance, as shown in
Figure 12. The simulation results show that the controller and
the self-triggering control strategy designed in this paper have
a good performance. It can make the vehicle formation system
reach stable state under the condition of changing topology and
leader speed.

The number of triggers with a distributed event-triggered
control scheme in Yang et al. (2018) and self-triggered control
scheme (41) within 0–15 s are shown in the Table 1. What we can

FIGURE 9 | The real-time distance between each follower car and the leader

car.

FIGURE 10 | Control input signals of each follower vehicle.

obtain from Table 1 is that the self-triggered control scheme (41)
needs less triggering events than the distributed event-triggered
control scheme in Yang et al. (2018). At the same time, the
mean time interval which represents the average time between
each trigger in Table 2 indicates that the self-triggered control
strategy designed in this paper has a lower trigger probability
and execution moment. It shows that the self-triggered control
strategy proposed here can effectively reduce the energy loss of
data detection and calculation in the control process.

5. CONCLUSIONS

In this paper, we have studied leader-follower consistency in
vehicle formation systems with time-varying topology under
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FIGURE 11 | The event trigger interval of each follower vehicle.

FIGURE 12 | The position information of the vehicle when the formation is

stable.

TABLE 1 | Triggered numbers of follower agents.

Control strategy
Numbers of triggered events of agents

1 2 3 Total

Event-triggered in Yang

et al. (2018)

582 857 1,029 2,468

Self-triggered (41) 275 234 226 735

event-triggering mechanism. The difference between our work
and the published papers is that we have designed a self-
triggering control strategy that avoids continuous calculation and

TABLE 2 | Mean time interval of follower agents.

Control strategy
Mean time interval

1 2 3

Event-triggered in Yang et al. (2018) 0.0127 0.0119 0.0151

Self-triggered (41) 0.0546 0.0641 0.0662

measurement and reduces the loss of communication resources.
At the same time, we have proved the consistency of the system
under the control of the trigger function. In addition, we have
also studied the consistency of the vehicle formation system with
time-varying topology when the leader speed is time varying.
Finally, the effectiveness of the proposed controllers has been
verified by numerical experiments. In addition, it should be noted
that, although we proved the stability of formation system by
Lyapunov function, we did not give its string stability which will
be studied in the future.
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Relation classification (RC) aims at extracting structural information, i.e., triplets of two

entities with a relation, from free texts, which is pivotal for automatic knowledge base

construction. In this paper, we investigate a fully automatic method to train a RC model

which facilitates to boost the knowledge base. Traditional RC models cannot extract

new relations unseen during training since they define RC as a multiclass classification

problem. The recent development of few-shot learning (FSL) provides a feasible way to

accommodate to fresh relation types with a handful of examples. However, it requires a

moderately large amount of training data to learn a promising few-shot RC model, which

consumes expensive human labor. This issue recalls a kind of weak supervision methods,

dubbed distant supervision (DS), which can generate the training data automatically. To

this end, we propose to investigate the task of few-shot relation classification under

distant supervision. As DS naturally brings in mislabeled training instances, to alleviate

the negative impact, we incorporate various multiple instance learning methods into

the classic prototypical networks, which can achieve sentence-level noise reduction.

In experiments, we evaluate our proposed model under the standard N-way K-shot

setting of few-shot learning. The experiment results show that our proposal achieves

better performance.

Keywords: knowledge base, relation classification, few-shot learning, distant supervision, multiple instance

learning

1. INTRODUCTION

Relation Classification (RC) is defined as identifying semantic relations between entity pairs in
given plain texts, which is a crucial task in automatic knowledge base (KB) construction (Bollacker
et al., 2008). Mainstream works on this task mainly follow supervised learning, where large-scale
and high-quality training data is required (Zeng et al., 2014; Gormley et al., 2015).

However, human-annotated data is always expensive to acquire. Subsequently, recent literature
resorted to distant supervision (DS) (Mintz et al., 2009; Riedel et al., 2010) to address the sparsity
issue of training data. In DS, it is assumed that sentences mentioning an entity pair instantiate the
relation of the corresponding entity pair in knowledge bases. With this (untrue) heuristic, large-scale
training data can be constructed automatically, but mislabeling is inevitably introduced at the
same time. For example, as shown in Figure 1, since the triplet (soccer, publisher, nintendo)
exists in a KB, two sentences mentioning the entity pair (soccer, nintendo) are assigned with the
relation “publisher.” In fact, the first sentence fails to express the target relation indeed, called false
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https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://doi.org/10.3389/fnbot.2020.584192
http://crossmark.crossref.org/dialog/?doi=10.3389/fnbot.2020.584192&domain=pdf&date_stamp=2020-10-27
https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles
https://creativecommons.org/licenses/by/4.0/
mailto:tanzhen08a@nudt.edu.cn
https://doi.org/10.3389/fnbot.2020.584192
https://www.frontiersin.org/articles/10.3389/fnbot.2020.584192/full


Pang et al. Few-Shot Relation Classification

FIGURE 1 | Example of automatic labeling by distant supervision.

positive instance, while the second one obtains a correct label,
which is a true positive instance. Hence, efforts were made
to restrain the impact of false positives (Ji et al., 2017; Qin
et al., 2018b; Wu et al., 2019). However, these models perform
well on common relations, but suffer a dramatic performance
drop in classifying long-tail relations, which have few training
instances; that is, even though a large amount of training data
can be generated by DS, the distributions of such data over
different types are unbalanced. Furthermore, they are unable to
recognize new relations that have not been seen in training, which
potentially restricts their applications in certain scenarios that
involve fresh relations in testing.

Lately, pioneering work (Han et al., 2018; Gao et al.,
2019) has tried to formulate RC into few-shot learning (FSL)
framework (Miller et al., 2000), which aims at accommodating
new classes with few examples, while demanding less manual
labor than generic supervised learning for fresh relations.
Many efforts have made on the few-shot classification task.
The early researches fine-tune models which are pre-trained
with common classes containing adequate instances by transfer
learning (Caruana, 1994; Donahue et al., 2014). After that, metric
learning is proposed to project different classes into a distance
space (Vinyals et al., 2016; Snell et al., 2017), where similar
classes are placed close to each other. Lately, optimization-
based meta-learning is developed fast because of its fast-learning
ability to learn from previous experience and generalize to new
knowledge (Finn et al., 2017; Ravi and Larochelle, 2017). These
models, especially prototypical networks, achieve promising
results on several benchmarks, but almost all of them focus
on image processing. Observing the lack of researches about
employing FSL to natural language processing (NLP) tasks, this
paper focus on the few-shot relation classification with distant
supervision data.

Figure 2 shows an example of few-shot relation classification
(FSRC). For an unlabeled query, this method is aimed at
classifying it into a correct relation based on a few support
instances for each relation. Although FSL requires less training
examples in predicting a new relation, moderately large-scale
labeled data is necessary to train a promising FSRC model.

FIGURE 2 | An example of few-shot relation classification. Previous work

selects a single instance as the query, which may fail to provide enough

information express the semantic relation between the two entities. To solve

the problem, we take multiple instances concerning the same entity pair as

the query.

In specific, a dataset was manually labeled for FSRC, namely,
FewRel and on top of it, systematic evaluation of state-of-the-
art FSL methods (used in computer vision) was carried out for
RC (Han et al., 2018). Note that FewRel was constructed by
crowdsourcing, and thus, a number much larger than 64 × 700
of annotations are necessary, where 64 (700, resp.) is the number
of relations (labeled instances each relation, resp.) thereof.

1.1. Motivation
To recap, DS can generate large-scale data but suffers from long-
tail relations and mislabels; meanwhile, FSRC is able to recognize
new relations with few training samples, but requires moderately
large amount of human labor for data annotation. Hence, we are
at the frontiers of DS and FSRC, being ready to union them, in
order to compensate for the downsides of the two paradigms.
The combination of DS and FSRC enables the fully automatic
method to develop a RC model, which can extract the relation
held between two entities. Subsequently, the extracted triplets are
used to boost the knowledge base automatically.

In this research, we investigate the task of few-shot relation
classification under distant supervision. In realization, we refine
a previous DS dataset (Zeng et al., 2017), which was built
by aligning Wikidata with New York Times corpus, into a
reconstructed dataset for FSRC. The DS data is collected
automatically, and more details can be seen in Zeng et al. (2017).
Taking for granted that the sentences mentioning an entity pair
instantiate the relation of the corresponding entities in KBs,
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DS data is born with mislabels (Riedel et al., 2010). From the
example shown in Figure 2, we can see that, in the new scenario
of distantly supervised FSRC, both support and query sets are
practically noisy. If a single false positive instance is sampled
as a query like previous studies (Han et al., 2018; Fan et al.,
2019; Gao et al., 2019), it cannot be classified into an appropriate
relation in the support set. Since a few-shot model is optimized by
minimizing the loss of the predictions over the queries, sampling
a mislabeled instance as the query will inevitably mislead the
optimization process. To tackle this problem, we follow the
at-least-once assumption, and take an instance bag as a query:

Definition 1 (At-least-once assumption). If two entities

participate in a relation, at-least one sentence mentioning these

two entities express the relation.

Definition 2 (Instance bag). All sentences mentioning a particular

entity pair make an instance bag.

Based on the at-least-once assumption, an instance bag contains
enough semantic information to express the relation between
the target entities. Therefore, selecting instance bags as queries
alleviates the problem of misleading the optimization process
which is caused by mislabeled instances. Besides, to alleviate
the impact of false positives in the bag, we resort to multiple
instance learning (MIL) methods, which assigns a single label to
the instance bag, and achieve sentence-level noise reduction.

In previous research on FSRC, prototypical networks (PN)
achieve promising performance (Han et al., 2018) by measuring
the distances between a query and prototypes. The classic
approach (Snell et al., 2017) first encodes all instances into a
unified vector space, then generates each prototype by averaging
all support instances of a relation type. Nevertheless, the
mislabeled support instance sampled from DS data may cause a
huge deviation for the prototype. In this connection, we conceive
a attention-based MILmethod, which consists of two steps:

• Denoising the query set: as discussed above, selecting a
single instance that is unfortunately mislabeled as query
has negative effects on the optimization of few-shot models.
Thus, we take an instance bag as a query which provides
enough information for the few-shot models to recognize
an appropriate relation concerning an entity pair. Besides,
self-attention is supplied to dynamically denoise while
producing a more informative query feature vector;

• Denoising the support set: for the instances selected
as the support set for each relation, to mitigate the
issue of substantial deviation of the learned prototype
due to mislabeled support instances, support instance-
level attention is leveraged to generate a more
representative prototype.

In previous studies, Gao et al. (2019) have investigated the
support instance-level attention to strengthen the robustness of
PN to the noise in support set. However, our work differs from
Gao et al. (2019) in two perspectives: (1) Gao et al. (2019) regard
the diversity of text as the noise, while in our research, the
noise (i.e., mislabeled instances) in the support set is naturally

brought in by distant supervision, which is more challenging to
be solved; (2) as mentioned above, Gao et al. (2019) select a single
instance as the query, which negatively affects the optimization
process of few-shot models when distant supervision data is
used for training. Differently, we take an instance bag as the
query and employ MIL methods to denoise the instance bag. In
addition, to evaluate our model on the task of few-shot relation
classification under distant supervision, we reconstructed an DS
dataset for FSRC.

1.2. Contributions
To sum up, we are among the first to propose to investigate a new
task of few-shot relation classification under distant supervision,
and the technical contribution is at least three-fold:

• We adapt existing DS data for RC to confront to FSL
scenarios, which enables a fully automatic way for FSRC to
obtain large-scale potentially-unbiased training data;

• We conceive an attention-based multiple instance learning
method over prototypical networks, which reduces noise
and emphasizes important signals at both support and
query instance levels;

• The proposed task and method are empirically evaluated,
and comprehensive results verify the superiority of our
proposal over competitors under N-way K-shot settings.

1.3. Organization
In section 2, we formally define the task in this work. Related
works are discussed in section 3, then we introduce the
methodology in section 4. Afterwards, experimental results
and detailed analysis are presented in section 5, followed
by conclusion.

2. TASK FORMULATION

Formally, the task of few-shot relation classification under distant
supervision with attention-based MIL is to obtain a function

F :(R, S,Q) → r, (1)

given training data D, which is labeled by existing
knowledge bases under the DS assumption. In specific,
R = {r1, . . . , ri, . . . , rm} is the relation set, 1 ≤ i ≤ m,
m = |R|, where | · | denotes the cardinality of a set.
D = {Dr1 , . . . ,Dri , . . . ,Drm}, where Dri is a set of DS-labeled
instance bags (all) with relation ri. S is the support set, i.e.,

S = {(sr11 , s
r1
2 , . . . , s

r1
n1
), . . . , (s

rm
1 , s

rm
2 , . . . , srmnm )}, (2)

where relation ri has ni support instances, each of which is
randomly selected from Dri . Q = {s

q
1, . . . , s

q
|Q|} (|Q| ≥ 1) is

the query set, which is essentially an instance bag concerning an
entity pair.

The query set Q gives rise to the major difference with respect
to the formulation of conventional FSRC in Han et al. (2018),
Fan et al. (2019), and Gao et al. (2019). As DS data tends to have
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mislabeled instances, if the previous formulation is followed, a
mislabeled instance is likely to be sampled as the query instance;
in this case, a FSRCmodel may be intermittently confused during
training by the mislabeled query instances, as they substantially
deviate from real ones. To overcome the limitation, we propose
to employ in training an instance bag, instances of which concern
the same entity pair and are DS-labeled with the same relation r,
to replace a single query instance; by doing this, we expect that
the trained model can recover the relation r given its instance
bag. Then for testing, the trained model predicts the best relation,
where single or multiple instances can be supplied.

In this research, we adopt N-way K-shot setting, which has
been widely used in FSRC (Han et al., 2018; Fan et al., 2019; Gao
et al., 2019), i.e., N = m, and K = n1 = · · · = nm.

3. RELATED WORK

Knowledge base is becoming increasingly important for many
downstream applications, and there are various methods to boost
the knowledge base (Chen et al., 2019; Zhao et al., 2020). Relation
classification (RC) is a vital task for constructing knowledge base
automatically. Our work is related to RC via distant supervision
(DS) and few-shot learning (FSL). We review the related works
as follow.

3.1. Relation Classification Under Distant
Supervision
Most existing researches concentrate on neural models via
supervised learning (Zeng et al., 2014; Nguyen and Grishman,
2015) or distantly supervised learning (Zeng et al., 2015; Lin et al.,
2016). Supervised learning requires a large amount of annotated
data, which can be fairly expensive to acquire. As a result, many
neural models with supervised learning for RC suffer from data
insufficiency (Zeng et al., 2014; dos Santos et al., 2015). DS comes
as a remedy (Mintz et al., 2009), which can generate large-scale
training data without human labor; whereas, it inevitably brings
in mislabels and still has little coverage of long-tail relations.
Riedel et al. (2010) formulated RC under DS as amultiple instance
learning problem to alleviate the influence of mislabels, which
achieves remarkable improvement.

On the foundation of this work, other feature-based
methods (Hoffmann et al., 2011; Surdeanu et al., 2012)
are proposed to better handle noise brought in by distant
supervision. Besides, representative neural models include (Zeng
et al., 2015; Lin et al., 2016; Feng et al., 2018). Among them, Zeng
et al. (2015) perform at-least-one multiple instance learning on
DS data. To fully exploit information in an instance bag, Lin et al.
(2016) proposed selective attention over instances to dynamically
remove noisy samples. Lately, reinforcement learning (Feng et al.,
2018; Zeng et al., 2018) and generative adversarial network (Qin
et al., 2018a) were combined with these models to further
alleviate noise. These models define the task relation extraction
as a multiclass classification problem, and they can only extract
limited relations as a result. Our work is connected to DS, the
major difference is that our proposal is formulated under a FSL

framework, which can find new relations in testing, and solve the
long-tail relation problem.

3.2. Relation Classification via Few-Shot
Learning
Despite satisfactory performance, the aforementioned models
show limitations in handling relations with few training samples.
FSL provides a feasible solution to the problem of recognizing
new classes, which aims at adapting to new classes, given only a
few training samples of these classes. Many efforts are devoted to
transfer learning methods, which generalizes to new concepts by
fine-tuning models pretrained with common classes containing
adequate instances (Caruana, 1994; Bengio, 2012; Donahue et al.,
2014). Some model-based meta-learning models achieve the
rapid learning by designing a special memory unit (Santoro et al.,
2016; Munkhdalai and Yu, 2017; Mishra et al., 2018). Another
group of studies focus on optimization-based approaches (Finn
et al., 2017; Al-Shedivat et al., 2018), which either generate the
model parameters directly or predicting the updating gradients
for parameters. Afterwards, metric learning is proposed to
project instances into a unified feature space, where instances
with the same class are placed adjacent with each other (Koch
et al., 2015; Vinyals et al., 2016). Prototypical networks used
in Han et al. (2018) and Gao et al. (2019), as well as this research
is a representative method of metric learning.

As introduced in section 1, Han et al. (2018) first formulated
the task of FSRC, and a dataset FewRel for evaluating the
task was created via crowdsourcing. Based on FewRel, Fan
et al. presented large-margin prototypical networks with fine-
grained features (Fan et al., 2019). Wu et al. proposed a dynamic
prototypes selection approach with attention to fully capture
information in support set (Wu et al., 2020). Seeing texts
are more flexible and noisy than images, Gao et al. (2019)
devised tailored prototypical networks, distinguishing itself from
those used in the area of computer vision. In particular, based
on FewRel, noise was introduced by replacing at a certain
probability each support instance with a random instance of
different relation labels. In contrast, we address the noise issue,
i.e., mislabeled instances in specific, which is naturally brought
in when investigating the new task of distantly supervised FSRC,
which can be comparatively more challenging.

4. METHODOLOGY

As shown in Figure 3, the model is established based on
prototypical networks (PN), incorporating attention-based
multiple instance learning. In this paper, instances are encoded
by convolution neural network (CNN) before fed into the PN,
and other neural networks can also be employed as encoder.

4.1. Sentence Encoder
This module is used to extract semantic features of an instance.
Given a sentence t = {w1,w2, . . . ,wn}, we first transform the raw
text into a low-dimensional embedding representation, and then
feed it to neural networks to obtain a feature vector.
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FIGURE 3 | Framework of model for FSRC under DS. ts and tq denotes the support instance and query instance respectively, while Xs and Xq are the embedding

corresponding representations of ts and tq.

4.1.1. Embedding Layer
In our method, we map each discrete word token into a low-
dimensional vector by looking up a table of pre-trained word
embeddings (Pennington et al., 2014). As thus, a word wi in the
sentence t is converted into a real-valued embedding wi ∈ R

kw ,
which can express the semantic meaning of wi. Besides, we also
incorporate position features, which have been shown to be useful
for RC (Zeng et al., 2014). For each word wi, it has two relative
distances to the two entities. Two position embedding matrices
are initialized randomly and each distance can be transformed

into a kp-dimensional vector p
j
i ∈ R

kp , j ∈ {1, 2}, by looking
them up. Then, we concatenate the word embedding and position
features as

xi = [wi : p
1
i : p

2
i ] ∈ R

kw+2kp . (3)

When gathering the vector representation of all words together,
we obtain the input embeddingmatrixX = {x1, x2, . . . , xn}. After
deriving X, we feed it into a standard CNN for feature extraction.

4.1.2. Encoding Layer
We use convolution neural network (CNN) as the instance
encoder, which is of elegant encoding capability and
computing efficiency. Xi : j is the concatenation of word
vectors [xi : xi+1 : · · · : xj]. The weight matrix of the sliding filter

with a window size of ω is denoted by W ∈ R
ω×(kw+2kp). The

convolution operation is to take a dot production between W

and X(j−ω+1) : j, and generate a vector c ∈ R
m−ω+1. Generally,

multiple filters are usually required to extract more information,
and the corresponding weight matrices are represented by

̂W = {W1, . . . ,Wi, . . . ,Wd}. Each convolution operation can be
expressed by

cij = Wi ⊗ X(j−ω+1) : j, (4)

where d is the number of filters, 1 ≤ i ≤ d, and 1 ≤ j ≤

m − ω + 1. Afterwards, max-pooling operation is applied on
the convolution results to extract the most prominent feature in
every dimension, i.e.,

yi = ReLU( max
1≤j≤m

(cij)), (5)

where, ReLU is the activation function in our implementation.
Hence, a feature vector for an instance yi ∈ R

d(i ∈ {s, q})
is generated by max-pooling layer of CNN, where ys (resp. yq)
denotes support (resp. query) instance.

4.2. Attention-Based Multiple Instance
Learning Unit
Mislabeled instances are harmful to learning and evaluating
queries and prototypes. Hence, we conceive an attention-based
multiple instance learning unit to mitigate the impact. Figure 4
compares the instance selection of our model in both support
and query set with the classic method (Snell et al., 2017). From it,
we can see that if a false positive instance is sampled as a query,
the previous method cannot handle the situation. Besides, the
mean selection of support instances is fixed rather than flexible,
which restrains the appropriate selection of support instances
given a query.
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FIGURE 4 | Selection of instances in support and query set. Previous work regards all support instances equally while our method assigns selective attention scores

over the support instances. Besides, previous work cannot handle the scenario of false positive queries while our method solves the problem by selecting instance

bags as queries. (A) Previous method, (B) Our method.

4.2.1. Attention-Based MIL Pooling in Query Set
Based on multiple instance learning assumption, in the new
formulation, it is of necessity to distinguish the instances of
various importance. Consequently, given a set of feature vectors
for Q, namely, Q = {y

q
1, . . . , y

q
|Q|} ∈ R

|Q|×dc , our method
leverages an attention-based pooling operation over the multiple
instances in the bag. We use a self-attention method (Vaswani
et al., 2017), which is defined as

E = softmax(
(QW1 + b1)(QW2 + b2)⊤

√
dc

), (6)

where W1,W2 ∈ R
dc×dc , and b1, b2 ∈ R

dc are learnable
parameters of two linear projection layers, and softmax(·) is
the softmax function. E ∈ R

|Q|×|Q| is produced by letting
each instance attend mutually. And then, we average each row
of E to generate the attention score for each instance in the
query set,

αi =
exp(ei)

∑|Q|
k=1

exp(ek)
, (7)

ek =

∑|Q|
j=1,j6=k

Ekj

|Q|
, (8)

In this way, the selection of query instances is guided by the
high-quality ones in the query set.

Then, the query set representation is obtained by
consolidating the feature vectors of query instances in a
weighted form, i.e.,

ŷq =

|Q|
∑

i=1

(αiy
q
i ). (9)

In our implementation, we also try other MIL methods,
including the maximum pooling over multiple instance, which is
defined as,

ŷ
q
j = max

1≤i≤|Q|
Qij. (10)

We then concatenate all dimensions and obtain the query feature
vector ŷq.

Another MIL pooling method averages all
query instances,

ŷq =
1

|Q|

|Q|
∑

i=1

y
q
i . (11)

Besides, we also design a perceptron pooling method, which
generates the pooling weight for each query instance by,

αi =
exp(v⊤y

q
i )

∑|Q|
k=1

exp(v⊤y
q

k
)
, (12)

where v⊤ ∈ R
dc is a parameter vector. The final query vector can

be acquired by Equation (9).

4.2.2. Support Instance-Level Attention
Akin to the case of query set, instances in the support set are not
equally useful for learning a prototype when a query set is given.
Inspired by Gao et al. (2019), we proceed as follows to get a more
informative prototype for each relation,

ŷs =

K
∑

i=1

(βiy
s
i), (13)

which is a weighted combination of all support instances,
and weight βi is calculated according to the query set, as the
importance of a support instance varies by queries. Thus, βi is
defined as

βi =
exp(ei)

∑K
k=1 exp(ek)

, (14)

ek =
∥

∥

σ (yskW
s ⊙ ŷqWs)

∥

∥

1
, (15)

where ‖·‖1 is L1-norm, σ (·) is a hyperbolic tangent function,Ws

is a learnable parameter matrix, and yq is the feature vector of a
query generated by Equation (9).
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Our proposed attention-based MIL method has two
advantages. Firstly, it has flexibility in assigning different
weights to instances within a query bag, which produces highly
informative query vector for bag-level classification. In addition,
different attention methods in query set and support set has
interpretability. High attention weights should be assigned to
instances which are true positives, while false positives get
low scores.

4.3. Prototypical Networks
The basic idea of prototypical networks is to use prototypes, each
generated by a support set, respectively, to delegate a relation.
Given a query setQ, distances between its feature vector ŷq and all
the prototypes are calculated, respectively. Then, the entity pair
concerned by the query set is classified as ri, if the prototype of ri
is of the smallest distance; the probability of Q possessing ri is

p(ri|Q) =
exp(−||ŷsi − ŷq||

2
2)

∑m
j=1 exp(−||ŷsj − ŷq||22)

. (16)

To train the model, we use cross-entropy loss as the target,

J(2) = −
∑

j

logp(ri|Qj;2), (17)

where2 is the set of parameters used in themodel. Duringmodel
optimization, stochastic gradient decent (SGD) is harnessed to
maximize the objective function by updating parameters used
in the model iteratively until convergence. For each iteration,
mini-batches of samples are selected from the training set.

5. EXPERIMENTS

5.1. Data Preparation and Setup
5.1.1. Dataset
To evaluate the proposed task, we constructed a dataset named
DS-Few1, based on two widely-used DS datasets. The first one
was originally built by aligning New York Times corpus with
Wikidata2. Following the construction method of FewRel, we
grouped the instances according to their semantic relations3,
and obtained the basic version of DS-Few, consisting of 87
relations with 192, 142 instances (61, 361 entity pairs) in total4.
We used 60, 10, and 17 relations for training, validation, and
testing, respectively.

For further evaluation, we built an alternative version of DS-
Few by employing as test set another DS dataset—NYT10 (Riedel
et al., 2010). Akin to the aforementioned procedure, it was first
grouped, and then, we filtered out the sentences that literally
appeared in the training set, but retaining the clusters even if
the corresponding relations appear in the training set. Eventually,
we got a test of 20 relations (10 are seen in the training set)

1A download link to the data will be provided in the final version.
2https://github.com/thunlp/PathNRE
3In this study, clusters with <15 instance bags were discarded, because in the 10-

shot settings, at least 15 unique instance bags are necessary—10 as support instance

bags and 5 as queries.
4For ease of comparison, FewRel is of 100 relations and 70,000 instances.

with 142, 424 instances in total. In summary, the two versions
represent scenarios that are both possible in real life, i.e., a
relation may be seen or not during training.

5.1.2. Parameter Setting
For the initial embedding layer of the sentence encoder, we used
an embedding set (Wikipedia 2014+Gigaword 5) pretrained by
Glove, each of 50 dimensions; for the rest part of the sentence
encoder (e.g., position feature and CNN structure), we followed
the parameters reported in Zeng et al. (2014). Other parameters
were tuned on the validation set. We called stochastic gradient
decent to optimize the model, and grid search was harnessed
to find the optimal parameters (underscored)—initial learning
rate λ ∈ {0.01, 0.1, 0.3, 0.5}, and learning rate decay γ ∈

{0.01, 0.1, 0.3, 0.5}. That is, λ is multiplied by γ every s training
steps. We ran the model on the validation set with s = 5, 000,
every 2, 000 iterations for 8 epoches, and the best epoch was
chosen for testing. In testing, 3, 000 mini-batches are sampled
for models to predict, and the prediction accuracy is used as the
evaluation metric.

5.1.3. Experiment Setup
We denote our prototypical networks with attention-based
MIL as “AMProto.” The variants with maximum, average, and
perceptron pooling are denoted as “Proto+MAX,” “Proto+AVE,”
and “Proto+PER,” respectively. The competitors5 include
SNAIL (Mishra et al., 2018), GNN (Satorras and Estrach, 2018),
MAML (Finn et al., 2017) as well as prototypical networks
(“Proto”), Proto with self-attention (“Proto+Self”) (Wu et al.,
2020), and Proto with hybrid attention (“Proto+HATT”) (Gao
et al., 2019). SNAIL tackles few-shot learning by temporal CNNs
with attention mechanism; GNNmodels each support and query
instance as a node in a graph to learn from past experience;
MAML optimizes parameters by maximizing the sensitivity of
the loss functions of new tasks.

The widely-applied N-way K-shot setting was adopted, N ∈

{5, 10} and K ∈ {5, 10}. We tested all models five times, and the
average results are reported. For fair comparison, we evaluated
all models at instance bag level (Jiang et al., 2018), i.e., to predict a
relation for an instance bag concerning the same entity pair. For
the competing approaches that do not work at instance bag level,
e.g., Proto (Gao et al., 2019), we trained them at instance level,
and chose the instance with the highest confidence score in the
instance bag as query in testing.

5.2. Experiment Results
5.2.1. Overall Performance
Table 1 reports the accuracy results of different models. From
the results, we would like to highlight that (1) all prototypical
networks-based methods exhibit better accuracy than other
options (i.e., SNAIL, GNN, and MAML); among the rivals,
Proto+HATT is the most competitive since hybrid attention
is trained to focus on more important support instances and
feature dimensions; (2) AMProto outperforms other prototypical

5We omitted comparing with LM-ProtoNet (FGF) (Fan et al., 2019), as (1) all

model parameters were unreported, in the original paper, and (2) it performs not

as good as Proto+HATT (Gao et al., 2019).
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TABLE 1 | Overall results of models.

Methods
Basic version Alternative version

5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot 5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot

SNAIL 62.46 ± 0.37 68.11 ± 0.28 53.49 ± 0.25 56.22 ± 0.27 61.34 ± 0.35 64.77 ± 0.47 54.35 ± 0.31 57.80 ± 0.36

GNN 63.48 ± 0.59 67.92 ± 0.68 49.07 ± 0.63 54.80 ± 0.61 61.58 ± 0.86 63.28 ± 0.64 50.58 ± 0.74 54.88 ± 0.72

MAML 72.58 ± 0.48 74.46 ± 0.64 56.88 ± 0.41 60.45 ± 0.87 70.37 ± 0.71 73.41 ± 0.56 57.56 ± 0.46 61.97 ± 0.44

Proto 73.03 ± 0.23 75.31 ± 0.18 58.46 ± 0.24 61.86 ± 0.23 71.57 ± 0.32 73.80 ± 0.27 59.55 ± 0.26 62.24 ± 0.21

Proto+Self 73.14 ± 0.31 75.55 ± 0.33 58.51 ± 0.26 62.04 ± 0.25 72.24 ± 0.33 74.63 ± 0.34 59.41 ± 0.28 62.79 ± 0.26

Proto+HATT 73.51 ± 0.11 76.96 ± 0.18 58.85 ± 0.15 63.79 ± 0.17 73.17 ± 0.12 76.60 ± 0.22 59.89 ± 0.12 63.42 ± 0.16

AMProto 74.58 ± 0.21 78.38 ± 0.19 61.51 ± 0.22 65.58 ± 0.18 75.23 ± 0.25 77.86 ± 0.22 62.13 ± 0.17 65.41 ± 0.15

FIGURE 5 | PCA analysis of instance bag embeddings. (A) Proto+MAX, (B) Proto+AVE, (C) Proto+PER, (D) AMProto.

TABLE 2 | Comparison of different MIL methods.

Methods
Basic version Alternative version

5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot 5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot

Proto+MAX 73.48 ± 0.18 76.33 ± 0.14 59.02 ± 0.16 62.24 ± 0.12 73.94 ± 0.17 74.57 ± 0.11 61.19 ± 015 62.82 ± 0.09

Proto+AVE 73.45 ± 0.23 76.52 ± 0.23 59.88 ± 0.19 63.53 ± 0.18 73.89 ± 0.07 75.74 ± 0.12 61.50 ± 0.12 63.25 ± 0.14

Proto+PER 73.17 ± 0.07 77.02 ± 0.15 60.38 ± 0.22 63.63 ± 0.11 73.59 ± 0.13 75.83 ± 0.05 60.66 ± 0.09 63.04 ± 0.05

AMProto 74.58 ± 0.21 78.38 ± 0.19 61.51 ± 0.22 65.58 ± 0.18 75.23 ± 0.25 77.86 ± 0.22 62.13 ± 0.17 65.41 ± 0.15

networks-based FSRCmodels, implying that it is more robust for
the task of FSRC under distant supervision, since it introduces
attention-based MIL method to solve the false positive query
problem; (3) on two datasets, the corresponding accuracy of
different models is quite similar, demonstrating that FSRC
models perform similarly on recognizing old relations and
fresh relations.

5.2.2. Comparison of Different MIL Methods
To verify the effectiveness of the attention-basedMIL, we proceed
with comparison analysis by replacing the attention-based MIL
with other MIL methods, including MAX, AVE and PER. In this
set of experiments, for all models, we keep sampling instance bags
as queries in training and testing. The embeddings of these query
bags are projected into 2D points by using Principal Component
Analysis (PCA), which are shown in Figure 5.

The accuracy results are enumerated in Table 2. From the
results, it reads that (1) the attention-based MIL outperforms all
other MIL methods, since self-attention allows the high-quality

instances in query bag to guide better instance selection. Besides,
due to the interaction between query set and support set, a
more informative query feature vector contributes to a more
representative prototype. (2) Three competing MIL methods
achieve similar performance since they all fail to consider
information to guide the assignment of weights over multiple
instance in the query bag. The noise contained in query bag also
misleads the selection of support instances to form the prototype.

5.2.3. PCA Projection Analysis
This experiment helps appreciate the predictive effect of
different MIL methods visually. We conjecture that Proto+MAX,
Proto+AVE, and Proto+PER underperform AMProto, due to
the selection of high-quality instances in the query bag and the
representation of query feature vector. To validate, we randomly
selected 400 query instance bags of two arbitrary relations, and
encoded them with different models.

(1) there is a subtle difference in the distribution of feature
vectors by Proto+MAX, Proto+AVE, and Proto+PER; and (2) in
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TABLE 3 | Sample instances in case study.

Relation: parent_taxon Entity pair in query: (bobcat, lynx) Attention score

Support instances

1© it concludes that the closest living link to the galapagos tortoise, or geochelone nigra,

is probably a relatively small tortoise found in South America.
0.16

2© botanically, the poinsettia is euphorbia pulcherrima, a member of the euphorbiacae

family, a spurge that comprises about 5,000 specie.
0.27

3© other examples of convergence include marsupial mammals related to kangaroos and

opossums that evolved into creatures resembling lions and wolves.
0.23

4© a show-stopper was the capra pizza, in which the zing of goat cheese played off beau-

tifully against red and yellow bell pepper slices, black olives and a touch of sage.
0.09

5© by a fluke of nature, a wildcat species—felis silvestris tartessia—has survived un-

changed for the past 20,000 years in the mountains of Spain.
0.25

Query instance bag

1© bobcats or bobcat tracks have been sighted in the hudson river palisades region, but

the lynx rarely ventures south of Northern New England and New York state.
0.18

2© the lynx and the bobcat are similar in size and appearance, although the former’s ear

tufts are more prominent and its feet larger.
0.28

3© through a complicated chain of events, it was the bobcat that drove the lynx from New

York in the late 1800’s.
0.23

4© … they may have been inspired by the wide footprints of the snowshoe hare and the

lynx (a mountain version of the bobcat with especially large feet) in flight.
0.31

The mention in blue and underline is the head entity, while the mention in red and underline is the tail entity.

contrast, feature vectors by AMProto are apt to be linearly-
separable when dual attention is exerted; (3) the comparison
between AMProto and other MIL methods indicates that the
proposed attention-based MIL can learn more distinguishable
representation for query bags.

5.2.4. Case Study
We look into the case that AMProto predicts correctly but
others fail, to qualitatively show the effectiveness of attention-
based MIL. Table 3 presents a sampled case, where both support
instances and query bags are selected from the experiment under
5-way 5-shot setting. Particularly, we presented all instances in
support set, and the query instance bag which contains four
sentences concerning the entity pair (bobcat, lynx). The proposed
AMProto extracts the relation parent_taxon between bobcat
and lynx based on all sentences of the instance bag. In this
way, a triplet (bobcat, parent_taxon, lynx) can be formed to
complete existing knowledge bases.

It can be seen that our self-attention pooling over the query
bag can find the common semantic relation expressed by and
distinguish the instances of high attention scores that well express
the parent_taxon relation, from those of low scores that
are mislabeled. Besides, given the query bag, our model can
find the high-quality support instances, and assign the lowest
attention score to the fourth instance which describes the target
relation implicitly.

5.2.5. Results on FewRel Dataset
The two versions of test sets of DS-Few are constructed
automatically by distant supervision. To show the performance
of few-shot relation classification models on the human labeled
data, we also tested our proposed AMProto and all competing
methods on FewRel dataset. Specifically, we used the train set

TABLE 4 | Results on FewRel.

Methods 5-way 5-shot 5-way 10-shot 10-way 5-shot 10-way 10-shot

SNAIL 61.49 ± 0.31 66.43 ± 0.28 54.32 ± 0.36 52.48 ± 0.43

GNN 64.73 ± 0.45 66.62 ± 0.34 50.65 ± 0.37 53.53 ± 0.51

MAML 70.38 ± 0.25 74.52 ± 0.32 60.49 ± 0.24 62.46 ± 0.33

Proto 71.42 ± 0.52 75.44 ± 0.19 61.35 ± 0.28 63.21 ± 0.48

Proto+Self 72.24 ± 0.62 76.39 ± 0.26 62.75 ± 0.22 64.66 ± 0.27

Proto+HATT 72.78 ± 0.24 76.78 ± 0.27 62.47 ± 0.34 65.52 ± 0.26

AMProto 73.85 ± 0.64 77.32 ± 0.36 63.68 ± 0.46 66.27 ± 0.35

of DS-Few to train these models, and the best epochs on the
validation set are picked for testing. In our experiments, we
tested all few-shot relation classification models on the public
train set of FewRel which contains 64 relations. We tested all
models on the train set of FewRel due to two reasons: (1) the
test set of FewRel is not publicly available; (2) the train set of
FewRel contains more relations than the test set (containing
20 relations), which is more challenging for few-shot relation
classification models. The results are listed in Table 4. From the
results, we can read that our proposed AMProto still achieves the
best performance among all models when they are tested on the
human labeled data.

5.2.6. Manual Evaluation
When we use the extracted triplets to boost the knowledge base,
we usually select those with high confidence scores. It is because
we should guarantee the quality of the triplets. Therefore, the
precision of top-k triplets (i.e., P@k) is an import metric to
evaluate few-shot relation classification models. Specifically, we
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TABLE 5 | The P@k values.

Methods
5-way 5-shot 5-way 10-shot

P@100 P@200 P@300 Average P@100 P@200 P@300 Average

SNAIL 85.00 83.00 79.33 82.44 86.00 84.00 80.67 83.56

GNN 83.00 81.50 79.67 81.39 85.00 85.50 80.33 83.61

MAML 90.00 89.50 86.33 88.61 93.00 91.00 87.67 90.56

Proto 92.00 90.50 87.67 90.06 94.00 91.50 88.67 91.39

Proto+Self 94.00 92.00 88.33 91.44 96.00 93.50 89.67 93.06

Proto+HATT 94.00 92.50 89.33 91.94 97.00 94.00 89.67 93.56

AMProto 95.00 94.00 90.67 93.22 98.00 95.50 91.33 94.94

ranked all extracted triplets according to their confidence scores
and calculated the precisions at top-k triplets. In our experiments,
we tested all models under 5-way 5-shot and 5-way 10-shot
settings on the basic version of test set. Table 5 presents the
precisions at top-100, top-200, and top-300. It reads from the
results that our proposed AMProto outperforms all baselines.
Therefore, it is safer to employ AMProto than other models to
boost knowledge base.

6. CONCLUSION

In this paper, to union the advantages of distant supervision
and few-shot learning, we have investigated the task of few-
shot relation classification under distant supervision. To evaluate,
we reconstruct existing distant supervision data to confront the
scenario of FSRC. Seeing the unique challenges, we conceive
a attention-based multiple instance learning method over
prototypical networks to mitigate the mislabeled instances in
both support set and query set. Other multiple instance learning
approaches, including maximum pooling, average pooling, and

perceptron pooling, are selected as our baselines. Empirical
study verifies the feasibility of the task and the superiority of
the method over other few-shot learning models and various
baselines. From the experimental results, we can see that our
proposal is more robust to the challenging task.

Our research is evaluated under the classic N-way K-shot
setting of few-shot learning, which can be applied into the
scenario of extracting triplets from free texts in designed blanks of
forms. However, the real-world application is more complicated.
Specially, more free texts may express no relation or other
relation not in the support set, which cannot be handled by our
proposed model and the competing methods. In the future, we
will extend our work to solve the problems of negative instances
and cross-domain texts, and enable it to be applicable to more
complicated scenario of relation classification.
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Significant objects in a scene canmake a great contribution to scene recognition. Besides

the three scene-selective regions: parahippocampal place area (PPA), retrosplenial

complex (RSC), and occipital place area (OPA), some neuroimaging studies have

shown that the lateral occipital complex (LOC) is also engaged in scene recognition

processing. In this study, the multivariate pattern analysis was adopted to explore the

object-scene association in scene recognition when different amounts of significant

objects were masked. The scene classification only succeeded in the intact scene in

the ROIs. In addition, the average signal intensity in LOC [including the lateral occipital

cortex (LO) and the posterior fusiform area (pF)] decreased when there were masked

objects, but such a decrease was not observed in scene-selective regions. These results

suggested that LOC was sensitive to the loss of significant objects and mainly involved

in scene recognition by the object-scene semantic association. The performance of

the scene-selective areas may be mainly due to the fact that they responded to the

change of the scene’s entire attribute, such as the spatial information, when they

were employed in the scene recognition processing. These findings further enrich our

knowledge of the significant objects’ influence on the activation pattern during the

process of scene recognition.

Keywords: scene recognition, significant object, semantic relationship, multivariate pattern analysis, fMRI

INTRODUCTION

Scene recognition is a common and important brain activity that can help us access environmental
information. Previous studies have indicated that scene recognition relies on intrinsic properties
of scenes related to 3D spatial structure, such as expanse or degree of openness (Kravitz et al.,
2011; Park et al., 2011; Lowe et al., 2016), and the deepness of scene (Greene and Oliva, 2009;
Amit et al., 2012; Park et al., 2015). Furthermore, it has been appreciated that the significant
objects in the scene play a vital role in scene recognition. As an important part of the scene,
the objects in the scene are of great significance to the scene recognition. In addition to the
object size or other related properties (Cate et al., 2011; Konkle and Oliva, 2012; Bainbridge and
Oliva, 2015), the scene recognition can be influenced by the association of the scene and objects
(Gagne and MacEvoy, 2014; Linsley and Macevoy, 2014a; Sastyin et al., 2015). Many studies have
suggested that the nature of scene recognition is the information integration of objects in the scene
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(Biederman, 1987; Biederman et al., 1988). Moreover, behavioral
studies have shown that there is a significant decline in the
recognition accuracy when objects are removed from the scene,
and the classification accuracy based on brain activation pattern
was lower when the objects were removed (MacEvoy and Epstein,
2011). Furthermore, there is a decrease in recognition accuracy
when adding the objects that are not semantically associated with
the scene (Davenport and Potter, 2004; Joubert et al., 2007).

The related neural mechanism of scene processing has
received much attention in the decades. With the help of
functional magnetic resonance imaging (fMRI) and other
neuroimaging technologies, it has been found that there are
three main areas involved in scene processing (MacEvoy and
Epstein, 2011; Dilks et al., 2013; Cukur et al., 2016). Previous
neuroimaging studies have indicated that the parahippocampal
place area (PPA) exhibited a stronger response to scenes than the
single object (Henderson et al., 2008; Persichetti and Dilks, 2016).
In addition, stimuli from different scenes could activate different
signal patterns in PPA (Walther et al., 2009, 2011; MacEvoy and
Epstein, 2011; Epstein andMorgan, 2012), which can suggest that
the PPA is associated with the processing of scene recognition.
The retrosplenial complex (RSC) can be activated when people
view or imagine scenes (O’Craven and Kanwisher, 2000), and
it has been suggested to be responsible for spatial navigation
(Henderson et al., 2008; Auger et al., 2012; Marchette et al.,
2014). Moreover, different scenes could evoke different encoding
information in RSC (Walther et al., 2009). The occipital place
area (OPA) can respond to visually presented scenes (Hasson
et al., 2003; MacEvoy and Epstein, 2007; Dilks et al., 2011). In
recent years, some neuroimaging studies have found that OPA
also plays a causal role in scene perception (Dilks et al., 2013;
Ganaden et al., 2013; Kamps et al., 2016b).

It has been appreciated that PPA, RSC, and OPA are the key
cortical regions underlying our ability to recognize scenes and use
this information in navigation, however, these regions may play
different roles in the specific process of scene recognition (Kamps
et al., 2016a). There is still no consensus on what information
can be encoded in these regions, and the neural mechanism
underlying the association between significant objects and scene
recognition remains to be clarified. In related studies, the PPA
was demonstrated to be responsible for processing the semantic
information and showed a stronger response to objects that
shared a strong semantic with the scene (Aminoff et al., 2007;
Hassabis et al., 2007; Bar et al., 2008; Summerfield, 2010; Howard
et al., 2011). Harel et al. found that the PPA could integrate
the spatial information of scenes and object information in
scenes, and was sensitive to the absence or presence of both the
objects and the scene (Harel et al., 2013). However, MacEvoy
and Epstein argued that the lateral occipital complex (LOC)
could process the semantic information between the scene and
objects, which was not found in the PPA (MacEvoy and Epstein,
2011). These inconsistent findings indicate that the role of the
PPA has not been definitively determined in describing the
semantic association between the scene and the objects. The
RSC may share similar functions in scene processing (Maguire,
2001) and one recent functional connectivity study suggested
the RSC and PPA formed a scene recognition component

(Hao et al., 2016). However, it is unclear whether activation on
the RSC is significantly affected by the objects within the scene.
Another scene-selective region OPAmay prefer to deal with local
scene elements rather than global scene properties (Kamps et al.,
2016a), therefore we speculated the activation on the OPA would
be different if the significant objects are masked in the scenes.

In addition to the above scene-selective regions, the object-
selective region can take part in the scene processing and process
the relationship between objects and scene. As an important
area related to object recognition, the lateral occipital complex
(LOC) has shown the correlation between the activity pattern
induced by objects and that induced by scenes in several studies
(Biederman, 1987; Malach et al., 1995; Grill-Spector et al., 1998;
Kourtzi and Kanwisher, 2000; Carlson et al., 2003; James et al.,
2003; Sayres and Grill-Spector, 2008; Pitcher et al., 2009). Scenes
could be decoded by the activity pattern of objects that had strong
semantic relationships with scenes (Peelen et al., 2009; MacEvoy
and Epstein, 2011). Furthermore, Harel et al. reported a strong
decrease in neural activity when objects were removed from the
scene (Harel et al., 2013). These studies indicated a relationship
between the activation in the LOC [including the lateral occipital
cortex (LO) and the posterior fusiform area (pF)] and significant
objects within the scene.

To study the brain neural mechanism of the association
between significant objects and scene recognition, we designed
an experiment with the scene-categorization task including
behavioral and fMRI procedure which has been reported in the
work of Miao et al. (2018). In the experiments, four types of
images were shown to the participants, with each type including
intact images of the scene and images after removing one or
two significant objects from the scene. By masking the object
in the scene picture, we can study the effect of objects in scene
recognition. In our previous study, Miao et al. calculated the
signal change and performed functional connectivity analysis
based on the object-selective region LOC, and the results
showed that the masking objects affected the brain network
during scene recognition. In the present study, we focused on
the influence of masking objects on the regions of interests
(ROIs) in scene recognition by the multivariate pattern analysis
(MVPA). In the neuroimaging research, the method has been
implemented in various studies (Haxby et al., 2001; Norman et al.,
2006; Harrison and Tong, 2009). Compared with the univariate
analysis, MVPA can extract multidimensional information more
adequately (Norman et al., 2006; Davis et al., 2014). Combined
with appropriate classification algorithms, MVPA can be used to
classify activity patterns according to stimuli categories (Harrison
and Tong, 2009; Emmerling et al., 2016). Therefore,MVPA shows
more advantages when we want to study the spatial patterns
across multiple brain states. Considering the high dimensional
and small sample size of fMRI data, the Support Vector
Machine (SVM) algorithm has been widely used in the brain
states classification, which has shown a significant advantage in
the classification performance and robustness (LaConte et al.,
2005; Mourao-Miranda et al., 2005). In recent studies, cross-
classification (classifiers trained on data from a condition and
tested on data from the other condition or vice versa) has
been applied to analyze the brain activity in different conditions
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(Albers et al., 2013; Boccia et al., 2017), which can contribute
to comparing these related but not identical brain activities. For
example, cross-classification between perception and imagery
was performed to study their association and difference (Cichy
et al., 2012; Vetter et al., 2014).

In the present study, we studied the influence of significant
objects by the change of scene recognition capacity in some ROIs.
To the effects of significant objects on related brain regions,
we conducted the univariate analysis to research the signal
change on the ROIs and used MVPA to analyze the activation
patterns change when the significant objects were masked in the
scene. We speculated that the LO and pF were mainly involved
in processing the semantic correlation between the scene and
significant objects in the scene, which caused the object-selective
regions were sensitive to the absence of significant objects.
Since the scene-selective regions play different roles in scene
recognition, we speculated that the masked significant objects
may have different effects on the PPA, RSC, and OPA. By the
above analysis, there would be a further understanding of the
significant objects’ influence on the activation pattern during the
process of scene recognition.

MATERIALS AND METHODS

fMRI Data
In this paper, the fMRI dataset is from our previous study
published by Miao et al. (2018). Here, we gave a brief description
of the fMRI experiment for a better understanding, and more
details could be found in their publication.

Fourteen right-hand healthy participants were recruited in a
visual experiment, in which they watched four kinds of scenes
images: kitchen and bathroom (indoor scenes), intersection,
and playground (outdoor scenes). Each kind of scene had
four versions (NM: complete photographs; M1(A): photographs
where only object A wasmasked;M1(B): photographs where only
object B was masked; M2: photographs where both object A and
object B were masked). Defining the combination of each type of
scene and masking degree as a condition, the photographs can be
divided into 16 conditions (4 scene categories× 4 versions) when
considering the scene category and masked degree.

A block-design paradigm was used in this study. The
experiment consisted of three functional runs and one localizer
run. In the three functional runs, photographs of all the 16
different conditions were presented, in which 8 s of baseline
was first presented, followed by 16 blocks. The sample object
images and experimental design were shown in Figure 1, which
referenced to the fMRI data description of Miao et al. (2018).
In addition, the localizer run referred to the paradigm designed
by MacEvoy (MacEvoy and Epstein, 2011) which could help
us define the related brain areas. Then the details of fMRI
data preprocessing can be found in the part of experimental
procedures in the publication of Miao et al. (2018).

ROI Selection
According to previous studies on the localization method of
visual ROI (Malach et al., 1995; Grill-Spector et al., 1998), ROIs
were defined based on the activation diagram from the localizer

run. Compared with our previous work (Miao et al., 2018), we
added four new ROIs, including the pF, LO, OPA, and EVC.
The pF and LO were defined as through the contrast object
minus phase-scrambled objects, we set the peak response in
the later-ventral occipitotemporal cortex, and we located the
pF and LO, respectively. OPA was defined in the transverse
occipital sulcus where the response to scenes condition was
stronger than objects condition. As a control area, the EVC was
defined in the posterior occipital lobe through the contrast of
phase-scrambled objects minus intact objects. The PPA and RSC
were defined in the posterior parahippocampal-collateral sulcus
region and retrosplenial cortex, referring to the work of Miao
et al. (2018). Figure 2 showed the activation in each of ROI
at the group level. The peak coordinates and peak intensity of
functional ROIs at the group level were shown in Table 1. To
avoid the interindividual differences in anatomic locations of
the regions, the ROIs were identified as spheres with an 8mm
radius in every subject and the ROI coordinates for each subject
were located defined at the local maxima closest to the group
peak coordinates.

Multivariate Pattern Analysis
To clarify the roles of significant objects in scene recognition in
ROIs, we calculated the scene classification accuracy using the
activation pattern in these regions (LO, pF, PPA, RSC, and OPA)
and the control area EVC. The defined ROIs contribute to feature
selection, and the voxels involved in the defined ROIs were
included in the classification analysis. Brain patterns are labeled
according to all the scene conditions (scene categories × mask
conditions). In the present study, the SVM classifier was used
to implement the four-way classification (kitchen, bathroom,
intersection, and playground) in different mask conditions (NM,
M1, and M2) (Chang and Lin, 2011). Unsmoothed functional
data were used in the classification processing because the
spatial smoothing would destroy some useful variables (Samuel
Schwarzkopf and Rees, 2011). The classification was conducted
through the leave-one run out cross-validation approach, which
contributed to the stable and dependable classification results
by avoiding the higher correlation of the data from the same
run (Wolbers et al., 2011; Axelrod and Yovel, 2012). Afterward,
we conducted the one-sample t-test on the classification
performances to test whether the statistical value was statistically
significant (p < 0.05). Then the one-way repeated measures
ANOVA was performed to test the effect of mask conditions.
In order to assure the classification performances were reliable,
we shuffled the labels and randomly assigned to the training
samples and performed the four scene classification analysis with
the same procedure based on the “shuffled” data (Stelzer et al.,
2013).

In addition, we performed the cross-classification analysis
in which the intact (NM) scene data were used to train the
SVM model, and M1 and M2 data were used as the test
dataset. Then, the one-sample t-test was performed on the
classification results to show the difference and similarity of
activation pattern between the complete scene and scene with
masked significant objects.
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FIGURE 1 | Experiment design and materials. (A) The experimental paradigm of a single run: the run started with an 8-s fixation and followed by 16 blocks, which

were separated by an 8-s rest interval. Each block consists of 8 trials with images of the same scene category. (B) The paradigm of a single trial: a 500ms fixation was

shown at first, then a 150ms stimulus image, followed by a 350ms mask. Subjects were then required to judge the scene category within 3000ms. (C) Stimulus

examples from all kinds of scene categories: four kinds of scenes images in the conditions of no object was masked (NM), only one object was masked (M1), and two

objects were masked (M2).

FIGURE 2 | Locations of functional ROIs based on the group analysis in the localizer run. LO, lateral occipital complex; pF, posterior fusiform area; PPA,

parahippocampal place area; RSC, retrosplenial complex; OPA, occipital place area; EVC, early visual cortex.

Univariate Analysis
The result of pattern recognition reflected the overall pattern
of all voxels in the same region, while percent signal change

can reflect the activation intensity in a single region. We
used the marsbar software (http://marsbar.sourceforge.net/) to
calculate the signal change in the ROIs in three masked
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TABLE 1 | The peak coordinates and peak intensity of functional ROIs in the

group level.

Functional ROIs MNI coordinates Peak intensity

x y z

Left LO −39 −90 −3 15.02

Right LO 42 −81 0 12.44

Left pF −36 −52 −23 10.58

Right pF 39 −52 −20 12.55

Left PPA −33 −43 −8 5.64

Right PPA 36 −40 −11 4.69

Left RSC −15 −49 16 4.87

Right RSC 21 −49 10 6.05

Left OPA −39 −85 28 2.02

Right OPA 48 −76 28 3.36

Left EVC −9 −103 13 8.45

Right EVC 9 −103 16 11.85

conditions separately (NM, M1, and M2). Then paired samples
t-test was conducted between the conditions in each region to
investigate whether the activation is different across different
masked conditions. In addition, we performed repeated-
measures ANOVA to study the difference of activation intensity
across ROIs.

RESULTS

Classification Analysis by MVPA
Scene Classification in Different Mask Condition

To study the influence of masked objects on the scene
classification, we calculated and compared the classification
accuracy of the activation pattern in the three kinds of mask
conditions (NM, M1, and M2). When we classified scenes based
on the activation pattern in the LO, the results showed that the
classification accuracy is not significant higher than the chance
level (25%) when there was object masked in the scene picture
(NM: 49.44%, t13 = 8.13, p < 0.001; M1: 21.83%, t13 =−2.75,
p = 0.017; M2: 27.12%, t13 = 0.89, p = 0.391). One-way
repeated-measures ANOVA was performed to test the role of
mask conditions in the accuracy decline, and the result showed
that the classification differences in different conditions were
statistically significant (F = 35.69, p < 0.001). The post-hoc tests
showed accuracy in NM was significantly >M1 (p < 0.001) and
M2 (p < 0.001), however, there wasn’t a significant difference
between M1 and M2 (p= 0.085).

Then we performed the above analysis on other ROIs, and
the activation pattern corresponding to scenes with masked
objects was not significantly classified. The results showed greater
classification accuracies in the NM than the conditions with
masked objects.

In the pF, the successful classification was only observed in the
NM condition (NM: 47.73%, t13 = 6.85, p < 0.001; M1: 24.63%,
t13 = −0.24, p = 0.818; M2: 26.90%, t13 = 1.12, p = 0.283), and
there was significant difference in the different mask conditions

(F = 23.49, p < 0.001) by the one-way repeated measures
ANOVA. The post-hoc tests showed classification accuracy in NM
condition was significantly>M1 (p< 0.001) andM2 (p< 0.001).
We also compared the classification accuracies in theM1 andM2,
however, there wasn’t significant difference (p= 0.406).

There was also a decline for the accuracies of scene
classification in the PPA with more objects masked in three
conditions (NM: 46.02%, t13 = 6.39, p < 0.001; M1: 25.48%,
t13 = 0.40, p = 0.693; M2: 27.79%, t13 = 1.49, p = 0.160). One-
way repeated measures ANOVA showed significant differences
in three conditions (F = 26.28, p < 0.001) and accuracy in
NM was significantly >M1 and M2 (p < 0.001) by post-hoc
tests. However, there wasn’t significant difference between M1
and M2 (p= 0.289).

In the RSC, the decoding only succeed in NM condition
(NM: 49.93%, t13 = 8.59, p < 0.001; M1: 23.79%, t13 = −1.05,
p= 0.311; M2: 27.75%, t13 = 1.26, p = 0.229), and the accuracy
differences in the different mask conditions were statistically
significant (F = 41.16, p < 0.001). The difference was from the
classification accuracy in the NM and that in the M1 and M2
(p < 0.001) by post-hoc tests, however, there wasn’t significant
difference between M1 and M2 (p = 0.182). The classification
results in the OPA were similar, that is, classification accuracies
were significantly above the chance level in the NM conditions
(NM: 49.18%, t13 = 9.96, p < 0.001; M1: 24.48%, t13 =−0.40,
p= 0.697; M2: 29.72%, t13 = 2.04, p= 0.063). There was
significant difference in the different mask conditions (F = 41.56,
p < 0.001), and post-hoc tests showed NMwas significantly >M1
and M2 (p < 0.001). However, there wasn’t significant difference
between M1 and M2 (p= 0.054).

In the EVC, the successful classifications were observed in
the NM (NM: 51.15%, t13 = 9.65, p < 0.001; M1: 27.85%,
t13 = 1.72, p = 0.110; M2: 28.61%, t13 = 1.80, p = 0.096). One-
way repeated measures ANOVA showed significant differences
in three conditions (F = 28.70, p < 0.001). The classification
accuracy in the NM was significantly >M1 (p < 0.001) and M2
(p < 0.001) by post-hoc tests, however, there wasn’t significant
difference between M1 and M2 (p = 0.803). The classification
results in all ROIs were shown in Figure 3.

Cross-Classification Between Different Conditions

In the cross-classification analysis, the brain data from M1
condition can be decoded when we used the data from NM as
the train data. In the objects-selective regions and scene-selective
regions, the classification accuracies were significantly higher
than chance-level (LO: 29.56%, t13 = 3.85, p= 0.002; pF: 29.48%,
t13 = 2.38, p < 0.001; PPA: 28.83%, t13 = 3.20, p = 0.007; RSC:
28.03%, t13 = 3.22, p= 0.007; OPA:28.83% t13 = 3.09, p= 0.009;
EVC:28.42%, t13 = 2.67, p = 0.019). However, the classification
failed in the M2 condition when we used the classification model
trained on the NM condition. The cross-classification results in
the M1 and M2 conditions were shown in Figure 4.

Signal Changes in the Univariate Analysis
In addition to analyzing the changes in activation patterns,
we also compared the intensity of activation in these brain
regions under different conditions. During the process of scene
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FIGURE 3 | Pattern classification analysis based on the activation in ROIs. The black line indicates the chance level (25%). Stars indicate significant classification

accuracy in each condition and the significant difference between the two conditions;***p < 0.001, **p < 0.01,*p < 0.05.

recognition, there were significant signal changes in the LO, pF,
PPA, and the control region EVC relative to the baseline state.
The significant signal change and trend of reduction can be
found in the LO (NM: 0.48, t13 = 4.25, p < 0.001; M1: 0.37,
t13 = 4.27, p < 0.001; and M2: 0.36, t13 = 3.237, p = 0.006).
The paired t-tests indicated that the signal change of NM was
significantly greater than that of M1 (t13 = 2.63, p = 0.021) and
M2 (t13 = 2.250, p= 0.043). The similar results can be found
in the pF with significant signal changes in all the conditions
(NM: 0.31, t13 = 6.06, p < 0.001; M1: 0.27, t13 = 8.38, p < 0.001;
and M2: 0.22, t13 = 8.00, p < 0.001). There is also a significant
difference between NM and M2 (t13 = 2.33, p = 0.037, paired
t-test). These results are consistent with the signal change results
of Miao et al. (2018), in which the LOC was studies as a whole.

In the PPA, the significant signal change was observed (NM:
0.12, t13 = 4.57, p < 0.001; M1: 0.10, t13 = 4.28, p < 0.001;
and M2: 0.12, t13 = 3.34, p < 0.01), but paired t-tests indicated
that there was no obvious reduction trend across different mask
conditions. The results of signal change in the RSC and PPA were
reported in the work of Miao et al. The results of signal change
in the RSC and OPA were not significant, and we added some
detailed description about the value of signal change in present

study (RSC: NM:−0.012, t13 =−1.03, p= 0.320;M1:−0.017, t13
= −1.98, p = 0.070; and M2: −0.020%, t13 = −1.51, p= 0.154;
OPA: NM: 0.12, t13 = 2.10, p = 0.06; M1: 0.02, t13 = 0.36,
p= 0.73; and M2: 0.12, t13 = 1.65, p= 0.12).

In the control area EVC, significant signal change was
observed in each condition (NM: 1.13, t13 = 8.61, p < 0.001;
M1: 1.05, t13 = 9.90, p < 0.001; and M2: 1.09, t13 = 8.68,
p < 0.001). Paired t-tests suggested that there was no significant
transformation trend in the different mask conditions. The
results of all ROIs were shown in Figure 5.

In addition to examining the differences in the activation
intensity under different conditions, we also compared the
signal changes across ROI in the same condition. The repeated-
measures ANOVA was performed and the results showed that
there were significant differences across ROIs in each condition
(NM: F = 69.66, p < 0.001; M1: F = 73.01, p < 0.001; and
M2: F = 66.00, p < 0.001). The signal change in EVC was
significantly higher than that in other ROIs in each of the
conditions (p < 0.001, post-hoc tests). The signal change in the
LO was not significantly different from that in the pF, while there
is a significant difference compared to scene-selective ROIs in
conditions of NM and M1 (NM: LO vs. PPA, p = 0.004, LO vs.
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FIGURE 4 | Cross-classification analysis in M1 and M2 conditions. The black line indicates the chance level (25%). Stars indicate significant classification accuracy

which is higher than the chance level in each condition; ***p < 0.001, **p < 0.01, *p < 0.05.

RSC, p = 0.004, and LO vs. OPA, p = 0.022; M1: LO vs. PPA,
p = 0.021, LO vs. RSC, p = 0.002, and LO vs. OPA, p = 0.014).
In the condition of M2, there is a significant difference between
the LO and RSC (p < 0.001), which is similar to the comparison
between pF and RSC (p < 0.001). In conditions of NM and M1,
signal change in the pF was significantly higher than that in the
PPA and RSC (NM: pF vs. PPA, p= 0.021, pF vs. RSC, p < 0.001;
M1: pF vs. PPA, p= 0.029, pF vs. RSC, p < 0.001).

DISCUSSION

The objects in the scene play an important role when people
identify the scene category. In the present study, we investigated
the neural mechanism of this phenomenon based on the change
of the brain activation pattern when participants viewed the
scenes in which the significant objects were masked. Miao et
al have reported the significant influence of masking objects on
behavior results that the accuracy of scene recognition decreased
as more masked objects were removed, while the reaction time of
the participants increased (Miao et al., 2018). Our analysis of the
brain activation pattern also showed the neural representation
activated by different mask conditions was significantly different
in the related brain regions, which suggested that significant
objects played an important role in the processing of scene
recognition. Furthermore, the activation pattern showed more

difference when more objects were masked, and the details are
different in these brain regions.

As the object-selective region, the LOC plays important role
in processing object information, which has been suggested

in many previous studies, but the relationship between the
LOC and scene recognition remains to be further demonstrated

(Biederman, 1987; Malach et al., 1995; Grill-Spector et al.,
1998; Carlson et al., 2003; James et al., 2003; Sayres and
Grill-Spector, 2008; Pitcher et al., 2009). In the present study,
significant classification accuracy was found in the NM condition
in the object-selective region, which was significantly higher
than those in M1 and M2 conditions. In the control region,
however, the activation intensity of EVC was not significantly
different in the three conditions. Therefore, we speculated
that the decline of the activation intensity in the LO and pF
suggested that the object-selective region was responsible for
processing object information. One recent study found that a
virtual scene with a single object induced stronger activations
than a scene without objects (Harel et al., 2013), which is
in line with our study. Harel’s work studied the virtual scene
with only one object, but real scenes are more complex and
there are different objects in a scene. In our study, we further
investigated whether it can induce a change in the activation
pattern in brain regions if different numbers of objects were
masked in the scene. According to the difference of the percent

Frontiers in Neurorobotics | www.frontiersin.org 7 December 2020 | Volume 14 | Article 59747157

https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles


Gu et al. Neural Mechanism of Scene Recognition

FIGURE 5 | Signal changes of all ROIs with different objects are masked. The significant signal change can be found in LO, pF, EVC, and PPA. The difference

between three mask conditions was observed by paired-sample t-test; ***p < 0.001, **p < 0.01, *p < 0.05.

signal change across the different scene conditions, we can
speculate that the activation intensity in the LOC had an intimate
relationship with the amount of within-scene objects. According
to classification analysis, the activation pattern of the complete
scene was more effective when it was used to decode the scene
categories compared with that in which one or two objects
were masked in LO and pF. Statistical results showed that the
accuracy of classification was not significantly different from
the chance level in both of the M1 and M2 conditions, and
the classification accuracies in M1 and M2 conditions were
significantly lower than that in NM. Furthermore, the cross-
classification succeeded between the NM and M1 conditions
rather than between the NM and M2, which is consistent with
the behavioral results that the more masked objects lead to the
lower the scene discrimination accuracy. These results suggested
there was a similar activation pattern when only one object
was masked compared with the condition M2. According to the
related research, we speculated that object-selective region could
process the integrated information of objects and scenes in the
processing of scene recognition (MacEvoy and Epstein, 2011;
Linsley and MacEvoy, 2014b; Lescroart et al., 2015), and the LO
and pF were responsible for processing the semantic association
between objects in scenes and scenes during the processing of
scene recognition.

For the scene-selective regions, the activation intensity did
not change significantly across different conditions. There were
significant signal changes in the PPA, however, it shows no
significant difference when objects were masked. Compared with
the object-selective region, the results suggested the activation
intensity in the PPA was not sensitive to the univariate
modulation caused by the masked object. Compared with the
univariate analysis, the MVPA can contribute to finding more
information based on the activation pattern. The classification
accuracy was significantly higher than chance-level in the PPA
under the condition of NM, however, the decoding failed in the
conditions of M1 and M2. The result showed that the masked
object made an effect on the activation pattern of PPA, although
there was no significant difference in the activation intensity.
In the scene recognition, the spatial properties of scenes may
be more dominant for the PPA. Previous studies suggested that
the PPA was only responsible for the attribute information of
scenes, and it could not be activated by objects(MacEvoy and
Epstein, 2011; Persichetti and Dilks, 2016), however, the other
studies argued that the PPA was capable of processing the objects’
information related to the scene (Aminoff et al., 2007; Hassabis
et al., 2007; Henderson et al., 2008; Summerfield, 2010; Harel
et al., 2013) and it could even be affected by the information
of significant objects (Linsley and Macevoy, 2014a), which was
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consistent with our results. Also, there was a study that confirmed
the structural and functional basis of the PPA on processing
the scene-relevant relationship between objects and scenes by
using the method of voxel-based morphometry and functional
connectivity (Hao et al., 2016).

In the activation intensity analysis, it was revealed that
the signal changes were not significant in the RSC and OPA
in full scenes or scenes with masked objects. As a control
region, it is conceivable that EVC activation intensity must
be significant. We speculated that the stimuli were presented
for participants a relatively short time, which made the
scene-selective regions acquire no enough information on the
scene attribute. Furthermore, these regions contribute more
to the spatial navigation and imagination instead of scene
categorization (Epstein, 2008; Marchette et al., 2014; Vass and
Epstein, 2016), which may be another reason for not finding
significant signal change. Although the signal change did not
show a significant value, the full scene could still be decoded
based on the activation pattern of the RSC and OPA. Based on
the classification results, we found that only full scenes could be
successfully decoded in the RSC, while the scenes with masked
objects could not be classified. The RSC was demonstrated to be
specifically responsible for processing the spatial information of
scenes (Henderson et al., 2008). One recent study indicated that
the RSC anchored to local topographical features and generalized
across local spatial contexts with similar structures (Marchette
et al., 2014). Moreover, the absence of objects might affect the
representation of the entire attribute of the scene space. When
one or two objects were removed, the spatial structure of the
scene was damaged, and the activation pattern could not provide
enough information, which caused the low accuracy of pattern
recognition. Therefore, we speculated that RSC is not recruited
to process the semantic associations between scenes and objects,
which is consistent with another research of our group about
scene processing (Wang et al., 2018). According to recent studies,
the OPA may pay more attention to local scene elements rather
than global scene properties (Kamps et al., 2016a). We speculated
that the masked objects in the scene might change the local
elements so the OPA is sensitive to the lack of objects. These
findings indicated that activation in the RSC and OPA was more
responsive to the properties of the scene. As a control region,
the MVPA results of the EVC shared more similarities with
the scene-selective regions. The scene classification succeeded
in the NM condition, and there was a significant decline in
the two masked scene conditions. The EVC process low-level
features properties in visual processing (such as the presence of
text). We speculated that scene-selective areas are recruited to
process scene recognition based on the entire attribute of the
scene while the object-selective region can process the semantic
association between objects and scenes in the processing of
scene recognition.

CONCLUSIONS

In this study, we tried to explore the roles and mechanisms
of related regions in processing the association between the

significant objects and scene by masking different objects in the
scene. The impact of significant objects in scene recognition
has been demonstrated in previous behavior research. The
present study suggested that the LO and pF were sensitive
to the absence of significant objects, and the effect may
be caused by processing the semantic correlation between
the scene and significant objects in the scene. The scene-
selective regions were sensitive to the masked objects which
might be due to the change of local scene elements, which
caused the difference in spatial properties of the scene.
Overall, the regions related to the scene recognition were
affected by the information of significant objects according
to their main function in the scene recognition, and the
significant objects in the scene could play an important role in
scene recognition.
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Metastatic cervical carcinoma from unknown primary (MCCUP) accounts for 1–4% of
all head and neck tumors, and identifying the primary site in MCCUP is challenging. The
most common histopathological type of MCCUP is squamous cell carcinoma (SCC),
and it remains difficult to identify the primary site pathologically. Therefore, it seems
necessary and urgent to develop novel and effective methods to determine the primary
site in MCCUP. In the present study, the RNA sequencing data of four types of SCC
and Pan-Cancer from the cancer genome atlas (TCGA) were obtained. And after data
pre-processing, their differentially expressed genes (DEGs) were identified, respectively.
Gene ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway
analysis indicated that these significantly changed genes of four types of SCC share
lots of similar molecular functions and histological features. Then three machine learning
models, [Random Forest (RF), support vector machine (SVM), and neural network (NN)]
which consisted of ten genes to distinguish these four types of SCC were developed.
Among the three models with prediction tests, the RF model worked best in the external
validation set, with an overall predictive accuracy of 88.2%, sensitivity of 88.71%, and
specificity of 95.42%. The NN model is the second in efficacy, with an overall accuracy
of 82.02%, sensitivity of 81.23%, and specificity of 93.04%. The SVM model is the last,
with an overall accuracy of 76.69%, sensitivity of 74.81%, and specificity of 90.84%. The
present analysis of similarities and differences among the four types of SCC, and novel
models developments for distinguishing four types of SCC with informatics methods
shed lights on precision MCCUP diagnosis in the future.

Keywords: metastatic cervical carcinoma from unknown primary, random forest, neural network, support vector
machine, predict, primary sites

INTRODUCTION

Metastatic cervical carcinoma from unknown primary (MCCUP) is defined as metastatic disease
in the lymph nodes of the neck without any evidences of a primary tumor after appropriate
investigations. It is a type of cancer which originates from unknown primary sites, and
squamous cell histology is prominent, accounting for 75–90% of cases (Arosio et al., 2017;

Frontiers in Genetics | www.frontiersin.org 1 December 2020 | Volume 11 | Article 61482362

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#editorial-board
https://www.frontiersin.org/journals/genetics#editorial-board
https://doi.org/10.3389/fgene.2020.614823
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fgene.2020.614823
http://crossmark.crossref.org/dialog/?doi=10.3389/fgene.2020.614823&domain=pdf&date_stamp=2020-12-21
https://www.frontiersin.org/articles/10.3389/fgene.2020.614823/full
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-11-614823 December 15, 2020 Time: 17:2 # 2

Lu et al. Diagnosis of Metastatic Cervical Carcinoma

Jereczek-Fossa et al., 2004). The special features of the lymphatic
drainage of the head and neck regions suggest that the primary
sites may locate in head, neck (oropharynx, larynx, and
tongue) or thorax (tracheal, bronchial, lung, and esophagus)
(Jereczek-Fossa et al., 2004; Arosio et al., 2017). However, despite
comprehensive diagnostic work-ups including fibroscopy,
computed tomography, magnetic resonance imaging, positron
emission tomography, fine-needle aspiration, and panendoscopy
have been conducted, the primary site remains difficult to
identify in cases of MCCUP. An accurate identification of
the primary site is crutial for the designment of effective
treatments. Therefore, the developments of a novel and effective
method to determine the primary site in MCCUP seem rather
necessary and urgent.

The reasons for the failure of primary tumor diagnosis is not
fully elaborated; however, the small size of the primary tumor
may increase the difficulties in identifying the primary site and
the evolutions of the cancer cell itself may be one of the reasons
too (Arosio et al., 2017). The developments of high-throughput
and next-generation sequencing technologies have improved our
understanding of the molecular landscape of cancer, offering the
basis and possibility to discover predictive biomarkers for cancer
diagnosis (Roychowdhury and Chinnaiyan, 2016). Relevant high-
throughput studies indicate that squamous cell carcinoma (SCC)
shares certain common histological characteristics and molecular
signatures (Dotto and Rustgi, 2016; Campbell et al., 2018)
which makes it more difficult to identify the primary site of
MCCUPwhose pathologic type is primarily SCC. In cases of
MCCUP, determining the primary site is challenging.

Research discoveries derived through cancer genome
and transcriptome studies have potential clinical impact as
biomarkers (Roychowdhury and Chinnaiyan, 2016). And
machine learning approaches have been applied to cancer
prognosis and prediction and shown significant advantage
in differential diagnosis (Cruz and Wishart, 2007). Khan
et al. (2001) developed a model of Neural Networks (NN) for
diagnostic classification base on gene-expression signatures of the
small, round blue cell tumors (SRBCTs) of childhood, of which
four subtypes share similar appearance on routine histology.
Yang et al. (2018) used the Random Forest (RF) algorithm to
select biomarker metabolites and establish a diagnostic model in
a metabolomics study of cancer cachexia.

In the present study, a dataset from The Cancer Genome Atlas
(TCGA) RNA-Seq data of squamous cancer and TCGA Pan-
Cancer (PANCAN) data were employed to conduct a series of
bioinformatics analyses, and three machine learning models [RF,
NN, support vector machine (SVM)] were developed to explore
the potantial effective tool to distinguish these squamous cancers.

MATERIALS AND METHODS

Data Source and Data Pre-Processing
The Cancer Genome Atlas RNA-Seq data of four types of
cancer [Genomic Data Commons (GDC) TCGA Cervical Cancer
(CESC), GDC TCGA Esophageal Cancer (ESCA), GDC TCGA
Head and Neck Cancer (HNSC), GDC TCGA Lung Squamous

Cell Carcinoma (LUSC)], and the phenotype data and TCGA
PANCAN data were downloaded from University of California
Santa Cruz (UCSC) Xena database1 . The GDC sample sheet of all
squamous cell carcinomas of TCGA database2 were downloaded
from TCGA database by using the searching strategy (Disease
Type IS squamous cell neoplasms AND Program Name IS TCGA
AND Experimental Strategy IS RNA-Seq).

Based on sample ID in the GDC sample sheet, the samples
of SCC in the data PANCAN were extracted. Using the same
methods we extracted the SCC data of the four types of
cancer data (CESC, ESCA, HNSC, HNSC). Then we renamed
above data as PANCANsqu, CESC, ESCC, HNSC, and LUSC
spectively. Using the function Rtsne provided by R Rtsne to
visualize PANCANsqu based on t-distributed stochastic neighbor
embedding (t-SNE) algorithm (van der Maaten and Hinton,
2008; van der Maaten, 2014).

Differential Expression Analysis
The DESeq2 R package was used to identify differentially
expressed genes (DEGs) of each squamous cancer data (CESC,
ESCC, HNSC, and LUSC) (Love et al., 2014, 2). Padjust < 0.01
and absolute log2 FC > 2 were chosen as the cut-off criteria. The
Venn diagram was generated by VennDiagram R package.

Gene ontology (GO) and Kyoto Encyclopedia of Genes and
Genomes (KEGG) pathway enrichment analysis

GO and KEGG pathway enrichment analysis was performed
using clusterProfiler R package (Ashburner et al., 2000; Kanehisa
and Goto, 2000; Yu et al., 2012). The enriched biological processes
(BP), cellular components (CC), and molecular functions (MF)
were obtained to analyze the DEGs of each cancer at the
functional level. P < 0.01 was set as the threshold value.

Protein-protein Interaction Network
Construction
The STRING online database3 was used for analyzing the protein-
protein interaction (PPI) of the DEGs of each cancer, and
Cytoscape software4 was used to visualize the PPI network
of the DEGs (Snel et al., 2000; Shannon et al., 2003;
Szklarczyk et al., 2019).

Predict Model Construction and
Validation
The function nearZeroVar was used to identify and eliminate
zero and near-zero-variance variables, and the function
findCorrelation to remove Correlated variables with absolute
correlations above 0.9, and the function findLinearCombos to
eliminate the linear dependencies (Kuhn, 2008). The above three
functions are provided by the R caret R package (Kuhn, 2008).
Feature selection using recursive feature elimination algorithms
(Guyon et al., 2002).

The function createDataPartition was used to create balanced
splits of the PANCANsqu data, creating a single 70/30% split of

1https://xenabrowser.net/datapages/
2https://portal.gdc.cancer.gov/
3http://string-db.org
4http://www.cytoscape.org/
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the data. Then the 70% split of the data was used as training
set while the remaining 30% data was used as the validation
set. Several machine learning methodologies [RF, NN, and SVM]
were adopted to construct the model with data of the training set
using caret, e1071 and randomForest R package and 10 fold cross
validation is applied in model training (Kuhn, 2008).

Sensitivity, specificity, and area under curve (AUC) values
were determined to evaluate the performance of the established
classifier in the validation set.

The modeling process is briefly described below:
Fristly, the function trainControl was used to define the

parameters of sampling and cross-validation.
method = “repeatedcv”, number = 10, repeats = 3,

returnResamp = “all”, classProbs = T
Secondly, The function train was used to build three

training models.

1. method = “rf”, mtry = 2
2. method = “svmRadial”, sigma = 0.3469467 and C = 1
3. method = “nnet”, size = 5 and decay = 0.1

Lastly, The function predict was used to predict the sample
type base on the training model, function extractPrediction
and extractProb to acquire the model prediction results and
their probabilities.

To evaluate the performance of the model that have
been established, the function confusionMatrix was used to
obtain the confusion matrix and the ROCR R package to
draw the ROC curve.

RESULTS

Expression Profiles of Four Types of
Squamous Cancer
Volcano plots were generated to visualize the distribution of
expressed genes between cancer and normal controls from the
four RNA-Seq data (CESC, ESCC, HNSC, and LUSC). Red
or green dots in the plots represent significantly upregulated
or downregulated genesrespectively (Figures 1A–D). Venn
diagrams show the DEGs information among CESC, ESCC,
HNSC, and LUSC (Figure 1E). In total, 3429, 3749, 3462, and
7035 DEGs were identified from the four RNA-Seq data of
ESCC (CESC, ESCC, HNSC, and LUSC). A total of 236 common
DEGs were significantly changed in all four independent cohorts,
and 1511(CESC), 1324(ESCC), 1016(HNSC), and 3285(LUSC)
specific DEGs were identified in the difference set (just in one
type of cancer). Detailed information of the DEGs is provided by
Supplementary Materials.

GO and KEGG Pathway Enrichment
Analysis
GO and KEGG pathway enrichment analyses of DEGs were
performed using clusterProfiler R package, and the results were
shown in the Figure 2.

For “BP”, CESC and LUSC both showed enrichment in
cornification, epidermis development, skin development,

epidermal cell differentiation, keratinocyte differentiation,
and keratinization. The differential DEGs expressed in ESCC
mainly showed enrichment in digestion, extracellular structure
organization, extracellular matrix organization, regionalization
and hormone transport. The DEGs expressed in HNSCC
mainly showed enrichment in response to muscle contraction,
muscle system process, muscle filament sliding, actin-myosin
filament sliding, myofibril assembly and striated muscle
cell development.

For the “cellular component (CC)” ontology, ESCC
and LUSC both showed enrichment in transmembrane
transporter complex, transporter complex, ion channel complex,
anchored components of membrane. The differential genes
expressed in HNSC mainly showed enrichment in myofibril
contractile fiber part, sarcomere, I band and Z disc. The
differential genes expressed in CESC showed enrichment
in cornified envelope, collagen-containing extracellular
matrix, condensed chromosome, contractile fiber and
cell-cell junction.

Regarding “MF”, the DEGs of ESCC and HNSCC
both showed enrichment in extracellular matrix structural
constituent, receptor ligand activity and passive transmembrane
transporter activity. The differential genes expressed in LUSC
mainly showed enrichment in substrate-specific channel
activity, ion channel activity, ion gated channel activity
and gated channel activity. The differential genes expressed
only in CESC mainly showed enrichment in DNA-binding
transcription activator activity, RNA polymerase II-specific
glycosaminoglycan binding, actin binding and extracellular
matrix structural constituent.

For “KEGG pathway enrichment analysis”, LUSC mainly
showed enrichment in Retinol metabolism, ascorbate and
aldarate metabolism, Metabolism of xenobiotics by cytochrome
P450 and Bile secretion. The differential DEGs expressed
in ESCC mainly showed enrichment in Neuroactive ligand-
receptor interaction, Protein digestion and absorption, Maturity
onset diabetes of the young, Pancreatic secretion, Viral protein
interaction with cytokine and cytokine receptor and Drug
metabolism – cytochrome P450. The DEGs expressed in HNSCC
mainly showed enrichment in Hypertrophic cardiomyopathy
(HCM), ECM-receptor interaction, Salivary secretion, Calcium
signaling pathway, and Dilated cardiomyopathy (DCM).

Identification of Key Candidate Genes
With the PPI Network of DEGs
The PPI network of the four types of squamous cancer was
constructed using the STRING online database and Cytoscape
(Figure 3). Then the central node genes (more than 10
connections/interactions) were identified. In the DEGs of CESC,
the top ten highly connected genes were CDK1, CDC20, CCNA2,
CCNB1, BUB1B, CDC6, BUB1, AURKA, CCNB2, and MAD2L1.
In the DEGs of ESCC, the top ten highly connected genes
were CDK1, CCNB1, CCNA2, CDC20, BUB1, CDC6, CCNB2,
CDC45, MAD2L1, and BUB1B. In the DEGs of HNSC, the
top ten highly connected genes were CREBBP, BRCA1, UBE2I,
GNB1, PPARGC1A, POLR2F, POLR2A, POLR2H, POLR2B, and
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FIGURE 1 | Identification of the differentially expressed genes (DEGs) between tumor tissues and normal controls, (A–D) Volcano plots of genes showing significantly
different expression between tumor tissues and normal controls. The Y-axis indicates the p-values (log10 scaled), whereas the X-axis shows the fold change (log2
scaled). Each symbol represents a different gene, and the red/blue colors of the symbols categorize the upregulated/downregulated genes under different criteria
(p-value and fold change threshold). p-value < 0.01 was considered statistically significant, whereas log2 (fold change) = 2 was set as the threshold. (E) Venn
diagram of the DEGs of the four squamous carcinoma. (F): Visualized PANCANsqu RNA-seq data used by t-SNE algorithm.

POLR2K. In the DEGs of LUSC, the top ten highly connected
genes were CDK1, CCNB1, CCNA2, CDC20, BUB1, PLK1,
CCNB2, BUB1B, MAD2L1, and CDC6.

Model Construction for Discriminating
the Four Types of Squamous Cancer
The t-SNE algorithm was used to visualize PANCANsqu data
prior to model construction, as shown in Figure 1F. After
preprocessing the PANCANsqu data, 1,327 variables were
retained. To improve model predictive accuracy and reduce
model complexity, we used recursive feature elimination as
the methods of feature selection by using the function rfe
in the caret R package. Then the number of the variables
(5, 10, 15, 30, 60, 80, and 1,327) was tested in the feature
selection procedure, and it was found that 80 genes worked
the best with the accuracy of 93.35%. Table 1 showed the

detail information. As the performance of each number of
variable showed in Table 1, considering the model predictive
accuracy and the model complexity, the top 10 gene were selected
for the subsequent researches, which were C11orf85, LA16c-
431H6.6, MYBPH, MAP9, FMO2, SCGB3A1, BPIFA1, TBX1,
SRRM2, and AC016549.1.

Several statistical methodologies (RF, SVM, and NN) were
used to construct the prediction model with data from the
training set, and for each statistical methodology, using subsets
of DEGs (the top 10 genes generated by feature selection) instead
of all DEGs as variables. Receiver operating characteristic curves
were used to evaluate the predictive value (Figure 4). Among
the three statistical methodologies tested, the RF model worked
best both in the training set and in the external validation set
(Table 2), with an overall predictive accuracy of 88.2%, mean
sensitivity of 88.71%, and mean specificity of 95.42%. Mean AUC
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FIGURE 2 | Gene Ontology (GO) analyses and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis of DEGs of the four types of carcinoma
(LUSC, HNSC, ESCC, and CESC). MF, molecular function; CC, cellular component; BP, biological process. The Y-axis represents the four types of carcinoma.

for the validation sets was 0.9782. Subsequently, for the NN
model, overall predictive accuracy was 0.8202, mean sensitivity
was 0.8123, mean specificity was 0.9304, and the mean AUC
was 0.9563. For the SVM model, overall predictive accuracy was
0.7669, mean sensitivity was 0.7481, mean specificity was 0.9084,
and the mean AUC was 0.9347.

DISCUSSION

In this study, we investigated methods for the accurate diagnosis
of the primary site of MCCUP using microarrays of four
potential primary tissues (CESC, ESCC, HNSC, and LUSC).
We identified significant DEGs from four RNA-Seq data. The
similarities and differences among the four types of squamous
cancer were then analyzed using bioinformatics methods based
on these significant DEG sets. Based on the data of TCGA
PANCAN, a predictive RF model consisting of a ten-gene
signature was established that could effectively discriminate
between the four types of carcinoma.

The four potential primary sites for MCCUP, CESC, ESCC,
HNSC, and LUSC shared some common features. GO and
KEGG pathway enrichment analyses showed clear similarities
and differences among these four types of carcinoma. The
KEGG pathway in which the DEGs of these four cancers are
enriched, respectively, is rarely the same. The PPI network
analysis provided detailed interactions/connections among the

common DEGs. In the PPI network of the four types of squamous
cancer, the top ten highly connected genes were selected. It is clear
that in the top ten genes in PPI network of CESC, ESCC, and
LUSC, nine of them (BUB1, BUB1B, CCNA2, CCNB1, CCNB2,
CDC20, CDC6, CDK1, and MAD2L1) are the same.

BUB1 mitotic checkpoint serine/threonine kinase (BUB1),
BUB1 mitotic checkpoint serine/threonine kinase B (BUB1B),
both of them play a central role in mitosis which are
reported associated with aneuploidy and several forms of cancer
(Siemeister et al., 2019). Cyclin A2(CCNA2), cyclin B1(CCNB1),
and cyclin B2(CCNB2) are essential components of the cell cycle
regulatory machinery. Several researches showed that CCNB2
overexpression was associated with poor prognosis in human
hepatocellular carcinoma, non-small cell lung cancer patients
and invasive breast carcinoma (Shubbar et al., 2013; Qian et al.,
2015; Li et al., 2019). Cell division cycle 20 (CDC20) is a
regulatory molecule that plays critical roles at multiple points of
the cell cycle and may serve an oncogenic role in human cancer
(Chu et al., 2019). A study showed that CDC20 contributed
to the developments of human cutaneous SCC through the
Wnt/β-catenin signaling pathway (Chu et al., 2019). Cell division
cycle 6(CDC6) might be a biomarker of high grade and invasive
lesions of the cervix which was reported previously (Murphy,
2005, 6). Cyclin dependent kinase 1 (CDK1) is essential both for
cell division in the embryo and inhibition of CDK1 induces cell
death in human tumor cells (Goga et al., 2007; Malumbres and
Barbacid, 2009, 1). Mitotic arrest deficient 2 like 1 (MAD2L1) is
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FIGURE 3 | The protein-protein interaction (PPI) network of the differentially expressed genes (DEGs). The color of nodes represents the number of connections, the
darker the color, the more connections.

TABLE 1 | The performance of each different number of variable tested in the
feature selection procedure by using the function rfe in caret R package.

Variables Accuracy Kappa Accuracy SD Kappa SD

5 0.8256 0.7401 0.01802 0.02615

10 0.9034 0.8565 0.02822 0.04214

15 0.9209 0.8823 0.01809 0.02695

30 0.9321 0.8988 0.01848 0.02770

60 0.9279 0.8926 0.02110 0.03159

80 0.9335 0.9009 0.02211 0.03303

1327 0.9125 0.8688 0.02950 0.04434

the gene controlling mitosis whose expression was found to be
involved in carcinogenesis and prognosis of small cell lung cancer
(Wu et al., 2018, 2).

Research discoveries derived from cancer genome and
transcriptome studies have potential clinical impacts on
biomarkers (Roychowdhury and Chinnaiyan, 2016). Machine
learning approaches have been applied to cancer prognosis and
prediction (Cruz and Wishart, 2007). RF is one of machine
learning algorithms used for supervised learning, which can
be used for both classification and regression tasks too. The
pros of Random Forests are that it is a relatively fast and
powerful algorithm which can be parallelized and performs
well on many problems, and even with small datasets, the
output returns satisfying prediction probabilities. Zhou et al.
(2017) used the RF classifier to select feature genes from mRNA
microarray data to diagnose renal fibrosis. Han et al. (2019)
used RF to predict the developments of end-stage renal diseases
in immunoglobulin nephropathy patients. SVM is a novel
machine learning method that simplifies the usual classification
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FIGURE 4 | Predictive performance of three machine learning methodologies [Random Forest (RF), Neural Networks (NN), support vector machine (SVM)]. Receiver
operating characteristic curve analysis of three machine learning model for classifying the four types of carcinoma (LUSC, HNSC, ESCC, and CESC). AUC, area
under curve.

TABLE 2 | Statistical models for discriminating the four types of carcinoma (LUSC,
HNSC, ESCC, and CESC) and their predictive performances.

Method Accuracy Sensitivity Specificity AUC

RF 0.882 0.8871 0.9542 0.9782

NN 0.8202 0.8123 0.9304 0.9563

SVM 0.7669 0.7481 0.9084 0.9347

RF, random forest; NN, neural networks; SVM, support vector machine; AUC,
area under curve.

and regression problems. A small number of support vectors
determine the final results and are not sensitive to outliers. This
helps us eliminate large number of redundant samples and grasp
key samples, which makes us avoid the sense of ”dimensionality
disaster” and enables the algorithm to have good “robustness.”
The SVM classifier is well suitable for signature modeling (Fan
et al., 2004). Guyon et al. (2002) used the SVM classifier to
select feature genes from DNA microarrays and showed great
classification performances. Fan et al. (2004) proved that the
SVM classifier used for feature gene selection could speed up
the classification process and generalization performances. NN
is a parallel computing model to the human neural structures,
which has basic characteristics such as learning, memory, and
inductions of the human brain and can process continuously,
discrete data and predict data. Besides,it has strong robustness,
memory ability, non-linear mapping ability and strong self-
learning ability. Selvaraj et al. (2018) used NN algorithms to
identify candidate drugs in a lung adenocarcinoma research.
Shaabanpour Aghamaleki et al. (2019) applied the NN in order
to identify a molecular biomarker for rapid leukemia diagnosis
from blood samples and evaluate its potential for the detection
of cancer.

However, there are no studies using machine learning
approaches for the diagnosis of MCCUP. In the present
study, three statistical methodologies were used to construct a
prediction model using data from the training set. For each
statistical methodology, the use of subsets of DEGs instead
of all DEGs improved the predictive performance. Among
the three statistical methodologies (RF, NN, and SVM) used

to construct the prediction model, the ten gene RF model
including C11orf85, LA16c-431H6.6, MYBPH, MAP9, FMO2,
SCGB3A1, BPIFA1, TBX1, SRRM2, and AC016549.1 showed the
best performance both in the training set and in the external
validation set.

The ten-gene signature capability of effectively differentiating
the four types of squamous carcinoma has potential diagnostic
value in MCCUP. The training set and validation cohorts
were retrospective, therefore these findings must be validated
prospectively in future studies. In addition, we just analyzed four
potential primary sites of MCCUP, future studies should include
additional potential primary sites of MCCUP and more extensive
data, as well as more complex machine learning methods.

In conclusion, the present study analyzed the similarities and
differences among CESC, ESCC, HNSC, and LUSC, which are
four potential primary sites of MCCUP. A ten-gene predictive
RF model was established based on the RNA-Seq data of the
four types of carcinoma, which might have clinical utility for the
accurate diagnosis of MCCUP and provide useful guidance for
personalized and precision therapy.
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Neuroinflammation is a common factor in neurodegenerative diseases, and it has been

demonstrated that galectin-3 activates microglia and astrocytes, leading to inflammation.

This means that inhibition of galectin-3 may become a new strategy for the treatment

of neurodegenerative diseases. Based on this motivation, the objective of this study

is to explore an integrated new approach for finding lead compounds that inhibit

galectin-3, by combining universal artificial intelligence algorithms with traditional drug

screening methods. Based on molecular docking method, potential compounds with

high binding affinity were screened out from Chinese medicine database. Manifold

artificial intelligence algorithms were performed to validate the docking results and further

screen compounds. Among all involved predictive methods, the deep learning-based

algorithmmade 500 modeling attempts, and the square correlation coefficient of the best

trained model on the test sets was 0.9. The XGBoost model reached a square correlation

coefficient of 0.97 and a mean square error of only 0.01. We switched to the ZINC

database and performed the same experiment, the results showed that the compounds

in the former database showed stronger affinity. Finally, we further verified through

molecular dynamics simulation that the complex composed of the candidate ligand and

the target protein showed stable binding within 100 ns of simulation time. In summary,

combined with the application based on artificial intelligence algorithms, we unearthed

the active ingredients 1,2-Dimethylbenzene and Typhic acid contained in Crataegus

pinnatifida and Typha angustata might be the effective inhibitors of neurodegenerative

diseases. The high prediction accuracy of the models shows that it has practical

application value on small sample data sets such as drug screening.

Keywords: artificial intelligence, deep belief network, molecular dynamic simulation, galectin-3,

neurodegenerative disease

INTRODUCTION

Neurodegenerative diseases (ND) cause the progressive death of central neurons, leading to brain
dysfunction and the development of diseases, such as Huntington’s disease (HD) (Macdonald
et al., 1993), Alzheimer’s disease (AD) (McKhann et al., 1984) and Parkinson’s disease. ND
often result from the aberrant deposition of aggregated host proteins (Voet et al., 2019).
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GRAPHICAL ABSTRACT | Graphical abstract of the role of Gal3 in HD pathogenesis. The level of Gal3 expressed by microglia is low under normal conditions. In HD

patients, mutant Huntingtin (mHTT) continues to accumulate due to Huntingtin (HTT) mutations and NFκB is activated. NFκB triggers Gal3 aggregation, while Gal3

feedback promotes NFκB activation. mHTT causes lysosome damage, but Gal3 prevents the damaged lysosome from being cleared. NLRP3Inflammasome and

proinflammatory factors (such as IL1β) increase in number, causing neuronal death and repair of damage.

At present, the mechanism of ND is not clear, but inflammation
is considered to be a common factor (Saijo et al., 2010).
Galectin-3 (Gal3) is an important member of the galectin
family (Romero and Gabius, 2019). Gal3 is a key molecule
linking inflammation and decreased insulin sensitivity (Li
et al., 2016). Recently, more and more studies have shown
that Gal3 is closely related to ND. Gal3 plays an important
role in regulating inflammation (Henderson and Sethi, 2009).
Extensive research on Gal3 in the central nervous system
has shown that Gal3 promotes inflammation (Shin, 2013).
Inhibition of Gal3 can help reduce inflammation in ND (Ramirez
Hernandez et al., 2020). In the brains of AD patients, Gal3
promotes the activation of microglia (Ramirez et al., 2019),
and inhibition of Gal3 may be a potential pharmacological
method for the treatment of AD (Boza-Serrano et al., 2019). The
latest research found that the brain Gal-3 content of patients
and mice with HD is higher than normal. Inflammation can
be controlled and the accumulation of mutant Huntingtin is
reduced by inhibiting Gal3 (Siew et al., 2019). From the signal

transmission process (Graphical Abstract), it can be identified
that inhibition of Gal3 may become a new drug target for
HD treatment.

Understanding the basic laws of target protein-drug
interactions is the basis of molecular targeted drug design,
which plays a vital role in drug discovery and drug design
(Rahman et al., 2020). Gal3 is one of the most potential target
proteins for treating ND. Molecular docking method and active
ingredient screening techniques are used to screen out drug
molecules that have inhibitory effects on the target protein
from drug database (Abdolmaleki et al., 2017). Traditional
Chinese medicine is a medicine with great modern potential
(Wen et al., 2019). Greater than 85 percent of patients diagnosed
with COVID-19 in China have received Chinese medicine for
adjuvant treatment (Yang et al., 2020). Therefore, discovering
and designing the Chinese medicine prescription inhibitors of
Gal3 is expected to have curative effects ND treatment. With the
continuous improvement of computer performance, artificial
intelligence (AI)-based methods are increasingly applied to
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FIGURE 1 | The flowchart of experiment design. The experiment is mainly divided into three parts, including virtual screening, artificial intelligence algorithms and

molecular dynamics simulation. The range of candidates is gradually compressed.

various stages of drug discovery (Chen et al., 2018a; Schneider
et al., 2020; Senior et al., 2020). Machine learning methods are
used to predict biologically active properties (Kaiser et al., 2018;
Correia et al., 2020). SVM and other methods were used to
establish four quantitative prediction models of the inhibitory
activity value of HIV-1 integrase inhibitors (Xuan et al., 2013).
The DeepTox algorithm shows good accuracy in predicting
the toxicity of compounds (Mayr et al., 2016). Drug-drug
interactions prediction (Zhang et al., 2019), biomolecular
properties prediction (Hessler and Baringhaus, 2018) and
quantum mechanical property prediction are combined with AI
that is used in pharmacodynamic research of new synthetic drug
candidates, which can greatly save costs. The combination of AI
and traditional Chinese medicine may be a new development
trend of modern Chinese medicine in the future (Liu et al., 2017).

Based on the discovery of Gal3 as a key target protein
in a new pathogenesis closely related to HD, the purpose

of this study to screen potential compounds that inhibit
Gal3 has been determined. The contribution of our study
is 2-fold. Methodologically, we have added AI algorithms
to establish a compound activity value prediction model
based on traditional drug screening methods, including
molecular docking and molecular dynamics (MD) simulation
(Kumar et al., 2020), accelerating the process of new drug
discovery. Screening drug molecules from traditional
Chinese medicine (TCM) database is an innovation and
beneficial supplement to screening from the general database.
Practically, the underlying relationship between compound
activity values and input molecular properties can be
acquired through algorithm models. Target variable is an
important evaluation index of drugs, which can provide
researchers with reference, and the high accuracy of the
model improves reliability. Figure 1 provides the flowchart of
experiment design.
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MATERIALS AND METHODS

Molecular Docking Screening
Molecular docking is a virtual screening tool and can identify lead
compounds from large small molecule databases, which reducing
the number of experimental screening compounds and thus
shortening the research cycle (Elmezayen et al., 2020; Pant et al.,
2020). Molecular docking can be used to investigate the possible
weak interactions between small molecule ligands and large
molecule receptors and to calculate their affinity (Liu et al., 2019).
The sequence of Gal3 was obtained fromUniProt knowledgebase
[(Identifier: P17931) (Bateman et al., 2017), and the crystal
structure was obtained from RCSB Protein Data Bank (PDB ID:
6QLR) (Burley et al., 2019; Kumar et al., 2019), with a resolution
of 0.97 Å. Through preprocessing operation, including removing
crystal water molecules in the composite crystals, replenishing
missing hydrogen atoms and optimizing energy by using the
CHARMm27 force field (Brooks et al., 2009), a receptor protein
with high confidence binding site was presented. The binding
site was defined with the pro-ligand. A total of 18,776 molecule
compounds obtained from the TCM database (TCM Database
@Taiwan) (Chen, 2011) and 148,120 molecule compounds from
ZINC database (http://zinc.docking.org/) (Irwin and Shoichet,
2005) were used as ligands for molecular docking, respectively.
The original ligand in the complex was used as the control
ligand, which was used as a reference for docking results. All
involved experiments were implemented on LigandFit module
in Discovery Studio Client v17.2.0.16349 (DS). Ligandfit has the
functions of automatic search and confirmation of the active site
of the receptor molecule, conformationally flexible multi-ligand
docking, and evaluation of interaction scores based on force fields
(Venkatachalam et al., 2003).

Artificial Intelligence-Based Prediction
Models
Data Collection and Processing
Relevant information (structural formula and IC50) of the small
molecules reported that have inhibitory effect on Gal3 were
collected from literatures, invention patents, and drug generation
companies. Chemdraw was used to draw the structural formula
of molecules(Mills, 2006). In addition, from open source small
molecule databases such as PubChem (Kim et al., 2019),
ChEMBL (Gaulton et al., 2017) and ZINK, we have downloaded
the corresponding three-dimensional structure containing Gal3
inhibitors. All collected compounds were saved as Mol format
files and converted to SDF format through Chem3D. The sample
with clear IC50 value could be kept, and 56 molecular samples
were included. Chem3D software was used to minimize the
molecular posture energy of all molecule samples. All qualified
molecular samples were also subject to molecular attitude energy
minimization processing. The IC50 value was changed to pIC50
as target variable by equation (1). All collected and sorted
sample molecules were imported into DS to calculate molecular
properties of 204 types that used as the input feature set.

pIC50= 6− log10 (IC50) (1)

Algorithm 1: AdaBoost

1. Initialize weights distribution of training samples:
D1 = (ω11,ω12, ...ω1i...,ω1N) ,ω1i = 1/N, i = 1, 2....,N

2. Form = 1, 2, · · · ,M multiple iterations:
(1) Training the weighted Dm sample set to obtain the base

learner Gm (x)
(2) Calculating the maximum error of the training set: Em =

max | yi − Gm (xi) |
(3) Calculating the relative error of each sample:

emi =
|yi−Gm(xi)|

Em
(4) Calculating the regression error rate:

em =
∑N

i=1 ωmiemi

(5) Calculating the weight coefficients of weak learners:
αm =

em
1−em

(6) Updating the weight distribution of the sample set:
ωm+1,i =

ωmi
Zm

αm
1−em

Zm =
∑N

i=1 ωmiα
1−emi
m

Dm+1,i =
(

ωm+1,1,ωm+1,2, ...ωm+1,i...,ωm+1,N

)

3. Output the ultimate strong learner
f (x) =

∑M
m=1 (ln

1
αm

)αmGm (x)
end

We performed AdaBoost, random forest, XGBoost, deep belief
network and other models to build models for predicting
pIC50 values. These models are widely used AI-based machine
learning models, with fast convergence speed and advantages
in processing small sample data, which is very suitable for our
small-scale data experiments.

AdaBoost Model
The kernel of adaptive boosting algorithm (AdaBoost) is to build
a strong learner by connecting multiple weak learners (Huang
et al., 2020). AdaBoost algorithm adjusts the weight of samples
in the training set of each round by increasing the weight of
the samples that were incorrectly predicted in the previous
round (Ratsch et al., 2001). The iteration continues until the
predetermined error rate is reached or the specified maximum
number of iterations is reached (Figure 2). The ultimate strong
learner is combined by linearly weighting and summing all base
learners, and the base learner with small error rate has a larger
weight coefficient. Details of the AdaBoost algorithm is presented
in Algorithm 1. In this study the optimal number of decision trees
was set as 15 based on some initial trials.

Ridge Regression Model
Ridge regression (RR) works well on condition that the number
of independent variables is more than the sample size. As shown
in equation 2, the RR model adds a penalty term of the L2
norm to the objective function of the ordinary linear regression
mode (Yang and Wen, 2018), which contributed to the biased
estimation of the regression coefficient β. Generally, RR is a
regression method that solves the ill-conditioned matrix problem
at the cost of giving up unbiasedness and reducing accuracy. The
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FIGURE 2 | The flow chart of AdaBoost algorithm. Multiple weak learners are combined into one strong learner.

alpha parameter was set to 0.05 in the case study.

J (β)=
(

y− Xβ

)T
+λβ

T
β

⇒ β=
(

XTX+λI
)−1

XTy (2)

SVM Model
Support vector machine (SVM) can be divided into support
vector classification (SVC) and support vector regression (SVR)
in practical applications (Chang and Lin, 2011). SVR is designed
to fit each training sample and retain all the main features
that characterize the algorithm to minimize errors. The kernel
function is used to replace the linear term in the linear
equation to make the original linear algorithm non-linear, which
is used to achieve non-linear regression (Figure 3). SVR has
high accuracy and strong generalization ability to solve small
sample data. It has better applicability for the diversity of
drug molecular characteristics and less sample data. In this
study, the SVR algorithm was used to quantitatively predict the
inhibitory activity of Gal3 inhibitors. All data were plotted in
28-dimensional space, and the error tolerance parameter was set
to 0.39.

Elastic Net Model
Elastic net (EN) is a linear regression model trained using L1, L2
norms as prior regular terms (Zou and Hastie, 2005). EN is very
effective in cases where multiple features are interconnected. The
cost function of elastic network is as shown in Equation 3. When
r is equal to 0, it is RR, when r is equal to 1, it is Lasso regression
(LR). EN is compromised in RR and LR.

J (θ) =MSE (θ)+γα
∑n

i=1 |θi| +
1−γ

2 α

∑n
i=1 θ

2
i (3)

Random Forest Model
Random forest (RF) algorithm uses bootstrapmethod to generate
training set (Breiman, 2001). Through random row and column
(samples and features) sampling, seven decision trees were
constructed to form a decision tree forest. The final prediction
result was obtained by weighted average or voting. RF can achieve
parallel learning and has a good filtering effect on noise and
abnormal data (Athey et al., 2019). The model training process
is given in Algorithm 2.

Frontiers in Neurorobotics | www.frontiersin.org 5 December 2020 | Volume 14 | Article 61732774

https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles


Deng et al. AI-Based Application Exploring ND Inhibitors

FIGURE 3 | The flow chart of SVR algorithm. All data are plotted in n-dimensional (n = 28) space, n represents the number of features of the data.

Algorithm 2: Random forest

1. Training set Dffeature =
{(

x1, y1
)

,
(

x2, y2
)

, . . . ,
(

xn, yn
)}

2. For t = 1, 2, . . . , T do
(1) Random sampling m sample points, constructing a

training set Dt

(2) Using Dt to train a decision tree
(3) Least squares regression tree as an example

Choosing the optimal segmentation variable i and the
Segmentation Point s:

mini,s

[

minc1
∑

xj∈R1(i,s)

(

yj − c1
)2

+minc2
∑

xj∈R1(i,s)

(

yj − c1
)2

]

The selected pairs (i, s) were used to divide the region and
determine the corresponding output values: R1 (i, s) =
{

x|xi ≤ s
}

,R2 (i, s) =
{

x|xi > s
}

cκ = 1
Nκ

∑

xj∈Rκ (i,s)
yj, x ∈ Rκ , κ = 1, 2

Continue to iterate steps a and b for satisfying the
condition

The input space was divided into K regions:
f (x) =

∑K
κ=1 cκ I (x ∈ Rκ )

end

Gradient Boosting Regression Model
Gradient boosting regression (GBR) is an algorithm that
improves by learning from mistakes. Each calculation of it is to
reduce the residual error of the previous time and establish a

Algorithm 3: Gradient boosting regression

1. Initialize F0 (x) = arg minγ

∑

n
i=1L(yi, γ )

2. Form = 1, 2, · · · ,M :
(1) For i = 1, 2, · · · ,N compute pseudo-residuals: rim =

−

[

∂L(yi , F(xi))
∂F(xi)

]

F(x)=Fm−1(x)

(2) Fit a base regression tree to the targets rim giving terminal
regions
Rjm, j = 1, 2, · · · , Jm

(3) compute multiplier γjm :
= arg minγ

∑

xi∈Rjm
L(yi, Fm−1 (xi) + γ )

(4) Update: Fm (x) = Fm−1 (x) +
∑Jm

j=1 γjmI (XǫRjm)

3. Output

f̂ (x) = fM(x)
end

new model in the direction of the negative gradient (Chen et al.,
2018b). The least square error was used as the loss function of
regression prediction, and the number of decisions was set to 7.
The sub-models are integrated as the final predictive model. The
algorithm flow is given in Algorithm 3.

K-Nearest Neighbor Model
K-nearest neighbor (KNN) randomly divides the matrix into a
training subset and a test subset, and returns the divided samples
and labels. The Euclidean distance between the samples was
calculated and sorted according to the distance (Abdel-Basset
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Algorithm 4: XGBoost

1. Training set D =
{(

x1, y1
)

,
(

x2, y2
)

, . . . ,
(

xm, ym
)}

2. Loss function MSE (mean square error):

L (θ) =
∑

i

(

yi −
¯
yi

)2

where, yi is the real value, ȳi is the predicted value.

3. For k= 1, 2, . . . , K do
(1) The definition of the predicted model:

ȳi =
K
∑

k=1

fk (xi) , fk ∈ F

K is the number of trees, F includes all possible trees, fk is a
specific tree,
fk (xi) represents the predicted value of xi on the kth tree.
(2) Minimizing objective function Lobj (θ) to acquire fk.

Lobj (θ) =
∑n

i L (θ) +
∑K

k=1 �

(

fk
)

�

(

fk
)

is the complexity of tree fk.
4. Output fk

e n-dimensional d

et al., 2020). The average value of the k (k= 4) samples closest to
the target to be predicted was selected as the regression prediction
value of the new sample.

XGBoost Model
XGBoost (XGB) algorithm improves the accuracy of the
algorithm by adding the number of decision trees (Lai et al.,
2020). The detailed process is shown as Algorithm 4. We used
the xgb.DMatrix function. The representationmethod of the data
in libsvm is a sparse matrix, which is very suitable for a large
number of features and sparse. When there are missing values
in the sample, XGB can automatically learn the split direction.

Deep Belief Network
Compared with traditional artificial neural networks, deep
learning-based frameworks with huge numbers of multiple
hidden layers maintain two-way fidelity of information
transferring between different levels of abstraction during model
learning (LeCun et al., 2015). Deep learning algorithms are
widely used in drug design research such as protein structure
prediction and disease diagnosis (Li et al., 2020; Senior et al.,
2020). Deep belief networks (DBN) is the foundation of deep
learning. In this study, we trained a quantitative prediction
model of the inhibitory activity value of Gal3 inhibitors using a
simple fully connected neural network with three hidden layers
(Figure 4). The activation function was configured as rectified
linear unit (ReLu) (Agarap, 2018). Furthermore, we introduce
the Dropout method was to reduce the amount of calculation
and increase the robustness of the model, by randomly pruning
some neural units in the hidden layer with a predetermined
probability (Zhang et al., 2018).

Molecular Dynamics Simulation
Molecular docking methods can narrow the scope of searches
from large compound databases. Combining the molecular
docking score and the target value predicted by artificial
intelligence-based models, four optimal compounds (6318, 5372,
22157, 7649) ligands were finally screened as candidates for MD
simulation. MD simulation can simulate and analyze the ligand-
receptor movement process, and obtain some key information
from the process to verify their stability (Song et al., 2019).
SwissParam was chosen as the tool for generating topology files
(Zoete et al., 2011), the mol2 file of candidates were submitted to
obtain topology files with parameters such as atom type, charge
and bonding conditions. The four candidate small molecules
were combined with the processed Gal3 receptor protein and
divided into four groups A, B, C, and D for MD simulation.
CHARMM27 force field was used to describe the receptor protein
(Sapay and Tieleman, 2011). Using TIP3P water molecule model,
adding water as the solvent of the complex system, while adding
NaCl and sodium ions to maintain the electrical neutrality of the
system. The steepest descent method was used to optimize the
energy of 5,000 steps to make the system reach near the lowest
point of energy. After the optimization, it entered the equilibrium
stage, and the positions of proteins and ligands needed to be
restricted. First, balance for 10 ns under the constant number
of atoms, constant volume and constant temperature (NVT)
ensemble, and the system temperature rose from 0 to 310K.
Then it was equilibrated for 10 ns under the constant number
of atoms, constant pressure and constant temperature (NPT)
ensemble, and the temperature was kept at 310K, which was used
to simulate the physiological environment in the human body.
The V-rescale method is used for temperature coupling, and the
Parrinello-Rahman method is used for pressure coupling. After
the equilibrium stage was over, the restriction was released, and
each combination was subjected to 100 ns MD simulation under
the NPT ensemble. In the simulation process, periodic boundary
conditions (PBC) were used in all directions to eliminate possible
boundary effects. The time step was set to 2fs, and the coordinate
file and the energy file were recorded every 2ps.

RESULTS AND DISCUSSION

Molecular Docking
Compounds from the TCM database were used for high-
throughput virtual screening against Gal3, and the top 10
compounds were shown in Table 1. According to the docking
scores of screenings, 6318, 5372, 7649, and 22157 (Table 1) were
selected for further analysis. 2D diagram of these molecules
in docking results showed potential interactions between key
residues and ligands, including hydrogen bonds, van der Waals,
salt bridge, Pi-Pi stacked, etc (Figure 5). These four TCM
compounds have a common property, a carboxylate group in
their chemical structures. Based on the docking poses of Gal3 in
Figure 6, the α, β-unsaturated carbonyl groups of 6318 formed
two hydrogen bonds (2.4 and 2.5 Å) with LYS176 and ARG144 of
Gal3, respectively. Themethoxy of 6318 formed a hydrogen bond
(2.2 Å) with ARG162. The carboxylate group of 5372 formed a
2.1 Å hydrogen bond with LYS176. 7649’s benzoic acid groups
interacted with LYS176 and ARG144 through three hydrogen
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FIGURE 4 | Deep Belief Network generated by applying dropout. The mean square error is used as the loss function. The neural network weights are updated by an

Adam optimizer with a learning rate of 0.0006. Rectified Linear Units and Dropout methods are utilized.

TABLE 1 | Docking score, predicted activity value of top ten TCM candidates, top two ZINC candidates and control ligand.

Index Name Predicted value (pIC50) Docking Score

ABR RR SVR EN RF GBR KNN XGB DBN

6318 Chinese Hawthorn 7.119 6.830 6.791 6.851 6.665 6.839 6.693 7.093 6.162 125.276

22157 Longbract Cattail Pollen 7.155 7.519 7.532 7.440 6.696 6.937 6.554 7.093 5.743 116.132

5372 Carnation 6.951 7.023 7.148 7.128 7.061 7.037 6.887 6.380 5.591 119.682

7649 Staphyleaceae 6.650 7.956 8.281 8.099 6.886 6.779 6.942 6.510 6.629 116.693

2246 Amur Adonis 6.951 6.873 6.967 7.012 6.816 7.002 6.938 6.380 5.537 117.959

14992 White Mulberry Fruit 5.658 4.901 4.750 4.933 5.768 6.088 5.838 5.929 2.528 114.298

2670 Java Brucea 5.793 4.861 4.774 4.926 5.849 6.444 6.257 5.598 3.829 106.878

8713 Whiteflower Leadword 7.143 7.048 7.057 7.083 6.726 6.937 6.552 7.211 2.044 110.309

22676 Common Threewingnut 6.076 8.094 7.947 7.853 5.767 5.723 6.177 5.866 3.541 110.031

210 Fresh Common Ginger 6.509 5.143 5.171 5.100 6.347 6.011 6.020 6.769 2.963 106.732

ZINC000019363537 Tetraethylenepentamine 5.301 4.622 4.630 4.538 5.319 5.133 5.742 5.438 0.611 102.451

ZINC000019364225 Trientine 5.818 5.455 5.276 5.313 5.577 5.836 5.759 5.598 0.529 90.915

Control J4N 6.180 6.838 6.902 6.899 6.542 6.034 6.979 6.510 4.962 56.381

bonds (1.7, 1.6, and 1.7 Å). The carboxylate group of 22157 had
H-bonding interactions with ARG144 and ASN160 (1.7 and 2.4
Å), and the β-ketone carboxyl group engaged with ASP148 and
LYS176 through two H-bonds. The hydrogen bond interaction of
the compounds with LYS176 and ARG144 indicated that these
were two key residues. The same experiment had been done with
ZINC database and the results showed that the binding affinity
was weaker than that from the TCM database.

Prediction Results of Models
During the whole validation process, the prediction accuracy
on testing sets is used to quantify the performance of different
prediction algorithms. Both Mean Square Error (MSE) and
square correlation coefficient (R-square) are set as the metric for
prediction accuracy. MSE is the expectation of the square of the

difference between the predicted value and the true value, which
is used to evaluate the predicted result. The smaller the MSE,
the stronger the model’s ability to fit the experimental data. R-
square represents the quality of a fit through changes in data. The
normal value range is 0 to 1. The closer to 1 indicates that the
variable of the equation (input feature) has a stronger ability to
explain Y (pIC50). Table 2 lists the R square and MSE values of
all prediction models.

Feature Selection
In this study, we obtained only 56 samples, but the feature
dimension is as high as 204. Theoretically, this can easily
lead machine learning models to get over-fitting. We used the
following methods to perform feature dimensionality reduction
to search for representative features. Firstly, Pearson correlation
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FIGURE 5 | Two-dimensional image of molecular docking results. (A) 6318, (B) 2007_5372, (C) 2007_7649, (D) 2007_22157.

coefficient has very good applicability in the characterization
of correlation. Figure 7A is a heat map of Pearson correlation
coefficients between all features, the deeper the red, the stronger
the correlation. It can usually be considered to have a strong
correlation when the correlation is >0.9, and parameters would
be eliminated. Then, principal component analysis (2D PCA and
3D PCA) achieved dimensionality reduction by integrating the
original single variable to obtain a new set of comprehensive
variables (Figures 8A,B). What’s more, the elements with sample

feature variance <0.05 were eliminated by calling the Variance

Threshold library function, and the Lasso function was used

to select the variables of the sample data based on the penalty
method. Finally, the original coefficients were compressed, and

the insignificant variables were directly discarded. Figure 7B
is a heat map of Pearson correlation coefficients between the
remaining 28 features after eigenvalue preprocessing. These 28
indicators were set as input features for all involved machine

learning models. Through a 5-fold cross-validation method, the
predictive ability of the sample model is evaluated. Correlation
between predicted values and actual values (pIC50) of ABR,
RR, SVR, EN, RF, GBR, KNN, XGB models were shown
in Figure 9.

RR and EN Model
For ridge regression, elastic net and lasso regression models,
model regularization is introduced to reduce the over-fitting, but
the method of restraining weight is different. The R-square of
the RR model and the EN model on the training sets were 0.87
and 0.85, respectively, but the R-square of the EN model on the
test sets was 0.84, which was significantly better than 0.79 of the
RR model (Figures 9B,D). This might be because only a few key
features are related to pIC50 in all features, and the RR model
retains those irrelevant features, which increases the fitting error.
In this study, the number of features was much larger than the
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FIGURE 6 | Docking pose of (A) 6318, (B) 2007_5372, (C) 2007_7649, (D) 2007_22157.

number of samples. The EN model could reduce the weight of
non-key features to zero, and only retained a few key features, so
it showed better fitting results.

ABR, RF, GBR, and XGB Model
The R-square of the ABR, RF, GBR, and XGB models on the
training sets were all higher than 0.9 (Table 2), which was better
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TABLE 2 | R-square and mean squared error (MSE) values of all trained models.

ABR RR SVR EN RF GBR KNN XGB DBN

R2_train 0.990 0.869 0.850 0.851 0.920 0.991 1.000 0.970 0.935

R2_test 0.923 0.795 0.848 0.837 0.848 0.859 0.770 0.901 0.900

MSE_train 0.002 0.056 0.064 0.064 0.036 0.001 0.000 0.014 0.025

MSE_test 0.027 0.087 0.064 0.069 0.052 0.049 0.080 0.034 0.045

FIGURE 7 | Feature ranking results are derived from the Pearson algorithm. (A) 204 features, (B) 28 features.

FIGURE 8 | The results of the n-dimensional principal component analysis. (A) 2D PCA, (B) 3D PCA.
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FIGURE 9 | Correlation between predicted value and actual value of machine learning model. Training set (blue dots) and testing set (red dots) are shown. The

confidence interval is 95%. (A) ABR, (B) RR, (C) SVR, (D) EN, (E) RF (F) GBR, (G) KNN, (H) XGB.
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FIGURE 10 | The changes in the R-square values of all models when the number of feature variables is increased.

than the RR and EN models. This was because they all used
integrated learning methods and used different strategies to
combine individual learners into a committee, which improved
the generalization ability of the model. Based on bagging
integration method, the prediction result of RF was obtained
by parallel calculation of all decision trees. It made the model
susceptible to large deviations due to the influence of individual
wrong decision trees, so the R-square on the training sets was
only 0.92 (Figure 9E). The R-square of the ABR and GBRmodels
on the training sets were both close to 1 (Figures 9A,F). This was
most likely because they used the Boostingmethod to upgrade the
weak learner to a strong learner and the sample size was relatively
small. ABR continuously optimized the sample weights of each
round of training, the trained model with the testing sets mean
square error (MSE) of 0.027 and R-square of 0.92 (Table 2), which
showed the best performance. XGB added a regular term to the
cost function that reduced the variance of the model and avoided
overfitting. With the help of the variable importance indicator
feature_importances_, we obtained the weight of the importance
of the XGB model variable. It could be seen that ALogP_MR and
ES_Count_aaaC were the top two eigenvalues. The distribution
of predicted values around actual values of the XGB model were
plotted in Figure 9H, and the R-square on the training sets and
the test sets reached 0.97 and 0.9, respectively.

SVR and KNN Model
Before ensemble learning and neural network algorithms showed
superior performance, SVM algorithm basically occupied a
dominant position, especially in the field of classification. For
Gal3 inhibitor studies, there were actually fewer samples available
for reference. Even so, since SVR basically did not involve
probability measurement and the law of large numbers, the
model still showed high prediction accuracy, and the R-square
on the test sets was close to 0.85 (Figure 9C). However, the
shortcoming of SVR was also exposed. When the feature
dimension was much larger than the number of samples, the SVR
model tended to ignore the correlation of mutual characteristics,
so the R-square on the training sets was only 0.85. After

repeated calculation and verification, the linear kernel was finally
selected, and the error tolerance was set to 0.39 to ensure
that the model had sufficient generalization ability to avoid
overfitting. The fitting curve of the KNN model was perfect,
and the R-square on the training sets had reached 1, which was
suspected of overfitting. The number k of favorable features was
filtered through the built-in function of Scikit-learn, and it was
verified that the model performs best when k was equal to 4.
When the independent variable dimension was small, the KNN
model could significantly reduce the error. But as the variable
gradually increased, the mean value of the dependent variable
corresponding to the closest value to the target might deviate
from the actual value exponentially. The above reasons caused the
model accuracy to be significantly reduced. The R-square on the
test sets was only 0.77, which was the worst performance among
all models (Table 2).

Deep Belief Network
The total number of sample data we obtained was only 56, far
less than the number of 204 feature dimensions. In view of this
situation, traditional machine learning models usually removed
most of the features during the preprocessing process. Although
a model with higher prediction accuracy could be obtained, this
actually consumed the credibility of the model. DBN could avoid
this problem as much as possible, allowing more features to
participate in training. Although it took thousands of times the
training time, the trained model had better prediction reliability
and more convincing. Using the Dropout method, the dropout
rates of the first, second and third layers of the neural network
were 0.4, 0.6, and 0.3, respectively, and a total of 500 modeling
attempts were made. The R-square of the best trained model on
the training sets and test sets were 0.94 and 0.9, respectively. We
had tried in the previous machine learning model. When the
parameter threshold was set to 0.01 and alpha was set to 0.001,
59 features are retained. However, the accuracy of all models was
significantly reduced. The R-square on some model test sets was
even lower than 0.5 (Figure 10). Through comparison, it could
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FIGURE 11 | Changes of RMSD and total energy in molecular dynamics simulation. (A) RMSD changes of complex, (B) RMSD changes of protein, (C) RMSD

changes of ligands, (D) Total energy changes between protein and ligands.

be found that the DBN model still showed high accuracy under
low sample set and high feature dimension.

Molecular Dynamics Simulation
To verify the binding stability of the receptor-ligand complexes,
we performed molecular dynamics simulations in 100 ns with
Gromacs 2018 software (Kutzner et al., 2019). Unfortunately,
5372 was detached from the binding site during the molecular
dynamic simulation, although it showed good results in the
molecular docking and AI-based models prediction process.
The escape of 5372 indicated that its binding stability to Gal3
was poor. The RMSD was calculated to evaluate the deviation
of the structure from the original starting structure over the
course of the simulations. In the RMSD results (Figures 11A–C),
the RMSD values of the three candidates and Gal3 complexes
shown an upward trend at initial 10 ns, then tended to stabilize
with a relatively flat curve and maintained around 0.5–0.6 nm.
The protein RMSD change curve is similar to the complex
RMSD change curve. Based on ligand RMSD, 6318 had higher
fluctuation rate than other candidates, which may explain
high ligand gyration value. The RMSD results suggested that
candidates 7649 and 22157 have higher binding stability to Gal3
protein. Besides, the total energy of simulation systems in the
100 ns process was calculated to analyze the energy changes in
the complexes. And the results shown that the energy of protein-
ligand complexes was stable and it had been maintained between

about −510 000 to −500 000 kJ/mol (Figure 11D). The radius
of gyration could give a measure of the compactness of the
structures, and can also give ameasure of the atomicmass relative
the molecular center mass. As shown in Figures 12A,B, protein
gyrate and ligands gyrate were stable in general during the MD
simulation process, and the gyrate of 6318 was higher than other
two ligands (include target protein system), which was consistent
with the RMSD results. MSD revealed the movement of atoms
from the initial position to the final stage of MD simulation,
indicating the movement trend of each ligand or protein. The
low and stable MSD value of the ligand shows the stability of
the binding, while the decrease of the MSD value indicates that
the ligand may be close to the binding pocket. The extremely
high MSD value and the increasing MSD value mean the ligand
has a tendency to escape. In the process of the whole simulation
(Figures 12C,D), although the MSD values of Gal3 and three
ligands both increased, the changes of all measured MSD values
maintained in a low range. It was worth noting that 6318 obtained
much higher ligand MSD value compared to other two ligands,
which indicates the ligand 6318 have a trend of escaping from
the binding pocket. From the SASA calculated results, we can
analyze the hydrophilicity and hydrophobicity of the simulation
system. The solvent accessible area of Gal3 decreased significantly
from 0 to 15 ns, and then remained to a relatively stable area
(Figure 12E). Meanwhile, as shown in Figure 12F, the SASA
values of all ligands were very stable in the simulation process.
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FIGURE 12 | Gyrate, MSD, and SASA changes of proteins and ligands in molecular dynamics simulations. (A) Gyrate of protein, (B) gyrate of ligands, (C) MSD of

protein, (D) MSD of ligands, (E) SASA of protein, (F) SASA of ligands.

This can further indicate the stability of the complex systems.
Finally, the binding postures of three ligands and target protein
in the initial and final conformations were displayed in Figure 13.
The ligands rotated in the same pocket but not detached from the
target protein.

CONCLUSION

The new discovery of Gal3 in the pathogenesis of HD provides a
new target and new method for ND treatment. In order to find
potential inhibitors of Gal3, we have completed the following
work and obtained satisfactory results. Using molecular docking
methods, we initially screened a batch of small molecules with

relatively stable docking from a large drug molecule library.
Multiple artificial intelligence-based models were constructed,
and known Gal3 inhibitors were used as sample sets to train
the models. From the performance parameters of the model,
all models achieved high overall accuracy sensitivity. The R-
square of XGBoost model on the test sets was higher than
other algorithms, and there was no overfitting on the training
sets. We not only screened from the TCM database, but also
used the ZINC database to do the same. The results showed
that the molecules from the TCM database performed better
than the ZINC database in terms of binding stability and
pIC50 value predicted by AI models. Comparing the prediction
results of all models, we completed further screening and
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FIGURE 13 | Changes of the binding posture during MD in microenvironment. Although the conformation of the ligands changed, the position where the ligands bind

to the protein pocket does not change. (A) 6318, (B) 2007_7649, (C) 2007_22157.

narrowed the candidate range. Finally, through MD simulation,
we further verified the stability of the complexes, the final
candidate ligand and the target protein complexes showed
stable binding throughout the simulation time. Combining all
experimental results, the active ingredients 1,2-Dimethylbenzene
and Typhic acid contained in Crataegus pinnatifida and Typha
angustata may become the new drug formulation for ND
treatment. We provide a new strategy with applying AI-based
methods to the drug screening process, which can greatly
reduce the cost of new drug development. Screening drug
molecules from the TCM database is an innovation and
beneficial supplement to screening from the general database. In
summary, this study has explored a highly accurate integrated
architecture to reduce the drug screening process. With the
application of artificial intelligence, medical practitioners exclude
candidates with low probability based on prediction results,
which reduces the risk of downstream decision-making for better
resource planning and allocation. The proposed integration
method shows high accuracy under different algorithm models,
indicating that artificial intelligence-based drug development has
application prospects. Artificial intelligence-based application is
an improvement and supplement to the existing traditional drug
screening based on molecular interaction relationships.
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Nowadays, intelligent robots are widely applied in the manufacturing industry, in various

working places or assembly lines. In most manufacturing tasks, determining the category

and pose of parts is important, yet challenging, due to complex environments. This

paper presents a new two-stage intelligent vision system based on a deep neural

network with RGB-D image inputs for object recognition and 6D pose estimation. A

dense-connected network fusing multi-scale features is first built to segment the objects

from the background. The 2D pixels and 3D points in cropped object regions are then fed

into a pose estimation network to make object pose predictions based on fusion of color

and geometry features. By introducing the channel and position attention modules, the

pose estimation network presents an effective feature extraction method, by stressing

important features whilst suppressing unnecessary ones. Comparative experiments with

several state-of-the-art networks conducted on two well-known benchmark datasets,

YCB-Video and LineMOD, verified the effectiveness and superior performance of the

proposed method. Moreover, we built a vision-guided robotic grasping system based

on the proposed method using a Kinova Jaco2 manipulator with an RGB-D camera

installed. Grasping experiments proved that the robot system can effectively implement

common operations such as picking up and moving objects, thereby demonstrating its

potential to be applied in all kinds of real-time manufacturing applications.

Keywords: deep neural network, object recognition, 6D pose estimation, intelligent manufacturing, semantic

segmentation

1. INTRODUCTION

The assembly line is one of the greatest inventions in the manufacturing industry. With the rapid
development of artificial intelligence and robotics, more intelligent robotics have been deployed
in traditional assembly lines, replacing human workers. These robots are normally equipped with
intelligent vision systems which not only detect parts in the working spaces but also estimate
their poses before taking further actions such as grasping, rotating, moving, fitting, etc. Generally,

88

https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://www.frontiersin.org/journals/neurorobotics#editorial-board
https://doi.org/10.3389/fnbot.2020.616775
http://crossmark.crossref.org/dialog/?doi=10.3389/fnbot.2020.616775&domain=pdf&date_stamp=2021-01-07
https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles
https://creativecommons.org/licenses/by/4.0/
mailto:xy.wu@siat.ac.cn
https://doi.org/10.3389/fnbot.2020.616775
https://www.frontiersin.org/articles/10.3389/fnbot.2020.616775/full


Liang et al. Object Recognition and Pose Estimation

object recognition and 6D pose estimation from images are the
base of almost all kinds of robotic applications, such as robot
manipulation (Tremblay et al., 2018), robot-human interaction
(Svenstrup et al., 2009), and virtual reality (Yang et al., 2018).

Many approaches have been reported in the past decade.
However, the problem remains challenging, especially in
cluttered scenes due to the chaos in backgrounds, heavy
occlusions between objects, and changing lighting conditions.
Most classical methods work with RGB inputs (color images)
(Kehl et al., 2017; Rad and Lepetit, 2017), and some of them
use RGB-D inputs (color and depth images) (Wagner et al.,
2008). In general, the basic idea of these methods is to estimate
the object pose by establishing the correspondence of 2D
image features between different viewpoints or constructing
mapping from 3D models to 2D images. Difficulties often occur
when dealing with low-textured objects and unstable lighting
conditions. With the advent of affordable depth sensors, RGB-D
data-based methods (Xiang et al., 2017; Qi et al., 2018; Xu et al.,
2018) have become more popular and has recently undergone
significant progress. Compared with the RGB image, the depth
image contains abundant geometric information, such as shape,
structure, surface, curvature, etc. Additionally, the depth channel
is more stable than RGB channels, usually free from perturbance
caused by texture and the changing of light, which makes these
approaches more reliable and robust than RGB-only methods.
However, due to involvement of a large amount of 3D data, it
is still a big challenge to achieve accurate pose estimation in
real-time.

With the appearance of powerful computing hardware, deep
learning has garnered wide attention in recent years. (Tekin
et al., 2018) proposed a single-shot deep CNN that takes the
2D image as the input, directly detects the 2D projections of
the 3D bounding box vertices and estimates 6D poses by a
PnP algorithm (Lepetit et al., 2009). Based on SSD architecture
(Liu et al., 2016), SSD-6D (Kehl et al., 2017) can realize object
detection and 6D pose estimation simultaneously, though it
does not work well with the small objects and occlusions. Most
recently, a series of data-driven methods using RGB-D inputs
such as PoseCNN (Xiang et al., 2017), MCN (Li et al., 2018a),
and DenseFusion (Wang et al., 2019) were presented and has
made significant progress in the field of visual recognition. In

FIGURE 1 | The overall framework of the two-stage network for object recognition and pose estimation.

addition, some methods, such as PointFusion (Xu et al., 2018)
and Frustrum PointNet (Qi et al., 2018), focus on how to
extract better features from color and depth images. Compared
with methods based on handcraft-features, the deep neural
network demonstrates a powerful ability for automatic feature
extraction, a flexible structure, and an amazing capacity of
resisting disturbance.

In this paper, we propose a new two-stage deep network
to segment objects from the cluttered scene and to estimate
their 6D poses. The overall framework is shown in Figure 1.
First, by applying a dense-connected way to aggregate features
of different scales, an improved segmentation network inspired
by U-Net (Ronneberger et al., 2015) is built. After determining
the segmentation mask, the objects are cropped from the scene
in both color and depth images. The cropped object images are
then fed into a 6D pose prediction network which makes use of
two backbone networks to extract color and geometry feature
embeddings. Both are then fused together and pass through
the channel attention module, position attention module, and
global feature extractionmodule to acquire more effective feature
representations. Finally, an iterative network is adopted to refine
outputs of the pose predictor.

In summary, the main contributions of our approach are
stated as follows:

• A new segmentation network is proposed using a densely
connected method to aggregate features of different scales
and to provide abundant semantic information for pixel-by-
pixel classification.

• The channel attention module and position attention module
are introduced into the pose estimation network and
effectively improve system performance.

• A vision-guided robotic grasping system is built to validate
the feasibility of the proposed algorithm being applied to
manufacturing applications like grasping, packaging, and
assembling etc.

The remainder of this paper is organized as follows: section 2
reviews related work. Section 3 describes the details of the
proposed method. The analysis of experimental results and
performance evaluation are presented in section 4. Section 5
concludes the paper.
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2. RELATED WORK

Our research mainly involves two topics: object recognition and
pose estimation. Semantic segmentation is the most popular
way to realize object recognition by predicting which object
each pixel in the image belongs to. For semantic segmentation,
Convolutional Neural Network (CNN) has proven to be the
most successful method so far. For object pose estimation,
prior works can be classified into three categories: feature-based
methods, learning-based methods, and CNN-based methods.
Theoretically, CNN is a specific framework in the machine
learning family. A boom in research on deep learning has led
to a dramatic number of CNN-based methods being reported in
recent years. We therefore placed the CNN-based methods into a
separate category.

2.1. Semantic Segmentation
Fully Convolutional Network (FCN) (Long et al., 2015) is the
first semantic segmentation network. (Ronneberger et al., 2015)
added skip connections to the network and created an excellent
network known as U-Net. Many subsequent networks (Drozdzal
et al., 2016) adopted this U-shape structure to develop their
own networks. In order to increase the area of the receptive
field without extra computing costs, Atrous Convolutions are
proposed in the Deeplab (Chen et al., 2017a). In PSPNet (Zhao
et al., 2017), the Pyramid Pooling Module (PPM) is proposed
to aggregate contextual information from different scales to
improve the network’s ability to acquire global information.

2.2. Object Pose Estimation
2.2.1. Feature-Based Method
The common idea for the feature-based methods is recovering
6D poses based on 2D-3D correspondences (Tulsiani and Malik,
2015) by matching the local features extracted in the 2D image
with those in the 3D model. However, this kind of approach
usually requires sufficient texture in objects. Some improved
versions of this algorithm (Wohlhart and Lepetit, 2015) are
proposed to deal with textureless objects.

2.2.2. Learning-Based Method
Machine learning has been widely applied to address classical
computer vision problems since 2000. Support Vector Machine
(SVM) is proposed in Gu and Ren (2010) for object pose
estimation. Hinterstoisser presented a model-based method
(Hinterstoisser et al., 2012) to classify objects and 3D poses
as well. In Lee et al. (2016), an adaptive Bayesian framework
is designed to implement object detection and pose estimation
in industrial environments. A decision forest is trained in
Brachmann et al. (2014) to classify each pixel in the RGB-D image
and determine the postures of objects.

2.2.3. CNN-Based Method
Most recently, with the rapid development of deep learning, CNN
has become the mainstream approach in most pose estimation
tasks. Zeng proposed a multi-stage feature learning network in
Zeng et al. (2016) for object detection and pose estimation with
RGB-D inputs. Literatures (Rad and Lepetit, 2017; Tekin et al.,
2018) predicted the 2D projections of 3D bounding box of a 3D

target by regression before computing poses by PnP algorithm.
Kehl localized the 2D bounding box of an object and searched
for the best pose from a pool of candidate 6D poses associated
with the bounding box (Kehl et al., 2017). Nigam improved the
accuracy of pose estimation in Nigam et al. (2018) through a
novel network architecture which combined global features for
target segmentation with local features for coordinate regression.
Li adapted a CNN-based framework by adding a channel for
3D feature extraction (Li et al., 2018a). PoseCNN (Xiang et al.,
2017) is a multi-stage, multi-branch deep network that takes the
6D object poses estimation as a regression problem. With RGB
images as inputs, the network can directly estimate the object
poses in the whole scene. DenseFusion (Wang et al., 2019) is a
general framework for estimating the 6D poses of known objects
with RGB-D image inputs. Two networks are utilized to extract
color and geometric features, followed by a novel dense network
fusing them. In addition, an end-to-end iterative refinement
network is also applied further improving the pose estimations.
In sum, DenseFusion is one of the best networks so far, perfectly
balancing accuracy and efficiency, thus making it appropriate for
many real-time manufacturing applications.

3. THEORY AND METHOD

As illustrated in Figure 1, the proposed system consists of
two stages: object segmentation and object pose estimation.
The final objective is to recover object pose parameters from
2D-3D correspondences between the color and depth image.
Therefore, an appropriate camera model should be determined
before calculation.

3.1. Pinhole Camera Model
Figure 2 shows the concept of the pinhole camera model with
four coordinate systems.

• World coordinate system (Xw,Yw,Zw) is the absolute
coordinate system of 3D world, also named as the object
coordinate system in our application.

• Camera coordinate system (Xc,Yc,Zc) is a 3D coordinate
system with camera optical center as the origin, cameras
optical axis as Zc-axis,Xc-axis andYc-axis parallel to x-axis and
y-axis of image coordinate system respectively.

• Image coordinate system (x, y) is a 2D coordinate system
located in the image plane with the intersection of Zc-axis
and image sensor as origin, x-axis and y-axis parallel to the
horizontal and vertical edges of image plane respectively. The
2D coordinates denote pixel position in physical units, such
as millimeters.

• Pixel coordinate system (u, v) is a 2D coordinate system with
the bottom-left corner of image plane as origin, u-axis and
v-axis parallel to x-axis and y-axis of image coordinate system
respectively. The digital image is represented by an M × N
array of pixels. The 2D coordinates denote the pixel position
in the image array.

By geometric analysis, the transformation between pixel
coordinate system and world coordinate system can be expressed
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FIGURE 2 | Four coordinate systems in the pinhole camera model: world coordinate system, camera coordinate system, image coordinate system and pixel

coordinate system. P(Xw,Yw,Zw ) is a 3D point and p(x, y) is the projection of P(Xw,Yw,Zw ) in the image plane. f is the focal length that is the length between origin of

camera coordinate system and origin of image coordinate system.

in homogeneous form by

Zc





u
v
1



 =





1
dx

0 u0
0 1

dy
v0

0 0 1









f 0 0 0
0 f 0 0
0 0 1 0





(

R t

0T 1

)









Xw

Yw

Zw
1









=





ax 0 u0 0
0 ay v0 0
0 0 1 0





(

R t

0T 1

)









Xw

Yw

Zw
1









= M1M2









Xw

Yw

zw
1









= M









Xw

Yw

zw
1









(1)

where (u0, v0) are the pixel coordinates of the origin of the
image coordinate system in the pixel coordinate system; dx and
dy are the physical dimensions of each pixel in the x-axis and
y-axis of the image plane respectively; f is the focal length; R
is a 3 × 3 orthogonal rotation matrix, and t is a 3D translation
vector indicating the transformation from the world coordinate
system to the camera coordinate system. It can be seen that the
parameters of matrixM1 are determined by the internal structure
of the camera sensor. Thus, M1 is called an intrinsic parameter
matrix of the camera. The rotation matrix R and translation
vector t, however, are determined by the position and orientation
of the camera coordinate system relative to the world coordinate
system.M2 is called the extrinsic parameter matrix of the camera
which is determined by three rotation and three translation
parameters. Parameters in M1 can be calculated through camera
calibration. Solving six pose parameters in M2 is actually called
the 6D pose estimation.

3.2. Semantic Segmentation
The architecture of the semantic segmentation network is
illustrated in Figure 3. The entire network is composed of two
parts: the encoder network (Figure 3A, left) and the decoder
network (Figure 3A, right). The encoder network is designed
to extract features of different scales, which consists of five
MaxPooling layers and 16 convolutional layers. Same parameter
settings such as the convolutional layer in VGG16 (Simonyan and
Zisserman, 2015) are applied in the first 13 convolutional layers.
In the decoder network, the Multi-scale Feature Fusion Module
(MFFM) is implemented to fuse multi-scale features and output
pixel-by-pixel classifications through the final convolutional and
softmax layer. The decoder network consists of three MFFMs,
two upsampling layers as well as several convolution layers.

In convolutional neural networks, feature maps of different
sizes not only have diverse receptive fields but also contain
complementary information generally. Therefore, fusing features
of different scales is an important technique to improve network
performance. Researchers have proposed different solutions for
multi-scale feature extraction and fusion. Deeplabv3 (Chen
et al., 2017b) utilized Atrous Spatial Pyramid Pooling (ASPP)
to fuse global content information with multi-scale features. In
Zhao et al. (2017), the global AvgPooling operation is applied
to generate different scale outputs from feature maps and to
extract high-level semantic multi-scale features. However, these
methods parallelly convolute and pool the same feature layer at
different scales to acquire multi-scale features. In essence, it is
not a real fusion of different layer features since these features
are all extended from the same layer. Theoretically, a lower-
layer feature contains more geometric detail and less semantic
information. Conversely, higher-layer feature maps discard some
geometric detail and preserve more semantic information. Thus,
a new MFFM is designed to effectively integrate lower-layer and
higher-layer features through a densely connected way, thereby
enhancing the network’s capability of understanding the images.
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As shown in Figure 3B, each MFFM layer in the decoder
takes the feature inputs from two sources: (1) the layers in the
encoder with the same or a lower resolution of the current
MFFM layer; (2) the previous layer in the decoder. First, all
feature inputs will be upsampled to the resolution of the current
MFFM layer, if necessary. Then each of them will pass through
an individual convolution layer before finally being aggregated
together and output. For inputs from encoder layers, the output
channel number is set to 64 to reduce computational complexity.
For inputs from the previous layer, the output channel number
remains unchanged in order to preserve information coming
from the previous layer as much as possible. Thus, different
MFFM layers may have various numbers of input layers, as
depicted in Figure 3A by arrows in different colors.

In the training stage, the lost function of the segmentation
network is defined as cross-entropy and is expressed by

Loss = −

H
∑

i=1

W
∑

j=1

y
′

i,j log yi,j, (2)

where yi,j ∈ {1, 2, ...,C} is the true label of each pixel and y
′

i,j is

the prediction.
In sum, the proposed semantic segmentation network

provides more effective pixel-by-pixel classification by, in a
densely connected way, fusing multi-scale features. Despite
the small increase in computational cost, more accurate
pixel classifications are helpful in determining the correct
correspondences between 2D pixels and 3D points, which is
crucial for the second stage of 6D pose estimation. Furthermore,
the segmentation network can also extract the correct object
contour, showing its ability in dealing with occlusions under
complex scenes.

3.3. 6D Object Pose Estimation
As mentioned in section 3.1, object pose estimation determines
the transform between the object coordinate system and the
camera coordinate system. A 3D translation vector t and a 3D
rotation matrix R are included in the transformation matrix.
So, there are six independent pose parameters to be calculated.
Figure 4 depicts the concept.

The architecture of our 6D pose estimation network is
illustrated in Figure 5. The entire network is composed of three
stages: feature extraction stage (Figure 5A), feature fusion stage
(Figure 5B), and pose regress stage (Figure 5C).

FIGURE 4 | Object 6D pose estimation. The pose transformation from the

object coordinate system to the camera coordinate system is determined by

the 3D rotation matrix R and the 3D translation vector t.

FIGURE 3 | The framework of semantic segmentation network. (A) Network architecture. VGG16 is utilized to extract features from the image while MFFM is applied

to aggregate feature maps from different layers. (B) The structure of MFFM. (C) Legends for (A,B).
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FIGURE 5 | The framework of the three-stage 6D pose estimation network. (A) Feature extraction stage: The color feature embedding is extracted by a full

convolution network and the geometric feature embedding is extracted by a PointNet-based network; (B) Feature fusion stage: Two feature embeddings are fused

together and then pass through the channel attention module, position attention module, and global feature extraction module, respectively, to generate three types of

features. All of them are fused and fed to the pose predictor. (C) Pose regression stage: The pose predictor consisting of several 1D convolutions is utilized to

regress the 6D pose parameters and confidence scores.

The color and geometric information of objects are acquired
through the RGB image and depth image. Though they have
similar storage formats, the physical meaning and distribution
space are quite different. Two CNNs are applied to extract color
and geometric features, respectively, as shown in Figure 5A.

Common neural networks generally treat all the features
equally. However, some features are better at describing
characteristics of objects and should receive more attention. To
stress important features whilst suppressing unnecessary ones,
we implemented three modules including the Position Attention
Module (PAM), Channel Attention Module (CAM), and the
Global Feature Extraction Module (GFEM). In the feature fusion
stage, color features and geometric features are concatenated
and fed into these modules, enabling the network to adaptively
capture the local features and the global feature dependencies,
providing better features for the pose predictor.

Position AttentionModule: For a specified input feature, it is
updated by weighting all the features according to their similarity
to this feature. Thus, more similar features will have a bigger
impact on the input feature. Figure 6 displays the process.

The original input feature matrix Vi (Vi ∈ RC×N , where C
is the feature dimension and N is the number of the features),

passes through two convolutional layers separately and get two

new feature matrices V1, V2 (V1,V2 ∈ RC
′×N . The dimension

of V1,V2’ changes from C to C′ after passing through, in this
paper, we set C′ = C

8 ). After transposing V1 multipling V2, and
followed by a softmax operation, the feature similarity matrix M
(M ∈ RN×N) is obtained. In the meantime, Vi passes through
the third convolution layer to obtain V3 (V3 ∈ RC×N), it is then
multiplied by M to aggregate global features. Finally, the output
features Vo are calculated as Vo = V3 ×M + Vi.

Channel Attention Module: For any two channel maps,
the self-attention mechanism is used to capture the channel
dependencies. The weighted sum of all channel maps is calculated
to update each channel map. The process of the channel attention
module is shown in Figure 7.

Global Feature Extraction Module: The global feature of the
objects is quite important for the pose estimation task. Here we
use a convolutional layer to adjust the features and apply an
AvgPooling layer to acquire the global features.

The output features from the PAM, CAM, and GFEM are
concatenated and fed into a pose predictor. The pose predictor
consists of several 1D convolution layers for regressing 6D pose
parameters and confidence scores. In addition, the same iterative
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FIGURE 6 | Schematic diagram of position attention module. N is number of the features and C is the feature dimension.

FIGURE 7 | Schematic diagram of channel attention module. N is the number of features and C is the feature dimension.

refinement network as DenseFusion (Wang et al., 2019) is also
utilized for further improvement in accuracy of pose estimation.

Due to the lack of a unique shape or texture associated with
poses for the objects with symmetric structures, we use two types
of loss functions in the training stage. For symmetric objects, the
loss for one point in the estimatedmodel is defined as the distance
between this point and its closest point after pose transformation.
The total loss of an object with n points is computed as follows:

Lsym =
1

n

n
∑

i=1

min

i<k<n

∥

∥Testpi − Tgtpk
∥

∥. (3)

where T = [R|t], R and t are rotation matrix and translation
vector, respectively. Meanwhile, pi represents the homogeneous
form of ith point. Test is the current predicted result and Tgt is
the ground truth. For the object with an asymmetric structure,
each pose is associated with a unique texture or shape. So, the
loss function of the asymmetric object is defined as the average
distance of each point after real pose transformation and the
predicted pose transformation, as described in Eq. (4). In the
training stage, we switch the loss function according to the labels
given with the dataset.

Lasy =
1

n

n
∑

i=1

∥

∥Testpi − Tgtpi
∥

∥. (4)

4. EXPERIMENTAL RESULTS AND
ANALYSIS

4.1. Experiment Setup
4.1.1. The Platform of Hardware and Software
The proposed network in this paper is built by Pytorch (Paszke
et al., 2019). All the experiments are conducted on a PC equipped
with an Intel(R) Core(TM) i7-6850k CPU at 3.6GHz and a
NVIDIA GeForce GTX1080Ti graphic card.

4.1.2. Training Setup
For the segmentation network, the initial learning rate is set to
0.0001, batch size is 4. The Stochastic Gradient Descent (SGD)
optimizer is used in the training. The learning rate decreased by
0.8 times for every 5,000 training steps.

For the pose estimation network, the initial learning rate is
set to 0.0001, batch size is 8. The Adam optimizer (Kingma and
Ba, 2015) is used in the training. When the test error drops to
a certain threshold of 0.14, the learning rate starts to decline 0.3
times. When the test error drops to 0.12, the iterative refinement
network starts to kick in the training process.

4.2. Datasets and Metrics
4.2.1. Datasets
Two well-known benchmark datasets, the YCB-video (Xiang
et al., 2017) and the LineMOD (Hinterstoisser et al., 2011), were
employed in our experiments.

The YCB-Video dataset is built from Xiang et al. (2017) for
object pose estimation. The dataset is composed of 92 RGB-
D video sequences taken in different indoor scenes, and 21
objects with different shapes and textures. Here we follow the
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same training and testing settings as the PoseCNN (Xiang et al.,
2017) where 80 video sequences are used for training, and 2,949
key frames extracted from the remaining 12 videos are used
to evaluate the trained model. In addition, 80,000 synthetically
rendered images provided by the dataset are also utilized to
augment the training set.

The LineMOD dataset (Hinterstoisser et al., 2011) is another
benchmark dataset for object pose estimation, which contains 15
video sequences of low-texture objects. There are approximately
1,100 images in each video sequence. For a fair comparison,
we choose the same 13 video sequences, and the same training
and testing set as some state-of-the-art methods (Kehl et al.,
2017; Rad and Lepetit, 2017; Xiang et al., 2017; Li et al.,
2018b; Sundermeyer et al., 2018; Xu et al., 2018). Besides, no
synthetic data are generated from the LineMOD dataset and used
for training.

4.2.2. Metrics
Metrics for semantic segmentation. Two common metrics,
Mean Pixel Accuracy (mPA) and Mean Intersection over Union
(mIoU) (Badrinarayanan et al., 2017; Garcia-Garcia et al., 2017)
are used to evaluate the segmentation results. The mPA is defined
as the mean of pixel accuracy for all classes, where the pixel
accuracy is computed by the ratio of correct pixels on a per-
class basis. The mIoU is defined as the mean of IoUs for all
classes in the dataset, where IoU for each class is computed as
the ratio of the intersection and the union of label pixels and
predicted pixels.

Metrics for pose estimation. We adopted three metrics to
evaluate system performance on the YCB-Video dataset, namely,
ADD-S (Xiang et al., 2017) (the average closest point distance),
ADD (the average distance) (Hinterstoisser et al., 2012), and
AUC (Xiang et al., 2017) (the area under the accuracy-threshold
curve of ADD/ADD-S). Given the ground truth pose P (P =

[R|T]) and estimated pose P̃ (P̃ = [R̃|T̃]), we can calculate
the distance between the point in the 3D model transformed
by P̃ and the nearest point to it in the 3D model transformed
by P. The average distance of all points is called ADD-S. ADD
has a similar definition as ADD-S, the difference is that the
distance is calculated from corresponding point pairs in the 3D
model transformed by P̃ and P. In our experiments, the accuracy,
defined as the percentage of testing samples with ADD/ADD-
S values less than a certain threshold, is used to evaluate the
performance of all methods. Here, the threshold is empirically
set to 2 cm. The accuracy values for all possible thresholds
are calculated and an accuracy-threshold curve of ADD/ADD-
S is generated. AUC is then defined as the area under this
curve within the threshold region [0,Tm]. To have a consistent
measurement, the maximum threshold Tm is set to 0.1 m. For
AUC and accuracy, a larger value indicates better accuracy of
pose estimation.

For LineMOD dataset, ADD (Hinterstoisser et al., 2012) is
used as the metric following prior works (Kehl et al., 2017; Rad
and Lepetit, 2017; Xiang et al., 2017; Li et al., 2018b; Sundermeyer
et al., 2018; Xu et al., 2018). Instead of a fixed value, we set the
distance threshold as 0.1 multiplied by the diameter of bounding
sphere of the 3D model.

4.3. Experiments on YCB-Video Dataset
Semantic segmentation: Table 1 shows the comparative
experiment results of pose estimation on the YCB-Video Dataset
where bold numbers represent the best results for each metric.
It is observed that our network is much better than the U-Net
in both mPA and mIoU. Moreover, our mPA score is a little
bit smaller than Deeplabv3 whilst our mIoU score outperforms
Deeplabv3 by 2.78.
6D Pose estimation: Tables 2, 3 show the comparative
experiment results of pose estimation on 21 objects in the
YCB-Video Dataset using our method and some state-of-the-art
methods, where the bold numbers represent the best results. In
Table 2, AUC and accuracy of ADD-S (<2 cm) are calculated
for all objects. As seen from the table, our mean accuracy score
is the second-best and the mean AUC score is the best. The
overall performance is very close to DenseFusion which is the
benchmark method thus far. In Table 3, AUC and accuracy of
ADD (<2 cm) are calculated. Apparently both mean accuracy
score and mean AUC score of the proposed network outperform
all the other methods. Essentially, ADD is a better and stricter
metric than ADD-S because it computes the distances between
matched point pairs, which usually requires matches on both
shape and texture. A better ADD accuracy score is more
convincible in evaluating the performance of our method.
Figure 8A displays the accuracy-threshold curve of the rotation
error and Figure 8B displays the accuracy-threshold curve of
the translation error. The rotation error is the angle formed
by the predicted and true rotation axes. The translation error
is the 2-Norm of the difference between the predicted and
true translation vectors. Accuracy is therefore defined as the
percentage of testing samples with fewer translation/rotation
errors than a threshold. For each threshold, the corresponding
accuracy is calculated to build the accuracy-threshold curve.
Figures 8A,B exhibit the superior accuracy of our method in
both rotation and translation predictions. Moreover, a steeper
curve is observed near zero degrees in the accuracy-threshold
curve of the rotation error, showing that the proposed method
can achieve higher accuracy at a small rotation error threshold,
which indicates the smaller pose estimation errors.

Figure 9 displays some qualitative results on the YCB-
Video dataset. Figure 9A is the original images in the dataset.
Figures 9B,D are segmentation results of DenseFusion and our
method. Different colors stand for different object categories
here. After acquiring the segmentation mask, the pixel-level area
of each object in the image is extracted. If the effective pixel
number in the depth map of an object is less than a certain
threshold, it is identified as an invalid object without estimating
its poses. For each valid object, the point cloud is transformed

TABLE 1 | Quantitative evaluation of semantic segmentation on YCB-Vedio

dataset.

mPA(%) mIoU(%)

U-Net 58.02 48.01

Deeplabv3 84.85 76.28

Ours 84.28 79.06

Bold values represent the best results for all metrics.
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TABLE 2 | Quantitative evaluation of 6D pose estimation (ADD-S) on YCB-Video Dataset.

PoseCNN PoseCNN+ICP PointFusion DenseFusion Ours

Object AUC <2 cm AUC <2 cm AUC <2 cm AUC <2 cm AUC <2 cm

002 master chef can 83.9 71.5 95.8 100.0 90.9 99.8 96.4 100.0 96.1 100.0

003 cracker box 76.9 56.6 92.7 91.6 80.5 62.6 95.5 99.5 96.1 99.9

004 sugar box 84.2 71.2 98.2 100 90.4 95.4 97.5 100.0 97.2 100.0

005 tomato soup can 81.0 74.4 94.5 96.9 91.9 96.9 94.6 96.9 94.2 96.9

006 mustard bottle 90.4 95.8 98.6 100.0 88.5 84.0 97.2 100.0 97.2 100.0

007 tuna fish can 88.0 84.8 97.1 99.7 93.8 99.8 96.6 100.0 96.4 100.0

008 pudding box 79.1 58.4 97.9 100.0 87.5 96.7 96.5 100.0 96.6 100.0

009 gelatin box 87.2 89.7 98.8 100.0 95.0 100.0 98.1 100.0 97.5 100.0

010 potted meat can 78.5 68.0 92.7 93.6 86.4 88.5 91.3 93.1 90.9 93.0

011 banana 86.0 84.2 97.1 99.7 84.7 70.5 96.6 100.0 95.6 99.7

019 pitcher base 77.0 38.8 97.8 100.0 85.5 79.8 97.1 100.0 97.0 100.0

021 bleach cleanser 71.6 39.7 96.9 99.4 81.0 65.0 95.8 100.0 96.0 100.0

024 bowl 69.6 14.0 81.0 54.9 75.7 24.1 88.2 98.8 87.4 83.5

025 mug 78.2 58.5 94.9 99.8 94.2 99.8 97.1 100.0 97.1 99.5

035 power drill 72.7 53.1 98.2 99.6 71.5 22.8 96.0 98.7 96.1 99.5

036 wood block 64.3 8.3 87.6 80.2 68.1 18.2 89.7 94.6 86.9 79.3

037 scissors 56.9 18.2 91.7 95.6 76.7 35.9 95.2 100.0 94.0 100.0

040 large marker 71.7 46.1 97.2 99.7 87.9 80.4 97.5 100.0 97.0 100.0

051 large clamp 50.2 31.7 75.2 74.9 65.9 50.0 72.9 79.2 73.3 78.5

052 extra-large clamp 44.1 17.6 64.4 48.8 60.4 20.1 69.8 76.3 73.6 72.4

061 foam brick 88.0 87.5 97.2 100.0 91.8 100.0 92.5 100.0 95.3 100.0

Mean 75.8 58.2 93.0 93.2 83.9 74.1 93.1 96.8 93.2 96.0

Bold values represent the best results for all metrics.

TABLE 3 | Quantitative evaluation of 6D pose estimation (ADD) on YCB-Video

Dataset.

PoseCNN PoseCNN+ICP DenseFusion Ours

Object AUC <2 cm AUC <2 cm AUC <2 cm AUC <2 cm

002 master chef

can

50.2 8.25 68.1 51.1 73.2 72.8 73.4 72.8

003 cracker box 53.1 13.0 83.4 73.3 94.2 98.2 94.4 99.1

004 sugar box 68.4 41.1 97.2 99.5 96.5 100.0 95.6 99.9

005 tomato soup

can

66.2 42.9 81.8 76.6 85.4 82.9 89.5 89.8

006 mustard bottle 81.0 62.8 98.0 98.6 94.8 96.1 95.5 100.0

007 tuna fish can 70.7 47.3 83.9 72.1 81.9 62.8 79.8 60.5

008 pudding box 62.7 25.7 96.6 100.0 93.2 98.6 94.5 100.0

009 gelatin box 75.2 32.7 98.1 100.0 96.7 100.0 96.0 100.0

010 potted meat

can

59.5 30.4 83.5 77.9 83.6 79.8 82.0 80.0

011 banana 72.3 31.4 91.9 88.1 83.5 88.7 75.6 79.2

019 pitcher base 53.3 12.1 96.9 97.7 96.9 99.8 95.9 100.0

021 bleach

cleanser

50.3 11.4 92.5 92.7 90.1 90.4 90.7 90.6

024 bowl 3.33 0.0 14.4 0.25 5.85 0.00 7.59 0.0

025 mug 58.5 17.5 81.1 55.2 88.9 89.5 92.0 92.6

035 power drill 55.3 25.7 97.7 99.2 92.8 96.3 93.8 99.2

036 wood block 26.6 0.83 70.8 64.9 30.8 0.0 24.5 0.0

037 scissors 35.8 2.2 78.4 49.2 77.9 50.3 87.8 85.1

040 large marker 58.3 14.8 85.3 87.2 93.0 100.0 92.5 99.9

051 large clamp 24.6 3.7 52.1 36.4 26.4 0.0 40.5 38.1

052 extra-large

clamp

16.1 2.9 26.5 8.2 24.6 16.6 46.6 40.0

061 foam brick 40.2 0.0 48.1 0.0 59.1 0.0 44.1 0.0

MEAN 53.7 23.3 79.2 71.3 78.0 73.7 79.7 78.0

Bold values represent the best results for all metrics.

with the predicted pose parameters. Its projection in the 2D
image is then superimposed over the object region, as shown in
Figures 9C,E. As illustrated in the second column from the left,
the prediction for the bowl by DenseFusion is far away from its
real orientation. Our method, however, provides a more correct
prediction showing its advantage in dealing with symmetric
objects. For some poor-textured objects, such as the banana
in the first and fourth column, obvious errors are spotted for
DenseFusion with no visually perceptible errors for our method.

Time efficiency. Table 4 shows the time efficiency comparison
of our network with PoseCNN and DenseFusion. The time cost
of all computation components including segmentation, pose
estimation, and iterative refinement are calculated, respectively,
for a more intuitive comparison except for PoseCNN, as it is
not a pipeline structure network. For the total running time,
our method is five times faster than PoseCNN. Compared with
DenseFusion, our method is slightly slower in segmentation,
while being slightly faster in pose estimation. Although the total
time consumption is slightly lower than DenseFusion, it meets
the requirements of real-time applications at a processing rate
of 18 frames per second with about five objects in each frame.
Considering the better accuracy of pose estimation, our method
is overall proved to be the best among these state-of-the-art
methods. What is more, a lightweight network will be applied for
feature extraction in the future, which is expected to improve the
time efficiency tremendously.

4.4. Experiments on LineMOD Dataset
Table 5 shows the comparison of our method with some
other methods [BB8(Rad and Lepetit, 2017), PoseCNN+DeepIM

Frontiers in Neurorobotics | www.frontiersin.org 9 January 2021 | Volume 14 | Article 61677596

https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles


Liang et al. Object Recognition and Pose Estimation

FIGURE 8 | The accuracy-threshold curves of pose parameter error. (A) The accuracy-threshold curve of rotation angle error, (B) The accuracy-threshold curve of

translation error.

FIGURE 9 | Some qualitative experimental results on the YCB-Video dataset. (A) The original images in the dataset, (B) Segmentation results of DenseFusion, (C)

Pose estimation results of DenseFusion, (D) Segmentation results of our method, (E) Pose estimation results of our method.
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TABLE 4 | Time efficiency of three methods (sec.).

PoseCNN DenseFusion Ours

Seg+PE (ALL) Seg PE Refine ALL Seg PE Refine ALL

0.283 0.035 0.010 0.002 0.047 0.045 0.009 0.002 0.056

Seg, segmentation; PE, pose estimation; Refine, iterative refinement.

TABLE 5 | Quantitative evaluation of 6D pose estimation (ADD) on LineMOD

Dataset.

RGB RGB-D

BB8 PoseCNN Implicit SSD-6D Point

Fusion

Dense

Fusion

Ours

object +DeepIM +ICP +ICP

ape 40.4 77.0 20.6 65 70.4 92.3 91.8

benchvise 91.8 97.5 64.3 80 80.7 93.2 96.9

camera 55.7 93.5 63.2 78 60.8 94.4 98.3

can 64.1 96.5 76.1 86 61.1 93.1 96.9

cat 62.6 82.1 72.0 70 79.1 96.5 97.0

driller 74.4 95.0 41.6 73 47.3 87.0 94.7

duck 44.3 77.7 32.4 66 63.0 92.3 95.3

eggbox 57.8 97.1 98.6 100 99.9 99.8 100.0

glue 41.2 99.4 96.4 100 99.3 100.0 100.0

holepuncher 67.2 52.8 49.9 49 71.8 92.1 96.2

iron 84.7 98.3 63.1 78 83.2 97.0 97.8

lamp 76.5 97.5 91.7 73 62.3 95.3 97.5

phone 54.0 87.7 71.0 79 78.8 92.8 97.5

MEAN 62.7 88.6 64.7 79 73.7 94.3 96.9

Bold values represent the best results for all metrics.

(Xiang et al., 2017; Li et al., 2018b), Implicit (Sundermeyer
et al., 2018)+ICP, SSD-6D (Kehl et al., 2017)+ICP, PointFusion
(Xu et al., 2018), DenseFusion (Wang et al., 2019)] on the
LineMOD Dataset with the accuracy of ADD (< 2cm) adopted
as metric. For the mean accuracy, our method outperforms
DenseFusion by 2.6, Figure 10 visualizes the pose estimation
results of our method on LineMOD Dataset. As expected,
only small errors are perceived in these images even if under
cluttered environments.

FIGURE 11 | The framework of a vision-guided robotic grasping system.

FIGURE 10 | Pose estimation results of our method for some images with cluttered background in the LineMOD dataset. The red box and the green box are 2D

projections of the 3D bounding box of objects which, transformed by true pose parameters and predicted ones, respectively.
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FIGURE 12 | Equipment and target objects used in grasping experiments. (A) Some building blocks as target objects, (B) The Kinova Jaco2 manipulator with a

percipio RGB-D camera installed on the side of the gripper.

4.5. Vision-guided Robotic Grasping
System
Object recognition and pose estimation methods can be widely
used in robot visual servo systems (Xu et al., 2019, 2020; Wu
et al., 2020). In order to explore the feasibility of the proposed
method being applied in manufacturing industry scenarios,
we have built a vision-guided robotic system for the most
common manufacturing task: object grasping. The framework
of the system is illustrated in Figure 11. A camera is installed
on the manipulator of the robot. Three coordinate systems are
labeled including the robot coordinate system Cr , the camera
coordinate system Cc, and the object coordinate system Co. T1

is the 6D transform from Cr to Cc, and T2 is that from Co to
Cc. T1 is calculated by the famous navy hand-eye calibration
algorithm (Park and Martin, 1994) and T2 is predicted by the
proposed algorithm. The object poses relative to the robot are
then computed as T = T1 × T2. The pose matrix is crucial
for manipulator path planning and motion control in the
grasping task.

The system is composed of a 6 DOFKinova Jaco2manipulator
and a percipio RGB-D camera FM830-I installed on the side of
the gripper, as shown in Figure 12B. The percipio camera utilizes
structured light as well as binocular vision to build accurate depth
maps. The precision of the captured depth data is up to 1 mm.
Morevoer, we also take some building blocks as the target objects
in the grasping experiments, as Figure 12A shows.

Before the experiment, first we need to calibrate T1, then
train the semantic segmentation network and 6D pose estimation
network. The experiment process is explained as follows: (1)
Before grabbing objects, the manipulator should move to a
certain position. (2) The RGB-D camera starts to capture images
and sends the data to the image processing server. (3) On the
server, the RGB-D images are fed into the segmentation network

and pose estimation network to predict the 6D pose parameters
of the target objects. (4) Based on the predicted transformation
matrix, the host computer completes path planning and sends
signals to the manipulator making it move to planned positions
and performs the operation of grabbing objects, and then placing
them in the target area.

Some experimental results are illustrated in Figure 13. In this
case, the segmentation is perfect. However, for some objects,
the predictions are not satisfactory. One possible reason is
that the poor-textured building blocks may mislead the color
feature extractor. In general, the grasping operation runs quickly
and smoothly, which, to some extent, verifies the possibility of
the new network being applied to all kinds of manufacturing
applications. Figure 14 shows the complete process of the
grasping experiment.

5. CONCLUSION

This paper presents a new two-stage deep neural network
which can efficiently implement object recognition and 6D pose
estimation on the input RGB-D images. First, a segmentation
network is applied to segment the object from the scene
using a densely connected way to fuse different scale features and
effectively improve the semantic segmentation results. Second, by
introducing the channel and position attention modules, better
color and geometric features are extracted for the pose predictor;
third, the output pose parameters are further improved by an
iterative refinement network. A large number of experiments
conducted on two benchmark datasets demonstrated the
effectiveness and accuracy of the proposed method in
comparison with some state-of-the-art methods. Moreover, a
vision-guided robotic grasping systemwas built, and the grasping
experiment has verified the potential of this algorithm being

Frontiers in Neurorobotics | www.frontiersin.org 12 January 2021 | Volume 14 | Article 61677599

https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles


Liang et al. Object Recognition and Pose Estimation

FIGURE 13 | Some experimental results of the robot vision system. Panel (A) show the segmentation results, where different colors represent different objects. Panel

(B) shows the pose estimation results, where the colored points are the 2D projections of the target object point cloud after pose transform.

FIGURE 14 | The complete process of picking objects and moving it to target area by the manipulator.

applied in real-time manufacturing applications. Currently,
the proposed method still has some problems in dealing with
textureless or poor-textured objects. Finer differential geometric
features with clear physical meaning and better shape detail are
preferred and will be considered in future work.
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Industrial control network is a direct interface between information system and physical
control process. Due to the lack of authentication, encryption, and other necessary
security protection designs, it has become the main target of malicious attacks under
the trend of increasing openness. In order to protect the industrial control systems, we
examine the detection of abnormal traffic in industrial control network and propose a
method of detecting abnormal traffic in industrial control network based on
autoencoder technology. What is more, a new deep autoencoder model was
designed to reduce the dimensionality of traffic data in industrial control network. In
this article, the Kullback–Leibler divergence was added to the loss function to improve
the ability of feature extraction and the ability to recover raw data. Finally, this model was
compared with the traditional data dimensionality reduction method (principal
component analysis (PCA), independent component analysis, and singular value
decomposition) on gas pipeline dataset. The results show that the approach
designed in this article outperforms the three methods in different scenes in terms
of f1 score.

Keywords: anomaly detection, industrial control system, dimensionality reduction, feature extraction, autoencoder

INTRODUCTION

Industrial control system (ICS) is a highly complex integrated system that provides services to people
through the coordination of various critical infrastructures. For example, smart grids, oil and gas,
aerospace, transportation, and other critical infrastructure are all part of ICSs [Zhichen (2017); Inoue
et al. (2017)]. Therefore, the safety and security of ICSs are vital to national security [Anton et al.
(2018); Wang et al. (2016)].

The early ICS was a relatively independent and isolated system, maintaining a separate
relationship with the external Internet [Garg et al. (2019)]. The functionality and
controllability of ICS were its main concerns. However, with the rapid development of
network and information technology, ICS gradually develops toward a networked, open
architecture (Vávra and Hromada (2017)). This provides a convenient method for hackers to
attack ICS by network, resulting in the network security of ICS having huge security risks. For
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example, Stuxnet in 2015 and widespread power outages in
Ukraine and Venezuela in 2019 were all caused by hacking
attacks on industrial infrastructure. As can be seen from these
industrial network security incidents, the tentacles of hackers
have extended to the field of industrial control.

Although the IT community has considered the security of
critical infrastructure, efforts to develop security solutions for
ICSs remain limited. Traditional network security cannot provide
effective guidance for ICSs because the traditional network
security and ICSs security problems are quite different
(Alguliyev et al. (2019); Martins et al. (2018)). Therefore, it is
necessary to build a strong anomaly detection mechanism for
ICSs under an open environment.

For the special case of ICSs, different anomaly detection
methods are proposed. The behavior-based abnormal detection
model realizes the recognition of abnormal data by modeling
normal data and judging the deviation degree between current
behavior and normal behavior by designing distance model (Lai
et al. (2019); Huda et al. (2018)). The learning-based abnormal
detection model realizes the recognition of normal data and
abnormal data by learning the characteristics of all data Anthi
et al. (2020). But these methods only model specific types of
attack data; such techniques cannot identify new types of
attacks. In addition, most of the existing research is aimed at
a specific industrial control environment and lacks some
universality.

Most importantly, the existing literature fails to consider the
problem that the length of traffic data in ICSs is not fixed. Most of
them are based on the industrial control data after complex
processing, which will greatly reduce the efficiency of
industrial control anomaly detection. Because of the higher
data dimension, the training speed and recognition accuracy
of the model will be greatly reduced.

Aiming at the special situation and existing problems of ICSs,
in this article, we propose a traffic data dimension reduction
method that can handle variable-length data, and a new loss
function is designed to speed up the processing speed. Finally,
the decision tree is used as a binary classifier to evaluate the
performance of the algorithm on a real industrial control
dataset.

The main contributions of this article are as follows:

1 A new model of autoencoder is designed. The model can not
only accelerate the speed of feature extraction but also extract
more key information.

2 The accuracies of anomaly detection and F1 are improved by
using the new dimension reduction method and decision tree
classifier.

3 A generic model is developed that can be used for different
critical infrastructures and improve the performance of
identifying abnormal data.

The rest of this article is organized as follows. The related work
is presented in Section 2. The deep autoencoder algorithm is
studied in Section 3. The dataset is described in Section 4. The
contrast test is presented in Section 5. And conclusions are drawn
in Section 6.

RELATED WORK

With the development of computer technology and network
technology, the importance of ICSs is becoming increasingly
prominent. Because ICSs did not consider the design of
security protection at the beginning, the network
interconnection exposes the industrial control network to
cyberspace, which undoubtedly brings huge security risks and
hidden dangers to the critical infrastructure controlled by ICSs
(Morris and Gao (2013); Ding et al. (2018)). In order to avoid the
occurrence of industrial safety incidents, the detection and
prevention of ICSs are very important.

The existing abnormal detection methods of industrial control
are usually based on the traditional network abnormal detection
methods. At present, the commonly used detection methods are
signature-based and learning-based technology (Das et al.
(2020)). Signature-based methods use fixed signatures to detect
known attacks. However, this method is inefficient in detecting
unknown or new attacks (Marian et al. (2020)). The learning-
based industrial control anomaly detection technology can
identify the anomaly data by extracting the key features of
similar samples as the classification basis. In 2019, Pang Ying
et al. (Pang et al. (2019)) realized the abnormal detection of
malicious traffic by signing the dataset of network traffic after
clustering. In 2020, the abnormal nodes were detected by using
the elliptic curve digital signature (Deepalakshmi and Kumanan
(2020)).

In contrast, learning-based industrial control anomaly
detection has higher performance because it can continuously
learn new knowledge and then realize accurate identification of
abnormal data (Halftermeyer (2020)). An effective anomaly
detection framework was proposed by optimizing the
parameters of support vector machines (Injadat et al. (2018)).
A classifier model of industrial control anomaly detection based
on support vector machine and C4.5 decision tree is established,
and the effective classification of industrial control data is
realized by taking advantage of the physical properties of the
system (Al-Madani et al. (2019)). Jeyaram (2017), YaLi Liu and
Ding (2018), Junjie Shao and Feng (2018), and Songqing and
Zhiguo (2018) combined flow anomaly detection technology
and adopted traditional machine learning method to further
improve the identification accuracy of industrial control
anomaly detection.

Although the above studies solved some problems related to
network attack detection in ICSs, most of them relied on complex
feature engineering to process data into fixed-length datasets.
This process is very complex and can seriously increase the
computational burden of the model. In addition, most of the
traditional dimensionality reduction methods are used in
industrial control anomaly detection, and the feature
extraction energy is poor. Therefore, this kind of algorithm
cannot extract the key features of industrial control data well
and cannot get good detection effect. Inspired by the above
article, this article proposes a new AE-based feature extraction
method, which extracts a new and efficient representation from
the original variable-length non-time series dataset so that the
classifier can accurately identify the attack data.

Frontiers in Energy Research | www.frontiersin.org January 2021 | Volume 8 | Article 5551452

Wang et al. Malicious Traffic Detection

104

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles#articles


DEEP AUTOENCODER ALGORITHM

The traffic data dimension of industrial control network is so
large that the task of traffic classification is carried out directly,
which is prone to the problem of dimension disaster. Therefore,
the autoencoder techniques (Hou et al. (2017)) were used to
reduce data dimensions without breaking the original data
semantics. The framework of malicious traffic detection system
is shown in Figure 1. The system consists of models of data
preprocessing, automatic encoder, and classifier.

In the part of data preprocessing, due to the diversity of data
sources, the character data should be carried out one-hot
encoding processing. Then, the data need to be normalized
and standardized. The normalized and standardized formulas
are shown as follows:

x1 � x − xmin

xmax − xmin
, (1)

x2 � x − μ

σ
, (2)

where xmin represents the minimum value of the data, xmax is the
maximum value of the data, μ is the average value of the data, and
σ represents the variance of the data. And x1 is the normalized
data, whereas x2 is the standardized data.

Autoencoder is an unsupervised method of data dimension
compression and data feature expression. The autoencoder is
composed of an encoder and a decoder, as shown in Figure 2,
where h(x) is the encoder. The encoder is composed of
multilayer neural network, which can reduce the data from
n dimension to m dimension. n is the dimension of the input
data and m is the number of neurons in the hidden layer.
Instead, r(h(x)) represents the decoder that is composed of
neural network symmetric with the encoder, restoring the data

from m dimension to n dimension. The goal of the
autoencoder is to optimize the loss function
L(x, y), y � r(h(x)). That is, by reducing the error in the
graph, the decoded data can recover the original data as far
as possible.

Remark 1. Autoencoder is a kind of feedforward neural
network; however, it differs from feedforward neural network.
Feedforward neural network is a kind of supervised learning
method, which needs a lot of marked data. Autoencoder is a kind
of unsupervised learning method, data need not be annotated, so
they are easier to collect. M is a key parameter. The value of m
should be unique in different applications. We can find the
optimal m by looking for the minimum value of the loss
function in different dimensions.

The Description of Autoencoder Algorithm
(1) Autoencoder automatically encodes the network to restore

compressed data by learning y � r(h(w) + b1) + b2 , where w
and b are the parameters for the algorithm to learn and h, r
are nonlinear functions.

(2) In order to restore the original data as much as possible, we
can define the objective function of the algorithm as

J(w, b) � ⎛⎝∑n
i�0

( y − x )2⎞⎠/n. (3)

The working process of autoencoder is shown in Algorithm 1:

Require: X: Raw input data
Ensure: Dimensionally-reduced data x* and encoded data Y;
1.Initial i � 0, j � 0, n � 100, batch size � 1000, total number
of data N and randomly initialize the neural network weights
w1,w2 and bias b1, b2;

FIGURE 1 | The system of malicious traffic detection.

FIGURE 2 | Autoencoder model.
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2.repeat
3.repeat
4.Extract batch size samples of the data X without putting

them back: xi;
5.The weight w1 and bias b1 were used to Encode the data

x: yi;
6.The weighted w2 and bias b2 were used to Decode the

data yi to obtain the approximate data y*i of the original data;
7.Calculate the loss L(xi, y*i );
8.Back propagation updates the weights and the bias

parameters wi � wi + zL/wi, bi � bi + zL/bi;
9.j � j + 1;

10.until j× batch − size ≥N ;
11.i � i + 1;

12.until i> n
13.X is putted into the encoder to get the encoded data Y;

Remark 2. The DAE is composed of multiple autoencoders, in
which the output of the previous encoder is the input of the next
encoder.

In this article, the network structure of autoencoder is shown in
Figure 3. This network structure is called DAE. The encoder is
composed of a three-layer neural network. And the number of layers
of the network decreases layer by layer. It changes the input data to
Z(z1, z2 . . . zm). The part of the decoder is also composed of a three-
layer neural network, in which the number of layers increases layer
by layer. And the dimension of the last layer is consistent with that of
the input vector. Specifically, the network parameters of the encoder
and decoder are completely independent. However, the number of
hidden units per layer of the neural network in the encoder is the
same as that in the decoder.

Traditional DAE uses Mean Squared Error (MSE) as the loss
function. This approach only considers the numerical value of the
input and output data, not the distribution of the data. In this

case, the extracted features do not include the distribution
characteristics between the data. This caused some data loss.
Kullback–Leibler divergence (KLD) is the asymmetry measure of
the difference between the two probability distributions
Goodfellow et al. (2016). Here, we add KLD to the loss
function. At this time, the distribution of the input data is the
true distribution, and the output data is the theoretical
distribution. KLD means the loss of information produced by
fitting a theoretical distribution to a true distribution.

In order to recover the speech and distribution
characteristics of the original data as much as possible on the
basis of removing redundancy and noise, the loss function
designed in this article is composed of MSE and KLD. MSE
is the difference between the generated data and the original

FIGURE 3 | Deep autoencoder model.

FIGURE 4 | The loss of the KDAE and DAE.
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data, and KLD is the difference between the generated data
distribution and the original distribution. Our goal is to
minimize the sum of MSE and KLD.

MSE � ⎛⎝∑n
i�0

(y − x)2⎞⎠/n,

KLD(P‖Q) � ∑
i

P(i)log2
P(i)
Q(i),

(4)

loss � MSE + KLD, (5)

where Pi is the variance of the generated data in each batch andQi

is the variance of the original data distribution. The value of KLD
is always greater than 0 and KLD is equal to 0 if and only if the
two distributions are the same. We use it to extract distribution
information from the data.

The role of MSE is to make the value of decoded data as close
as possible to the input data. The functions of KLD are mainly to
make the distribution of decoded data as close as possible to the
distribution of the input data. After adding KLD to DAE model,
the DAEmodel becomes KLD-based DAE (KDAE) model, which
has better feature extraction capability. By constructing the
KDAE model, we can realize the dimensionality reduction of
the original data, extract the key features and distribution of the
original data, and reduce the noise of the original data. Through
analyzing Algorithm 1, we can see that the time complexity of
KDAE is O(n).

DATASET

In this part, the gas pipeline dataset proposed by the Critical
Infrastructure Protection Center at Mississippi State University
was used to test the performance of the proposed algorithm and
compare the algorithm with principal component analysis
(PCA) and other mainstream data dimensionality reduction
methods.

This dataset is the standard dataset of ICS by injecting attack
and capturing network data in the natural gas pipeline control
system. Apart from “normal” data, the dataset also includes
seven types of attack data. The seven types are original malicious
response injection (NMRI), complex malicious response
injection (CMRI), malicious status command injection
(MSCI), malicious parameter command injection (MPCI),
malicious function command injection (MFCI), denial of
service (DOS), and detection attack (RA). In the dataset,
each of the network data contains 27 marked features,
among which 26 are connection features and one is marked
to mark whether the data is normal or not. In the gas pipline
dataset, the proportion of normal samples is 62.9% and that of
abnormal samples is 37.1%.

CONTRAST TEST

To enable the machine to recognize the gas pipline dataset, one-
hot encoding technology was used to transform each column of

data that contains a string. After the data transformation, the
characteristic number is 35, and then each sample changes
from a 26-dimensional vector to a 35-dimensional vector. Then
the whole dataset was standardized and normalized using (1)
and (2). In order to ensure the accuracy of the experimental
results, all data in this article are the average values of the ten
repeated experiments. Each experiment randomly selects 15%
of the data from the dataset as the test set and the rest as the
train set.

Firstly, the preprocessed data reduced the dimension to 16 by
using the DAE model that only has BCE and the KDAE model
that has BCE and KLD, respectively. The number of hidden
neurons in the three layers of the encoder is 86, 64, and 32,
respectively. The optimizer used Adam training method. The
batch size is 1,000.

The loss variation of KDAE and DAE model is shown in
Figure 4. One of the models is DAE with MSE loss function and
the other is KDAE, whose loss function has MSE and KLD. In the
beginning, the loss of KDAE is higher than DAE because KDAE
adds the KLD item. Figure 4 illustrates that the model converges
faster at the early stage after adding KLD to the loss function.
From Figure 4, we can see that the loss value of KDAE is
significantly lower than the loss value of DAE when it finally
reaches stability. The overall convergence rate of the KDAE
model is higher than that of the DAE model. This shows that
the KDAE model has a better recovery effect on data. This
indicates that data extracted by KDAE are more representative
of the information of the original data than DAE and have better
feature extraction capability.

In order to test the performance of the classifier after
dimension reduction, the data was reduced to 22 and 16
dimensions, respectively, and then compared their effects with
neural network (NN), support vector machine (SVM), and
decision tree (DT) classification model. When the KDAE
model was used to reduce the data dimensions to 64, the
number of hidden neurons in the three-layer NN of the
encoder was 100, 86, and 64, respectively. When the KDAE
model was used to reduce the data dimensions to 16, the
number of hidden neurons in the three-layer NN of the
encoder was 64, 32, and 16, respectively.

In the NN, the optimizer used the Adam training method. The
penalty coefficient of the objective function in SVM is C � 20, the
parameters of the kernel is selected as RBF, gamma � 1, and the
maximum number of iterations is 2000. In the DT, the number of
DTs is 10, so N estimators � 10; the number of samples with the
least leaf nodes is 5, so Min samples leaf � 5.

In the prediction, the True Positive (TP), True Negative (TN),
False Positive (FP), and False Negative (FN) were used to
represent the number of normal samples judged as normal
samples, the number of abnormal samples predicted as
normal samples, the number of normal samples predicted as
abnormal samples, and the number of abnormal samples
predicted as abnormal samples, respectively. In order to
further test the performance of the classifier, recall, precision,
and F1 score are used to evaluate the classification performance of
the classifier. The definition of precision is
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precision � TP
TP + FP

. (6)

Recall rate is a measure of coverage, which is mainly used to
measure how many positive cases are divided into positive cases.
The formula of the recall rate is as follows;

recall � TP
TP + FN

. (7)

Accuracy and recall rates sometimes contradict each other, so
we need to take them into consideration. f1 score is the weighted
harmonic average of recall rate and accuracy. And it is a
comprehensive evaluation index.

f1 � 2 × precision × recall
precision + recall

. (8)

When the value of f1 score is high, it indicates that the experiment
has better results and the model is more effective.

At the beginning of this section, the KDAE and DAE models
reduce the data to 16 dimensions, respectively. Then we will use
the NN to see the impact of dimensionless data on classifier
classification performance.

As we can see from Table 1, datasets processed by KDAE have
higher f1 score. This indicates that the KDAE model has a
stronger feature extraction capability than the DAE model.

This also proves that KDAE is superior to DAE in noise
reduction.

By analyzing the change of the loss function, we can know that
compared with other dimensionality reduction methods, the
autoenconder dimensionality reduction method designed by us
can better recover the original data.

Then, we compare the KDAE algorithm with traditional
dimension reduction methods. Firstly, Table 2 shows the
classification effect of raw data in three classifiers. It can be
seen that the classification effect of untreated data in NN and
SVM is very poor. The reason is that the classifier fails to extract
the characteristics of the abnormal samples, so the abnormal
samples are mostly predicted to be normal samples.

Tables 3, 4 are the classification of the data reduced to 16 and
22 dimensions, respectively. To be specific, we use three kinds of
dimensionality reduction methods to compare the methods
proposed in this article. In Tables 3, 4, the highest f1 score is
generated by SVM. And it is obtained by the KDAE method. The
value of f1 score is 0.9613.

In addition, from Tables 2–4, it can be found that the effect of
classification has been significantly improved after the dimension
reduction of KDAE. This means that the KDAE method is not
only better than the traditional DAE method but also better than
other traditional methods.

In Table 5, we used the LSTM autoencoder method that was
proposed by Lai et al. (2019) to reduce the data to 16 and 22
dimensions, respectively. The classifiers of DT, NN, and SVM
are used to detect the performance of reduced data. The
precision, recall, and f1 score are significantly lower than the
value in Tables 2–4. This is mainly because gas datasets are
characteristic data. Before dimensionality reduction, we must

TABLE 4 | Detect data in 22 dimensions.

Decision tree Precision Recall f1 score

ICA 0.9515 0.951 0.95095
SVD 0.9518 0.951 0.9506
PCA 0.9469 0.946 0.9455
KDAE 0.953 0.952 0.9525
Neural network Precision Recall f1 score
ICA 0.9412 0.94 0.9393
SVD 0.948 0.947 0.9465
PCA 0.9395 0.938 0.9372
KDAE 0.95 0.947 0.9485
SVM Precision Recall f1 score
ICA 0.9468 0.946 0.9455
SVD 0.9518 0.951 0.9506
PCA 0.945 0.944 0.9434
KDAE 0.956 0.955 0.9555

TABLE 1 | The comparison of feature extraction abilities.

Precision Recall f1 score

DAE 0.9354 0.9352 0.9343
KDAE 0.9552 0.9551 0.955

TABLE 2 | Detection of raw data.

Precision Recall f1 score

Decision tree 0.9459 0.945 0.9446
Neural network 0.9376 0.936 0.9353
SVM 0.9503 0.95 0.9497

TABLE 3 | Detect data in 16 dimensions.

Decision tree Precision Recall f1 score

ICA 0.9564 0.956 0.959
SVD 0.9545 0.954 0.954
PCA 0.958 0.958 0.958
KDAE 0.96 0.958 0.959
Neural network Precision Recall f1 score
ICA 0.9516 0.951 0.951
SVD 0.95 0.949 0.948
PCA 0.9531 0.953 0.9528
KDAE 0.9552 0.9551 0.955
SVM Precision Recall f1 score
ICA 0.9601 0.96 0.956
SVD 0.9537 0.953 0.9526
PCA 0.9589 0.959 0.9589
KDAE 0.9615 0.961 0.9513

TABLE 5 | The detection of data reduced by LSTM autoencoder.

DT 16 NN 16 SVM 16 DT 22 NN 22 SVM 22

Precision 0.85 0.41 0.80 0.85 0.39 0.80
Recall 0.80 0.64 0.70 0.80 0.63 0.71
f1 score 0.77 0.50 0.63 0.78 0.48 0.64
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first use the word2vec encoding method to convert the data into
data that can be processed by LSTM. The data is then
dimensioned down by LSTM. In the process, some
important information is lost. Therefore, the method of
LSTM dimension reduction is not suitable for processing
such datasets.

At the same time, in Figure 5, each polyline represents the change
in f1 score of the data on different classifiers after being reduced by
different dimensionality reduction methods. It is shown that the red
line has the smallest change. And the range of other lines is very large.
This shows that the data reduced by KDAE can achieve good results
on various classifiers. Moreover, the KDAE-reduced data had the
highest f1 score on each classifier. From the above, we can conclude
that the KDAE-reduced data not only extracts the key features of the
original data but also eliminates redundancy and noise. This makes
the classification effect significantly improved. It shows that our deep
autoencoder anomaly flow detection system is efficient and has
practical value.

To further illustrate the effectiveness of the deep autoencoder
algorithm proposed in this article on a malicious traffic
monitoring system, the k-fold cross-validation was used to
construct a receiver operating characteristic (ROC) curve to
evaluate the performance of our anomaly detection system. In
this case, the classifier is the NN. The data is reduced to 16
dimensions by using KDAE. And K � 6.

Figure 6 illustrates that the average area obtained by six cross-
validations is 0.89 and the worst is 0.55. At the same time, the
ROC curve of the raw data under the same classifier is given in
Figure 7. In the ROC curve, the average area of raw data is 0.87
that is much lower than the number in Figure 6. This indicates
that data processed by KDAE have better performance when used
for classifier classification. The classifier can identify the
abnormal traffic more stably.

In Table 6, we compare the time required for each process of
different dimensionality reduction methods. Table 6 shows that
the time difference of different algorithms in classification is not

big. However, the conversion time of the KDAE algorithm in
dimension reduction is 53.44s, which is significantly higher than
other algorithms. Combined with the previous comparative
experiments, we can know that the KDAE algorithm improves
the identification accuracy of attack samples on the basis of
lost time.

CONCLUSION

In this article, a new industrial control flow anomaly detection
model was proposed, which reduces dimension by improved deep
autoencoder. The new algorithm has verified the performance of
the gas pipeline dataset. And the new algorithm was compared

FIGURE 6 | Receiver operating characteristic of 16 dimensions.

FIGURE 7 | Receiver operating characteristic of raw data.

FIGURE 5 | The comparison of F1 Score with different dimension
reduction methods.
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with the traditional methods of dimension reduction such as
PCA and singular value decomposition based on the classifier
such as SVM, random forest, and deep NN. Experiments show
that the algorithm of KDAE has good performance in
dimensionality reduction of industrial control network
datasets. Data processed by the KDAE algorithm can
significantly improve the performance of the classifier. This
will greatly improve the identification accuracy of attack data
in different detection models. And we prove that our algorithm
can obtain the best ROC scores and F1 score in different
classifiers.
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Objective: Dielectric properties can be used in normal and malignant tissue identification,
which requires an effective classifier because of the high throughput nature of the data.
With easy training and fast convergence, probabilistic neural networks (PNNs) are widely
applied in pattern classification problems. This study aims to propose a classifier to identify
metastatic and non-metastatic thoracic lymph nodes in lung cancer patients based on
dielectric properties.

Methods: The dielectric properties (permittivity and conductivity) of lymph nodes were
measured using an open-ended coaxial probe. The Synthetic Minority Oversampling
Technique method was adopted to modify the dataset. Feature parameters were scored
to select the appropriate feature vector using a Statistical Dependency algorithm. The
dataset was classified using adaptive PNNs with an optimized smooth factor using the
simulated annealing PNN (SA-PNN). The results were compared with traditional
Probabilistic, Support Vector Machines, k-Nearest Neighbor and the Classify functions
in MATLAB.

Results: The conductivity frequencies of 3959, 3958, 3960, 3978, 3510, 3889, 3888,
and 3976 MHz were selected as the feature vectors for 219 lymph nodes (178 non-
metastatic and 41 metastatic). Compared with the other methods, SA-PNN achieved the
highest classification accuracy (92.92%) and the corresponding specificity and sensitivity
were 94.72% and 91.11%, respectively.

Conclusions: Compared with the other methods, the SA-PNN proposed in the present
study achieved a higher classification accuracy, which provides a new scheme for
classification of metastatic and non-metastatic thoracic lymph nodes in lung cancer
patients based on dielectric properties.

Keywords: dielectric properties, thoracic lymph nodes, simulated annealing algorithm, probabilistic neural
network, metastatic
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INTRODUCTION

Dielectric properties usually include effective dielectric
permittivity and conductivity (1), which are intrinsic properties
of biological tissues and can indirectly reflect the physiological
state changes of tissues. Previous studies have reported that
dielectric properties could be used as an index parameter for
identification of normal and malignant liver (2), thyroid (3),
breast (4), and colorectal tissues (5). For the measured dielectric
data, the dielectric parameters at each frequency point are
equivalent to the feature parameters. This makes the data
cumbersome and reduces the classification efficiency.
Therefore, it is necessary to select an effective classifier for
abnormal tissue identification.

Probabilistic neural network (PNN) was first proposed by
Donald F. Specht in the late 18th century. The theoretical basis of
the network is Bayesian classification theory and probability
density function estimation (6–10). It can realize the function of
nonlinear learning algorithms with linear learning algorithms,
which is widely applied in pattern classification problems.
Compared with other neural networks, PNN has the
advantages of easy training and fast convergence. Therefore, it
is suitable for real-time classification. In PNN, the radial basis
function in the pattern layer transfers data as an activation
function, and the smooth factor s determines the width of the
Gaussian curve (9). However, in the traditional PNN, the value of
s of each neuron in the pattern layer is fixed, which leads to the
failure to fully reflect the real situation of the sample space and
limits the performance of the network. Therefore, allowing
activation functions of different neuron classes in the pattern
layer to take different s values will improve the performance of
the network. Simulated annealing (SA) algorithm is a general
optimization algorithm based on probability. It can find the
optimal solution of the objective function in a large space. It has
the advantages of strong robustness, is suitable for parallel
processing, and can be used for the optimization of complex
nonlinear problems (11, 12).

In this study, an adaptive probabilistic neural network with an
optimized smooth factor by simulated annealing algorithm (SA-
PNN) is proposed to classify metastatic and non-metastatic
thoracic lymph nodes in lung cancer patients based on
dielectric properties. Expected classification results are obtained.
MATERIALS AND METHODS

Data Introduction
The dielectric parameters of lymph nodes were measured using
open-ended coaxial probes (13, 14). All measurements were from
patients receiving lung surgery in the Department of Thoracic
Surgery, Nanfang Hospital, Southern Medical University. All
thoracic lymph nodes were freshly obtained during surgery
within 10 min after these samples were removed from the
patients to increase the time-sensitivity to increase the time-
sensitivity. The metastatic status of the thoracic lymph nodes was
Frontiers in Oncology | www.frontiersin.org 2113
determined by regular pathological examination. Related human
tissue studies were approved by the ethics committee of Nanfang
Hospital, Southern Medical University, Guangzhou, China
(NFEC-2017-070). This trial was registered at https://
clinicaltrials.gov (registration number: NCT03339479) and all
patients provided informed consent in accordance with the
Declaration of Helsinki. The Synthetic Minority Oversampling
Technique (SMOTE) algorithm was used to preprocess the
lymph node data (15).

Feature Parameter Scoring
The Statistical Dependency (SD) method is applied in this paper
as the feature scoring algorithm to score the permittivity and
conductivity at each frequency point. As a feature scoring
algorithm, the goal of the SD method is simply to measure
whether the values of a feature are dependent on the associated
class labels or whether the two simply co-occur by chance. The
statistical dependence between the discretized feature values y
and the class labels z is evaluated according to Formula (1) (16):

SD = o
y∈Y

o
z∈Z

p y, zð Þ p y, zð Þ
p yð Þp zð Þ (1)

In this formula, p(y, z) stands for the joint probability
distribution of y and z, p(y) and p(z) stand for the marginal
probability distribution functions of y and z, respectively. The
larger the SD, the higher the dependency between the feature
values and the class labels. In the case that the feature is fully
independent of the class labels, the SD will obtain the minimal
value of one. The SD value of each feature parameter can be
obtained by calculating them using this formula. The SD value
minus one (SD-1) was taken as the final score of the
feature parameters.

Different feature subsets are combined for classification
experiments. The feature subset with the best classification
result is selected as the final feature vector for identification
and classification.

Probabilistic Neural Network
Probabilistic Neural Network Model
PNN was used in this study (6–10). PNN is composed of four
layers: input layer, radial base layer (pattern layer), decision-
making layer (summation layer) and output layer (Figure 1).

Taking the network input vector dimension of three as an
example, the details of each layer are outlined below.

The first layer is the input layer, which receives the input of
samples X = (x1, x2, x3), where xi (i = 1, 2, 3) represents the input
of the number i neuron in this layer, and transmits the input data
to the radial base layer. The number of neurons in this layer is
equal to the number of feature variables.

The second layer is the pattern layer. The number of neurons
in this layer is equal to the number of training samples. Each
neuron in the pattern layer has a center. After receiving data
from the input layer, the distance between the input data and
each center is calculated. Each neuron will output a scalar. After
the sample vector X is input into the pattern layer, the input-
March 2021 | Volume 11 | Article 640804
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output relationship of the number j neuron in the class i mode of
the pattern layer is determined by Formula (2):

F ij = exp −
‖X − Xij ‖2

s 2

� �
(2)

In the following formula, i = 1, 2, …, m, where m stands for
the total number of training samples. In this study, m = 2. Xij
stands for the center of the jth neuron in the ith class sample. Fii

stands for the output of the jth neuron in the ith class sample. s is
a constant, which is the width parameter or smooth factor of the
Gaussian curve. This constant plays an important role in the
performance of PNN.

The third layer is a summation layer. The number of neurons in
this layer is equal to the number of classification categories. In this
study, the number of neurons in the summation level is two. Since
each neuron in the pattern layer has been designated to a certain
class, the neurons belonging to the same class in the pattern layer
will be connected with the same neuron in the summation layer.
While the neurons of a different class in the pattern layer will not be
connected to the same neuron in the summation layer. The output
of neurons belonging to the same class in the pattern layer is
weighted and averaged in the summation layer (17) by Formula
(3):

si =
on

j=1F ij

n
(3)

In the above formula, si stands for the output of the i
th class in

the summation layer, and n stands for the number of neurons in
the ith class.

The fourth layer is the output layer. The number of neurons
in this layer is equal to the number of neurons in the summation
layer. Each neuron in the summation layer will be connected to
Frontiers in Oncology | www.frontiersin.org 3114
the neurons in the output layer with corresponding weights. In
this study, all the weights are taken as one. That is, all the
neurons are connected with the same weight. The output layer is
based on Bayesian classification decision theory, where there will
be competition among neurons. By receiving the output of the
summation layer neurons and judging the values, the neuron
with the maximum posterior probability is found in the output
layer. The output of this neuron is one, and all other neuron
outputs is zero.

Optimization of the Probabilistic Neural Network by
a Simulated Annealing Algorithm
To improve the performance of the network, it is allowed to take
different s values in the pattern layer by the activation functions
of different class of neurons. Formula (2) can transform into
Formula (4) as shown below:

F ij = exp −
‖X − Xij ‖2

s i2

� �
(4)

The steps for optimizing the PNN with SA-PNN are
as follows:

Step 1: Establish a fitness function. The goal of this study is to
improve the accuracy of identification of metastases in lymph
nodes. Therefore, the minimum number of classification errors is
expected. The error rate of the selected fitness function for
classification is:

f sð Þ = Nerror

N sum
� 100%

In this formula, Nerror stands for the number of incorrectly
identified samples in the training sample set, and Nsum stands for
the total number of training samples.
FIGURE 1 | Network structure of probabilistic neural network.
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Step 2: Initialize parameters. For the initial solution s0,
calculate the corresponding fitness function value f(s0) and set
the initial temperature t = t0.

Step 3: Set the number of iterations as Count = 0.
Step 4: Calculated the increment Df = f(s) - f(s0), after the

feasible solution s is randomly generated from the neighborhood
Step 5: Accept s as the new current solution and considered

the starting point for the next time (s0= s), if Df <0. Once Df ≥ 0,
determine whether e-Df/t > rand(0,1) (t is the current
temperature) is valid. If so, accept the solution, otherwise
discard the solution and take the original solution as the next
starting point.

Step 6: Set the number of iterations for Count= Count+1. If
Count does not reach the maximum number, return to Step 4, or
continue with the next steps.

Step 7: Anneal. Decrease t gradually, where t!0, then
proceed to Step 3.

In the steps above, the parameters settings are as follows:
initial solution s0 is randomly generated, initial temperature T0 =

100, number of iterations Count=1000. The annealing strategy is
the most commonly adopted exponential annealing tk = a tk-1,
where k is a positive integer and k ≥ 1, 0 < a < 1.

Since the adaptive PNN is prone to over-fitting in the
experimental process, a part of the data set is divided into a
validation set to adjust the smooth factor to alleviate over-fitting.
The specific algorithm flow is shown in Figure 2. When a group of s
values corresponding to the minimum value of the fitness function is
discovered by a training set, validation is conducted with the
validation set. The threshold is then set. When the classification
accuracy of the validation set is lower than the threshold value, the
obtained group of s values is adjusted. The test set is then examined,
which helps prevent over-fitting.

Other Prediction Models
In this study, besides the SA-PNN, five algorithms, including the
BP neural network, RBF neural network, the classify function,
Frontiers in Oncology | www.frontiersin.org 4115
SVM and kNN, were applied to analyze the data. The data
analysis for the BP neural network, the RBF neural network, the
classify function, SVM and kNN was performed using MATLAB
2017 (MathWorks Inc., Natick, MA, USA).

Calculation of the Classification
Performance Evaluation Index
In this study, the accuracy, specificity and sensitivity of the
classifier are considered in judging its performance (18). The
formulas for sensitivity, specificity and accuracy are as follows:

SEN =
TP

TP + FN
� 100%

SPE =
TN

FP + TN
� 100%

ACC =
TP + TN

TP + FN + FP + TN
� 100%

SEN, SPE and ACC represent sensitivity, specificity, and
accuracy, respectively. TP (true positivity) represents the
number of tumor samples correctly identified, FN (false
negativity) represents the number of tumor samples mistakenly
identified as normal tissue samples, TN (true negativity)
represents the number of normal tissue samples correctly
identified, and FP (false positivity) represents the number of
normal tissue samples mistakenly identified as tumor samples.

Through stratified random sampling, 60% of samples were
selected for the training set from the data set of metastatic
thoracic lymph nodes and non-metastatic thoracic lymph
nodes in lung cancer patients, 20% of samples were selected
for the validation set, and 20% of samples were selected for the
test set. The experiment was repeated 20 times. The 20-hold-out
method was used, and the average value of 20 results was taken as
the final result.
FIGURE 2 | Flow chart of adaptive probabilistic neural network algorithm based on validation set.
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RESULTS

Sample Information and Dielectric
Properties of Lymph Nodes
By combining current and previously published data (19), the
dielectric parameters from 41 lung cancer metastatic thoracic
lymph nodes and 178 non-metastatic lung thoracic lymph nodes
from 74 patients were measured (Table 1) using an open-ended
coaxial probe with 3,951 frequency points in the range of 50
MHz to 4 GHz.

In Figure 3, the curve of the median of the dielectric
properties of metastatic and non-metastatic thoracic lymph
nodes in lung cancer patients is shown. From the
measurements, it can be learned that there are obvious
differences in the permittivity and conductivity between
metastatic and non-metastatic thoracic lymph nodes in the
range of 50 MHz to 4 GHz. The permittivity and conductivity
of metastatic thoracic lymph nodes are higher than those of non-
metastatic thoracic lymph nodes.

SD-1 Values of Permittivity and
Conductivity of Lymph Nodes
The SD-1 values of permittivity and conductivity for pulmonary
thoracic lymph nodes at each frequency point are shown in
Figure 4. Among the top 100 values with the highest feature
scores, only the 65th has a permittivity at 2824 MHz, with the rest
Frontiers in Oncology | www.frontiersin.org 5116
being conductivity scores. Therefore, it can be preliminarily
inferred that using conductivity as a feature parameter to
differentiate metastatic and non-metastatic thoracic lymph
nodes in lung cancer patients is more effective.

Classification Results for SA-PNN at
Different Frequencies
The classification results of SA-PNN using dielectric parameters
at different frequency points as feature vectors is shown (Figure
5). The highest differentiating accuracy rate of 90.83% was
achieved when the permittivity at seven frequencies (2824,
2799, 2798, 2823, 2821, 2819, and 1888 MHz) were invoked as
feature parameters (Figure 5A). The corresponding specificity
and sensitivity values were 91.94% and 89.72%, respectively. The
highest differentiating accuracy rate of 92.92% was achieved
when the conductivity at eight frequencies (3959, 3958, 3960,
3978, 3510, 3889, 3888, and 3976 MHz) were invoked as feature
parameters (Figure 5B). The corresponding specificity and
sensitivity values were 94.72% and 91.11%, respectively.

These results also support the previous speculation of the SD-
1 value using conductivity as a feature with better differentiation
between metastatic and non-metastatic thoracic lymph nodes.
Therefore, for the identification of metastatic and non-metastatic
thoracic lymph nodes in lung cancer patients, the conductivity at
eight frequency points (3959, 3958, 3960, 3978, 3510, 3889, 3888,
and 3976 MHz) was finally selected as the feature vector.

Comparison of the Identification Results
Among Six Algorithms
The identification results of thoracic lymph nodes by PNN, BP
neural network, RBF neural network, the classify function,
SVM and kNN algorithms under different parameters are
shown in Figure 6. For PNN, when the smooth factor s=0.1,
the highest differentiating accuracy rate of 91.25% was
achieved, and the specificity and sensitivity were 92.78% and
TABLE 1 | The relevant information of samples.

Items Value

Number of patients 74
Age of patients 30 ~ 82
number of metastatic thoracic lymph nodes 178
number of non-metastatic thoracic lymph nodes 41
Temperature of samples (°C); 23.5 ± 1.7
A B

FIGURE 3 | Curve of median dielectric properties of lung tissue and lymphonodi pulmonales in the range of 50MHz~4GHz. Curve of (A) the median relative
permittivity (B) the median conductivity with metastatic and non-metastatic lymphonodi pulmonales of lung cancer.
March 2021 | Volume 11 | Article 640804
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89.72%, respectively. For the BP neural network, when the
number of neurons in the hidden layer was 37, the highest
differentiating accuracy rate of 88.89% was achieved, and the
specificity and sensitivity were 90.28% and 87.50%, respectively.
For the RBF neural network, when the smooth factor s = 0.2,
the highest differentiating accuracy rate of 82.43% was
achieved, and the specificity and sensitivity were 93.47% and
71.39%, respectively. For the classify function, when the type
setting was “diagLinear,” the highest differentiating accuracy
rate of 88.54% was achieved, and the specificity and sensitivity
were 94.72% and 82.36%, respectively. For SVM, when the
kernel function was “Quadratic,” the highest differentiating
accuracy rate of 89.93% was achieved, and the specificity and
Frontiers in Oncology | www.frontiersin.org 6117
sensitivity were 90.83% and 89.03%, respectively. For the kNN
algorithm, when the k-value =1, the highest differentiating
accuracy rate of 91.46% was achieved, and the specificity and
sensitivity were 92.92% and 90.00%, respectively.
DISCUSSION

In this study, the dielectric parameters of 219 lymph nodes (178
non-metastatic and 41 metastatic) from 74 patients were
measured. The number ratio of metastatic and non-metastatic
lung lymph node data was about 1:4, with a significant class
imbalance. In machine learning, class imbalance often affects the
performance of the trained classifier, which causes certain class
bias in identification for the classifier. Therefore, to obtain an
objective classifier, this study used the SMOTE algorithm to pre-
process the lymph node data. The basic idea of SMOTE
algorithm is to generate synthetic examples, by taking each
minority class sample as center, calculating its k nearest
neighbors. Randomly select a sample from its k nearest
neighbors, connect this sample with the center one, and then
randomly select a point along the line segment between two
points as a new minority class sample (15). The conductivity
values at eight frequency points (3959, 3958, 3960, 3978, 3510,
3889, 3888, and 3976 MHz) were selected as the feature vector.
The classification of metastatic and non-metastatic thoracic lymph
nodes in lung cancer patients based on dielectric properties is
studied by the proposed adaptive probabilistic neural network, and
the best classification results of several methods are summarized in
Table 2. As shown in Table 2, the SA-PNN proposed in this paper
achieved the highest classification accuracy, 92.92%, which
indicates that its differentiation performance is higher than other
classification algorithms.

With the popularity of lung cancer screening, the number and
proportion of people diagnosed with early-stage disease is
increasing. Surgery is considered the most effective treatment
FIGURE 4 | SD-1 values of permittivity and conductivity of lung lymphonodi
pulmonales at various frequency points.
A B

FIGURE 5 | Results of SA-PNN classification of lymphonodi pulmonales. (A) permittivity and (B) conductivity at different number frequencies.
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of early-stage lung cancer (20). With the various surgical
management techniques of early-stage lung cancer, lymph
node staging is considered an important criterion for these
resections (21). At present, the diagnosing thoracic lymph
nodes are required to go through multiple processing steps,
such as tissue sectioning and staining, which takes a long time
and is time sensitive. Therefore, a simple operational, rapid
Frontiers in Oncology | www.frontiersin.org 7118
determination and noninvasive auxiliary diagnostic method for
the identification of malignant tumors in surgery is needed.

At present, there are few published studies focusing on the
method of tissue classification based on dielectric properties.
Among the few known papers, most of them model the fit for
dielectric parameter data of tissue samples in a wide frequency
band. The fitted model parameters were taken as feature vectors,
A B

C D

E F

FIGURE 6 | 20-hold-out validation results of lymphonodi pulmonales by six algorithms with different parameters. (A) PNN. (B) BP neural network. (C) RBF neural
network. (D) Classify. (E) SVM. (F) kNN.
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follow by classification by SVM (22–26), linear discriminant
analysis (27), kNN (28), BP neural network (29), and RBF neural
network (29). When processing data, the model parameters
obtained by data fitting have certain volatility, which affects the
identification results. In addition, the time cost will be increased
when the dielectric parameters of samples are measured in a wide
frequency band and complicated data fitting is required. To
optimize data measurement and processing times, this paper
analyzed and obtained the dielectric parameters of representative
frequency points as the feature vector. This is clearly more
convenient for future applications. Within the classification
methods, the kernel function and its parameters of SVM, the
k-value of the kNN algorithm, the number of hidden layers and
neurons in the BP neural network, and the smooth factor of the
radial basis function in the RBF neural network play key roles in
the performance of each algorithm. However, it was quite
challenging to select these parameters properly. Compared
with the aforementioned algorithms, the number of neurons in
each layer of the adaptive PNN proposed in this paper is easy to
determine. The smooth factor of network parameters can modify
adaptively, which can maximize its classification performance.
This is also the advantage of adaptive PNN compared with
other algorithms.

The study of differentiation between benign and malignant
tissues during surgery is an important clinical application of
biological tissue dielectric measurements, which can provide
auxiliary diagnostic methods for the identification of malignant
tumors during surgery. The main purpose of this paper is to
improve the pattern recognition module of real-time detection
and identification systems of benign and malignant tissues based
on dielectric properties of tissues. At present, the collected
number of sample data is relatively limited. More data is
required for the training dataset of the model in practical
clinical applications, in order to obtain a model with higher
classification accuracy. It is necessary to collect more data to
Frontiers in Oncology | www.frontiersin.org 8119
achieve a more reliable model. In addition, the current data of
tissue dielectric properties are measured in vitro. The dielectric
properties of tissue in vitro cannot completely represent the
dielectric properties of in vivo tissue because the moisture
content and temperature of tissue in vitro will be different
from that of in vivo tissue. These differences would also affect
the measured results. Therefore, follow-up studies should
include a large number of real-time in vivo tissue dielectric
property data for classification research.
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Relation extraction is a popular subtask in natural language processing (NLP). In the task

of entity relation joint extraction, overlapping entities and multi-type relation extraction

in overlapping triplets remain a challenging problem. The classification of relations

by sharing the same probability space will ignore the correlation information among

multiple relations. A relational-adaptive entity relation joint extraction model based on

multi-head self-attention and densely connected graph convolution network (which is

called MA-DCGCN) is proposed in the paper. In the model, the multi-head attention

mechanism is specifically used to assign weights to multiple relation types among

entities so as to ensure that the probability space of multiple relation is not mutually

exclusive. This mechanism also predicts the strength of the relationship between various

relationship types and entity pairs flexibly. The structure information of deeper level in

the text graph is extracted by the densely connected graph convolution network, and

the interaction information of entity relation is captured. To demonstrate the superior

performance of our model, we conducted a variety of experiments on two widely used

public datasets, NYT and WebNLG. Extensive results show that our model achieves

state-of-the-art performance. Especially, the detection effect of overlapping triplets is

significantly improved compared with the several existing mainstream methods.

Keywords: entity relation joint extraction, overlapping triplets detection, DCGCN, relational-adaptive mechanism,

graph convolutional networks

INTRODUCTION

How to extract semantic and structured data from unstructured text is a particularly important task
in the era of big data. Entity relation extraction is an essential subtask in the field of natural language
processing (NLP). Its goal is to identify entity pairs from the text and extract one or more semantic
relations between entity pairs, as shown in Table 1. The extracted triples are used extensively in
many downstream NLP tasks, such as knowledge graph construction (Luan et al., 2018), intelligent
question answering system (Yang et al., 2019).

At present, the relation extraction method can be divided into pipeline method and joint
extraction method according to entity recognition and relation extraction, whether two subtasks
are completed in order at one time. The traditional method was to adopt pipeline model, in which
entity recognition was carried out first and then entity pair relation extraction was carried out.
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TABLE 1 | An example of an overlapping triplet.

The [United States] president [Donald Trump] was born in [New York City].

SingleEntityOverlap (SEO) EntityPairOverlap (EPO)

(Donald Trump, President_ of,

United States)

(Donald Trump, Governance,

UnitedStates)

(Donald Trump, Born_ in, New York City) (Donald Trump, President Of,

United States)

Two extraction models were used respectively. This method has
high flexibility and does not need to annotate the dataset of
entities and relations at the same time. However, this method
makes the model have error accumulation problem and the
interaction information is missing (Li and Ji, 2014), ignoring
the internal correlation information between the two tasks.
Therefore, more work now focuses on the method of joint
learning and makes the most of interactive information between
entities and relations, which can solve the above problems to
a certain extent. Some joint learning methods treat relation
extraction as a sequential tagging problem, which cannot solve
the words withmultiple tags and therefore cannot extract relation
triples with overlapping entities. As shown in Table 1, there
may be different relations between the same entity pair in
some sentences, such triples are called EntityPairOverlap (EPO),
or there is one same entity between entity pairs, and such
triples of relation are called SingleEntityOverlap (SEO). The
extraction of overlapping triples is particularly difficult for the
relational extraction model of joint learning, because there are
no entities in the input and the entities need to be recognized
by the model. In practical application, there are a large number
of overlapping triples in text as shown in Table 1, and such
text data will bring troubles to the current sequence tags-
based joint learning methods. Therefore, effectively solving the
problem of overlapping triples extraction can greatly improve the
performance of the joint learning model.

Therefore, relation extraction still faces the great challenge
of triplet extraction of overlapping entities and extraction of
multiple relations between entity pairs. When detecting multiple
relation types between entity pairs, most existing studies (Zeng
et al., 2018; Nayak and Ng, 2020) are usually regarded as a multi-
classification task, in which multiple relationship types share
the same probability space. In the final classification, multiple
relationships will be mutually exclusive, so the use of classifier
detection will reduce the correlation degree of relationships.
When detecting overlapping triples, the dependency information
of words and the interaction information of triples are also
significant. The method ImprovingGCN (Hong et al., 2020) and
AntNRE (Sun et al., 2019) consider the dependency information
of words and the interaction of triplets, but they do not consider
the interaction information between the probabilistic subspaces
of different relation types. Thus these methods ignore the high
correlation between multiple relations and entity pairs.

In order to address the above issues, we propose a relational-
adaptive joint entity relation extraction model based on multi-
head self-attention and densely connected graph convolutional

networks (DCGCN). Firstly, the model extracts the multi-
granularity feature information from the text through the feature
mixed encoding layer, so that the subsequent model can better
capture the semantic information of the sentence. Then we get
further dependency information between words through the
stacked LSTM and GCN. In addition, we use the multi-head
self-attention mechanism to assign weights to multiple relation
types among entities so as to ensure that the probability space
of multiple relations is not mutually exclusive, and extract the
interaction information between the relation and entity. This
method can construct multiple dynamic association matrices for
each sentence, which can be used as the input of the second phase
DCGCN to consider the interaction information between the
probabilistic subspaces of different relation types. The DCGCN
carries on the interaction of entity and relation in the second
phase to obtain the structural information and potential text
semantic information of the deeper level graph. Finally, entities
and relations are predicted through the node representations
extracted from the two-phase GCN.

The contributions of our work are summarized as follows:

(1) We propose a new joint entity relational extraction method
based on two-phase GCN, which is an end-to-end model.
The GCN in the first phase obtains the dependency
information between words by inputting multi-granularity
semantic features, while the DCGCN in the second phase can
capture the potential semantic association between words
in a specific relationship by inputting multiple attention
dynamic association matrices.

(2) We design a relation adaptive mechanism based on multi-
head attention to learn different relation types between
overlapping entity pairs. This mechanism allocates different
attention weights to the relations between entity pairs, and
adaptively identifies the relations between entity pairs. This
method can effectively identify overlapping triples.

(3) Extensive experiments have been conducted with themethod
in this paper, and the results indicate that our model
achieves state-of-the-art performance on two widely used
public datasets.

The following of paper is structured as follows. In Section,
Related Works are provided, followed by a detailed description
of the proposed model MA-DCGCN in Section Methodology.
Our proposed framework is evaluated on two public datasets in
Section Experimental and Results. The conclusion is drawn in
Section Conclusion.

RELATED WORK

The traditional pipeline method, in which the model is mainly
based on the existing CNN (Zeng et al., 2014; Zhu et al.,
2017), RNN (Socher et al., 2012; Hashimoto et al., 2013),
LSTM (Xu et al., 2015; Zhang et al., 2015), ameliorates the
performance of the model by changing the input characteristics
or network architecture of the model. Due to its natural
advantages in processing unstructured data, GCN has gained
increasing popularity, which was introduced in many works to
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learn the rich information contained in the dependency tree
(Zhang et al., 2018, 2019; Guo et al., 2019). Qian et al. (2019) have
improved word-level information extraction by constructing a
complex graph structure with multiple relationships, and then
using GCN to propagate information between nodes to generate
rich features.

The initial linkage between entity recognition and relation
extraction is established in the NovelTagging model (Zheng
et al., 2017), which unifies the two tasks as a single sequential
tagging problem. However, this method cannot resolve words
with multiple tags, and therefore cannot extract relational triples
with overlapping entities. Miwa and Bansal (2016) proposed
a model based on bidirectional LSTM-RNN to represent the
parameters of entity recognition and relation extraction jointly,
but its model learning process is still similar to pipeline method,
and it is not a typical joint extraction method. Katiyar and
Cardie (2017) proposed for the first time a real entity relation
joint extraction model based on recursive neural network, which
does not rely on any dependency tree information, models entity
recognition sub-tasks into sequence annotation tasks, and then
extracts the relation between entity pairs through Shared coding
layer features. Reinforcement learning (RL) is also widely used in
the field of relation extraction (Qin et al., 2018; Takanobu et al.,
2019; Zeng et al., 2019), in which the remote supervised noisy
data sets are used to jointly optimize entity recognition module
and relation extraction module.

For the sake of overcoming the problem of the redundant
entity in the previous methods, Zheng et al. (2017) proposed an
end-to-end sequence tag, the relation between extraction task as
a tagging task. Sun et al. (2019) proposed binary entity relation
graph to run on a new type of graph convolution network (GCN)
after the graph on the binary map convolution computation,
and the model can capture the entities and relations between
the effective information. Chen et al. (2020) proposed a multi-
channel framework composed of layered deep neural networks
stacked to achieve relation extraction at sentence level. The above
works can simultaneously extract entities and relations through
joint extraction, but the model has poor performance for triples
of overlapping relations.

Zeng et al. (2018) proposed a neural model CopyRE based
on Seq2Seq for the first time in view of the overlapping
relation, and the model considered the overlapping problem of
relational triad through the copying mechanism of the entity
copied from the source statement by the decoder. Fu et al.
(2019) proposed the GraphRel model of end-to-end relation
extraction for entity overlap. The model was divided into
two phase, and the interaction between entities aand relations
was considered through the relational weighted GCN of the
second phase, which significantly improved the prediction of
overlapping relations. Yuan et al. (2020) proposed a joint entity
and relationship extraction model called RSAN, which combined
the fine-grained semantic information of the relation to guide
the entity recognition process. Zeng et al. (2020) proposed their
own improved model CopyMTL and introduced named entity
task for multi-task learning based on CopyRE, thus improving
the problem that CopyRE can only extract single words and
cannot match multi-character entities. Hong et al. (2020), based
on GraphRel, proposed a new relational perceptive attention

mechanism, which can acquire the representation of the relation
between the span of two entities. This model utilized the
characteristics of adjacent nodes and edge information when
obtaining the characteristics of the encoding node. To solve
the overlapping triple problem, we use the stacked LSTM-
GCN encoder to identify entities, and introduce the multi-
head self-attention mechanism to identify the relation types
of overlapping entity pairs according to different attention
weights, and then use the densely connected graph GCN to
further extract the interaction information between entities and
relations. The model implements end-to-end entity recognition
and relation extraction through joint training of loss functions in
different phases.

METHODOLOGY

In this section, we introduce a relational extraction model
for relational-adaptive densely connected graph convolutional
network model using a multi-head self-attention mechanism
which called MA-DCGCN. This model can extract the triples
of overlapping relations in an end-to-end method. As shown
in Figure 1, our model consists of four parts: the LSTM-GCN
encoding layer, relation-adaptive multi-head attention layer,
dense connected DCN layer and the linear combination layer.

Encoding Layer
Given a text sequence S = {w1,w2, · · · ,wi, · · · ,wn} of
length n, where wi represents the i-th word in the sentence.
First, we represent the text sequence as feature matrix
X = [x1, · · · , xi, · · · , xn], and the i-th input word is initially
represented as xi. xi is composed of word context embedding,
part-of-speech (POS) embedding and character-based word
features. By inputting text sequences into a pre-trained Bert
model to obtain context embedding, the model can be provided
with the contextual semantic characteristics of word sequences.
Character-based word features are computed by a convolutional
neural network on a text sequence (CNN) (Krizhevsky et al.,
2017).

xi = Context(wi)⊕ POS(wi)⊕ Char(wi) (1)

Recursive neural network (RNN), long short-term memory
network (LSTM) (Schuster and Paliwal, 1997) and gated recursive
unit (GRU) are all effective methods for long sequence modeling
(Hochreiter and Schmidhuber, 1997; Cho et al., 2014). For the
sake of full consideration of the context semantic information
of text sequence and the dependencies between words, we adopt
bidirectional LSTM (Bi-LSTM) to encode the input word xi and
its context together. The forward and backward LSTM hidden
states are concatenated to obtain the complete context-aware
vector hi of the word xi in the time step i. The expression formula
of hi is as follows:

Ehi = LSTMF(xi, Ehi−1), (2)

←

h i = LSTMB(xi,
←

h i−1), (3)

hi = [Ehi;
←

h i], i ∈ [1, n] (4)
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FIGURE 1 | The MA-DCGCN model for joint entity and relation extraction.

Where, hi ∈ R2×dl , dl stands for the dimension of Bi-LSTM’s
hidden state, F and B stand for the two directions of forward and
backward of LSTM respectively. h0i is the initial input feature xi,

xi ∈ Rd, and d is the dimension of the input feature.
In our work, the representation of the calculated output of

the Bi-LSTM encoder serves as the input to the next Bi-GCN.
For a given graph with n nodes, the nodes in the graph are
each word in the sentence, and the edges in the graph are the
dependencies between words. We use n× n adjacency matrix Aij

to represent the graph, and we add a self-loop for each point, that
is, Aij = 1(i = j). When there is a dependency relation between
word i and wordj, Aij = Aji = 1, otherwise it is 0. Given the
representation of layer l, we can derive the representation of layer
l+ 1 from the following formula.

Eh
(l+1)
i = ρ(

∑

j∈EN(i)

Aij EW
(l)h

(l)
j +
Eb(l)) (5)

←

hi
(l+1) = ρ(

∑

j∈EN(i)

Aij
←

W(l)h
(l)
j +

←

b (l)) (6)

Eh
(l+1)
i = [Eh

(l)
i ;

←

hi
(l)], i ∈ [1, n] (7)

Where, W and b are the weight matrix and deviation, Ni is the
neighbor of node i, and ρ is the activation function (such as
RELU, etc.).

By extracting the word features from LSTM-GCN encoding
layer, we can recognize the entity of the word and predict
the relation between word pairs. For entity recognition, we
apply classification loss to the word features obtained by LSTM,
denoting as Lner1.

P(ŷ |wi , s) = softmax(Wner1hi + bner1) (8)

Lner1 = −
1

m

m
∑

i=1

log P(ŷ = y |wi, s ) (9)

Regarding the relation extraction, we learn the weight matrix

Wi
r ,W

j
r for the relation r of word pairs (wi,wj), and calculate

the fraction S of word pairs (wi,wj) under the relation r. By
calculating the probability of each relation between word pairs,
we can get the relation of this phase to extract loss Lre1.

Sr(wi,wj) = RELU(Wi
rhwi ⊕W

j
rhwj ) (10)

Pr(wi,wj) = softmax(Sr(wi,wj)) (11)

Lre1 = −
1

m

m
∑

i=1

log Pr(wi,wj) (12)

Relation-Adaption Multi-Head Attention
Layer
To work out the difficult overlapping problem of relations,
we applied DCGCN again on the graph after the LSTM-GCN
encoder layer, further propagated and learned the information
of entities and relations on the constructed word graph.
Considering that the edge information of the graph also contains
information that is beneficial to entity relation extraction, the
multi-head self-attention mechanism is added instead of using
DCGCN directly in the second time, which can allocate an
exclusive probability subspace for each relation between entity
pairs without mutual exclusion. Based on the relation-adaption
mechanism, we can calculate the independent correlation
strength for the entities under different relation types in the
sentence according to the semantic characteristics of the context,
and detect the relation types between entity pairs adaptively. The
attention matrix Am ∈ RN×N calculated by us is as follows:

A(m) = softmax(
QmWm

Q × (KmWm
K )

T

√
dr

)Vm (13)

Where Qm ∈ RN×dr , Km ∈ RN×dr represents the query and key
of them-th relational type, matrixW is the model parameter, and

dr is the dimension of the subspace of each relational type. A
(m)
i,j

represents the strength of the association between the word i and
the word jin them-th relation.
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FIGURE 2 | An illustration of a three-layer densely connected graph convolutional network.

Densely Connected GCN
In our work, a shallow GCN captures only local structural
information on a large graph built of all words based on text
sequences. Inspired by DenseNet (Huang et al., 2017) in the field
of neural networks, we introduce densely connected GCN (Guo
et al., 2019) into our MA-DCGCN model in order to capture
richer node-related non-local information on large graphs for
entity relation learning.

The structure of a densely connected GCN at three layers is
shown in Figure 2, with any layer receiving the output of all
preceding layers. For example, outputs from the first and second
layers can be input to the third layer, so that first-order, second-
order, and third-order neighborhood information from the nodes
can be received. By using dense connections, we can train deeper
GCN models to produce richer graphical representations than
shallow GCN.

In densely connected GCN, the features of node v in Layer l
not only contain the output feature h(l−1) of layer l− 1, but also
input the feature information of all previous layers. The node

features g
(l)
v of layer l are denoted by the series of initial node

feature xi and nodes of all previous layers:

g
(l)
i = [xi; h

(1)
i ; ...; h

(l−1)
i )] (14)

Since we generate independent subspaces for M relation types
that are not mutually exclusive, we need to run m densely
connected GCN layers for M attention matrices, so the GCN
calculation is modified as follows:

h(l)mi
= RELU(

m
∑

j∈N(i)

A
(m)
ij W(l)

m g
(l)
j + b(l)m ) (15)

Where, m = 1, 2, ...,M, W and b are the parameter matrix and
bias terms associated with the attention matrix A. Each layer
of W’s dimension increases dhidden, which is determined by the
number of densely connected layers L and the input feature

dimension d. In this paper, L = 3. And w(l) ∈ Rdhidden×d
(l)
,

where d(l) = d + dhidden × (l− 1).
In order to integrate the feature representation of M relational

types that have been closely connected, we use a general linear
combination layer to output the final word features.

hfinal =Wfinal[h1; ...; hM]+ bfinal (16)

Where Wfinal ∈ Rd×M is the weight matrix, and b is the bias
vector of the linear transformation. Using the word features we
finally obtained, we performed entity recognition and relation
classification in Section “Encoding Layer” again to obtain that the
losses in this phase were represented as Lner2 and Lner2.

Joint Extraction
We adopt two kinds of losses in our joint training, entity
recognition loss and relation extraction loss. For entity
recognition, we use common BIESO marking scheme to
represent the real labels, every word for text sequence must
belong to one class. The total loss of our joint training is equal
to the sum of two entity recognition losses and two relationship
extraction losses in the whole calculation process of the model.
The calculation formula of the total loss is as follows:

L = (Lner1 + Lre1)+ α(Lner2 + Lre2) (17)

Where α is the weight between the losses of the two phases. Our
model is trained jointly by minimizing L.

EXPERIMENTAL AND RESULTS

Dataset
We evaluate our model’s performance on two public datasets that
are common in the field of relational extraction.

New York Times (NYT): the New York Times data set
contains the New York Times web site from November 2009 to
January 2010 in the 150 articles on business. TheNewYork Times
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TABLE 2 | Statistics about the datasets.

Category NYT WebNLG

Train Test Train Test

Normal 37,013 3,266 1,596 246

EPO 9,782 978 227 26

SEO 1,4735 1,297 3,406 457

All 5,6195 5,000 5,019 703

Relation 24 246

data set is constructed using a remote monitoring method, which
generates large-scale training data by automatically aligning
relations in Freebase with text content. NYT contains 24 valid
relations. This paper’s work refers to (Zheng et al., 2017) to
preprocess the original NYT data set.

WebNLG: WebNLG was originally a data set for natural
language generation (NLG) by Gardent et al. (2017), containing
246 valid relations. In this dataset, an instance consists of a set of
triples and a few standard sentences (written by the annotator).
This paper only uses the first sentence in each instance in
WebNLG dataset, which needs to contain all the entities of the
triples, otherwise the sentence is filtered.

The final NYT and WebNLG statistics for the three types of
triples are shown in the following Table 2.

Implementation Details
PyTorch has been used in our work to distribute GCN and
DCGCN in node neighborhood information and edge feature
information. We used pre-trained BERT to initialize the context
embedding of the word (768d) and then concatenate it with
trainable POS embedding (15d) and character-level features
(25d) as the input for each word. The dimension of the hidden
state vector for Bi-LSTM is set to 100, and the dimension of the
hidden state vector for Bi-GCN, attention layer, and DCGCN
is set to 256. We selected 10% randomly from the training set
to optimize the super parameters in the model, the Learning
Rate, Dropout and batch size were set to 0.0001, 0.1, and 10,
respectively, and Adam optimizer was used in the model.

In our model, we set the number of layers of BI-GCN to be
2, and the number of layers of densely connected GCN is L = 3.
Parameter α is set to 3 for joint training.

Baselines and Comparison Result
To verify the superior performance of the model in this paper, we
compare it with a series of recent related models and we contrast
it with some mainstream models listed below.

• NovelTagging (Zheng et al., 2017) proposes an end-to-end
model based on LSTM and adopts a new tagging method to
solve the task of joint extraction of entities and relations.
• GraphRel (Fu et al., 2019) extracts the hidden features of nodes

through the stacked GCN of two stages, and trains the loss
function of two stages together to realize the joint extraction
of entities and relations.

• AntNRE (Sun et al., 2019) detects the entity span by sequence
tagging, deduces the entity relation type based on GCN in the
entity-relation bigraph, and trains the two subtasks jointly.
• CopyRe (Zeng et al., 2018) uses two different decoding

strategies to generate relations, and then extracts entities and
relations jointly based on the copy mechanism. We compare
the results with the MultiDecoder.
• CopyMTL (Zeng et al., 2020) introduces a multi-task learning

framework, which solves the problem of extracting only one
word in CopeRe by adopting different strategies for the head
entities, tail entities and relations in triples.
• OrderRL (Zeng et al., 2019) regards the extraction of triples

as a process of reinforcement learning (RL), explores the
influence of the extraction order of triples, and the proposed
sequence-to-sequence model can automatically learn and
generate relational facts.
• HRL (Takanobu et al., 2019) applies reinforcement learning to

a new joint extraction paradigm, and the proposed hierarchical
reinforcement learning (HRL) model decomposed the
entity and relation extraction process into a two-level RL
strategy hierarchy.
• ImprovingGCN (Hong et al., 2020) improves on the basis of

GraphRel and added the attention mechanism, allowing the
model to use the weighted edge information on the graph
structure. The proposed model can be used to end-to-end
extract entities and relations jointly.

In this paper, three indexes, precision, Recall and F1, which are
the same as most relationship extraction work, are used to assess
the performance of the model. The comparison results are shown
in the Table 3 below.

As shown in Table 3, we compared our work with the
above baseline model, which can verify the effectiveness of our
model MA-DCGCN. Similar to GraphRel (Fu et al., 2019) and
improving GCN (Hong et al., 2020), our work uses GCN. But
the difference is that our model applies multi-head attention
mechanism, which takes edge information in the graph structure
into consideration. Compared with improving GCN (Hong et al.,
2020), we do not mutually exclusive allocate separate subspaces
for each relation type, which is more effective for extracting
overlapping relations. The difference is that we also use the tightly
connected GCN in our work, which enables our model to extract
deeper graph structure information for learning the relations
between entity pairs.

Experimental results demonstrates that our model’s

comprehensive performance F1 value is higher than that of

all baseline models, positive to ImprovingGCN 6.6% on NYT

and positive to AntNRE (Sun et al., 2019) 8.3% on WebNLG.

AntNRE removes irrelevant edges in bipartite graphs by

relational binary classification task, and their performance

depends on binary classification task. For “Precision” and
“Recall,” on the NYT data set, ours’ precision is only 1.9% lower

than the highest ImprovingGCN, but ours’ recall is 12% higher

than it. Compared with the other seven baseline models, ours’
precision and recall are superior. Similar trend could be seen on
the WebNLG dataset. On the other hand, our model can fully
recognize the boundary of the entity while CopyRe cannot copy
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TABLE 3 | Results of comparison with mainstream methods on NYT and

WebNLG datasets.

NYT WebNLG

Precision Recall F1 Precision Recall F1

(%) (%) (%) (%) (%) (%)

NovelTagging 62.4 31.7 42.0 52.5 19.3 28.3

CopyRe 61.0 56.6 58.7 37.7 36.4 37.1

GraphRel 63.9 60.0 61.9 44.7 41.1 42.9

CopyMTL 75.7 68.7 72.0 58.0 54.9 56.4

OrderRL 77.9 67.2 72.1 66.3 59.9 61.6

HRL 78.1 77.1 77.6 - - 28.6

AntNRE 80.2 53.5 64.2 80.4 45.4 58.0

ImprovingGCN 83.2 64.7 72.8 66.4 62.7 64.5

Ours 81.3 76.7 79.4 67.4 65.1% 66.3%

Bold marks highest number among all models.

TABLE 4 | Ablation tests on the NYT dataset.

Model F1 (%)

ALL 79.4

- char embedding 78.1

- context embedding 77.8

- BiGCN 77.6

- Multi-head Attention 76.9

- DCGCN 78.2

the complete entity. Therefore, the F1 score of CopyRe on the
two datasets NYT and WebNLG is 20.7 and 29.2% lower than
ours. AntNRE constructs an entity-relation bipartite graph, but
the performance will be affected by the binary classification task
of the nodes in the bipartite graph. Although ImprovingGCN
and AntNRE consider the dependency information of words
and the interaction of triplets, they ignore the interaction
between words in different relational spaces. On the contrary,
our proposed relation adaptive mechanism can capture the
hidden connections of words in different relational spaces, and
then establish a chain of reasoning between triplets. Therefore,
it is proved that our work is meaningful and the comprehensive
performance of our proposed model is superior.

Ablation Study
In order to verify the validity of each component in the model,
as NYT data sets overlap far more than WebNLG data sets, we
conducted ablation experiments on NYT data sets. The impact of
different components on model performance was compared by
removing one component at a time. The experimental results can
be obtained from Table 4.

As can be seen from Table 4, F1 value of the model decreases
by 1.3% when character-based word features are not added, and
by 1.6% when context embedding is not added. The results
indicate that the multi-granularity embedding can provide more
semantic features of words and improve the performance of
the model to some extent. “Bi-GCN” indicates that the model

TABLE 5 | F1 score for different numbers of GCN layer.

Phase # Numbers of layer F1 (%)

1st-GCN 1 76.8

2 77.6

3 77.3

2nd-DCGCN 2 79.1

3 79.4

4 79.3

3rd-DCGCN 3 79.3

Bold marks the optimal setting.

removes the GCN component of the encoding layer, leaving
only Bi-LSTM. The experimental results show that the stacked
LSTM-GCN encoding layer can extract richer word features
for named entity recognition and relation extraction than the
single LSTM. The results show that the performance decreases
by 1.5% after removing the attention mechanism, which proves
the effectiveness of the relational adaptive layer in detecting
overlapping relations. Attention weights can provide more
effective edge features to make the model learn the interaction
information of entity relations better, and the non-mutually
exclusive subspace of each relation also makes it easier for
the model to learn the overlapping relation between entities.
Where “-DCGCN” means to use the same regular Bi-GCN as
before instead of densely connected GCN. The results show
that DCGCN can aggregate nodes more effectively and provide
deeper graph structure information.

Comparison Results for Different Numbers
of GCN Layers
In order to select the best match of GCN layers in the two stages,
we set different numbers of GCN layers in first-phase and second-
phase to carry out comparison experiment on NYT dataset. The
experimental results are shown in Table 5.

When conducting experiments on the number of layers in
the first-phase GCN, our model does not use the second-stage
DCGCN, but only retains first-phase GCN. This experimental
data also shows the effectiveness of setting two-stage GCN of
our model. The DCGCN of second-phase can extract more
information to improve the performance of the model. When
DCGCN in the second and third phase conducts experiments
with different number of layers, the previous GCN is set to the
optimal value obtained from the experiment, such as layers in
first-phase and second-phase set to two and three.

As shown in Table 5, we also tried to add the third-phase
DCGCN again for relation extraction, but the result declined
instead. This indicates that GCNs of more phase cannot achieve
better results, and the information of the graph structure will
become smooth after multiple GCNs. The setting of layer (2,3)
is the most suitable match for our model.

Comparison Results for Overlapping
Triples
Figure 3 shows the performance comparison of the model in this
paper for different types of overlapping triples on two public
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FIGURE 3 | F1 score for different class of overlapping triples. (A) F1 of normal triple (B) F1 of EntityPairOverlap (C) F1 of SingleEntityOverlap.

FIGURE 4 | F1 score for different number of triples on two datasets. The X-axis represents the number of triples in a sentence. (A) F1 of different triples on the NYT

(B) F1 of different triples on the WebNLG.

datasets. Referring to GraphRel’s work (Fu et al., 2019), we
compare it with two encoder models (Zeng et al., 2018) and

two similar methods (Fu et al., 2019; Hong et al., 2020). The
experimental results indicate that the detection performance of
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our model is better than that of all baseline models for the three
types of triples. Especially compared with GraphRel, the F1 value
of NYT and WebNLG for SPO increased by 21.3 and 33.8%,
respectively. Our model uses multi-stacked GCN to better extract
the interaction information between entities and relations, and
the introduction of multi-head attention mechanism is more
targeted to detect overlapping triples.

We also conducted a comparison experiment on two public
datasets with different number of triples in a sentence. The
results are shown in the Figure 4. Where the x-axis represents
the number of triples in a sentence. In most cases, our model
is superior to other baseline models. With the increase of the
number of triples in the sentence, the performance of each model
began to decline, and the decline of our model was smaller. On
the WebNLG dataset, although F1 of GraphRel is slightly higher
than our model when the sentence contains four triples, its F1
value drops sharply when the sentence contains three and five
triples. This indicates that the overall performance of our model
is more stable. As the number of triples in the sentence increases,
the graph will be built with more nodes. That means our model
can extract the graph structure information at a deeper level than
the other model, which is more suitable for extracting richer
information from larger graphs.

CONCLUSION

We propose a new joint entity and relation extraction model
based on densely connected graph convolutional network
(DCGCN). We introduce a multi-head attention mechanism
to assign independent attention weights to different relations
that are not mutually exclusive, and adaptively extract multiple
relation types between overlapping entity pairs. In order to

further strengthen the interaction between entities and relations,
a stacked DCGCN is added to the model, and the features of
adjacent nodes and weighted edge information are used to extract
more hierarchical graph structure information.We evaluated our
approach on two public datasets. The results show that we can
achieve the most advanced performance compared to current
mainstream methods. In the future work, we hope to make more
effective use of the rich semantic information in the pre-training
model to improve model’s performance, such as inputting the
trained attention weight in the pre-training model into our
proposed model.
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Energy Investment Risk Assessment
for Nations Via Seq2seq Model
Panning Liang1, Mingyang Yu1 and Lincheng Jiang2*

1Antai College of Economics and Management, Shanghai Jiao Tong University, Shanghai, China, 2College of Advanced
Interdisciplinary Studies, National University of Defense Technology, Changsha, China

China’s “Belt & Road Initiative” has been proposed for several years, which has stimulated
the economic and financial development of the countries alongside the “Belt & Road”. For a
world’s leading energy consuming country, China tries to secure the energy supply from
the resource-rich countries via oversea energy investment. In this paper, we propose a
sequence to sequence (seq2seq) model to evaluate the energy investment risk of 50
countries alongside the “Belt & Road Initiative”. Specifically, we first build an indicator
systemmainly containing six factors. Thenwe adopt Bi-long-short termmemory (Bi-LSTM)
as encoder to process the historical statistics. Afterward, we use self-attention mechanism
to assign the weights on the six factors of the indicator system. Finally we use a hierarchical
convolution neural network decoder to generate the assessment results. Our findings
indicate that resource potential and Chinese factor are the most important indicators. And
through our thorough investigation, we find that Russia, Kazakhstan, Pakistan, United
Arab Emirates, Saudi Arabia, Malaysia and Indonesia are the most recommended target
countries for China’s oversea energy investment.

Keywords: seq2seq framework, belt & road initiative, energy investment risk assessment, Bi-LSTM,
hierarchical CNN

INTRODUCTION

“Belt & Road initiative” was proposed successfully in 2013 by China, which aims to secure its global
economic and energy system. China plans to invest the nations alongside the “Belt & Road”, so as to
explore a developmental path of interregional cooperation, so as to boost an open economic system
development. Such huge project has attracted at least 65 nations to discuss with China about further
investment (Duan et al., 2018; Hafeez et al., 2018; Zhai, 2018; Wu et al., 2020). In this paper, we focus
on the energy investment as China has the largest amount of imported energy resources like oil and
gas, with the number keeping increasing. Overall, the countries joining “Belt & Road initiative”
include 16 countries in the Middle Eastern Europe, 18 countries in West Asia and Northern Africa,
10 countries in the Association of Southeast Asian Nations (ASEAN), 8 countries in South Asia, 5
countries in Central Asia, 7 countries in the Commonwealth of Independent States (CIS), and
Mongolia in East Asia. Those countries above contain a large part of the energy resources of the
whole world according to the Energy Information Administration (EIA1) statistics, with natural gas,
coal and oil making up, 79.9 and 54.0 and 58.8% of the world, respectively.

In order to ensure a stable external energy supply, oversea energy investment is the main way
conducted by those countries laking in resources like Japan. According to statistics provided by
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Information Energy Agency (IEA2), there will be about 23 trillion
dollars investments regarding the fossil energy industries
including mining, transportation and refinement. Most of
those investments focus on the countries alongside the “Belt &
Road”, which offers China a good opportunity to expand its own
oversea energy investment.

However, oversea energy investments always face high risk
due to various factors such as politics, business environment,
economic situation. The period of such investment is long and the
corresponding investment uncertainty is rather low as well
(Zhang et al., 2017, 2018; Wu et al., 2020). For example,
Middle East countries have abundant fossil resources, however,
their economic structure is singular with unstable politic
environment and undeveloped energy industry. Therefore, to
conduct the “Belt & Road initiative” smoothly, a thorough and
comprehensive assessment of the energy investment is strongly
needed. Given the evaluation, we could provide investment
strategy recommendations for China policy makers.

There are many existing efforts aiming to handle the
investment risk evaluation in many aspects. For example,
Dockner et al. (2013) take the risk of energy grids into
consideration, evaluating firm risks and firm value. Pringles
et al. (2015) evaluate the energy transmission risk through
considering substantial uncertainty and irreversibility. Chorn
and Shokhor (2006) adopt a real-options based model to
evaluate China’s oversea fossil industry investments. However,
the previous research mainly focuses on micro-level on energy
investment risk evaluation. In our paper, we intend to investigate
energy investment risk on both micro-level and macro-level
factors.

Existing macro-level risk assessment models always focus on
the quantitative analysis, referencing global organizations like
Moody’s, Fitch Group and Standard & Poor’s Feder and Uy
(1985); Brewer and Rivoli (1990) for rating results. The
International Country Risk Guide (ICRG) publishes the
national risk ratings monthly from three aspects: political,
financial and economic. Some researchers argue that China
oversea investments should be mainly concerned with natural
resources. For example, Li et al. (2012) evaluate the national risk
of crude oil exporting countries using decomposition hybrid
approach.

Motivation. China is the world-leading energy-consuming
country while the “Belt & Road initiative” brings lots of
opportunities for China’s companies’ oversea energy
investment. So it is urgent to call for more systematic
researches for assessment of China’s oversea energy
investment risks under this circumstance. However, the
aforementioned literature only investigates the general
investment risk, few studies focus on the China oversea energy
investment. Therefore, in this work, we aim to fill this gap by
building an assessment system for China’s foreign investment
alongside the “Belt & Road initiative”. We believe that aside from
the above national risks, according to EIA, more energy-related
factors should be taken into consideration. Additionally, the

bilateral relationship between China and the target country
also plays a vital role in assessing the oversea energy
investment Duan et al. (2018). So Chinese factor should also
be considered. Overall, we put forward an indicator system
specially designed for energy investment, which contains six
indicators, that is, investment environment, political risk,
economic foundation, environment constraint, resource
potential and Chinese factor. To evaluate the above risk
factors, inspired by the recent advance of deep learning, we
propose to use a seq2seq framework to generate the
assessment results. To the best of our knowledge, we are the
first to apply deep neural networks on risk assessment tasks.
Additionally, previous assessment models only take the latest
statistics of a nation into consideration, however, our model could
make the full use of the history statistics via the Bi-LSTM encoder.
Afterward, we adopt the self-attention layer to assign different
weights on different impact factors. Finally, we choose CNN as
the decoder to generate the final assessment results.

Objective. In this work, we aim to first build an indicator
system so that we could conduct a comprehensive analysis on the
factors affecting the China’s oversea energy investment. Secondly,
we adopt the seq2seq framework to evaluate the historical
statistics to generate the assessment results, while previous
research always focus on the latest data. Finally, based on the
assessment results, we aim to provide policy recommendations to
those policy makers of China.

• The contributions could be summarized as three
components:

• We first build an indicator system to assess the national
energy investment risk along the “Belt & Road initiative”.

• We adopt a seq2seq framework to generate the assessment
results, in which Bi-LSTM encoder deals with historical
statistics, self-attention mechanism calculates the indicator
weights and CNN decoder computes the final assessment
scores.

• We evaluate the energy investment risk based on the
indicator and framework mentioned above among 50
countries which lie in the “Belt & Road initiative”. Then
we provide policy recommendations for overseas energy
investment of China.

The rest of paper is organized as follows.We first introduce the
related work in “Related Work” section, and then justify the
indicator and seq2seq framework in detail in “Proposed Model”
section. Then we conduct energy investment evaluation on 50
countries in “Experiments” section. In the end, we present the
conclusion of our findings in “Conclusion” section.

RELATED WORK

Investment Risk Assessment
Investment risk assessment has drawn lots of research attention,
and in this paper, we focus on energy investment so as to evaluate
China’s “Belt & Road” initiative on natural resources.2https://www.iea.org
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Regarding the energy, some research focuses on grid systems
or power plants. Dockner et al. (2013) take the firm value and
firm risk into consideration, in which firm risk is determined by
short investment option positions and become non-linear with
no investment. Pringles et al. (2015) analyze the real investment
option of power transmission with uncertainty and
irreversibility. Zhang et al. (2016) assess the renewable
resource investment via a real options model. Tietjen et al.
(2016) compare the renewable and fossil energy in power
markets regarding the investment risks, and they find that the
energy price is the most important factor for a power plant. Hach
and Spinler (2016) consider the capacity payment on investment
as a risk factor, focus on how different partials of renewable
energy would affect the gas-fired plants. Gal et al. (2017) research
on the uncertainty factors of the fossil fuel cost, and how they
affect the energy price and capacity investment. Mayer et al.
(2017) study on the cost calculation and power generation based
on the early-stage uncertainties and risks. Farfan and Breyer
(2017) compute the risks of national power system and its
investment based on a sustainable indicator.

There are also various works focusing on the fossil energy
industry investment. Chorn and Shokhor (2006) use a
combination of a real options model with the Bellman
equation to evaluate the Central Asia gas energy investment.
Fan and Zhu (2010) evaluate the China oversea oil investment
based on a real options model, as well. Chen et al. (2016) also
adopt the real options model to assess the China’s coal power
plants in the aspect of the subsidy uncertainty for investment of
CCS retrofitting. There are also multiple efforts dedicating to
carbon emission and clean-development mechanism on resource
investment (Strand et al., 2014; Hieronymi and Schüller, 2015;
Jones, 2015; Mo et al., 2015; Cadarso et al., 2016; Cucchiella et al.,
2017; Xu et al., 2017) compare different factors and investment in
China using 5-sector panel data, illustrating that the investment is
mostly depended on GDP. Azam (2020) empirically examine the
impact of energy on economic growth within the production
function framework of a panel of 10 developing Asian economies
from 1990 Q1 to 2014 Q4.

The aforementioned approaches only consider the micro-level
factors, while country-level risks are overlooked. National risk
ratings were described via quantitative analysis in debt default in
the early stage Feder and Just (1977); Kharas (1984). Then some
global organizations occurred like Moody’s, Fitch group and
Standard & Poor’s, which published the national ratings for
each country (Feder and Uy, 1985; Brewer and Rivoli, 1990).
Among these organizations, International Country Risk Guide
(ICRG) is oldest one which studies three aspects of a nation,
i.e., economic, political and financial. Miller (1992) take the
industrial environment, macro-economic environment and
micro-economic environment into consideration. Hammer
et al. (2006) conduct a survey on 69 nations analyzing three
political factors and nine economic factors. Agliardi et al. (2012)
evaluate the sovereignty risk of the developing countries via three
aspects of indicators, i.e., financial, economic and political.
Sanchez and Meltzer (2012) adopt nine economic factors to
assess the sovereignty risk of the Europe union countries.
Brown et al. (2015) consider four aspects for national

evaluations, i.e., political, operational, social and economic.
Azam (2016) studies the impact of environmental degradation
on the economic growth of 11 Asian countries between 1990 and
2011. Azam et al. (2019) study the impact of several indicators
like energy, human capital, environment and economics on
China. Azam (2019) also study the impact of the above
indicators, but he extends the study on BRICS-4 countries,
i.e., Brazil, India, China, and South Africa.

As for the China’s oversea energy investment, many
researchers believe that natural resources play a vital role for
China’s policy making. Li et al. (2012) evaluate the risk of those oil
exporting countries via a decomposition hybrid model. Tan
(2013) focuses on the energy realm of China’s oversea
investment and offers related recommendations. Sun et al.
(2014) conduct a survey on China’s foreign investment
situation particularly in natural resource field. Conrad and
Kostka (2017) and Liedtke (2017) analyze the European
energy sector w.r.t China’s investment trend, discussing the
economic and competition risks. Duan et al. (2018) analyze
the energy investment of China using a fuzzy integrated
model. Wu et al. (2020) use an analytic network process and
build an ANP-cloud framework to assess the investment risk but
they only focus on renewable energy. Zhang et al. (2017) use a
multi-fuzzy comprehensive evaluation model to evaluate the
investment risk, but they only study the China-Pakistan
economic corridor. Zhang et al. (2018) also study the China-
Pakistan economic corridor, using an analytic hierarchy process
(AHP) to assess the social impact on investment.]

Seq2seq Framework
Seq2seq framework is also known as encoder-decoder
architecture, which is originally designed to adopt RNN
Sutskever et al. (2014) as encoder and decoder. In specific,
given the input sequence x � {x1, . . . , xn}, in which n
represents the number of the sequence elements, it is first
processed by the RNN encoder. Afterward, the framework will
generate the hidden state z � (z1, . . . , zn). To produce the
output sequence t � (t1, .., tn), the decoder uses the hidden
state z � (z1, . . . , zn) as input. Specifically, the RNN decoder
will generate a new hidden state hi+1 based on the zn and the
previous state hi+1. Then it uses the new hidden state to produce
the output ti+1 one by one from left to right, meanwhile producing
the conditional input ci and the previous target word yi’s
embedding vector gi.

The input of the decoder can be directly applied as the final
encoder hidden state znwithout considering the attentionmechanism,
meanwhile setting the conditional input ci to be equal to zn for each i
Cho et al. (2014). However, many works apply the attention
mechanism to further improve the model performance, which
computes the ci as the sum of (z1, . . . , zm) assigning the different
attention weights. Such attention weights could help the decoder pay
more attention on the important parts of the sequence, producing the
output sequence of higher quality. To calculate the attention weight,
the hidden state of encoder zj is compared by the combination of the
previous hidden state of decoder hi and the previous prediction yi.
Afterward, the results are normalized to a distribution over the input
sequence Bahdanau et al. (2015) Luong et al. (2015).
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There are many variants of RNN to be chosen as encoder and
decoder such as LSTM Hochreiter and Schmidhuber (1997) and
GRU Cho et al. (2014). Both RNN models applies a gating
mechanism to facilitate the model to handle the long-term
dependencies. In recent, bi-directional models are widely used
like Bi-LSTM since they could make the full use of the sequence
context Bahdanau et al. (2015). Additionally, there are also many
models stacking multiple layers of RNN to boost the
performance, where residual connection is needed He et al.
(2016). Aside from RNN, CNN is also applied as the encoder
or decoder, which could improve the efficiency compared with
RNN models Gehring et al. (2017).

PROPOSED MODEL

In this section, we first present our investment risk assessment
model in detail. We first build an indicator system which
combines both micro-level and macro-level risk ratings. Then
we harness the Bi-LSTM model as the encoder to handle the
history statistics based on the above indicator system.
Afterward, we use the self-attention layer to assign
the weight on different indicators. Finally, we adopt the
hierarchical CNN model to generate the results of the
investment assessment.

Indicators
Here we introduce overall six indicators to be considered to
evaluate the investment risk, that is, investment environment,
political, economic, environment constraint, resource and
Chinese factor. [According to International Country Risk
Guide (ICRG), it evaluates the national risk via three
dimensions, i.e., investment environment, political risk and
economic foundation, so we choose them as indicators.
Additionally, according to Energy Information Administration
(EIA), environment constraint and resource potential are two
main indicators reflecting the status of the energy resource of a
certain country, so we take them as indicators in our work as well.
As illustrated in Wu et al. (2020); Duan et al. (2018); Zhang et al.
(2017, 2018), Chinese factor also plays a significant role in
evaluating the investment risk, so this work also includes it as
indicator.]

As for the investment environment, it is mainly about the
operational environment of the companies in a nation. Having a
stable investment environment can guarantee the operations of
the foreign companies. Here we introduce six indicators
regarding investment environment which are obtained from
World Bank, as shown in Figure 1.

As for the political risk, it reflects the stability of the country’s
politics and government environment. Having a political
environment being stable can secure the investment and

FIGURE 1 | Investment risk assessment model framework.
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management of the foreign companies, while a poor environment
may cause a negative influence on the investment interests of
foreign companies. Here we have six factors of the political risk
which are obtained from ICRG, as shown in Figure 1.

As for economic foundation, this indicator shows whether the
economic system of a country works efficiently. A country with
solid economic foundation could provide the fundamental
guarantee of a company’s investment profit. We include six
factors of the economic foundation of to be considered as
illustrated in Figure 1, which are also obtained from ICRG.

As for environment constraint, it is every country’s duty to
handle the global warming challenge. To secure the sustainability
of the foreign investments, a nation’s environment constraint
should also be taken into consideration. Such constraint will
influence the macro-level policy of the nation, thereby affecting
the operation and management of the foreign countries. Here six
factors are included w.r.t this indicator, which are obtained from
EIA and World Bank, as presented in Figure 1.

As for resource potential, it is intuitive that for oversea energy
investment, the total production or the reserve of the natural
resource is an important indicator. A country with abundant

supply or production of the fossil resource could easily attract the
oversea energy investments. In this paper, we take six factors into
consideration as shown in Figure 1, with the statistics fetched
from EIA.

As for Chinese factor, the bilateral relation between China and
the resource country also plays a vital role for stability and
sustainability of the China’s oversea investment. Such relation
is concerned with the diplomatic and political friendliness, the
stability and the closeness of trade cooperation between China
and the countries alongside the “Belt & Road Initiative”. In
specific, we include six factors to evaluate this indicator, of
which the origins are complex as presented in Figure 1.

Seq2seq Framework
In this subsection, we introduce the seq2seq framework in detail,
which is composed of several functional layers.

Embedding Layer
In the bottom of the model, we have the input layer and
embedding layer. The input layer is directly obtained from the
original statistics of each indicator. We directly represent

TABLE 1 | Investment risk assessment indicators.

Dimension Indicators Data source

Investment environment Starting a business World Bank
Dealing with construction permits World Bank
Getting electricity World Bank
Paying tax World Bank
Enforcing contracts World Bank
Resolving insolvency World Bank

Political risk Government stability ICRG
Internal conflict ICRG
External conflict ICRG
Corruption ICRG
Law and order ICRG
Democratic accountability ICRG

Economic foundation GDP per capita ICRG
Real GDP growth ICRG
Annual inflation rate ICGC
Budget balance as a percentage of GDP ICRG
Foreign debt as a percentage of GDP ICRG
Exchange rate stability ICRG

Environment constraint Carbon dioxide emissions EIA
Nitrous oxide emissions World Bank
Energy intensity EIA
Carbon dioxide intensity EIA
PM2.5 World Bank
Forest area (% of land area) World Bank

Resource potential Total oil production EIA
Crude oil proved reserves EIA
Dry natural gas production EIA
Proved reserves of natural gas EIA
Crude oil distillation capacity EIA
Total exports of refined petroleum products EIA

Chinese factor Outward FDI stock Statistical Bulletin of China’s Foreign Direct Investment
Years of China’s diplomatic relations Bai Du
Value of contracted projects China Statistical Yearbook
Persons abroad of contracted projects and labor services China Statistical Yearbook
Value of total imports from China UN Comtrade Database
Value of total exports to China UN Comtrade Database
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the input sequence as S � {xk1, xk2, . . . , xkn}, in which n denotes the
years of the data that are taken into account, and
k ∈ {1, 2, 3, . . . , 36} denotes the specific indicator, in the order
of Table 1. Here we set n � 7 as we compute the 7 years’ statistics.

Such input sequence cannot be directly applied on encoder
layer. Therefore, we add an embedding layer which transfers the
input sequence into low-dimensional vectors.

Bi-LSTM Encoder Layer
In our model, the encoder is the Bi-LSTMmodel which processes
the input sequence. A Bi-LSTM model can fully mine the history
information behind a sequence, and it consists of two parallel
LSTM layers, i.e., forward LSTM layer and backward LSTM layer.

LSTM contains input gate, forget gate and output gate to
control the information flow. Take the forward LSTM as example,
in the t time step, given the input vector xkt , it generates the
current hidden state vector hkt based on the previous hidden state
ht−1. Mathematically, the current hidden state hkt could be
calculated as follows:

ikt � δ(Wk
xix

k
t +Wk

hih
k
t−1 +Wk

cic
k
t−1 + bki ), (1)

fkt � δ(Wk
xf x

k
t +Wk

hih
k
t−1 +Wk

cf c
k
t−1 + bkf ), (2)

zkt � tanh(Wk
xcx

k
t +Wk

hch
k
t−1 + bk

c), (3)

ckt � fkt⊙c
k
t−1 + ikt⊙z

k
t , (4)

okt � δ(Wk
xox

k
t +Wk

hoh
k
t−1 +Wk

coc
k
t + bk

o), (5)

ht � okt tanh(ckt ). (6)

in which ik, fk and ok denotes the input gate, forget gate and
output gate, respectively. bk(·) and Wk

(·) denotes the bias and
parameter matrix, respectively. ⊙ denotes the Hadamard
production. The framework could be described as Figure 2.

The input sequence is processed from the element xk1 to
element xkt , and we denote the hidden state vector as h

→k

t .
Similarly, the input elements are handled from xkt to xk1, with

the corresponding output hidden state vector denoted as h
←k

t .
Based on the above two layers, our encoder could fully leverage
the history information of the whole sequence. Afterward, at t
time stamp, we concatenate the above two hidden state vectors to
generate the final hidden state output hkt ∈ R2de . Mathematically,
it could be represented as follows:

hkt � [ h
→k

t⊕h
←k

t]. (7)

Then the whole output of the encoder layer could be
represented as hk � {hk1, hk2, . . . , hkn}. hk is used as the input of
the next layer in our framework.

Self-Attention Layer
Here we introduce the self-attention layer to assign the weights on
different indicators. Here we compute the weight of each specific
indicator based on the hidden state vector hk. Mathematically,
given the hidden state vectors of all indicators h � {h1, h2, . . . , hk},
its self attention could be computed as follows:

fh � tanh(hWah
T + ba), (8)

A � softmax(fh), (9)

g � Ah � (g1, g2, . . . , gn), (10)

in which fh is the attention score of the hidden vectors of the
indicators, A is the attention weight of the indicators, g is output
hidden state of the self-attention layer which is further adopted as
the input of the decoder layer, ba is bias parameter andWa is the
attention parameter matrix.

Decoder Layer
In this section, we adopt a hierarchical CNN architecture as the
decoder layer. Actually, for each layer of the architecture, it is
composed of a one-dimensional convolution and a non-linearity.
Setting the kernel width of convolutional layer as l, l elements of
the input sequence could be covered. To extend the coverage of
the sequence, we stack several layers of the convolution on top
of each other. For instance, setting l � 5 with 6 layers could cover
25 elements of the sequence. Non-linearities force the model to
pay more attention to the important parts of the sequence, or
simply the whole sequence.

The output of the whole layers with the non-linearity being the
gated linear units (GLU) Dauphin et al. (2017) is calculated as

v([XY]) � X ⊙ σ(Y), (11)

where X,Y ∈ Rd are the inputs of GLU, ⊙ is the Hadamard
function. σ(Y) is the gate to control which part of the sequence
should be handled.

To facilitate our model on deep CNN, we use the residual
connections He et al. (2016) to connect the input and the output
together of each convolution layer. Mathematically, the final
output could be represented as follows:

hkt � v(Wl[hk−1t−o/2, . . . , h
k−1
t+o/2] + bkw) + hk−1t . (12)

Classifier Layer
Finally we introduce the classifier layer we adopt in this
framework. Here we adopt a softmax classifier which could be
represented as

pit(θ) �
exp(yit)∑ T
j�1 exp(yit), (13)

FIGURE 2 | Framework of forward LSTM layer.
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in which θ denotes all the parameters, T represents all the labels.
After all the operations above, the distribution on all T possible

results Si+1 could be generated as follows:

p(ti+1|t1, . . . , ti, x) � softmax(Wsh
k
t + bs) ∈ RT , (14)

where bs is the bias and Ws denotes the parameter matrix.

EXPERIMENTS

In this section, we first introduce the experiment data statistics
and then analyze the national energy investment risk evaluation
and provide some investment suggestions for policy makers of
China.

TABLE 2 | Main statistics of 50 Nations alongside the China’s “Belt & Road Initiative”.

Region Country Population
(million)

GDP
(billion
dollars)

Total oil supply
(thousand

barrels per day)

Crude oil
proved
reserves

(billion barrels)

Dry gas
production
(Billion cubic

feet)

Proved reserves
of natural gas
(trillion cubit

feet)

Crude oil
distillation

capacity (thousand
barrels per day)

East Asia Mongolia 2.86 12.58 14.05 NA 0.00 0.00 0.00
Central Asia Kazakhstan 17.04 243.78 1,658.00 30.00 720.43 85 345.09
ASEAN Brunei 0.41 16.11 135.31 1.10 440.38 13.80 8.60

Indonesia 251.27 912.52 926.21 4.03 2,486.18 108.40 1,011.83
Malaysia 29.47 323.34 926.21 4.03 2,486.18 108.40 1,011.83
Myanmar 52.98 58.65 20.64 0.05 462.63 10.00 57.00
Philippines 97.57 271.93 26.52 0.14 102.77 3.48 273.00
Singapore 5.40 300.29 24.88 0.00 0.00 0.00 1,357.00
Thailand 67.45 419.89 522.51 0.45 1,476.17 10.06 584.25
Vietnam 89.76 171.22 354.35 4.40 310.77 24.70 140.00

South Asia Bangladesh 157.16 149.99 4.20 0.03 807.30 6.49 33.00
India 1,279.50 1863.21 1,015.81 5.48 1,218.37 43.83 4,042.76
Pakistan 181.19 231.15 85.14 0.25 1,411.54 24.00 186.31
Sri Lanka 20.58 74.29 -0.56 0.00 0.00 0.00 50.00

West Asia Bahrain 1.35 32.90 61.36 0.12 554.45 3.25 253.65
Cyprus 1.14 24.06 0.00 0.00 0.00 0.00 0.00
Egypt 87.61 286.01 693.53 4.40 2034.14 77.20 726.25
Greece 10.97 239.51 8.83 0.01 0.18 0.04 423.00
Iran 77.15 511.62 3,194.30 154.58 5,696.06 1,187.00 1,451.00
Iraq 34.11 232.50 3,050.54 141.35 41.67 111.52 637.50
Israel 8.06 292.41 5.76 0.01 227.43 9.48 220.00
Jordan 7.21 33.59 0.45 0.00 5.30 0.21 90.40
Kuwait 3.59 174.16 2,798.64 104.00 576.02 63.50 936.00
Lebanon 5.29 44.35 0.00 0.00 0.00 0.00 0.00
Oman 3.91 78.18 946.04 5.50 1,127.25 30.00 85.00
Qatar 2.10 201.89 2067.14 25.38 5,597.53 890.00 338.70
Saudi Arabia 30.20 744.34 11,701.51 267.91 3,526.20 287.84 2,112.00
Syria 19.32 0.00 71.70 2.50 187.17 8.50 239.87
Turkey 76.22 823.24 60.22 0.27 18.96 0.22 714.28
UAE 9.04 387.19 3,443.71 97.80 1928.20 215.03 773.25
Yemen 25.53 35.95 130.97 3.00 363.74 16.90 140.00

Russia and CIS Armenia 2.99 11.12 0.00 0.00 0.00 0.00 0.00
Ukraine 45.49 181.33 74.88 0.40 745.15 39.00 879.76

Central and
Eastern
Europe

Albania 2.90 12.87 17.02 0.17 0.67 0.03 26.30

Bulgaria 7.27 55.63 3.58 0.02 9.82 0.20 115.24
Croatia 4.26 57.77 20.28 0.07 55.09 0.88 250.32
Czech
Republic

10.51 208.33 10.68 0.02 8.90 0.14 183.00

Estonia 1.32 25.25 13.00 0.00 0.00 0.00 0.00
Hungary 9.89 134.40 27.85 0.03 68.83 0.29 161.00
Latvia 2.01 30.22 1.00 0.00 0.00 0.00 0.00
Lithuania 2.96 46.42 8,83 0.01 0.00 0.00 190.00
Poland 38.04 524.06 34.22 0.16 219.16 3.25 492.95
Romania 19.98 191.55 103.65 0.60 385.39 3.73 537.28
Serbia 7.16 45.52 21.32 0.08 24.30 1.70 214.83
Slovakia 5.41 98.03 9.06 0.01 4.38 0.50 115.00
Slovenia 2.06 47.68 0.31 0.00 0.11 0.00 13.50

Total 2,983.65 13,246.21 45,705.30 945.51 57,892.27 5,086.25 27,270.69
World 7,176.09 76,362.59 91,014.47 1,648.86 121,283.20 6,845.17 88,004.21
Percentage
(%)

41.58% 17.35% 50.22% 57.34% 47.73% 74.30% 30.99%
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Data Statistics
We investigate 50 countries alongside the China’s “Belt and Road
Initiative” from 2013 to 2019. Here we provide the summary
statistics of those nations in 2013 as example, as shown inTable 2.

In Table 2, we include seven main statistics, namely,
population, GDP, total oil supply, crude oil proved reserves, dry
gas production, proved reserves of natural gas and crude oil
distillation capacity. More specifically, those 50 nations
alongside the “Belt and Road Initiative” make up about 41.58%
population of the whole world, with only 17.15%GDPof the world,
which further proves that those nations are developing countries
while foreign investments are needed to boost their economy.
These countries contain lots of natural resources, with the total oil
supply, crude oil proved reserves, dry gas production and proved
reserves of the natural gasmakes up 50.22, 57.34, 47.73, and 74.30%
respectively of the whole world. However, the energy refinement
capacity only makes up 30.99% of the world, which means that the
potential energy investment in those countries are quite promising.

Experimental Results
In this section, we discuss the energy investment evaluation results
of our model. First we present the weights of each indicator which

is generated by the self-attention layer as illustrated in Table 3.
From which we can observe that the weights of indicators
Investment environment, political risk, economic foundation,
environment constraint, resource potential and Chinese factor
are 0.089, 0.159, 0.144, 0,150, 0.259, and 0.199, respectively. The
resource potential of a country plays the most important role for
energy investment, which is expected and intuitive. Chinese factor
is also an important indicator as a stable relationship between
China and the country being invested may also provide a friendly
investment environment and secure the investments of China’s
companies. The thirdmost important risk is the political risk, with
the higher risk of a nation’s politics, the higher the Chinese
companies will face when choosing the investment target.
Notice that the economic foundation and environment
constraint almost share the same impact on the investment. It
could be attributed to the fact that it becomes a common view that
every country should help to deal with the climate changing
challenge, so that environment constraint should also be a
really important factor to be considered.

Aside from the above main six indicators, we also look into the
sub-indicators in Table 3. Among all the sub-indicators, we find
that the indicator years of China’s diplomatic relations plays the

TABLE 3 | Estimated weights of risk evaluation indicators for six dimensions.

Dimension Weight of dimensions Indicators Weight of indicators

Investment environment 0.089 Starting a business 0.006
Dealing with construction permits 0.009
Getting electricity 0.011
Paying tax 0.024
Enforcing contracts 0.019
Resolving insolvency 0.020

Political risk 0.159 Government stability 0.038
Internal conflict 0.032
External conflict 0.015
Corruption 0.024
Law and order 0.017
Democratic accountability 0.033

Economic foundation 0.146 GDP per capita 0.061
Real GDP growth 0.013
Annual inflation rate 0.012
Budget balance as a percentage of GDP 0.027
Foreign debt as a percentage of GDP 0.033
Exchange rate stability 0.006

Environment constraint 0.148 Carbon dioxide emissions 0.019
Nitrous oxide emissions 0.021
Energy intensity 0.008
Carbon dioxide intensity 0.013
PM2.5 0.016
Forest area (% of land area) 0.071

Resource potential 0.259 Total oil production 0.032
Crude oil proved reserves 0.056
Dry natural gas production 0.047
Proved reserves of natural gas 0.058
Crude oil distillation capacity 0.031
Total exports of refined petroleum products 0.035

Chinese factor 0.199 Outward FDI stock 0.019
Years of China’s diplomatic relations 0.077
Value of contracted projects 0.023
Persons abroad of contracted projects and labor services 0.045
Value of total imports from China 0.019
Value of total exports to China 0.016
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most important role, which illustrates that having a long-term
relationship with China could help Chinese companies build a
stable and reliable investment relations with the target nations
alongside the “Belt & Road Initiative”. The forest area is the
second most important indicator which is unexpected, but it
further proves that every country pays more attention on
protecting their natural environment with the forest having
strong ability to adjust the climate changing situation. GDP
per capita is also a significant factor since it reflects the
foundation of the economy of the target nations to be

invested. Notice that the proved reserves of crude oil and
natural gas are also really important indicators which reflect
the potential investment return for Chinese energy companies.
And it may also explain the reason that the Middle East countries
attract most of the energy investments from those international
companies, regardless of their unstable political environment.
Nevertheless, the government stability is still a relatively
important factor with the weight being 0.038, so Chinese
companies must evaluate the state of the government before
investment.

TABLE 4 | Evaluation results.

No Countries Lowest-risk Lower-risk Medium-risk Higher -risk Highest-risk

1 Russia 0.13632 0.13023 0.09821 0.05744 0.04221
2 Singapore 0.09622 0.08712 0.06633 0.06723 0.07811
3 Malaysia 0.11834 0.14022 0.13522 0.08309 0.05245
4 Indonesia 0.12021 0.13043 0.11745 0.07177 0.05832
5 UAE 0.12059 0.12987 0.10833 0.07276 0.05135
6 Qatar 0.11546 0.12688 0.10323 0.07647 0.05659
7 Kuwait 0.11534 0.12589 0.12345 0.07834 0.06124
8 Kazakhstan 0.09953 0.12355 0.11319 0.09005 0.07045
9 Iran 0.10646 0.12323 0.11347 0.09012 0.07456
10 Saudi Arabia 0.11877 0.12145 0.08789 0.06562 0.05492
11 Iraq 0.10457 0.12193 0.10157 0.08689 0.07434
12 Pakistan 0.09584 0.10032 0.09368 0.09793 0.07984
13 India 0.11213 0.11956 0.12678 0.07784 0.06132
14 Thailand 0.09958 0.12648 0.13883 0.09692 0.07387
15 Philippines 0.09245 0.10849 0.13724 0.11334 0.07789
16 Oman 0.10645 0.12234 0.13695 0.09023 0.06613
17 Azerbaijan 0.08944 0.10859 0.13178 0.11059 0.07956
18 Romania 0.10449 0.11032 0.13122 0.11019 0.07147
19 Turkey 0.09212 0.11507 0.13193 0.13034 0.07922
20 Yemen 0.09245 0.10945 0.13045 0.09475 0.08159
21 Israel 0.08945 0.10144 0.12835 0.122,189 0.08078
22 Poland 0.10689 0.11344 0.12778 0.11589 0.07134
23 Vietnam 0.11089 0.11499 0.12237 0.08078 0.06458
24 Egypt 0.09737 0.11467 0.11948 0.08287 0.08349
25 Greece 0.08058 0.09348 0.11889 0.09734 0.10397
26 Bulgaria 0.09199 0.09575 0.11434 0.11340 0.09032
27 Brunei 0.10443 0.10348 0.11445 0.11313 0.06948
28 Slovakia 0.09411 0.09548 0.10823 0.10209 0.08349
29 Myanmar 0.09948 0.10598 0.10634 0.09109 0.08298
30 Czech Republic 0.09699 0.09748 0.11329 0.11348 0.08287
31 Jordan 0.06989 0.08338 0.10038 0.11540 0.11020
32 Albania 0.08279 0.08233 0.08247 0.11557 0.10434
33 Ukraine 0.08234 0.09258 0.11939 0.11944 0.08745
34 Hungary 0.09604 0.09934 0.10848 0.11959 0.08397
35 Serbia 0.09134 0.09876 0.11423 0.12748 0.08757
36 Bangladesh 0.07659 0.09658 0.11598 0.12758 0.09798
37 Croatia 0.08029 0.08944 0.11434 0.12966 0.09599
38 Belarus 0.07658 0.09795 0.11012 0.13044 0.09987
39 Bahrain 0.08185 0.09578 0.11212 0.13247 0.08999
40 Syria 0.07645 0.08989 0.09823 0.10557 0.10484
41 Lithuania 0.06849 0.07548 0.09439 0.09795 0.10534
42 Mongolia 0.07042 0.07149 0.06245 0.06391 0.10739
43 Estonia 0.05789 0.06237 0.07548 0.08348 0.11013
44 Sri Larka 0.06549 0.08140 0.07423 0.07475 0.11268
45 Slovenia 0.06259 0.07094 0.07321 0.09458 0.11649
46 Cyprus 0.06149 0.06924 0.07849 0.07423 0.11645
47 Latvia 0.05848 0.06223 0.07449 0.08229 0.11949
48 Lebanon 0.04797 0.05539 0.07029 0.08448 0.13745
49 Moldova 0.03949 0.04958 0.05759 0.09249 0.13747
50 Armenia 0.03423 0.04346 0.05289 0.08713 0.14555

Note: The bold entry represents the highest value in a column, which indicates the risk level of the country it belongs to.
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Table 4 presents the evaluation results in detail. From it we
could observe that overall we have 10 countries with highest risk,
11 countries with higher risk, 17 countries with medium risk, 10
countries with lower risk and 2 countries with lowest risk. There
are 42% of the countries alongside the “Belt & Road Initiative” has
the relatively high-risk investment environment, which further
reminds China’s companies to pay attention to the risk control on
those countries. Notice that those countries with rich natural
resource tend to have lower energy investment risks, and this is
due to the fact that they have rich gas and oil reserves which can
guarantee the potential investment return. Chinese companies do
not have to worry about the availability of fossil resources in these
countries.

It is noticeable that though some countries share the same risk
grade, they have quite different characteristics in terms of the risk
factors. Take Singapore and Russia having lowest risk for
investment as an example, Singapore stands out because of its
excellent investment environment, political stability and
economic foundations, but it is lacking in the natural
resources in terms of gas and oil. Russia is a country possesses
abundant fossil resources but has relatively poorer economic
foundations and investment environment. However, it still has
the lowest risk for China’s energy investment, which could be
attributed to several factors like it has a stable and friendly
political relations with China. Additionally, with the
geographical advantage of bordering China, it has already built
several gas pipelines connecting the countries between these two
countries. Therefore, it helps to build a solid foundations of the
energy cooperation with these infrastructures. In conclusion,
China can choose Russia as a good target nation for energy
investment.

We could also observe that though some countries have the
neighboring geographic locations, their factors influencing
investment risk still vary a lot. In the Middle East, it has the
most unstable geopolitical risks in terms of government stability,
religious conflict and even war threat. Those countries possesses
the majority of the fossil resources of the world, so such unstable
situations in there always make the price and supply of the energy
become unsettled as well. Despite of the above negative factors,
these countries still attract lots of global energy investment
mainly because of their potential of resources. Our analysis
shows that UAE, Qatar, Kuwait and Saudi Arabia have the
relatively stable government and less political threat, resulting
in their evaluations being lower-risk grade. Iran and Iraq have the
unstable political environment but still be rated as lower risk
because of their sufficient reserves of fossil resources. Both
countries also have a stable political and friendly diplomatic
relation with China especially for Iran, and such relation
become more intense because of the COVID-19 situation.
Therefore, these two countries are worthwhile for China’s
energy investment. Additionally, we could also observe that
Malaysia and Indonesia in Southeast Asia and Kazakhstan and
Pakistan in Central Asia are rated as lower risk balancing the
resource potential, investment environment and environment
constraints. Malaysia and Indonesia all have a stable political
government and the foreign investment are well welcomed by
their governments. Additionally, in recent years, both countries

have been dedicated to improve their investment environment
and stimulate the foreign investment, along with lots of
infrastructures being constructed. So these two countries are
also good targets. Kazakhstan and Pakistan are two countries
have balanced possession of oil, coal and natural gas with decent
economic and financial system. Both countries also have a good
diplomatic relationship with China, however, their geopolitical
situation is not very stable in Central Asia, which is a significant
factor to be considered for China’s investment.

In conclusion, with the further implementation of China’s
“Belt & Road Initiative” policies, we believe that the investment
environment for those countries alongside “Belt & Road
Initiative” will be better and be more open to foreign
companies. We hope that the energy investment can be used
as catalyst to stimulate the cooperations on more and more
economic areas such as technology communication,
infrastructure construction and labor contacts. We believe
such cooperations can further decrease the investment risk of
countries alongside the “Belt & Road Initiative”, so that a positive
feedback circle could be formed. China’s efforts and investments
could help the world build a more stable and sustainable energy
supply system.

DISCUSSION

From the analysis above, countries like Iran and Iraq having
unstable political environment still attract lots of energy
investment because of their abundant energy resource, which
implies that China should regard the oversea risk aversion as a
whole, instead of focusing on the risk of a single project. China
should bravely seek for the future opportunities and sustainable
development for the energy investment. Additionally, most of the
countries with lower risks are developing countries, so their legal
construction maybe incomplete. Therefore, legislation and policy
support should be provided by Chinese government for oversea
energy investment. These countries also have different
investment markets, so that China should build a platform
providing information consulting service for the investor.

Although we have included six indicators containing 36 sub-
indicators, there still exist may other factors worth to be
considered. For example, Wu et al. (2020) consider the
technical risks such as technology maturity, progressivenes and
research and development (R&D) capacity. Azam et al. (2019)
and Azam (2019) take the human capital and human health into
consideration, respectively. Azam (2016) also considers the
impact of environmental degradation on the economic growth.
In the future, we intend to build a more comprehensive indicator
system to consider as more related factors as possible.

Policy Recommendations
Here we propose our policy recommendations for China’s policy
makers. First of all, for energy investment, wemust consider every
aspect of the risk factors and choose the optimal strategies. We
should try to find the future potentials and consider the
sustainability of the energy and economic development.
Additionally, the majority of the countries alongside the “Belt
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& Road Initiative” have the relatively higher investment risk
because of various reasons, which reminds China’s companies to
make careful and thorough investigations before making
investments. On top of that, based on our investigation, we
have several target countries to recommend. For example,
Russia among the CIS nations, Saudi Arabia, UAE and Iran in
Middle East, Malaysia and Indonesia in Southeast Asia,
Kazakhstan and Pakistan in Middle Asia are all stable and
reliable choices to be invested for China. Moreover, China
should help to build the information consulting services for
Chinese investors, offering professional suggestions for risk
warning. The policy and legislation support should also be
built for China’s national risk management.

CONCLUSION

As the world-leading energy-consuming country, it is urgent for
China to secure the energy safety via oversea energy investment.
The “Belt & Road initiative” brings such opportunities to China
while the related research for recognition and prevention of
oversea energy investment risks is limited.

Therefore, in this paper we put forward a seaq2seq model for
assessing the energy investment risk on 50 countries alongside
China’s “Belt & Road Initiative”. We first build an indicator
system to evaluate the energy investment in six factors,
i.e., investment environment, political risk, economic
foundation, environment constraint, resource potential and
Chinese factor. The six indicators could be separated into
36 sub-indicators. Then we propose the Bi-LSTM model as
encoder to handle the historical statistics of these countries.
The self-attention layer is adopted to calculate the weights of
each indicator. We observe that the resource potential is the most

important indicator, while “years of China’s diplomatic relations”
is the most important sub-indicator. Finally we use a hierarchical
CNN layer as decoder to produce the results of the assessment of
energy risk investments. We have the ideal target countries for
China’s oversea investment, namely, Russia, UAE, Saudi Arabia,
Kazakhstan, Pakistan, Malaysia and Indonesia. Some countries
like Iran and Iraq are also worth to be invested, as despite of their
unstable political environment, they are in possession of
abundant natural resources. It reminds China to bravely seek
for the future opportunities and sustainable markets, instead of
focusing on one project.

In future work, we intend to build a more comprehensive
indicator system so that other important factors could also be
included like human capital and human health. In addition, we
could also further apply the up-to-date deep learning techniques
to better process the statistics, e.g., reinforcement learning or
generative adversarial network.
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Dangerous driving behavior is the leading factor of road traffic accidents; therefore,
how to predict dangerous driving behavior quickly, accurately, and robustly has been
an active research topic of traffic safety management in the past decades. Previous
works are focused on learning the driving characteristic of drivers or depended on
different sensors to estimate vehicle state. In this paper, we propose a new method
for dangerous driving behavior prediction by using a hybrid model consisting of cloud
model and Elman neural network (CM-ENN) based on vehicle motion state estimation
and passenger’s subjective feeling scores, which is more intuitive in perceiving potential
dangerous driving behaviors. To verify the effectiveness of the proposed method, we
have developed a data acquisition system of driving motion states and apply it to real
traffic scenarios in ShenZhen city of China. Experimental results demonstrate that the
new method is more accurate and robust than classical methods based on common
neural network.

Keywords: dangerous driving behavior, cloud model, Elman neural network, auto driving scenarios, active vehicle
safety management

INTRODUCTION

Driving behavior analysis is an important part of research on traffic safety, which is a reflection
of how the driver steers the vehicle including speed and attitude control. Dangerous driving
behaviors are seen as series of operations performed by the driver on public roads that may result
in abnormal traffic conditions and subsequently lead to road accidents (Dronseyko et al., 2018).
Therefore, the analysis of driving behavior can help to measure the driver’s driving safety and
prevent traffic accidents. A recent report by the American Automobile Association estimated that
56% of fatal crashes occurring between 2003 and 2007 are related to aggressive driving behavior
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(American Automobile Association, 2009). In Shanghai, China,
traffic police corps reported that 75.9% (792 out of 1,044) of
the car accidents in 2015 were caused by all kinds of dangerous
driving behaviors (Accident Prevention Division of Traffic
Police Corps of Shanghai Public Security Bureau, 2016). If the
dangerous driving behavior of vehicles can be identified in time,
the driver may be promptly alerted or the vehicle may be forcibly
taken over at a critical time by safety control devices, which will
effectively prevent the traffic accidents from happening.

Case by case modeling driver’s personal driving behavior is the
most straightforward way; however, dangerous driving behavior
involves various complex and uncertain factors, such as driving
skills, emergency response ability, gender, mood, fatigue, job
pressure and even educational background, life experience, etc.
(Horswill and McKenna, 1999; Harre and Sibley, 2007; Dula
et al., 2011; Day et al., 2018; Fountas et al., 2019; Useche et al.,
2020), thereby making it difficult to directly study personal
driving behavior. Nevertheless, during the course of driving, no
matter how complex factors the vehicle is subjected to and no
matter what driving actions the driver takes, all dangerous driving
behaviors will eventually be reflected through the corresponding
motion state of vehicle and reaction of passengers on the vehicle.
Therefore, we can detect potential dangerous driving behavior
by sensing vehicle motion explicitly and monitoring passenger’s
feeling implicitly. Based on this fact, this paper intends to use
real-time monitoring data, including explicit vehicle states and
implicit passenger feelings to study dangerous driving behavior.

The main contributions of this paper are as follows: (1)
Passenger feeling scores are introduced into the prediction system
as subjective evaluations on the driver’s behaviors; (2) cloud
model (CM) is applied to identify the state of vehicle with a
clear qualitative judgment, and combined with Elman neural
network to make predictions; (3) a complete and practical
solution including hardware and algorithms is presented for the
prediction of dangerous driving behaviors.

RELATED WORK

In the research of driving behavior analysis based on real-time
monitoring data of vehicle movement, three aspects are involved
and stated as follows: (1) real-time detection of vehicle motion
states; (2) dynamic analysis of dangerous driving behaviors; (3)
correlation analysis and regularity discovery between vehicle
motion state and dangerous driving behavior. The detection
of vehicle motion state mainly involves the use of on-board
monitoring equipment and the identification of motion state.
The common equipment include vehicle on board diagnostics
(OBD), camera, GPS, inertial sensor, smart phone, and so on.
The selection and design of the detection method of vehicle
motion state is related to the monitoring equipment and data
type being used. In Huang (2011), the real-time recognition
of vehicle Z-curve driving state based on image processing
technology was proposed, which would automatically warn
and provide feedback to the driver when the relevant image
monitoring metric exceeded the preset threshold. Omerustaoglu
et al. (2020) studied the driver’s distracted driving behavior

by combining in-vehicle and image data using deep learning.
Based on the theory of support vector machine (SVM), Jeong
et al. (2013) recognized two kinds of driving behaviors, namely
lane-changing and Z-curve driving using the data collected by
the built-in 3-axis gyroscope of vehicle. DaeHan et al. (2019)
proposed a system called ADDICT (Accurate Driver Detection
exploiting Invariant Characteristics of smartphone sensors),
which identifies the driver utilizing the inconsistency between
gyroscope and magnetometer dynamics and the interplay
between electromagnetic field emissions and engine startup
vibrations. In order to evaluate the feasibility of ADDICT, four
participants and three different vehicles by varying vehicle-riding
scenarios are tested, and the evaluation results demonstrated that
ADDICT identifies the driver’s smartphone with 89.1% average
accuracy for all scenarios. Wu et al. (2013) used multiple sensors
of vehicle monitoring cameras, 3-axis accelerometers and GPS
receivers to collect vehicles’ motion parameters including lateral
offset distance, relative distance, lateral/longitudinal acceleration,
and speed. The recognition results for 7 common vehicle driving
states (normal driving, acceleration, braking, left-turn, right-turn,
curve driving, and vehicle following) verified that the hidden
Markov model (HMM) had the best overall recognition rate.

The analysis of dangerous driving behavior mainly focuses on
the classification of drivers’ driving styles. Some studies attempt
to describe various types of aggressive driving behavior and
develop their criteria (Tasca, 2000; Murphey et al., 2009; Abou-
Zeid et al., 2011; Li et al., 2014; Carboni and Bogorny, 2015;
Mãirean and Havãrneanu, 2018; Yang et al., 2019). In general,
the classification algorithms of driving style can be divided into
two categories: statistical method and machine learning method.
Constantinescu et al. (2010) made use of vehicle-borne GPS
data including GPS speed and acceleration to model and analyze
driver’s driving style. In their research, the driving behaviors
are divided into five types: non-aggressive, somewhat non-
aggressive, neutral, moderately aggressive, and very aggressive.
Hong et al. (2014) built a sensor platform composed of Android
smartphones, OBD, and inertial measurement unit (IMU) for
collecting driving behavior data including maximum, average and
standard deviation, speed variation, longitudinal acceleration,
lateral acceleration, speed, and throttle position of vehicles. Then
the thresholds are determined that can equally divide these
features of all samples into five discretized levels. Naive Bayesian
classifier is utilized to model the relationship between driving
characteristics and driving style. In Eboli et al. (2017), driving
behaviors were divided into three types (safe, unsafe, and safe
but potentially dangerous) by calculating the 50 and 80% speed
and average speed.

For the classification of dangerous driving behavior, it is
mainly realized by detecting driving events related to safety,
such as acceleration, braking, and turning. In general, the
classification of dangerous driving behavior can be divided into
two categories: template-based matching method and threshold-
based discrimination method. From the perspective of energy
consumption, the acceleration–deceleration characteristics of
three different driving behaviors are analyzed (Xing et al., 2020).
Driving Habits Graph (DHG) (Chen et al., 2013), which indicates
the significant changes of behavior according to a series of driving
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data, was proposed to simulate driving behavior and display
the driving style intuitively. In their follow-up research (Chen
et al., 2014), dangerous driving events were transformed into
the attributed relational map (ARM), and then the two-way
fuzzy attribute mapping and matching were used to compare
the converted driving behavior with the template to determine
whether it was a dangerous driving event.

In Johnson and Trivedi (2011), for all predefined driving
events including right/left/U turn, aggressive right/left/U
turn, and acceleration/deceleration/lane drastic change, the
smartphone data were utilized to analyze these events and
determine whether a driver’s behavior is normal or aggressive
action through time series data matching and dynamic time
warping (DTW). Based on vehicle-borne GPS and OBD data
(Chen et al., 2019), a graphic modeling method was proposed
for modeling individual driving behavior through the statistical
method. Based on the assumption that drivers have specific
driving habits, the typical driving modes are detected and
extracted. Sorted by the frequency of these typical driving modes,
a driving behavior diagram is finally constructed to directly
explain the driver’s behavior characteristics. In Han and Yang
(2009), the velocity, acceleration, and yaw angular velocity of
vehicles are collected by an on-board black box for identification
of four dangerous vehicles states including accelerating,
decelerating, steep turn, and sudden lane change. Besides, a

threshold division method based on different speed intervals is
also proposed. After intensive study on the acceleration threshold
of dangerous aggressive driving behaviors Johnson and Trivedi,
2011), concluded that the turning acceleration threshold for
aggressive driving was 0.73 g, the emergency turning threshold
was 0.74 g, the U-turn threshold was 0.91 g, the turning threshold
of non-aggressive driving was 0.3 g, and the U-turn threshold
was 0.56 g. In Bagdadi (2013), the threshold for determination of
rapid acceleration and deceleration was± 0.48 g≈ 4.8 m/s2.

From above literature review and analysis, we noticed that
vehicle motion state data are almost collected by vehicle-mounted
sensor units, such as GPS, accelerometer, etc. Current research on
the dangerous vehicle state and driving behavior are most likely
focused on the human driver and the operation of vehicles. Since
the drivers are easy to be influenced by complex factors, it is
difficult to find the personal characteristics of drivers. We think
that the key to this problem lies in how to set up the evaluation
index system of dangerous driving behavior scientifically, and
to find an effective prediction algorithm that can convert these
qualitative indicators into quantitative vehicle attitude data with
high precision. In this context, this paper proposes a vehicle active
safety monitoring and early warning method integrating driving
behavior, passenger feeling, and vehicle status based on cloud
model and Elman neural network (CM-ENN), which is illustrated
in Figure 1. By following the indicators of vehicle ride comfort

FIGURE 1 | The overall framework of cloud model and Elman neural network (CM-ENN) model for dangerous driving behavior prediction.
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and passengers’ perception of vehicle motion in related ISO
standards (ISO 2631-1:1997/AMD 1:2010, 2010) and the National
Standards of China (National Technical Committee of Auto
Standardization, 2004), a CM is built to set up correspondences
between dangerous driving behavior and vehicle motion data.
Because of the advantages of ENN in dealing with non-linear
problems and dynamic information (Wang et al., 2021), a CM-
ENN model is constructed where the CM is used to evaluate
dangerous driving behavior incorporating passenger’s subjective
feeling as well as vehicle motion data (Wang and Xu, 2012). The
system was tested with the real data collected in vehicles running
on some urban roads in Shenzhen City of China. Experimental
results verified the effectiveness of the proposed method.

The remainder of this paper is organized as follows: section
“Data Acquisition System” introduces the data acquisition and
processing system of vehicle motion status. The calculation
method of vehicle motion attitude is also discussed. In section
“Cloud Model for Dangerous Driving Behavior Evaluation,”
the CM theory is introduced and the details of setting
up correspondences between dangerous driving behavior

are explained. Section “CM-ENN, Prediction Method of
Dangerous Driving Behavior” discusses the structure of ENN
and the training process. Experimental results and analysis are
presented in sections “Experimental Results and Analysis,” and
“Conclusion” concludes the paper.

THEORY AND METHOD

Data Acquisition System
In this paper, a real-time driving behavior monitoring and active
safety early warning system is designed, as shown in Figure 2.
The system consists of three parts: (1) Vehicle-borne intelligent
terminal mainly includes vehicle-borne GPS, micro-electro-
mechanical systems (MEMS) sensors, CAN-bus, and so on.

It is designed to realize the acquisition and transmission
of real-time data of six degree of freedoms (DOFs) motion
states and vehicle speed. (2) Computer platform: Main tasks
for this part are as follows: First, to pre-process the collected
data. Second, to provide real-time driving behavior information

FIGURE 2 | Real-time vehicle attitude monitoring system for dangerous driving behavior analysis.
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for users and managers through the CM discriminant criteria
and the fast discriminant algorithm of vehicle driving behavior
based on the CM-ENN model. The dangerous driving behavior
is marked, warned, and stored. Third, the prediction model
of vehicle motion attitude can be established based on the
collected data so as to realize the active safety early warning
of vehicle. (3) User/Manager: The main task is to evaluate the
driver’s performance according to the processing results of the
computer platform and to effectively curb the occurrence of
dangerous driving.

For the vehicle intelligent terminal, the six-axis MPU6500
(as shown in Figure 3) is selected as the integrated sensor of
MEMS integrated with the accelerometer and gyroscope. The
core processor of the main control module is STM32F207 VCT6,
and the NEO-6M module is selected as the GPS module. The
terminal is required to be installed at gravity center of the
vehicle with three axes of the accelerometer aligned with the
vehicle body. As shown in Figure 4, the forward direction of
the vehicle corresponds to the positive direction of the Y-axis
of the accelerometer, i.e., the longitudinal acceleration of the
vehicle. The three axes angular velocity of the vehicle is measured
by the gyroscope, and its direction is the rotation direction
around the corresponding accelerometer axis. An on-board
video driving recorder is also installed on the tested vehicle to
record the whole process of video information during the testing
process, which provides videos for the later data processing.
The position, speed, and heading of the vehicle are acquired
by output signal processing of accelerometer and coordinate
transformation (Schmidt and Phillips, 2010). Generally, the

motion state parameters of the carrier (such as attitude, speed,
position, etc.) and the outputs of the sensor are not measured
in the same coordinate system. Therefore, the coordinates need
to be transformed by rotating around three coordinate axes.
There are two coordinate systems shown in Figure 4. One is the
carrier coordinate system (also known as system b, OXbYbZb)
and the other is the navigation coordinate system (also known as
system n, OXnYnZn). According to the rotation theorem in Euler
navigation, the frame coordinates in carrier coordinate system
can be transformed into the navigation frame coordinates by
three consecutive rotations around different coordinate axes in
a certain order. The transformation process can be expressed by: xn

yn
zn

 = Cn
b

 xb
yb
zb

 (1)

where the transformation matrix Cn
b is defined by the following

equation:

Cn
b =


cosθcosψ cosθsinψ −sinθ

sinϕsinθcosψ sinϕsinθsinψ sinϕcosθ
−cosϕsinψ −cosϕsinψ

cosϕsinθcosψ cosϕsinθsinψ cosϕcosθ
+sinϕsinψ −sinϕcosψ

 (2)

where yaw angle ψ , roll angle ϕ, and pitch angle θ are
called Euler angles.

According to the fixed-point rotation theory of rigid body,
there are three methods of solving attitude matrix including Euler

FIGURE 3 | Inertial measurement unit (IMU) on vehicle.
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FIGURE 4 | Transformation from body frame (OXbYbZb) to the navigation frame (OXnYnZn).

angle method (known as three-parameter method), quaternion
method (known as four-parameter method), and direction cosine
method (known as nine-parameter method). Quaternion method
is used in this paper to solve attitude matrix Cn

b for the advantages
of real-time performance and high precision. The fourth-order
Runge-Kutta numerical integration method (Press et al., 2007) is
applied to solve attitude parameters in quaternion and implement
the transformation from system b to system n.

Cloud Model for Dangerous Driving
Behavior Evaluation
In order to predict the dangerous driving behavior using the
data collected from onboard sensors, it is crucial to create the
evaluation criteria of the dangerous driving behaviors based
on the vehicle motion states. On the one hand, the motion
state of a vehicle at any time can be precisely measured
quantitatively by various sensors in some metrics such as
the speed, acceleration, and rotation angle; on the other
hand, the dangerous driving behavior is actually a qualitative
and conceptual description commonly used in traffic safety
management, such as rapid acceleration, emergency braking,
sharp turn, and so on. Therefore, mapping between vehicle

motion state space and the dangerous driving behavior space
is crucial. Based on the CM theory, this paper designs a CM
for predicting dangerous driving behavior, which combines the
vehicle driving states with the subjective feeling of passengers and
establishes the mapping between the vehicle motion states and
the dangerous driving behaviors.

Table 1 shows the root mean square (RMS) of the total
acceleration of vehicle and the corresponding subjective feeling
of human body, which to some extent reveals the relationship
between the vehicle motion and human feeling. This classification
standard can be used as a reference for evaluating dangerous
driving behaviors. However, only comfort is considered in this
table. Thus, we extend it with some other driving behavior
description and use cloud transformation algorithm to build the
numerical characteristics of dangerous driving behaviors that are
provided as the targets for the ENN in the training process.

Cloud Model Definition and Cloud Transformation
Algorithm
CM is a cognitive model of bidirectional transformation between
qualitative concept and quantitative data, which was proposed by
Li et al. (2009). The basic concepts of CM are defined as follows:
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TABLE 1 | The root mean square (RMS) of total acceleration and subjective feeling
of the human’s body.

The RMS of the total
acceleration aω(m/s2)

Subjective feeling

0.315 Not uncomfortable

0.315 0.63 A little
uncomfortable

0.5 1.0 Fairly uncomfortable

0.8 1.6 Uncomfortable

1.25 2.5 Very uncomfortable

>2.0 Extremely
uncomfortable

Definition 1: Let U be a quantitative domain expressed by exact
numerical values, C be a qualitative concept on U, and C contains
three numerical characteristics (Ex, En, He). If a number x ∈
U, and x is a random realization of qualitative concept C. The
certainty of x to C is µ(x) (µ(x) ∈ [0,1]), which is a random
number with a stable tendency: µ(x) : [U→ [0,1], ∀x ∈ U, then
the distribution of x on domain U is called CM. For a CM, each x
is called a cloud droplet.

In Definition 1, three numerical characteristics of CM,
Ex, En, and He, are called expectation, entropy, and hyper-
entropy, respectively, which represent a concept. Expectation
Ex is the most representative concept or the typical sample in
quantification of this concept; entropy En is the uncertainty
measure of concept, which is determined by the randomness and
fuzziness of the concept; hyper-entropy He is the uncertainty
measure of entropy, which is determined by the randomness and
fuzziness of the entropy. The number x depicts the randomness
of quantitative values representing concepts, while µ(x) is the
uncertainty of the number x belonging to a concept C.

The distribution differs for different CMs. Among them, the
normal CM is the most important and of universal applications
(Li et al., 2012). By forward cloud transformation (FCT) and
backward cloud transformation (BCT), the CM realizes the
mapping between qualitative concepts and their quantitative
representations. The two algorithms of cloud transformation are
displayed in Algorithms 1 and 2.

Algorithm 1: Forward Cloud Transformation (FCT)
Input: Ex,En,He, n
Output: n cloud droplets (xi, µi), i = 1, 2, ..., n
Step 1: Generate a normal random number En

′

i =

NORM(En,He2) with En as expected and He2 as variance
Step 2: Generate a normal random number xi =

NORM(Ex,En
′

i
2
) with Ex as expected and En

′

i
2

as variance

Step 3: Calculate µi = exp
{
−
(xi−Ex)2

2(En′i )2

}
Step 4: Calculate a cloud drop (xi, µi)
Step 5: Repeat steps 1–4 for n times to generate the required n
cloud droplets drop(xi, µi);

Index Based on Passenger’s Feeling
Based on lots of previous works and literatures on human
body vibration, the International Standard Organization (ISO)
has formulated ISO 2631 guidelines for the evaluation of

human body’s response to whole body vibration. In ISO 2631-
1:1997/AMD 1:2010 (2010) titled with “Evaluation of human
exposure to whole-body vibration,” the exposure limit of human
body is quantified in the main frequency range from 1 to 80 Hz
during the transmission from solid surface to human body,
and the human comfort feeling under different acceleration
RMS is also demonstrated, as shown in Table 1. Generally in
measurement of vehicle vibrations, the three-axis acceleration of
IMU is used. Experiments show that the three-axle acceleration
can effectively evaluate severities of vehicle vibration. The total
acceleration is calculated by combining three-axis accelerations
and used as the criteria for vibration evaluation, as described in
the following:

Algorithm 2: Backward Cloud Transformation (BCT)
Input: n cloud droplets xi(i = 1, 2, ..., n)
Output: Expectation Êx, Entropy Ên and Super Entropy Ĥe
Step 1: Êx = X̄ = 1

n
∑n

i=1 xi
Step 2: Random sampling grouping
for i← 1 to m do

for j← 1 to r do
Random sampling of n cloud droplet samples;

end
Xi = {Xi1,Xi2, ...,Xir}, X̄i =

1
r
∑r

j=1 xij;
end
Y2
= {Y2

1 ,Y2
2 , ...,Y2

m}

Ên2
=

1
2

√
4(EY2)2 − 2DY2

Step 3: Ĥe2
= EY2

− Ên2

(1) For the vibration signal (three-axis acceleration), discrete
Fourier transform (DFT) is applied to transforms it into
the frequency domain using the following formula:

X(f ) =
N−1∑
n=0

x(n)e−j 2π
N t (3)

where X(n) is a finite vibration signal with the length number N
in the time domain that is the three-axis acceleration, and X(f) is
the vibration signal in the frequency domain.

(2) Calculation of the RMS of one-third octave as well as
the weight acceleration at the center of one-third octave.
Formula of computing RMS of one-third octave is defined
as:

ai =

√
1

fiu − fil

∫ fiu

fil
X2(f )df i = 1, 2, 3...20 (4)

where ai is RMS f one-third octave whose unit is m/s2, fiu is
an upper cut-off frequency in the ith frequency band, fil is a
lower cut-off frequency on the ith frequency band, and X(f) is the
acceleration signal in frequency domain.

Human body reacts differently to different frequency vibration
in different directions, therefore, weighting factors are given in
each frequency center to model the acceleration matching the
real feeling of human body. ISO 2631-1:1997/AMD 1:2010 (2010)
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gives a frequency-weight table that indicate the center frequencies
of one-third octave and the corresponding weighted factors for
each axis. Thus, the weighed acceleration of each axis is simply
calculated by looking up this table, as formulated by

awj =

√√√√ 20∑
i=1

(kijai)2 i = 1, 2, 3...20 j = x, y, z (5)

where awj is the weighed acceleration of each axis whose unit is
m/s2, and kij is a weighted coefficient in the ith one-third octave
band for j axis.

According to the random input running test method of
automobiles provided by the National Standards of China
(National Technical Committee of Auto Standardization, 2004),
acceleration of X-axis and Y-axis are weighted with 1.4, and
Z-axis weighted with 1.0, and the total acceleration is calculated
by

aw =
√
(1.4awx)2 + (1.4awy)2 + awz2 (6)

where aw is the RMS of total acceleration, and awx, awy, awz is the
RMS of each axis computed by equation (5).

(3) The subjective feelings of comfort by human body are
classified into six degrees, and the relationship between
comfort and RMS of total acceleration aw is shown in
Table 1. Lots of research have proved that some dangerous
driving behaviors such as sudden braking or sudden
turning could also bring up uncomfortable feelings, which
are classified into the category of “Very Uncomfortable” or
“Extremely Uncomfortable.”

Comprehensive Cloud Model for Dangerous Driving
Behavior Evaluation
Three measures including longitudinal acceleration ay, lateral
acceleration ax, and total acceleration aw of the vehicle are
considered in evaluation of driving behaviors where ay reflects the
intensity of vehicle acceleration or deceleration, ax indicates the
intensity of the left turn or right turn of the vehicle, and the ISO
recommend aw as measure of passenger’s feeling of comfort in the
riding process. In this paper, for simplicity we mainly adopt ay
which represents for the intensity of vehicle motion to corporate
with aw when evaluating the comprehensive state.

Based on CM theory and the input acceleration ay and aw,
this paper applied BCT to compute the numerical characteristics
of the CMs for evaluating the intensity of vehicle motion and
passenger’s feeling of comfort, as shown in Tables 2A,B. Then the
FCT is applied to generate the corresponding one-dimensional
CM maps, as illustrated in Figures 5A,B, respectively. There are
five different color CMs in Figure 5 representing five degrees
of intensity of vehicle motion, and three CMs in Figure 5B
representing three degrees of comfort. The distributions of these
one-dimensional CMs indicate the longitudinal acceleration ay
and the total acceleration aw are very discriminative for vehicle
motion states under different operating modes of drivers. In
addition, there are overlapping part being observed between
different droplet groups, which confirmed the CMs can also
describe the uncertain part under certain states.

According to concept division theory in CM, the dangerous
driving behavior description is generated based on the input
acceleration ay and aw. These accelerations all consist of 3 states,
and both comfort and intensity include 3 states. As a subset
of all possible combinations, the driving behavior, therefore, is
composed of 5 states and described by the comprehensive CM,
as shown in Table 3. The main advantage of this definition is
that it avoids direct judgment on the driving behavior based

TABLE 2 | Numerical characteristics of cloud models (CMs).

(A) CM of intensity

Numerical characteristics Description

Eχ1 Eη1 He1 Intensity

Speed up 0.6281
1.2202

0.5076
0.8511

0.1263
0.1637

Relatively large (black)
Large (blue)

Slow down −0.61
−1.635
−3.0326

0.7379
1.2357
1.4398

0.2832
0.274

0.3168

Relatively large(green)
Large(yellow)
Very large(red)

(B) CM of comfort

Numerical characteristics Description

Eχ2 Eη2 He2 Comfort

1.0682 0.5128 0.1472 A little uncomfortable (red)

1.8681 0.8931 0.2762 Not comfortable (green)

3.1463 1.5283 1.3423 Very uncomfortable (blue)

(A) In the column of “Intensity,” the color in the parentheses is correspond to the color of cloud in Figure 5A. (B) In the column of “comfort,” the color in the parentheses
is correspond to the color of cloud in Figure 5B.
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FIGURE 5 | Acceleration of 1D cloud model: (A) Comparison of 1D cloud models with longitudinal acceleration; (B) comparison of 1D cloud models with total
acceleration.

TABLE 3 | Description of dangerous driving behavior with comprehensive cloud model.

The input variable The output variable

αy αw Intensity Comfort Driving behavior

Speed up Big
large

Big
large

Relatively large
Large

A little uncomfortable
Not comfortable

Slow speeding
Urgent to accelerate

Slow down Big
Relatively large

Large

Big
Relatively large

Large

Relatively large
Large

Very large

A little uncomfortable
Not comfortable

Very uncomfortable

Slow speed reduction
General slowdown
Sharp slowdown

on the motion parameters retrieved by the motion sensor. The
driving behaviors are essentially vague concepts and it is hard
to determine the exact border of two behaviors. Incorporating
human subjective feeling as well as building mapping from
quantitative data space to concept space with CM make the
judgment more flexible and as natural as what human does in
real world. For example, if ay is a positive value, which means
the vehicle is speeding up. If the intensity is “relatively large” and
the subjective feeling is “a little uncomfortable,” which means the
action of speeding is not that bothering so the driving behavior is
defined as “slow speeding.”

For further description on different vehicle motion states, 1D
CM can be extended to 2D by cloud transformation and concept
escalation (Meng et al., 2010). Six numerical characteristics
(Exi,Eni,Hei,Ex2,Eri2,He2) are used in this paper, where the
expectation Ex1 and Ex2 are the best representation of the 2D
concepts of vehicle status including vehicle motion intensity and
comfort. The entropy En1 and En2 are the fuzzy measurements
of vehicle status, which describes the coverage over 2D values.
The hyper-entropy He1 and He2 depict the dispersion of cloud
droplets, which are implicitly represented by the thickness of
the 1D projection of the 2D CM. Taking vehicle accelerating
as an example, the 2D CMs for two acceleration status, slow
acceleration and rapid acceleration, are shown in Figures 6A,B.

As shown in Figures 5, 6, difference vehicle states have
difference numerical characteristics of the corresponding CM.
In order to make an intuitive comparison, by applying cloud
computing the numerical characteristics of comprehensive CM

are calculated based on the six numerical characteristics of 2D
CM, as formulated by

Ex = Ex1 + Ex2 (7)

En =
√

En1
2 + En2

2 (8)

He =
√

He1
2 +He2

2 (9)

In equation (7), Ex is comprehensive expectation, En is
comprehensive entropy, and He is comprehensive hyper-entropy.
The three numerical characteristics are the comprehensively
representation of the qualitative concepts of different driving
behaviors, as shown in Table 4.

CM-ENN, Prediction Method of
Dangerous Driving Behavior
After quantifying the qualitative conceptual of dangerous
driving behavior through evaluation of vehicle driving state and
passengers’ subjective feelings by CM, a real-time identification
model for dangerous driving behavior is designed, which is
referred to as CM-ENN. The input of CM-ENN is the driving
state data described before, usually in a sequence, and the target
output is the predicted dangerous driving behavior. Inside the
structure, ENN takes the charge of driving state prediction and
CM takes the charge of determining which dangerous driving
behavior it is. Considering the low-cost on-board platform with
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FIGURE 6 | 2D cloud model with different acceleration states: (A) Slow speeding; (B) urgent to acceleration.

limited computing ability, for online training or prediction, the
simple-structured ENN is an appropriate choice in this scenario.

The Structure and Algorithm Design of ENN
ENN was first proposed by Jeffrey L. Elman in 1990. Unlike static
feedforward networks such as BP network and RBF network,
Elman network is a dynamic local regression neural network.
Different from classical BP network, this network has another
feedback loop from the output of hidden layer to the input
of this layer, which constitutes the “context layer” that retains
information between observations. This type of network consists
of an input layer, a hidden layer, an output layer, and a context
layer. Typical structure of ENN is depicted in Figure 7. The input
layer and output layer play the roles of signal transmission and
linear weighting, respectively. The hidden layer is to take the
previous output as its new input as well as the input of context
layer. Thus, the context layer can be seen as a group of time-
delay operators that enable the network with the capability of
memorizing historical states. The transfer function of hidden
layer can be linear or non-linear.

ENN’s non-linear space state can be expressed as follows:

x(k) = f [w1
kxc(k)+ w2

kµ(k− 1)] (10)

xc(k) = x(k− 1) (11)

y(k) = g[w3
kx(k)] (12)

where µ(k − 1) is the external input, x(k) is the output of hidden
layer, and y(k) is the output of the network. w1

k, w2
k and w3

k are the

TABLE 4 | Numerical characteristics of comprehensive cloud model integrating
the qualitative concepts.

Driving behavior Ex En He

Slow speeding 1.6963 0.7215 0.1940

Urgent to accelerate 2.5372 0.9294 0.6600

Slow speed reduction 0.4582 0.8986 0.3192

General slowdown 0.2331 1.5247 0.3891

Sharp slowdown 0.1137 2.0997 1.3792

matrixes, which represent connection weights from the context
layer to the hidden layer, the input layer to the hidden layer, and
the hidden layer to the output layer, respectively. f and g are
transfer functions of the hidden layer and the output layer.

In this paper, the Levenberg-Marquardt backpropagation
learning algorithm is used in the training of ENN to adjust
weights of each layer, and minimize the mean square error (MSE)
between the network output and desired output, the energy
function is expressed as

E =
n∑

k=1

[y(k)− d(k)]2 (13)

where d(k) is the desired output.
Assuming that the vehicle accelerations at the first n time

points are taken to predict the acceleration at the next time point,
the mapping function can be expressed as follows:

xn = f (x1, x2, · · · xn−1) (14)

First, we construct the sample set. For the given vehicle
acceleration data, the rule of cycle prediction is adopted to build
the sample set, that is, taking the prediction of the previous
step as the input of the next step, cycle down in turn. The
driving behavior prediction therefore can be implemented by
considering the historical and current data collected in vehicle
motions instead of the specific information on driver’s driving
style, road conditions, and so on. Second, the input data of neural
network are normalized to [–1,1] using equation (15) and the
network output is denormalized by equation (16).

L̂ =
2L− Lmax − Lmin

Lmax − Lmin
(15)

L =
1
2
[
(Lmax − Lmin)L̂ + Lmax + Lmin

]
(16)

here Lmin and Lmax are the minimum and maximum of the data
in the sample set. The input layer of ENN consists of 20 neurons,
the output layer includes 1 neuron, and the neuron number in the
hidden layer is set to 13. The flow chart of the CM-ENN learning
algorithm is illustrated in Figure 8.
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FIGURE 7 | The structure of Elman neural network (ENN).

State Identification of Unlabeled Cloud Model
Whatever vehicle motion intensity feature or passenger feeling
feature are used, they have been summarized into a CM
described by a 3-element vector. And any data sequence
can be applied to inverse CM generator to get the same
length feature vector represented for an unlabeled CM. The
identification of unlabeled CM can be seen as a similarity
measurement problem of the CM. In this paper, we adopt the
measurement called maximum boundary-based cloud model
(MCM) (Yang et al., 2018), which generally is an overlapping
area calculation method between two CMs based on integral.
There are several types of CM similarity measurement, including
integral-based and vector-based methods (cosine similarity).
The main advantage of integral-based methods is that it
can describe different roles of three individual feature values,
instead of treating them the same in vector-based methods.
Moreover, in MCM, the integral calculation, which is originally
much more expensive than that of cosine-based methods,
is transformed into standard normal distribution integral

calculation, which can be pre-calculated. The simplification of
computation is quite important for the real-time monitoring
purpose. With MCM, unlabeled CM therefore can be compared
to each type of baseline CM representing different states,
as shown in Tables 2, 4, and the best-matched label is
selected for it.

EXPERIMENTAL RESULTS AND
ANALYSIS

Data Acquisition
In order to evaluate the performance of the proposed method,
we used the on-board system described in previous section
to collect the experimental data. The data acquisition area is
located in the road network of Shenzhen Software Park Phase
II on the north side of Nanshan Science Park, Shenzhen City,
Guangdong Province, China (as shown in Figure 9). The data
collection plan is carefully designed to ensure the randomness,
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FIGURE 8 | Flow chart of the cloud model and Elman neural network (CM-ENN) learning algorithm.

FIGURE 9 | Testing data acquisition: (A) The vehicle for collecting testing data; (B) urban roads for collecting testing data.
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FIGURE 10 | The response curve of RMS of total acceleration aw and longitudinal acceleration ay .

TABLE 5 | Comparison of results by Elman neural network and multi-layer neural network.

Model Network structure Learning algorithm Number of training Precision(%)

CM-ENN 20, 13, 1 Levenberg-Marquardt backpropagation 500 0.01

Artificial Neural Network (ANN) 20, 13, 1 Levenberg-Marquardt backpropagation 210 0.01

autonomy, contingency, and suddenness of driving behavior.
Besides, road safety is another concern in real-world data
acquisition. In the data acquisition process, the ways of data
recording include vehicle terminal recording, video recording,
and manual observation recording. To ensure the objectivity
and identicalness of manual observation, we invited three
passengers to rate all driving behavior indicators, respectively.
The true label is then determined by a simple on-site voting.
The onboard IMU MPU6500 is utilized to collect velocity data
and the frequency is 10 Hz. In this paper, 900 randomly selected
historical data are taken as sample data. Using the coordinate
transformation and evaluation method provided before, the
change curves of total acceleration and longitudinal acceleration
are obtained during the moving of the vehicle, as shown in
Figure 10.

Model Training and Experiments
Data sequences are treated as rolling inputs to train the models.
In this experiment, one sample is defined as a 21-length sequence
which is roughly 2 s in 10 Hz setting and the output is last value of
this subsequence, which means the models are required to predict
the value at next moment according to the previous 20-length
sequence. Thus, a 900-length sequence can be separated into 880
samples. And in this experiment, 510 of them are used to train
and the rest of them are used for validation.

To make a comparison, an ANN or called multi-layer neural
network is designed which uses the same sample set, similar
network architecture, learning algorithm, and target accuracy.
The details of these two models are described in Table 5. The
network structure is denoted by three numbers indicating the
neuron number in input layer, hidden layer, and output layer.
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In order to compare and evaluate the prediction performance
of different prediction methods, we adopt three measures
including mean absolute error (MAE), mean square error (MSE),
and root mean squared error (RMSE), which are defined as
following equations:

MAE =
1
n

n∑
i=1

(|At − Ft|) (17)

MSE =
1
n

n∑
t=1

(At − Ft)
2 (18)

RMSE =

√√√√ 1
n

n∑
t=1

(At − Ft)2 (19)

where At is the predicted value and Ft is the true value.
Figure 11 shows the predicted aw values in a certain period of

time by ENN and ANN. Table 6 shows the errors of training and
testing by ENN and ANN. As shown in Figure 11, though the
two models are capable to catch the time-series structure of input

sequence, the ENN has lower validation error with all measures
according to Table 6, which indicates that ENN performs better
than ANN in this scenario and has better ability of generalization.

After training, dangerous driving behavior can be predicted
and judged by combining the prediction model and CM. The
880 samples obtained previously all have their ground truth label
in comfort and intensity, which is described in Tables 2, 4.
Leveraging the backward Algorithm 2, the predicted sequence of
representation of comfort and intensity can be compacted into
CMs and by using MCM, the cloud similarity measurement, these
predicted CMs can be labeled and compared to their ground
truth. The accuracy results are demonstrated in Table 7. Here,
two types of predictions are made. One is using the models to
predict next 1 s sequence, which has 10 values at the setting of
10 Hz, and another is 2 s, which has 20 values in total. The
prediction accuracy of comfort, intensity, and comprehensive
dangerous driving behavior are presented in the table. The
results indicate that, as discussed before, though CM-ANN seems
not bad when handling the comfort data, CM-ENN can much
better catch the sequence structure. The errors accumulated by
models will greatly affect the prediction accuracy of dangerous

FIGURE 11 | The predicted aw values by two learning models and the recorded true values in a selected period of time: (A) Results of ENN; (B) results of ANN.

TABLE 6 | The errors of training and testing.

Comfort Intensity Driving behavior

MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE

CM-ENN Train 0.4184 0.0984 0.3137 0.5300 0.1673 0.4090 0.4653 0.1239 0.3520

CM-ANN 0.3718 0.0790 0.2811 0.5910 0.2209 0.4700 0.4074 0.1050 0.3240

CM-ENN Validation 0.5692 0.1661 0.4076 0.5576 0.1789 0.4230 0.6526 0.2297 0.4793

CM-ANN 0.6072 0.1894 0.4352 0.5908 0.2014 0.4488 0.7705 0.3072 0.5543

TABLE 7 | The accuracy of dangerous driving behavior prediction by Elman neural network (CM-ENN) and CM-ANN.

Comfort Intensity Driving behavior

Prediction Length(Second) 1 s 2 s 1 s 2 s 1 s 2 s

CM-ENN 0.8921 0.8746 0.9219 0.8873 0.8909 0.7979

CM-ANN 0.8370 0.7375 0.9357 0.8815 0.7910 0.7596
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driving behavior, and CM-ENN has a more robust decay of
accuracy as the length of predicted time increases. Besides, the
prediction of dangerous driving behavior is not so accurate as
that of comfort and intensity, probably because the comfort
label is determined manually in our experiment, which may lead
to incorrect correspondences with the true dangerous driving
behavior pattern. Therefore, more accurate and interpretive
comfort measures should be considered in future work.

CONCLUSION

Based on the analysis of existing research on dangerous driving
behavior prediction, this paper puts forward a new CM-ENN
model for predicting dangerous driving behavior by combining
vehicle sensor data with passenger’s subjective feelings. The
CM theory is introduced to implement transformation from
quantitative space to qualitative space. Referring to the relevant
standards, a comprehensive evaluation CM of dangerous driving
behavior is constructed, which combines vehicle sensor data with
passenger’s subjective feelings. To evaluate the performance of the
proposed algorithm, the discriminant accuracy of this method
and ANN are compared based on the same real world dataset
and error control conditions. Experimental results verified the
better prediction accuracy of the proposed CM-ENN model.
This research provides a practical solution for safe driving
in the development of automotive active safety management
products. In addition, the driving behavior itself is also affected
by many factors such as road, environment, weather, and so

on. Many of these factors also have great uncertainty. In this
paper, these factors are not considered enough and need to be
studied in future work.
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With the development of society and the improvement of people’s material level, more

and more people like to travel by airplane. If we can predict the passenger flow of an

airline in advance, it can be used as an important decision-making basis for its flight

route planning, crew scheduling planning and ticket price formulation in the process of

management and operation. However, due to the high complexity of aviation network, the

existing traffic prediction methods generally have the problem of low prediction accuracy.

In order to overcome this problem, this paper makes full use of graph convolutional

neural network and long—short memory network to construct a prediction system with

short—term prediction ability. Specifically, this paper uses the graph convolutional neural

network as a feature extraction tool to extract the key features of air traffic data, and

solves the problem of long term and short term dependence between data through the

long term memory network, then we build a high-precision air traffic prediction system

based on it. Finally, we design a comparison experiment to compare the algorithm with

the traditional algorithms. The results show that the algorithm we proposed in this paper

has a higher accuracy in air flow prediction according to the lower loss function value.

Keywords: graph convolutional network, long short term memory network, flow, airlines, predict

1. INTRODUCTION

In recent years, as an important industry in national economic and social development and an
advanced mode of transportation, the demand for civil aviation passenger transport has been
growing rapidly along with the rapid development of national economy and the substantial
increase of people’s income. Air fare has always been the focus of attention because it is related
to the development of civil aviation industry, the profitability of airlines and the vital interests
of passengers. Pricing strategies of airlines are mostly based on revenue management theory
(Donovan, 2005; Klein et al., 2020), in which air traffic forecasting plays an important role. The
forecast results can be used to dynamically adjust the ticket prices, so that the airlines can get
the maximum benefits (Diego and Sang-Yeob, 2012). However, the pricing mechanism of each
airline is complex, and the real-time ticket price is constantly changing under the influence of
many factors, which has the characteristics of trend, randomness and volatility. Therefore, how
to forecast air passenger flow accurately and reasonably has become an important content of air
transport management in China.

Air passenger flow prediction has been studied at home and abroad. In Etzioni et al. (2003),
an ensemble learning binary classification algorithm by Hamlet, is proposed based on Q-learning.
Hamlet applies rule learning, reinforcement learning and time series techniques, and combines
their results through superposition generalization to produce the final decision. The accuracy can
reach 74.5%. There is still much room for improvement in traffic prediction. Riedel and Gabrys
(2003) used autoregressivemodel (AR) to realize the prediction of air traffic. AnAR is the regression
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of a variable relative to itself, using past observations to make
predictions about current values. Moving average model (MA) is
a regression model based on past forecasting errors. Sickles et al.
(1998) proposed a model ARMA that combines autoregressive
model and moving average model. ARIMA (autoregressive
integrated moving average) (Li et al., 2018) and Bayesian
structured time series Bayesian structured time series (BSTS)
model (Kulkarni et al., 2018; Madhavan et al., 2020) are used
to forecast the air passenger and cargo demand of the Indian
aviation industry. Wang et al. (2013) used gray scale model to
forecast passenger flow, applied a function to the observation
data set, converted it into a monotonically increasing data set,
and obtained the forecast results. Carmona-Benítez and Nieto
(2020) proposed a new damping trend gray model (DTSM) based
on dynamic seasonal damping factor, which is used to predict
airline passenger demand (PAX) in the air transport industry.
This model is called Sarima Damped Trend Gray Prediction
Model (SDTGM), which can effectively improve the accuracy
of prediction.

The classical time series model is based on the assumption
that there is a linear relationship between the past and the future
value, but the time series model to predict the traffic demand
data must have correlation, because the passenger flow is affected
by various factors change, trend and randomness and volatility
characteristics, which will also affect the forecast of air flow.
Causal models attempt to establish an explanatory equation that
adequately describes the observation as the output of one or
more underlying causative factors. Liu and Li (2012) proposed
to use the probability logarithmic model to predict passenger
flow, establish factors that can explain past demands, and then
use the model to provide predicted values. Logit models, such as
multinomial models, nested models and cross-nested models, are
widely used in demand prediction of passenger selection models
Leng et al. (2015).

It is a good trend to apply machine learning technology to
solve nonlinear time series problems. Various machine learning
algorithms have been studied and deployed. Neural Network
model Tsai et al. (2009); Babai et al. (2020); Yustiawan et al.
(2021) is widely used in long-term demand prediction. Grimme
et al. (2020) use them for short-term demand forecasting. They
compared two advanced formulas, MTUNN and PENN, with the
general multilayer perceptron model. Wei and Chen (Chen et al.,
2020) used hybrid neural network model to predict passenger
flow in rapid transit systems. A Bayesian state-spacemodel can be
created by generating the current state matrix from the observed
data in the time series (Zhang et al., 2020). Support vector
machine (SVM) is regarded as a classification tool, and support
vector regression aims to identify and optimize the error range of
regression. Jiang et al. (2015) applied gray SVM combined with
empirical mode decomposition (EMD) to high-speed railway
passenger flow prediction. Xie et al. (2013) used EMD to model
passenger flow prediction of airport terminals by least squares
support vector machine. Weng et al. (2019) applied the hybrid
model combining LSTM and Light TGBM to air ticket sales
prediction. Artificial intelligence or machine learning models are
computation-intensive self-learning algorithms that iteratively
modify and fine-tune the interpretation model through the

evaluation results, and reduce the margin of error. However,
the above method based on machine learning is based on the
historical data of each air station forecast, this method does not
take into account the impact of ticket prices and the ridership
flow of other stations and the current ridership flow of the station,
so the prediction performance is poor.

Graphic Convolutional Neural Network (GCN), as a Neural
Network that can extract unstructured data, which has attracted
a lot of attention in solving the relationship between adjacent
points (Wei et al., 2019; He et al., 2020). In view of the
low accuracy of air passenger flow prediction and the trend,
randomness and volatility of air traffic affected by many factors,
we built a graph convolution-long short-term memory model
based on graph convolutional neural network and the long short-
term memory (LSTM) neural network. In this model, the GCN
is used to map the features of the data set. Then the LSTM
model are used to process the matrix data set, and the fare
prediction is realized. The method considers the different effects
of various factors on the ticket price, and combines the trend and
fluctuation characteristics of the ticket price. The experimental
results show that the graph convolution model of long memory
and short memory can predict the air ticket price well. Our
contributions are summaried as:

(1) In order to improve the feature extraction ability of
aviation data, we have a deep understanding of the data
characteristics of aviation data. By constructing a GCN
feature extractor, we can transform non-European spatial
data into concise and efficient features. This method
improves the feature expression ability of the data.

(2) In order to solve the problem of long term and short
term dependence of time series data, in this paper, we
introduce the LSTM network to solve the data dependence
of samples through logical gating unit, and further improve
the performance of prediction.

(3) The air flow prediction scheme based on GCN-LSTM shows
excellent performance on the existing aviation data. The
experimental results show that the prediction performance
of the proposed algorithm is obviously better than that of
other existing algorithms.

The remaining part of this paper is organized as follows. The
main contribution of this paper is descripted in section 2. In
section 3, two comparative experiments are used to prove the
effectiveness of the algorithm. And conclusions are drawn in
section 4.

2. MAIN RESULT

In airlines, the spatial distribution of aircraft stations is a non-
euclidean structure, that is, the number of stations around each
station is uncertain, and even if two stations are adjacent, they
may not actually communicate with each other, resulting in no
spatial relationship between their traffic. Therefore, traditional
convolutional neural network (CNN) cannot accurately obtain
their spatial information. At this point, multiple sites can
be abstracted into A graph (see Figure 1). Features are
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FIGURE 1 | The distribution of the stations.

extracted from the original input data to obtain the result of
feature mapping of multiple channels. The intercommunication
relationship between each site is represented by adjacency
matrix A.

2.1. The Definition of the Problem
The problem of airline passenger flow prediction can be
described as follows: the historical flow data of each station
Xt−s,Xt−s+1,Xt−2, · · · ,Xt−1 (s is the time step) can be used to
predict the flow Xt of the next period. The formula is described as

Xt = F([Xt−s,Xt−s+1, · · · ,Xt−2,Xt−1]), (1)

where, Xt is the site characteristics at each time step, and F is a
nonlinear function.

In the actual traffic system, the network is regarded as a
directed graph G = (Q,V ,A). Each sensor in the network is
regarded as a node vi and its value Q ∈ R is a scalar. V ∈ RN

and N is the number of sensors. The flow relationship between
nodes consists of adjacency matrix A that is, the element Aij in A
represents the connection relationship between node Vi and Vj.

2.2. The Description of the GCN
When dealing with the structure of the graph, it is necessary to
obtain its Symmetric normalized Laplacian matrix L, which is
generally defined in the following ways:

L = D− 1
2 (D− A)D− 1

2 = IN − D− 1
2AD− 1

2 , (2)

where, IN is the identity matrix of N × N; Degree matrix D is
defined as Dii =

∑

i A
i
ij. Decompose the eigenvalue of L to get

L = L = U3UT. 3 is made up of L eigenvalues of diagonal
matrix. U = {u1, u2, . . . , uN} is composed of the eigenvector L,
and it is an orthonormal basis for RN.

The spectral convolution theory in the graph structure has
been supplemented and perfected in the paper. The convolution
operation of convolution kernel G and input signal X in the time

domain can be converted into the inner product form in the
frequency domain.

g∗x = U
(

UTg
)

⊙

(

UTx
))

= Ugθ (A)U
Tx, (3)

where gs(3) = UTg = diag(θ), θ ∈ RN , ⊙ represents
the hadamar product, UTg means mapping g to the frequency
domain space based on U. Due to gθ high computational
complexity, so hierarchical linear model constraints and the
chebyshev polynomial are used to approximate calculation. In
this paper, the simplified first order polynomial form of g∗x
is adopted.

g∗x = UgθU
T
x ≈ θ

(

IN + D−1/2AD−1/2
)

x, (4)

where ˜D−1/2
˜A˜D−1/2 = IN + D−1/2AD−1/2 Ã = IN + A,

D =
∑

i
˜Aij. Therefore, the output of layer L is

H(l) = σ

(

˜D− 1
2˜A˜D− 1

2H(l−1)W(l) , (5)

where δ is the activation function, ˜W(l) = θ
(l−1)W(l), θ

(l−1) ∈

Rc
(1−l)×F(l−1)

,W(l) ∈ RF
(l−1)×c(l) , C(L−1) is the output dimension of

the (L−1) layer, and F(L−1) is the characteristic vector size of each
dimension. Therefore

H(l) = σ

(

˜D− 1
2˜A˜D− 1

2H(l−1)
˜W(l)

)

. (6)

At present, there is no effective measurement method for
the calculation of adjacency matrix A. Most scholars use
heuristic methods, that is, based on the Euclidean distance or
Markov distance between sensors to determine the element value
corresponding to the adjacency matrix. However, these methods
all require manual calculation of the distance relationship
between the sensors in advance. In this paper, the data-driven
method is adopted to calculate the adjacency matrix, and A = D.
The formula can be written as

H(l) = σ

(

˜AH(l−1)
˜W(l)

)

. (7)

The element value of matrix A is learned from the sample
data, that is, the matrix is composed of trainable parameters.
The data-driven approach is more realistic than the heuristic
approach. Therefore, the L layer of the convolutional neural
network is constructed in accordance with Formula 7. It should
be noted that the initial matrix A is the same for each layer of
the convolutional network, and the parameters are updated only
when the error is propagated backwards.

GCN introduces the spatial features of the graph by
convolving the Laplace matrix with the input. In this paper, the
model takes flight segments as nodes and the association between
flight segments as edges to build a graph. According to the graph,
the adjacency matrix is obtained and the demand of future flight
segments is predicted by combining the price and demand of
historical flight segments.
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FIGURE 2 | The structure of LSTM.

2.3. The Problem of Time Series
It is found that Recurrent Neural networks (RNN) are widely
used in sequential data such as natural language and image
processing, which have a significant effect. Since then, various
types of Circulating Neural Networks have been used. Aiming
at the problem of air passenger flow prediction, this paper
introduces the LSTM, which can extract the characteristic
information of the input sequence and find its internal relation,
so as to improve the prediction accuracy of the model. In order
to make use of the spatial-temporal characteristic of the airborne
data information at the same time, the GCN model is combined
with the LSTM model, and it is added to the output of the
upper level.

The LSTM network structure used in this paper is shown as
Figure 2.

The network model mainly accepts three inputs: X, H
and C represent the current state, hidden layer state and cell
state, respectively.

LSTMmainly realizes the management of long and short term
memory through three gating units. Firstly, the LSTM needs to
determine what information needs to be thrown out. This step
is decided by the layer called the “Forget Gate.” Input x and
h, output a number between 0 and 1. The value of 1 means
“keep the value completely,” while 0 means “throw the value away
completely.” The formula of forgetting gate is as follows:

ft = σ

(

Wf ·
[

ht−1, xt
]

+ bf
)

, (8)

where Wf and bf are the parameters to be learned, and σ is the
sigmod activation function.

Secondly, the LSTM needs to determine what information
need to store in the cell state. There are two stages to this
question. First, the layer of “Input Gate” determine which data
needs to be updated. Then, the vector C1 was created by a
tanh layer.

it = σ

(

Wi ·
[

ht−1, xt
]

+ bi
)

,

C̃t = tanh
(

WC ·
[

ht−1, xt
]

+ bC
)

.
(9)

After deciding what needs to be forgotten and what needs to be
added, Ct−1 can be updated to Ct .

Ct = ft ∗ Ct−1 + it ∗ C̃t . (10)

Finally, we need to decide what to export. This output is based
on our cell state. The final output is part of the cell state. First, we
run an output gate to determine which part of the cell state we are
going to output. Then we put the cell state into the tanh (pressing
the value between –1 and 1). Finally we multiply it by the output
of the output gate.

ot = σ

(

Wo

[

ht−1, xt
]

+ bo
)

,
ht = ot ∗ tanh (Ct) .

(11)

2.4. The Description of Algorithm
The network structure based on GCN-LSTM model proposed in
this paper is shown in the Figure 3. The model mainly adopts
encoder-decoder structure. In the encoder, multiple parallel GCN
modules are used to extract the key features of the graph network
with different time series. Then, the extracted time series features
are transmitted to LSTM, and feature analysis and further feature
extraction are carried out on the sequence data through LSTM
to solve the long-term and short-term dependencies between
the data. Finally, the encoder generates an encoded pair vector
and sends it to the decoder. In the decoder, the multi-layer
feedforward neural network is used to further process the features
of the coding vector. Finally, the processed data is transmitted to
a GCN network to produce predicted values.

In order to improve the prediction performance of the GCN-
LSTM algorithm, in this paper, we use the final output through
the network and the value of the real label to calculate L1 loss,
also known as the mean absolute error (MAE), and take the mean
square error (MSE) as the evaluation index of the model. The
specific calculation formula is as:

loss = MAE =
1

m

m
∑

i=1

∣

∣

(

yi − ŷi
)

∣

∣ .

MSE =
1

m

m
∑

i=1

((

yi − ŷi
))2

. (12)
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In this paper, the Adam-based batch gradient descent
optimization algorithm is used to learn and update parameters
through the loss function to minimize the loss function until the
loss function converges. The trained model is used to predict the
test set and calculate the MSE. The smaller the MSE value is, the
closer the predicted value of the model is to the real value and
the better the generalization ability of the model is.

3. EXPERIMENTS

This paper selects 6, 9111, 332 ticket sales data examples of 28,809
flights of 17 domestic airlines between September 1, 2020 and
October 31, 2020 to verify the feasibility and effectiveness of the
GCN-LSTM combined prediction model. The selected data set
is relatively complete without missing values. After obtaining a
complete data set, an adjacency matrix is constructed according
to the data set. Each flight segment is a node. Between nodes,
if the origin is the same, it is considered to have a diverting
effect on traffic, and the weight is set as the number of (0,1).
If the destination is the same and the traffic is considered to be
promoted, the weight is set as the number greater than 1 and the
rest as 0.

In order to do a comparative experiment, our experimental
environment and experimental parameters are set as: epoch =

100, batch size = 1,000, learning rate = 0.001, GPU = NVIDIA
2080Ti. The ratio of training set to test set is 8:2.

Five sections of AAT_URC, CAN_PEK, CAN_CSX,
CAN_CTU, and CAN_CKG are taken as examples to construct
an adjacency matrix, in which AAT, URC, CAN, PEK, CSX,
CTU, and CKG are city names. The adjacency matrix of these
five cities is shown in Table 1. If the origin of two flight sections
is the same, it is considered to have a diversion effect on traffic,
and the weight is set as 0.5. None of the five sections had the
same destination, so the rest of the weights were set to 0.

Then we need to construct a time series of prices. The above
five flight sections are also taken as examples. According to the
take-off time, the price series 14 days before the take-off time is
taken as the X feature. The flow of 1 day before the take-off was
taken asY , and such input and output were a sample. The take-off
time was calculated forward to increase the number of samples.
In this way, there are 14 days’ data, one piece of demand data,
arranged in a time series according to time.

In this paper, the data set of 2 months is divided
into training set and test set according to the ratio
of 8:2, normalized and trained by GCN-LSTM. The

TABLE 1 | Adjacent matrix.

AAT_URC CAN_PEK CAN_CSX CAN_CTU CAN_CKG

AAT_URC 0 0.0 0.0 0.0 0.0

CAN_PEK 0 0.0 0.5 0.5 0.5

CAN_CSX 0 0.5 0.0 0.5 0.5

CAN_CTU 0 0.5 0.5 0.0 0.5

CAN_CKG 0 0.5 0.5 0.5 0.0

TABLE 2 | Prediction results of different methods.

GCN-LSTM(%) LSTM(%) SVR(%) AR(%) MA(%) ES(%)

Average of

five routes

6.86 10.84 12.72 14.46 13.73 16.93

AAT_URC 5.44 8.71 10.73 11.37 10.74 14.39

CAN_PEK 6.91 9.74 12.02 12.75 11.71 16.47

CAN_CSX 8.87 12.03 13.07 17.13 14.57 18.29

CAN_CTU 6.24 11.73 14.35 15.01 13.79 17.48

CAN_CKG 6.84 11.99 13.43 16.04 17.84 18.02

FIGURE 3 | Overall structure of GCN-LSTM model (original features of air passenger flow data are extracted by using first-order approximate GCN, and output

features are analyzed by LSTM for long-term and short-term sequence characteristics, and then predicted values are obtained).
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FIGURE 4 | OGCN-LSTM model prediction results of AAT URC route.

FIGURE 5 | Comparison of MSE results of five airlines.

timing step size of the model is 15, and the window
is constantly moved to predict. Under the premise
of the same input of historical price time series, it is
compared with the experimental results of autoregressive
model (AR), Moving Average(MA), Exponential
Smoothing(ES), Long short-term memory(LSTM) and Support
Vector Regression(SVR).

Table 2 lists five precise results of route prediction, The
predictionmean square error (MSE) of the proposedGCN-LSTM
model is smaller than that of LSTM, SVR, AR, MA and ES.
The results show that the GCN-LSTM model can improve the
accuracy of prediction.

AAT_URC a single route, for example, using the proposed
GCN-LSTM traffic prediction model, the horizontal axis shows
departure date from September 15, 2020 to October 31, 2020, 14
days before the use of the time sequence to forecast the traffic on
the same day price, compare the renderings as shown in Figure 4,
dot shows the actual passenger flow, square said according to 14
days before the price time series prediction of passenger flow.

Figure 5 shows the average MSE values predicted by AR
model, moving average, exponential smoothing, LSTM and SVR
for 5 airlines. The horizontal axis represents five different airlines,
the vertical axis represents square error (MSE), and the red line is
the prediction results of the proposed GCN-LSTMmodel.
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It can be seen from the figure that the GCN-LSTM model is
used for prediction, and the error fluctuation is small, and the
MSE is basically in the range of 5%-9%. The prediction results of
the proposed GCN-LSTM model are obviously better than those
of other models.

4. CONCLUSION

In view of the problems existing in air flow prediction, an
air flow prediction model based on graph convolutional neural
network and long short-term memory network is proposed
based on in-depth analysis of the influencing factors of air
flow prediction. Firstly, based on the characteristics of air
traffic data, a feature extraction network based on graph
convolutional neural network is designed. Then combined
with the long—short memory network to solve the problem
of long—short—term data dependence; Finally, the prediction
results are outputted based on the feedforward neural network.

In the experimental part, we verify the performance of the
GCN-LSTM model on aviation data sets. The experimental
results show that the training effect of this model is obviously
better than other models, and it has lower MSE loss value.
This also shows that the prediction result has a higher
prediction accuracy.

DATA AVAILABILITY STATEMENT

The datasets presented in this study can be found in online
repositories. The names of the repository/repositories and
accession number(s) can be found below: https://github.com/
qetmes/GCN-LSTM.

AUTHOR CONTRIBUTIONS

The author confirms being the sole contributor of this work and
has approved it for publication.

REFERENCES

Babai, M., Tsadiras, A., and Papadopoulos, C. (2020). On the empirical

performance of some new neural network methods for forecasting

intermittent demand. IMA J. Manag. Math. 31, 281–305. doi: 10.1093/imaman/

dpaa003

Carmona-Benítez, R. B., and Nieto, M. R. (2020). Sarima damp trend gray

forecasting model for airline industry. J. Air Trans. Manag. 82:101736.

doi: 10.1016/j.jairtraman.2019.101736

Chen, D., Zhang, J., and Jiang, S. (2020). Forecasting the short-term metro

ridership with seasonal and trend decomposition using loess and lstm

neural networks. IEEE Access 8, 91181–91187. doi: 10.1109/ACCESS.2020.

2995044

Diego, E., and Sang-Yeob, L. (2012). Demand shifting across flights and

airports in a spatial competition model. Lett. Spatial Resour. Sci. 5, 175–183.

doi: 10.2139/ssrn.2722349

Donovan, A. W. (2005). Yield management in the airline industry. J. Aviat.

Aerospace Educ. Res. 14, 9.

Etzioni, O., Tuchinda, R., Knoblock, C. A., and Yates, A. (2003). “To buy or not to

buy: mining airfare data to minimize ticket purchase price,” in Proceedings of

the Ninth ACM SIGKDD International Conference on Knowledge Discovery and

Data Mining, 119–128.

Grimme, W., Bingemer, S., and Maertens, S. (2020). An analysis of the

prospects of ultra-long-haul airline operations using passenger demand

data. Transport. Res. Procedia 51, 208–216. doi: 10.1016/j.trpro.2020.

11.023

He, X., Deng, K., Wang, X., Li, Y., Zhang, Y., and Wang, M. (2020).

Lightgcn: Simplifying and powering graph convolution network for

recommendation. arXiv preprint arXiv:2002.02126. doi: 10.1145/3397271.

3401063

Jiang, X., Chen, X., Zhang, L., and Zhang, R. (2015). Dynamic demand

forecasting and ticket assignment for high-speed rail revenue

management in china. Transp. Res. Rec. 2475, 37–45. doi: 10.3141/

2475-05

Klein, R., Koch, S., Steinhardt, C., and Strauss, A. K. (2020). A review

of revenue management: recent generalizations and advances in industry

applications. Eur. J. Oper. Res. 284, 397–412. doi: 10.1016/j.ejor.2019.

06.034

Kulkarni, G. E., Muley, A. A., Deshmukh, N. K., and Bhalchandra,

P. U. (2018). Autoregressive integrated moving average time series

model for forecasting air pollution in nanded city, maharashtra, india.

Model. Earth Syst. Environ. 4, 1435–1444. doi: 10.1007/s40808-018-

0493-2

Leng, N., Nie, L., Guo, G., and Wu, X. (2015). “Passenger flow forecasting

for chinese high speed rail network,” in 2015 International Conference

on Mechatronics, Electronic, Industrial and Control Engineering (MEIC-15)

(Atlantis Press), 675–678.

Li, Y., Han, H., Liu, X., and Li, C. (2018). “Passenger flow forecast

of sanya airport based on arima model,” in International Conference

of Pioneering Computer Scientists, Engineers and Educators (Springer),

442–454.

Liu, R., and Li, A. (2012). Forecasting high-speed rail ridership using a

simultaneous modeling approach. Transp. Plann. Technol. 35, 577–590.

doi: 10.1080/03081060.2012.701816

Madhavan, M., Ali Sharafuddin, M., Piboonrungroj, P., and Yang, C.-C. (2020).

Short-term forecasting for airline industry: the case of indian air passenger and

air cargo. Glob. Bus. Rev. doi: 10.1177/0972150920923316

Riedel, S., and Gabrys, B. (2003). “Adaptive mechanisms in an airline ticket

demand forecasting system,” in EUNITE’2003 Conference: European

Symposium on Intelligent Technologies, Hybrid Systems and their

Implementation on Smart Adaptive Systems (Oulu).

Sickles, R., Good, D., Postert, A., and Getachew, L. (1998). “A model of world

aircraft demand,” in Airport Facilities: Innovations for the Next Century.

Proceedings of the 25th International Air Transportation Conference (American

Society of Civil Engineers).

Tsai, T.-H., Lee, C.-K., and Wei, C.-H. (2009). Neural network based temporal

feature models for short-term railway passenger demand forecasting. Expert

Syst. Appl. 36, 3728–3736. doi: 10.1016/j.eswa.2008.02.071

Wang, Y., Chen, X., Han, Y., and Guo, S. (2013). Forecast of passenger and freight

traffic volume based on elasticity coefficient method and grey model. Procedia

Soc. Behav. Sci. 96, 136–147. doi: 10.1016/j.sbspro.2013.08.019

Wei, Y., Wang, X., Nie, L., He, X., Hong, R., and Chua, T.-S. (2019). “Mmgcn:

multi-modal graph convolution network for personalized recommendation

of micro-video,” in Proceedings of the 27th ACM International Conference on

Multimedia, 1437–1445.

Weng, T., Liu, W., and Xiao, J. (2019). Supply chain sales forecasting based on

lightgbm and lstm combination model. Ind. Manag. Data Syst. 120, 265–279.

doi: 10.1108/IMDS-03-2019-0170

Xie, G., Wang, S., and Lai, K. K. (2013). “Air passenger forecasting by

using a hybrid seasonal decomposition and least squares support vector

regression approach,” in Proceedings of the 59th World Statistics Congress of the

International Statistical Institute (Hong Kong).

Yustiawan, Y., Ramadhan, H., and Kwon, J. (2021). A stacked denoising

autoencoder and long short-term memory approach with rule-based

refinement to extract valid semantic trajectories. IEEE Access 9, 73152–73168.

doi: 10.1109/ACCESS.2021.3080288

Frontiers in Neurorobotics | www.frontiersin.org 7 December 2021 | Volume 15 | Article 661037165

https://github.com/qetmes/GCN-LSTM
https://github.com/qetmes/GCN-LSTM
https://doi.org/10.1093/imaman/dpaa003
https://doi.org/10.1016/j.jairtraman.2019.101736
https://doi.org/10.1109/ACCESS.2020.2995044
https://doi.org/10.2139/ssrn.2722349
https://doi.org/10.1016/j.trpro.2020.11.023
https://doi.org/10.1145/3397271.3401063
https://doi.org/10.3141/2475-05
https://doi.org/10.1016/j.ejor.2019.06.034
https://doi.org/10.1007/s40808-018-0493-2
https://doi.org/10.1080/03081060.2012.701816
https://doi.org/10.1177/0972150920923316
https://doi.org/10.1016/j.eswa.2008.02.071
https://doi.org/10.1016/j.sbspro.2013.08.019
https://doi.org/10.1108/IMDS-03-2019-0170
https://doi.org/10.1109/ACCESS.2021.3080288
https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles


Yu Airline Traffic Prediction

Zhang, Z.,Wang, C., Gao, Y., Chen, Y., and Chen, J. (2020). Passenger flow forecast

of rail station based onmulti-source data and long short termmemory network.

IEEE Access 8, 28475–28483. doi: 10.1109/ACCESS.2020.2971771

Conflict of Interest: The author declares that the research was conducted in the

absence of any commercial or financial relationships that could be construed as a

potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors

and do not necessarily represent those of their affiliated organizations, or those of

the publisher, the editors and the reviewers. Any product that may be evaluated in

this article, or claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Copyright © 2021 Yu. This is an open-access article distributed under the terms

of the Creative Commons Attribution License (CC BY). The use, distribution or

reproduction in other forums is permitted, provided the original author(s) and the

copyright owner(s) are credited and that the original publication in this journal

is cited, in accordance with accepted academic practice. No use, distribution or

reproduction is permitted which does not comply with these terms.

Frontiers in Neurorobotics | www.frontiersin.org 8 December 2021 | Volume 15 | Article 661037166

https://doi.org/10.1109/ACCESS.2020.2971771
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/neurorobotics
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurorobotics#articles


Advantages  
of publishing  
in Frontiers

OPEN ACCESS

Articles are free to read  
for greatest visibility  

and readership 

EXTENSIVE PROMOTION

Marketing  
and promotion  

of impactful research

DIGITAL PUBLISHING

Articles designed 
for optimal readership  

across devices

LOOP RESEARCH NETWORK

Our network 
increases your 

article’s readership

Frontiers
Avenue du Tribunal-Fédéral 34  
1005 Lausanne | Switzerland  

Visit us: www.frontiersin.org
Contact us: frontiersin.org/about/contact 

FAST PUBLICATION

Around 90 days  
from submission  

to decision

90

IMPACT METRICS

Advanced article metrics  
track visibility across  

digital media 

FOLLOW US 

@frontiersin

TRANSPARENT PEER-REVIEW

Editors and reviewers  
acknowledged by name  

on published articles

HIGH QUALITY PEER-REVIEW

Rigorous, collaborative,  
and constructive  

peer-review

REPRODUCIBILITY OF  
RESEARCH

Support open data  
and methods to enhance  
research reproducibility

http://www.frontiersin.org/

	Cover 
	Frontiers eBook Copyright Statement
	Engineering Applications of Neurocomputing
	Table of Contents
	Editorial: Engineering Applications of Neurocomputing
	Author Contributions
	Funding

	AutoPath: Image-Specific Inference for 3D Segmentation
	1. Introduction
	2. Methods
	2.1. 3D Residual Backbone
	2.2. AutoPath Strategy
	2.2.1. 3D Policy Network
	2.2.2. Reward Function
	2.2.3. Learning Strategy


	3. Experiments and Results
	3.1. Materials and Implementation Details
	3.1.1. Materials
	3.1.2. Implementation Details

	3.2. Performance Evaluation
	3.2.1. Investigation of Blocks' Dependencies
	3.2.2. Heuristic Dropping Strategies
	3.2.3. AutoPath


	4. Discussion and Conclusion
	Data Availability Statement
	Author Contributions
	Funding
	References

	Data-Driven Hybrid Equivalent Dynamic Modeling of Multiple Photovoltaic Power Stations Based on Ensemble Gated Recurrent Unit
	Introduction
	Precise Dynamic Modeling for a Single Two-Staged Pv Station
	The First Stage Modeling of PV Station
	PV Array Modeling
	DC-DC Converter Modeling
	MPPT Controller Modeling

	The Second Stage Modeling of PV Station
	DC-AC Inverter Modeling
	Dual-Loop Controller Modeling


	The Framework of Data-Driven Hybrid Equivalent Dynamic Model for Central and Distributed Pv Stations
	Equivalent Model for Central and Distributed Pv Stations
	The Feeder Equivalence
	The Parameter Equivalence

	Ensemble Gru Based Error Correction Model
	Case Study
	Experiment Settings
	The Settings of PV Stations and Test Scenarios
	The Settings of Ensemble GRU

	Simulation Performance and Analysis
	Simulation Result
	Simulation Example Under Different Test Scenarios


	Conclusion
	Data Availability Statement
	Author Contributions
	Funding
	References

	Self-Triggered Consensus of Vehicle Platoon System With Time-Varying Topology
	1. Introduction
	2. Preliminaries and Problem Formulation
	2.1. Graph Theory
	2.2. Definitions and Lemmas
	2.3. Problem Formulation

	3. Main Result
	3.1. Distributed Event-Triggered Control of Vehicle Platoon System With Time-Varying Topology
	3.1.1. The Leader Vehicle Speed Is Constant
	3.1.2. The Speed of the Leading Vehicle Is Time Varying

	3.2. Distributed Self-Triggered Control of Vehicle Platoon System With Time-Varying Topology
	3.2.1. The Leader Vehicle Speed Is Constant
	3.2.2. The Speed of the Leading Vehicle Is Time Varying


	4. Simulation
	5. Conclusions
	Data Availability Statement
	Author Contributions
	Funding
	References

	Boosting Knowledge Base Automatically via Few-Shot Relation Classification
	1. Introduction
	1.1. Motivation
	1.2. Contributions
	1.3. Organization

	2. Task Formulation
	3. Related Work
	3.1. Relation Classification Under Distant Supervision
	3.2. Relation Classification via Few-Shot Learning

	4. Methodology
	4.1. Sentence Encoder
	4.1.1. Embedding Layer
	4.1.2. Encoding Layer

	4.2. Attention-Based Multiple Instance Learning Unit
	4.2.1. Attention-Based MIL Pooling in Query Set
	4.2.2. Support Instance-Level Attention

	4.3. Prototypical Networks

	5. Experiments
	5.1. Data Preparation and Setup
	5.1.1. Dataset
	5.1.2. Parameter Setting
	5.1.3. Experiment Setup

	5.2. Experiment Results
	5.2.1. Overall Performance
	5.2.2. Comparison of Different MIL Methods
	5.2.3. PCA Projection Analysis
	5.2.4. Case Study
	5.2.5. Results on FewRel Dataset
	5.2.6. Manual Evaluation


	6. Conclusion
	Data Availability Statement
	Author Contributions
	Funding
	References

	Investigating the Impact of the Missing Significant Objects in Scene Recognition Using Multivariate Pattern Analysis
	Introduction
	Materials and Methods
	fMRI Data
	ROI Selection
	Multivariate Pattern Analysis
	Univariate Analysis

	Results
	Classification Analysis by MVPA
	Scene Classification in Different Mask Condition
	Cross-Classification Between Different Conditions

	Signal Changes in the Univariate Analysis

	Discussion
	Conclusions
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	References

	Machine Learning Models to Predict Primary Sites of Metastatic Cervical Carcinoma From Unknown Primary
	Introduction
	Materials and Methods
	Data Source and Data Pre-Processing
	Differential Expression Analysis
	Protein-protein Interaction Network Construction
	Predict Model Construction and Validation

	Results
	Expression Profiles of Four Types of Squamous Cancer
	GO and KEGG Pathway Enrichment Analysis
	Identification of Key Candidate Genes With the PPI Network of DEGs
	Model Construction for Discriminating the Four Types of Squamous Cancer

	Discussion
	Data Availability Statement
	Author Contributions
	References

	Artificial Intelligence-Based Application to Explore Inhibitors of Neurodegenerative Diseases
	Introduction
	Materials and Methods
	Molecular Docking Screening
	Artificial Intelligence-Based Prediction Models
	Data Collection and Processing
	AdaBoost Model
	Ridge Regression Model
	SVM Model
	Elastic Net Model
	Random Forest Model
	Gradient Boosting Regression Model
	K-Nearest Neighbor Model
	XGBoost Model
	Deep Belief Network

	Molecular Dynamics Simulation

	Results and Discussion
	Molecular Docking
	Prediction Results of Models
	Feature Selection
	RR and EN Model
	ABR, RF, GBR, and XGB Model
	SVR and KNN Model
	Deep Belief Network

	Molecular Dynamics Simulation

	Conclusion
	Data Availability Statement
	Author Contributions
	Funding
	References

	A Manufacturing-Oriented Intelligent Vision System Based on Deep Neural Network for Object Recognition and 6D Pose Estimation
	1. Introduction
	2. Related Work
	2.1. Semantic Segmentation
	2.2. Object Pose Estimation
	2.2.1. Feature-Based Method
	2.2.2. Learning-Based Method
	2.2.3. CNN-Based Method


	3. Theory and Method
	3.1. Pinhole Camera Model
	3.2. Semantic Segmentation
	3.3. 6D Object Pose Estimation

	4. Experimental Results and Analysis
	4.1. Experiment Setup
	4.1.1. The Platform of Hardware and Software 
	4.1.2. Training Setup

	4.2. Datasets and Metrics
	4.2.1. Datasets
	4.2.2. Metrics

	4.3. Experiments on YCB-Video Dataset
	4.4. Experiments on LineMOD Dataset
	4.5. Vision-guided Robotic Grasping System

	5. Conclusion
	Data Availability Statement
	Author Contributions
	Funding
	References

	Industrial Control Malicious Traffic Anomaly Detection System Based on Deep Autoencoder
	Introduction
	Related Work
	Deep Autoencoder Algorithm
	The Description of Autoencoder Algorithm

	Dataset
	Contrast Test
	Conclusion
	Data Availability Statement
	Author Contributions
	Funding
	References

	Classification of Metastatic and Non-Metastatic Thoracic Lymph Nodes in Lung Cancer Patients Based on Dielectric Properties Using Adaptive Probabilistic Neural Networks
	Introduction
	Materials and Methods
	Data Introduction
	Feature Parameter Scoring
	Probabilistic Neural Network
	Probabilistic Neural Network Model
	Optimization of the Probabilistic Neural Network by a Simulated Annealing Algorithm

	Other Prediction Models
	Calculation of the Classification Performance Evaluation Index

	Results
	Sample Information and Dielectric Properties of Lymph Nodes
	SD-1 Values of Permittivity and Conductivity of Lymph Nodes
	Classification Results for SA-PNN at Different Frequencies
	Comparison of the Identification Results Among Six Algorithms

	Discussion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	References

	A Relational Adaptive Neural Model for Joint Entity and Relation Extraction
	Introduction
	Related Work
	Methodology
	Encoding Layer
	Relation-Adaption Multi-Head Attention Layer
	Densely Connected GCN
	Joint Extraction

	Experimental and Results
	Dataset
	Implementation Details
	Baselines and Comparison Result
	Ablation Study
	Comparison Results for Different Numbers of GCN Layers
	Comparison Results for Overlapping Triples

	Conclusion
	Data Availability Statement
	Author Contributions
	Funding
	References

	Energy Investment Risk Assessment for Nations Via Seq2seq Model
	Introduction
	Related Work
	Investment Risk Assessment
	Seq2seq Framework

	Proposed Model
	Indicators
	Seq2seq Framework
	Embedding Layer
	Bi-LSTM Encoder Layer
	Self-Attention Layer
	Decoder Layer
	Classifier Layer


	Experiments
	Data Statistics
	Experimental Results

	Discussion
	Policy Recommendations

	Conclusion
	Data Availability Statement
	Author Contributions
	References

	Prediction of Dangerous Driving Behavior Based on Vehicle Motion State and Passenger Feeling Using Cloud Model and Elman Neural Network
	Introduction
	Related Work
	Theory and Method
	Data Acquisition System
	Cloud Model for Dangerous Driving Behavior Evaluation
	Cloud Model Definition and Cloud Transformation Algorithm
	Index Based on Passenger's Feeling
	Comprehensive Cloud Model for Dangerous Driving Behavior Evaluation

	CM-ENN, Prediction Method of Dangerous Driving Behavior
	The Structure and Algorithm Design of ENN
	State Identification of Unlabeled Cloud Model


	Experimental Results and Analysis
	Data Acquisition
	Model Training and Experiments

	Conclusion
	Data Availability Statement
	Author Contributions
	Funding
	References

	A New Way of Airline Traffic Prediction Based on GCN-LSTM
	1. Introduction
	2. Main Result
	2.1. The Definition of the Problem
	2.2. The Description of the GCN
	2.3. The Problem of Time Series
	2.4. The Description of Algorithm

	3. Experiments
	4. Conclusion
	Data Availability Statement
	Author Contributions
	References

	Back Cover


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages false
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 1
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU (T&F settings for black and white printer PDFs 20081208)
  >>
  /ExportLayers /ExportVisibleLayers
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




