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There is a lack of knowledge about the direct neuromechanical consequences in traumatic
brain injury (TBI) at the scene of accident. In this study we use a finite element model
of the human head to study the dynamic response of the brain during the first millisec-
onds after the impact with velocities of 10, 6, and 2 meters/second (m/s), respectively.
The numerical simulation was focused on the external kinetic energy transfer, intracranial
pressure (ICP), strain energy density and first principal strain level, and their respective
impacts to the brain tissue. We show that the oblique impacts of 10 and 6 m/s resulted
in substantial high peaks for the ICP, strain energy density, and first principal strain levels,
however, with different patterns and time frames. Also, the 2 m/s impact showed almost
no increase in the above mentioned investigated parameters. More importantly, we show
that there clearly exists a dynamic triple peak impact factor to the brain tissue immediately
after the impact regardless of injury severity associated with different impact velocities.The
dynamic triple peak impacts occurred in a sequential manner first showing strain energy
density and ICP and then followed by first principal strain.This should open up a new dimen-
sion to better understand the complex mechanisms underlying TBI. Thus, it is suggested
that the combination of the dynamic triple peak impacts to the brain tissue may interfere
with the cerebral metabolism relative to the impact severity thereby having the potential
to differentiate between severe and moderate TBI from mild TBI.

Keywords: traumatic brain injury, kinetic energy transfer, finite element modeling, intracranial pressure, strain
energy density and first principal strain, dynamic triple peak impact

INTRODUCTION
During the last three decades there has been a substantial increased
experience and knowledge about the consequences of traumatic
brain injury (TBI) with regard to the neurochemical cascades of
events following the kinetic energy transfer into the brain tis-
sue tissue (Narayan et al., 1995). However, there is a lack of
knowledge when it comes to the neuromechanical pattern and
its consequences.

The awareness of primary prevention of TBI in all categories
has improved among the general population resulting in a reduced
number of TBI. The same holds true also for the more specific pre-
vention of secondary injuries in the acute neurosurgical treatment.
However, despite the numerous publications there is still a lot to
be desired when it comes to the neuromechanical cascades imme-
diately after TBI at the scene of accident where the experience is
limited. An increased knowledge about the immediate mechanical
consequences within milliseconds should have a strong poten-
tial to further improve not only primary but also the secondary
prevention at the neurosurgical treatment.

The improved computer capacity and the introduction of
the neuroengineering field makes it possible to use advanced
numerical simulations aiming at better understanding the conse-
quences of TBI and which has been a topic under many previous

investigations (Ward et al., 1980, 1997; Anderson et al., 1999; Will-
inger and Baumgartner, 2003; Zhang et al., 2004; Viano et al., 2005;
Balestreri et al., 2006; Kleiven, 2007; Nyein et al., 2010). Various
injury predictors have been proposed from numerical modeling
or in vivo experiments. The first principal strain has been shown
to correlate closely with diffuse axonal injuries (Bain and Meaney,
2000;Viano et al., 2005) as well as hemorrhage (Kleiven, 2007). The
pressure was suggested to be associated with concussion (Ward
et al., 1980) while strain energy density was found to correlate
with contusion (Kleiven, 2007). Other predictors include, how-
ever not limited to global total energy (Willinger and Baumgartner,
2003) and shear stress (Anderson et al., 1999; Zhang et al., 2004).
Thus, assuming that the human brain model is well validated the
numerical analysis has an outstanding potential to further improve
the existing knowledge about the direct neuromechanical conse-
quences during the following milliseconds after the accident (von
Holst and Li, 2013) and also when the patient is under neurosurgi-
cal treatment (von Holst et al., 2012). The present study proposes
that the immediate consequence of an impact should be looked
upon as an effect specifically from the three parameters kinetic
energy, intracranial pressure (ICP), and strain level in a sequen-
tial manner thereby influencing the brain tissue at different times
following the accident.
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Thus, the aim of the present study was

– to evaluate the immediate consequences of kinetic energy trans-
fer to the brain tissue focusing on the ICP, strain energy density,
and first principal strain level by using the numerical simulation
of finite element (FE) model and

– to estimate the kinetic energy impact level which could poten-
tially separate the severe and moderate TBI from mild TBI
focusing on the ICP, strain energy density, and first principal
strain level.

MATERIALS AND METHODS
THE FINITE ELEMENT HEAD MODEL
A previously developed and validated numerical model of the
human head was used and which includes the scalp, skull, brain,
the meninges, and cerebrospinal fluid (CSF) (Kleiven, 2002). A
simplified neck, including the extension of the brain stem to the
spinal cord and dura mater was also modeled. To cope with large
elastic deformations, a hyper-viscoelastic constitutive law was used
for the brain tissue. The model has been validated against ICP and
brain motion, more detailed information about the model and val-
idations can be found in previous publications (Kleiven and von
Holst, 2002; Kleiven, 2006, 2007). The skull bone was modeled as
a three-layered structure including inner and outer compact bone
and porous bone. During an impact loading, the mechanical para-
meters of the skull bone are expected to have a strong influence on
the dynamic response of the brain. The choice of skull bone para-
meters in this study was consistent with a previous study (Fahlstedt
et al., 2012) and was found to be justified.

SIMULATION OF IMPACT
The loading conditions of the impact were based on a real acci-
dent to the right frontal lobe in a TBI patient due to a fall. A
Computer Tomography (CT) scan on admission to the hospital
showed a 3 cm large subdural hematoma on the right side includ-
ing subarachnoid hemorrhage and multiple contusions in frontal,
parietal, and temporal lobes from the medical record, swelling
was observed at the right eye and this information was used to
estimate the angle and area of impact in the model (Figure 1,
lower row). The head model was placed at a very small distance
from the impact surface. With a starting point from a non-injured
simulation condition the model simulated three falling accidents
with an initial velocity of 2, 6, and 10 meters/second (m/s), respec-
tively, to represent minor, medium, and more severe injuries. The
external kinetic energy levels were calculated to 227.3, 81.8, and
9.1 J for the 10, 6, and 2 m/s impacts, respectively according to the
kinetic energy theorem E = 1/2∗m∗v2 where E is kinetic energy,
m is the mass of the head model, and v is the initial velocity. The
impact ground was simulated as concrete with a Young’s modulus
of 30 GPa.

ESTIMATION OF THE ICP AND STRAIN LEVEL
In reality, brain tissue can be seen as a continuum consisting of an
infinite number of tissue points. According to the FE theory, FE
modeling is a powerful tool to estimate the complex mechanical
response of a continuum by dividing it into a finite number of ele-
ments (Belytschko et al., 2000). The results obtained at an element

are a reasonable approximation to the brain tissue represented by
that element. In total the FE head model used in this study consists
of around 24,000 elements.

At the time of the simulated impact to the head ICP is defined
as the hydrostatic pressure obtained in each of the FEs. For one-
dimensional problem, the strain level represents the relative change
in length and can be defined as (L− L0)/L0, where L0 is the original
length and L is the length after stretching. For three-dimensional
situation, however, a scalar is not enough to represent the complex
deformation pattern. Instead a tensor field is needed (i.e., strain
tensor) to describe the deformation state. Based on the strain ten-
sor, various scalar indexes can be derived, of which the first prin-
cipal strain represents the maximum stretching at a tissue point.

When the head is subjected to an impact, the external kinetic
energy transferred to the brain causes deformation of nervous tis-
sue and stores the energy in the form of elastic strain energy. This
is then translated all the way down to the protein structures at the
molecular scale. From the FE model, the kinetic energy transferred
to the whole brain can be obtained in the form of strain energy den-
sity defined as the strain energy per unit volume of the brain tissue.

RESULTS
The general pattern of the numerical simulation from the three
impacts of 10, 6, and 2 m/s was quite different with regard to the
head and brain tissue response when comparing the ICP with that
of strain energy density and first principal strain as evaluated from
the axial, sagittal, and coronal sequences (Figures 2–5). Also, the
external kinetic energy levels during the oblique impacts to the
head were calculated to 227.3, 81.8, and 9.1 J for the 10, 6, and
2 m/s impacts, respectively.

Following the 10 m/s impact the ICP level was highest in the
right frontal lobe at the site of impact area where it reached over
1162 kPa. Then the ICP decreased successively with the distance
from the impact site reaching a negative pressure on the opposite
side. The patterns of the predicted pressure response within the
cranial cavity showed distinct pressure gradients across the entire
brain. The pressure varies from a positive pressure close to the
impact point to reach a maximum magnitude of negative pres-
sure at the opposite side of the impact which indicated a coup
and countercoup pressure phenomenon. The same pattern was
found also following the 6 m/s impact, however with a pressure
peak reaching about 825 kPa at the impact site. In contrast, the
peak pressure following 2 m/s impact reached only 221 kPa at the
same area. Moreover, the highest peak pressure came earlier in the
two higher impacts. Thus, in the 10 m/s impact the ICP increase
started already after 1.0 ms and reached the highest peak at 1.8 ms
before normalized after 4.2 ms. The same pattern was true also
for the 6 m/s impact although the ICP increase started at 1.8 ms.
In contrast, following 2 m/s impact the highest peak pressure of
about 400 kPa was found after 4.2 ms (Figures 2–4).

The increased strain levels following 10 m/s impact reached a
peak over 35% after 4.8 ms (Figures 2–4, upper rows). For the
6 m/s impact, the strain level in most brain tissue remained lower
than 28%, and the peak value was found in time frame of 6.8
and 10.0 ms. The highest strain level occurred later compared to
the 10 m/s impact. Following the 2 m/s impact there was a slight
and local increase found after 4.8 ms during only a short time
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FIGURE 1 | Schematic development of a FE model (upper row).
The pictures illustrate the concept of FE model development
procedure. First, a continuum is discredited by a number of finite
elements connected at their common nodes. The picture in the
middle shows an axial slice with elements included, and the picture

on the right shows an FE model with detailed anatomical structures.
The lower row shows the FE model used in this study (left two), and
on the right picture indicates the direction of oblique or rotational
impacts to the right frontal lobe of the head which was simulated in
this study.

(Figures 2–4). Compared to the ICP gradient generated across the
brain, the strain level had a different response pattern. Initially, the
strain level on the cortical surface and brain stem was high before
gradually moving to the central region of the brain especially at
the tissue close to falx and tentorium which is stiffer compared to
the surrounding brain tissue.

Thus, the kinetic energy transfer resulted in the dynamic triple
peak impact consisting of a rapid increased ICP level for a short
period while the increased strain level was delayed and more long-
standing (Figure 5). To further analyze quantitatively the time
frame of the dynamic triple peak impact, the time-history curve
for one element at the right frontal brain tissue was plotted which
shows that the time for the highest peak values were similar for
ICP and strain energy density reaching their peaks in correlation
to the impact intensity. The curves were filtered using an SAE 180
low-pass filter. The location of the element in the brain model used
for analysis is indicated in the white area (Figure 5, left). All the
peaks occur earlier for the more severe injuries due to the higher
impact velocities which needs shorter time to reach an impact
peak. Of interest is to integrate the strain energy density curve
with time thereby representing the total energy density received at
this point during the impact. Thus, the results were calculated as

5.81× 104, 2.76× 104, and 2.14× 103 respectively for each of the
three impacts. Further, the ICP level had returned to normal when
the strain level reached the peak value. As the first principal strain
level increase was delayed and prolonged, the brain tissue encoun-
tered a dynamic triple peak impacts with the highest impact for
10 m/s followed by the 6 m/s and with the lowest impacts in all
categories following 2 m/s (Figure 5).

DISCUSSION
The present numerical simulation study shows for the first time
that the kinetic energy transfer in fact results in a dynamic triple
peak impact event during the first milliseconds after the accident
to the head. Consequently, this may have a profound effect on
the cerebral metabolism. An FE model of the human head has
been investigated in numerous studies aiming at better under-
standing the complex mechanisms of TBI. From the FE model
simulations, spatial and temporal distribution of the mechanically
response parameters can be determined mainly in terms of ICP,
strain energy density, first principal strain level. If one parame-
ter or a combination of several parameters obtained from the FE
model is correlated with the site and severity of the injuries, the
result can be used to better understand the consequences of the
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FIGURE 2 | Representative axial slice of ICP and first principal strain
captured at different time points during the impact for velocities of
10 m/s (two upper rows), 6 m/s (two middle rows), and 2 m/s (two lower

rows). The location of the axial slice is indicated in the figure. The numbers
included in the figure represent the time after the impact with unit of
millisecond.

dynamic triple peak impact shown in the present study. Also, such
a combined evaluation of several parameters should be used as an
injury prediction of TBI consequences. Many predictors have been
proposed in the literature based on either numerical simulations
or in vivo experiments. Among them are ICP (Ward et al., 1980;
Kleiven, 2007), strain energy density (Kleiven, 2007), first princi-
pal strain (Viano et al., 2005; Kleiven, 2007), global total energy
(Willinger and Baumgartner, 2003), and shear stress (Anderson
et al., 1999; Zhang et al., 2004). In this study, we focused on the
three widely used parameters ICP, strain energy density, and first
principal strain.

The kinetic energy transfer of 227.3, 81.8, and 9.1 J defined for
the three impact scenarios in this study should have a profound
effect on the cerebral metabolism. Earlier analytical and animal
studies proposed a peak ICP threshold of 235 kPa for fatal or seri-
ous head injuries and 173 kPa for moderate head injury (Ward
et al., 1980). From a clinical perspective it has been shown that high
ICP is strongly associated with fatal outcome in patients with TBI
(Balestreri et al., 2006). Thus, in contrast to clinically increased ICP,
which is developed at a static or semi-static event, our simulation

shows a substantially increased ICP developed during dynamic
impacts and lasting for several milliseconds. The pressure reached
a maximum positive value at the impact site while a maximum
magnitude of negative pressure at the opposite side of the impact
which indicated a coup and countercoup pressure phenomenon.
Although countercoup injury is widely recognized both in clinics
and experiments, the mechanisms is still controversial nowadays
(Post and Hoshizaki, 2012). Also, the difference in increased ICP
is substantial between 10 and 6 m/s impacts compared to that of
2 m/s impacts. Based on our results it is tentative to suggest a
possible separation of severe and moderate TBI following 10 and
6 m/s impact from that of mild TBI following 2 m/s impacts. The
increased ICP developed during dynamic events may very well
influence the cerebral metabolism in such a way that it makes the
brain tissue more sensitive to the secondary increased ICP often
found during the clinical treatment of TBI.

It has been suggested that a threshold of strain energy density
at 2.1 kJ/m3 indicated a 50% chance of concussion similar to that
found in a range of about 0.8–1.9 kJ/m3 (Ward et al., 1997). In
the present study the strain energy density reached a peak value
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FIGURE 3 | Representative sagittal slice of ICP and first principal strain
captured at different time points during the impact for velocity of 10 m/s
(two upper rows), 6 m/s (two middle rows), and 2 m/s (two lower rows).

The location of the sagittal slice is indicated in the figure. The numbers
included in the figure represent the time after the impact with unit of
millisecond.

of about 33 and 18 kJ/m3 following 10 and 6 m/s impacts, respec-
tively, while the 2 m/s impact reached a peak of only 2 kJ/m3. In
line with our suggestion from the dynamically increased ICP also
the strain energy density may stress the cerebral metabolism in
the deformed brain tissue which is then more sensitive to the sec-
ondary injuries developed within the nearest days after the impact.
Also, the calculated area under the strain energy density curve
may support clarify the dysfunction of the cerebral metabolism in
future experiments.

An increased first principal strain level of 21% has been shown
to result in a 50% probability to cause mild TBI (Kleiven, 2007).
This is similar to the values demonstrated from in vivo axonal
stretching experiments that a strain level of approximately 21%
will elicit electrophysiological changes while a strain level of

approximately 34% will cause morphological signs of damage to
the white matter (Bain and Meaney, 2000). In our present study
the first principal strain level increased to over 30 and 20% for
10 and 6 m/s impacts, respectively. This may very well result in an
electrophysiological dysfunction which may jeopardize the cere-
bral metabolism in the brain tissue both at the time of impact but
also later on.

The kinetic energy transfer of 227.3, 81.8, and 9.1 J defined
for the three velocity impact scenarios in this study should be
highlighted as this may be beyond the energy forces that can be
tolerated in some of the normal cellular metabolism. Since the
nervous tissue contains a substantial amount of protein struc-
tures, it is of clinical interest to evaluate whether or not the
kinetic energy transferred to brain tissue during an impact has
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FIGURE 4 | Representative coronal slice of ICP and first principal strain
captured at different time points during the impact for velocity of 10 m/s
(two upper rows), 6 m/s (two middle rows), and 2 m/s (two lower rows).

The location of the coronal slice is indicated in the figure. The numbers
included in the figure represent the time after the impact with unit of
millisecond.

FIGURE 5 |Time-history curve of ICP, strain energy density, and first
principal strain at one element in the right frontal lobe (white area) with
the maximum peak ICP value as illustrated in the figure. x Axis

represents the time after impact, and y axis represents the values of ICP
(blue), strain energy density (green), and first principal strain (red). From left to
right are the results for the impact velocities of 10, 6, and 2 m/s impact.
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the potential to unfold the native proteins. As suggested from ear-
lier experimental data a high pressure may induce unfolding of the
protein structures as the pressure exerts a destabilizing effect on
the folded protein structures (Hummer et al., 1998; Hillson et al.,
1999). Upon unfolding the protein structures developed a swelling
process as has been shown in a previous experimental study (Jha
et al., 2009). As shown from our previous studies (von Holst
and Li, 2013), when severe enough, the external kinetic energy
may unfold native proteins after severe and moderate TBI. The
unfolded protein structures with a larger number of hydrophilic
amino acids residues exposed to the aqueous environment within
the nervous tissue tend to attract more water molecules and,
hence, initiating the cytotoxic brain tissue edema often seen in
TBI patients.

The triple peak impact is illustrated for one element at the
frontal lobe close to the impact site elements at other parts of
the brain is expected to have also experienced an impact peak
sequential, however, may have different magnitude ratios at dif-
ferent locations of the brain. Disturbance of cerebral metabolism
following TBI have been reported in both animal models and in
clinical measurements including but not limited to elevated extra-
cellular glutamate and lactate and decreased glucose (Alves et al.,
2005), increased glycolysis and or/decreased oxidative metabo-
lism (Casey et al., 2008). Thus, these provide clear evidence that
there is a metabolic disturbance following TBI. However, the exact
mechanisms how each of the impact peaks affects the cerebral
metabolisms remain unclear and they need further experimental
investigations.

An accurate reconstruction of real accident demands informa-
tion regarding the accident impact ground material properties,
impact velocity and angle etc. Due to the lack of the information,
the impact location and angle in the model was estimated from
the medical image where swelling was observed at the right frontal
lobe. The impact ground is assumed to be with similar stiffness as
concrete. However, in reality the impact ground may be different.
Therefore, the simulation results presented in this study should
be interpreted with caution since the conclusions are limited by

the specific modeling conditions and impact parameters. Never-
theless, the dynamic triple peak during an impact presented in
this study is expected to remain valid for slightly different global
mechanical loads. Future investigations could include a larger
number of trauma patients with accident report at the scene of
accident and their medical reports. From numerical simulations
the intracranial response during various loading conditions could
be predicted and this should provide more insight into the relative
importance of different impact peaks in a certain type of brain
injury.

There has been a substantial interest to better clarify the pre-
cise mechanisms of brain injury aiming at improving the clinical
treatment of patients with TBI. However, this has not yet been
fully established (Yang et al., 2011; Post and Hoshizaki, 2012). It
has been widely recognized that there are limitations with using
only single parameters related to TBI. In this study, rather than
suggesting another predictor, we propose that the external kinetic
energy transferred to the head during an accident may result in
at least three sequential impacts to the brain tissue defined as the
immediate dynamic triple peak impact factor which occurred in
a sequential manner first showing strain energy density and ICP
and then followed by first principal strain. The denominator in
common for the three parameters is the impact it has on influ-
encing different cerebral metabolic situations after the accident.
Even if it will not alter the cerebral metabolism at the time of
accident, it is tentatively suggested that the dynamic triple peak
impact factor influences the cerebral metabolism in such a way
that it is more sensitive to the neurochemical cascades often found
after a short time in patient with severe and moderate TBI. Thus,
it is evident that the immediate and dynamic triple peak impact
factor presented in this study can be looked upon as a forerunner
thereby making the cerebral metabolism in the injured area more
vulnerable to secondary dysfunctions.
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Blast-induced traumatic brain injury (TBI) has become a signature wound of recent military
activities and is the leading cause of death and long-term disability among U.S. soldiers.
The current limited understanding of brain injury mechanisms impedes the development
of protection, diagnostic, and treatment strategies. We believe mathematical models of
blast wave brain injury biomechanics and neurobiology, complemented with in vitro and
in vivo experimental studies, will enable a better understanding of injury mechanisms and
accelerate the development of both protective and treatment strategies. The goal of this
paper is to review the current state of the art in mathematical and computational model-
ing of blast-induced TBI, identify research gaps, and recommend future developments. A
brief overview of blast wave physics, injury biomechanics, and the neurobiology of brain
injury is used as a foundation for a more detailed discussion of multiscale mathematical
models of primary biomechanics and secondary injury and repair mechanisms. The paper
also presents a discussion of model development strategies, experimental approaches to
generate benchmark data for model validation, and potential applications of the model for
prevention and protection against blast wave TBI.

Keywords: traumatic brain injury, blast injury, mathematical model, biomechanics, neurobiology

INTRODUCTION
In the current conflicts in Iraq and Afghanistan improvised explo-
sive devices (IEDs) are frequently used weapons of adversary com-
batants and terrorists against U.S. troops and civilians (Ramasamy
et al., 2009; Duckworth et al., 2012; Kang et al., 2012). The blast-
induced traumatic brain injury (bTBI) has become a “signature
wound of the war on terror” (Bhattacharjee, 2008). Consequently
its mitigation, diagnosis, and management are of particular inter-
est to the military. A recent RAND report estimates that 320,000
service members, or 20% of the deployed force, potentially suf-
fer from TBI (Tanielian and Jaycox, 2008). Blast events account
for nearly 70% of injuries in wounded service members in both
Iraq and Afghanistan, and are the main cause of TBI (Okie, 2005;
Heltemes et al., 2012). While penetrating and severe head injuries
comprise only 2.8% of injuries, 155,623, or about 80%, were clas-
sified as mild TBI (mTBI) (Curley et al., 2011; DePalma et al.,
2011). Most mTBI cases result in cognitive deficits immediately
after the brain injury and only ∼5% report brief loss of con-
sciousness (Hoge et al., 2008; Ling et al., 2009). Although most
of mTBI cases are expected to recover, persistent symptoms after
injury, such as chronic dizziness, fatigue, headaches, and delayed
recall of memory are common (Elder and Cristian, 2009; Warden
et al., 2009; Heltemes et al., 2012).

In spite of immense clinical and preclinical research on impact-
related brain injury due to vehicle crash and sport injuries in
civilian population, current understanding of injury mechanisms
is limited, diagnostics and treatment remain controversial, and
little is known about the short- and long-term outcomes of

mTBI. Compared to impact-related brain injury, the mechanisms
involved in blast-induced mTBI are much less understood. Over
the last few decades the Department of Defense (DoD) has per-
formed substantial research on blast trauma to the body, primarily
to address injuries seen in previous conflicts, and to improve per-
sonal protective equipment (PPE) (Elsayed and Atkins, 2008). The
resulting improvements in the PPE and trauma care have miti-
gated or reduced potential blast and ballistic injury to the thorax
but vulnerability to face, ear, brain, groin, and extremity injury still
remain (Curley et al., 2011). Protection against blast wave TBI is
particularly challenging because, in spite of the protective helmet,
a significant part of the soldier’s head is still exposed to the blast.
Until recently, it was not clear how a blast wave penetrates the
cranium and causes brain injury and, if and how military helmets
protect against it (Carey et al., 2006; Nyein et al., 2010; Przekwas
et al., 2011; Zhang et al., 2011). Military helmets are traditionally
designed to protect against ballistic and impact injury and even
recent redesign of the sling suspension replaced by foam pads did
not completely resolve blast TBI issues.

Given these uncertainties and the continued need to protect
U.S. military, the DoD has made substantial research investments
in understanding military relevant acute TBI and chronic mTBI
(Leggieri, 2009). Several scientific teams are conducting labora-
tory and clinical studies to elucidate injury mechanisms and to
develop protective strategies. The majority of these efforts use
an experimental approach of animal testing, in vitro study, and
analysis of clinical data, all of which are useful and necessary but
are slow, expensive, lack injury scaling, and prediction capability.
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Better understanding of the blast wave injury mechanisms may be
possible with a complementary experimental and computational
modeling approach. Validated biomechanics and physiology based
mathematical modeling tools of blast head injury may reduce the
need for trial-and-error tests involving laboratory animals, yet
provide a capability to study brain injury mechanisms, perhaps
accelerating the development of neuroprotective strategies and
aiding in the development of improved protective armor (Leggieri,
2009; Gupta and Przekwas, 2011).

Mathematical models of brain injury biomechanics have been
developed for decades, primarily to study accidental impacts and
vehicle crashes (King et al., 1995; Zhang et al., 2001; Takhounts
et al., 2003; Brands et al., 2004; Kleiven, 2007). Models of explosive
blast TBI are not well established yet because the injury mecha-
nisms are not well understood and the computational methods
needed to simulate these fast and multiphysics events are inade-
quate. The goal of this paper is to review the current state of the
art in mathematical modeling of blast wave TBI, identify areas for
further developments, model validation strategies, and potential
applications in diagnostics, injury prevention, and protection.

BLAST WAVES AND BRAIN INJURY MECHANISMS
BLAST WAVES AND BLAST – HUMAN BODY INTERACTION
The first phase of an explosion is the detonation, a rapid chemical
reaction and energy release generating high pressures and tem-
peratures. The expansion of gases after detonation compresses the
surrounding air into a pressure wave, shock wave, that propagates
at supersonic speed radially in all directions from the explosion
site. The front of the shock wave is followed by a high speed blast
wind. The shock wave generated by an explosion blast is called the
blast wave. If the explosion of a charge occurs at the ground surface
the energy is released into a half hemisphere, so it generates almost
two times larger effects as the free air explosion.

Theoretical and computational models often start with an ide-
alized explosion assuming the instantaneous release of energy
from a point source in a free field. In such a case an analyt-
ical solution of the Sedov–Taylor problem (Taylor, 1950) pro-
vides the pressure-time history in the form of the Friedlander
curve, Figure 1A. In practice, realistic impulses differ from the
ideal Friedlander profile. The effects of reflecting surfaces such
as ground or walls of solid objects produce secondary reflected

waves and complex wave patterns. For example, an experimental
pressure trace of a blast wave inside of a military vehicle, Figure 1B
(NATO, 2007), typically exhibits complex patterns with several
wave reflections.

When a blast wave encounters an object of higher density, such
as the human body, it reflects off of the object, diffracts around
it, and passes through it in the form of elastic and shear waves
(Cullis, 2002), Figure 2. The reflected wave overpressure signif-
icantly exceeds the overpressure of the incident wave. The side
walls, parallel to the shock propagation direction, are loaded with
the free shock overpressure. The rear side loading begins after the
blast wave passes the body and the diffracted waves meet at the
center back side. A person next to a solid wall may be exposed
to not only the forward shock wave but also to even stronger
reflected waves. In addition to the pressure loading, the body will
also experience friction drag forces induced by the blast wind. This
drag force appears after the primary wave front but its duration is
much longer. Furthermore, blast injuries in a confined space may
be more severe as the person is exposed to multiple reflected waves
coming from various directions.

From the human injury view point, the most important part of
the wave energy is the one that is transmitted into the body in the
form of both positive (compression) and negative (tension) stress
waves as well as shear stress waves. In tissues, the steep gradient
pressure waves are absorbed by viscoelastic damping and tissue
plastic deformation (tearing, breaking), resulting in mechanical
injury. When the pressure wave crosses material interfaces with
different densities, large perturbations in stress and deformation
take place. A wave impacting a denser material compresses it and
when it emerges from denser to lighter material it creates tensile
deformations. Therefore in the human body, organs and tissues of
different densities are accelerated at different relative rates, result-
ing in displacement, stretching, and shearing forces (Nakagawa
et al., 2011).

Based on the above physical description of the blast wave events,
for the purpose of this article, we classify four potential insults
caused by blast explosions: primary blast insult (PBI) due to the
shock wave, secondary blast insult due to blast-propelled debris
fragments causing blunt or penetrating ballistic trauma, and ter-
tiary blast insults due to human body translocation by blast loads
and the resulting impact on rigid objects. Quaternary blast insults

FIGURE 1 | (A) Ideal shock wave pressure profile (Friedlander curve) and (B) example of complex overpressure pattern inside a vehicle subjected to a blast
mine (NATO, 2007).
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FIGURE 2 | CFD simulation of a blast wave impacting a sold block; four
time instances of pressure fields showing shock reflection from the
front face, diffraction around the block, and back reflection behind the
block.

refer to all other types of injury including burns, environmen-
tal wound contamination, etc. Detailed discussion of the injury
mechanisms and pathophysiology of trauma for these insult types,
particularly lung injury, have been described in military medicine
publications and reports (Stuhmiller et al., 1999; DePalma et al.,
2005, 2011; Elsayed and Atkins, 2008; Stuhmiller, 2008; Champion
et al., 2009).

In the published blast injury literature the expression “primary
and secondary injury” is interchangeably used to describe both
insults to the body as well as tissue injury and repair mechanisms
within the body. For the sake of clarity in this article we define
the insult to describe external loads to the body and the injury to
describe the physical, physiological, and biological mechanisms of
damage and repair.

PRIMARY MECHANISMS OF BLAST TBI
There are several potential pathways for the blast wave energy to
enter the brain, including: (1) the skull deformation creating a
stress wave within the brain, (2) translation/rotation of the head
causing compression/shear waves within the brain as well as brain
rotation within the skull, (3) the pressure wave directly entering the
brain via various foramina (orbital, ethmoidal, vestibulo-cochlear,
foramen magnum, and vascular foramina), and (4) an elastic
wave propagating along blood vessels from a compressed thorax
(Bhattacharjee, 2008; Courtney and Courtney, 2009; Cernak, 2010;
Chavko et al., 2011; Bass et al., 2012). Computational and exper-
imental studies show that the cranial bone is a good transmitter

FIGURE 3 | Coupled simulations of CFD blast wave and FEM
biomechanics of a human head. Pressure profiles in the air and in the
brain during intracranial pressure wave penetration. Note that the
intracranial pressure wave is faster than the incident shock wave in the air.

of elastic waves with little attenuation below 104–105 Hz (Stenfelt
and Goode, 2005). Cranial deformations are transmitted through
the cerebrospinal fluid (CSF) to the brain. In the initial period of
skull deformation the compression waves move through the skull
and brain tissue faster than the wave in the free air, which is shown
in Figure 3, presenting predicted pressure profiles in the air and
in the brain during a simulated blast load (Przekwas et al., 2011).
As in any elastic structure, the impulsively compressed skull, after
little delay, will recoil creating a tension wave in the CSF and in
the brain. This event may coincide with the arrival of the under-
pressure part of the blast wave that may further exacerbate the
skull/brain recompression event.

In addition to the compression/tension waves, which propagate
in the skull with the speed of sound (∼1560 m/s), the geomet-
ric/material asymmetries of the skull/brain and non-uniform blast
loading will also generate shear waves in the brain. These shear
waves are orders of magnitude slower (∼10 m/s), persist longer
and can be more damaging then compression waves. In vitro and
in vivo experiments show that tension strains are much more dam-
aging to the tissue than compression strains (Xi and Zhong, 2001).
Intuitively it can be explained that the surrounding water resists
the compression and supports tissue structural components while
the tensile force directly disrupts weaker (hydrogen, van der Waals)
and stronger (covalent, ionic) bonds at the molecular level.

The human brain has several deep sulci filled with CSF sep-
arating various gyri, probably to facilitate larger access area for
the perfusing blood vessels. We believe that they may also have
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an evolutionary biomechanical protective role. As it was men-
tioned above, the shear waves in brain can be more injurious than
compression waves. A fluid filled sulcus between two gyri is a
perfect transmitter of a compression wave but it is a very poor
transmitter of shear waves. Therefore, sulci may play a protective
role in the brain gray matter located close to the surface of gyri
during the shear (tangential) motion.

Large, rapidly changing tensions in the brain and in CSF may
also cause short living cavitation spots. A collapsing cavitation
gas bubble can cause extensive damage to the surrounding tis-
sue. However, the possibility of blast wave induced cavitation in
the brain remains controversial. Cavitation has been experimen-
tally observed in laboratory experiments with idealized human
head surrogates (cylindrical fluid/gel containers) loaded with high
speed impactors (Kurosawa et al., 2009) or exposed to shock tube
blasts (Goeller et al., 2012). Recent computational simulations of
blast wave head/brain biomechanics predicted unphysical negative
absolute pressures in the brain suggesting the presence of cavita-
tion (Moore et al., 2009; Przekwas et al., 2009; Nyein et al., 2010).
Others have used “cavitation models” in the form of pressure traps
(Ziejewski et al., 2007; Moss et al., 2009; Panzer et al., 2012a).
Negative absolute pressures are physically possible in de-gassed or
entrapped liquids, e.g., in very tall trees or inside rock formations
(Zheng et al., 1991), however they are less likely in the metaboli-
cally active brain tissue with relatively large concentrations of O2

and CO2 which would act as nuclei spots for cavitation.
The primary compression/tension and shear waves are followed

by the macroscopic translational and rotational motion of the
brain inside the cranium due to inertial forces. Combination of
linear and, more importantly, angular accelerations of the brain
often lead to diffuse axonal injury (DAI), contusion, and acute
subdural hematoma (Smith and Meaney, 2000; King et al., 2003;
Rowson et al., 2012). Experimental tests on human volunteers
(Feng et al., 2010) and cadavers (Hardy et al., 2001; Zou et al.,
2007) showed that even for low-severity impacts in the sagittal
plane, the brain translation has a magnitude of 4–5 mm, and rota-
tion is on the order of ±5 °and lasts for almost 300 ms. Due to

the brain’s asymmetry and attachment to the brain stem, linear
displacement of the skull leads to both linear and angular displace-
ment of the brain relative to the skull. From the hydrodynamic
point of view, there is a difference between translational and rota-
tional brain movement in the skull, Figure 4. Linear translation of
the brain within the skull induces compensatory volumetric flow
of the CSF. On the other hand, the rotation of a brain does not
involve CSF displacement and the brain rotation is only opposed
by the brain surface-CSF shear force. In reality, brain rotations in
the horizontal and frontal planes are limited by falx while in the
sagittal plane they are limited only by the brain stem anchoring
and by bridging veins. As the CSF is almost incompressible any
macroscopic brain translation has to be associated with the flow
of the displaced surrounding fluid. In fact, the CSF is not only
responsible for the well-known neutral buoyancy of the brain, it
also provides a“hydrodynamic lubrication”protection of the brain
from contact with the cranium. It has been hypothesized that with
sufficient forces however, the brain may impact the cranium at the
impact point (coup injury) and at the opposite site (contrecoup
injury) leading to laceration, contusion, or hemorrhage (Smith
and Meaney, 2000). The relative linear inertial acceleration of a
floating object in a closed volume is only possible if the density
of the suspended object (brain) is different from the surround-
ing fluid (CSF). The brain-CSF density difference is very small
(ρBrain ∼1020 kg/m3, ρCSF ∼1005 kg/m3) so the relative motion
will be slow and it may take a long time for the brain to contact
the cranium. This has been experimentally observed in a physi-
cal surrogate model of an idealized head (van den Akker, 2010).
It should be pointed out that the rotational motion of the brain
within the cranium is not constrained by the density difference,
it can exhibit much higher velocities and, because of geometrical
non-uniformity of the cranium, it may result in a brain-cranium
contact. Experimental tests in animal models of TBI have shown
that the rotational motion of the brain is much more damag-
ing and can be responsible for focal and diffuse injuries, even in
moderate and mild events leading to brain rotation relative to
the skull (Margulies, 2000; King et al., 2003; Eucker et al., 2011).

FIGURE 4 | Schematic of brain-CSF interaction in linear and rotational acceleration.
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Maintaining the head in a rigid posture allowing linear but no
rotational accelerations may explain why race car drivers have sur-
vived crashes of 50–80 g; and why woodpeckers can decelerate
their brains up to 1200 g during prolonged wood pecking yet can
be knocked unconscious by inadvertently flying head first into a
window (May et al., 1979; Margulies, 2000).

As the brain is connected to the rest of the body through large
blood vessels and the spinal canal, there is a strong possibility of
the blast energy to enter the brain in the form of elastic waves
propagating along the vessels to the brain (Bhattacharjee, 2008;
Courtney and Courtney, 2009; Cernak, 2010). Because the vas-
cular elastic wave speed is very low (10–15m/s), these waves will
arrive at the brain after the initial blast. We define the primary
brain injury as the mechanical damage to brain structures caused
by the initial stress (pressure, shear) waves traversing the brain
just after the blast impact and after any mechanical impulse to the
head, all lasting tens to hundreds of milliseconds. Accordingly the
secondary brain injury and repair involves a time evolving myr-
iad of biophysical, neuro-biological, physiological, and potentially
cognitive mechanisms, caused by the primary injury, and lasting
for hours and, sometimes for life.

Current understanding of primary injury mechanisms to the
brain microstructures is very limited partially because of anatom-
ical heterogeneity of the brain, very short duration of injury
events, difficulties in collecting in vivo experimental data from
animal models, and lack of adequate mathematical models. It
is clear, however, that part of the energy in waves traversing the
brain is absorbed by various brain structures including vascula-
ture, axonal tracks, neuronal dendrites and synapses, cytoskele-
ton, and ion channels causing localized and diffuse damage of
the primary injury. From the mechanical perspective, macro
and micro interfaces between structures with disparate prop-
erties (density, elastance) are particularly vulnerable to damage
caused by high stain rate loads typically observed in the blast
brain injury. These macro and micro interfaces may include the
blood brain barrier (BBB), choroid plexus, brain-CSF interface,
neuronal/axonal membranes, nodes of Ranvier, dendritic spines,

synaptic clefts, transmembrane structures, and others. These inter-
faces may be particularly susceptible to mechanical damage if their
resonant properties are matched to frequencies of the primary
wave. In severe TBI, the primary mechanical damage, e.g., skull
fractures or hematomas can be visibly detectable on CT or MRI
images. In concussions and mTBI, the primary damage, such as
diffuse neuroaxonal injury (Smith and Meaney, 2000; Stys, 2005;
Pullarkat et al., 2006; Tsutsui and Stys, 2012), microvascular injury
(Dietrich et al., 1994; Readnower et al., 2010; Chodobski et al.,
2011), and synaptic injury (Albensi, 2001; Ferenc et al., 2009;
Przekwas et al., 2009; Ding et al., 2011) are very difficult to detect,
even with high resolution diffusion tensor images (Mac Donald
et al., 2011).

SECONDARY INJURY AND REPAIR MECHANISMS
The primary mechanical insult results in a cascade of secondary
injury and repair mechanisms. In vivo and in vitro experimental
models of TBI have begun to unravel the mechanisms producing
secondary mechanisms (Kochanek et al., 2000; Smith and Meaney,
2000; Wieloch and Nikolich, 2006; Cernak, 2010; Barkhoudarian
et al., 2011; Risling et al., 2011). Figure 5 schematically illustrates
our attempt to establish a timeline of secondary mechanisms as
well as windows for optimized pharmacological treatment. In gen-
eral, they can be classified into several related categories including:
biophysical, metabolic, neurochemical, and inflammatory. Each
of them includes several mediators involved in a constellation of
neuro-biological pathways, most of which are still poorly defined.

Immediately after a mild or moderate primary brain insult,
significant electrochemical and hydraulic (osmotic) exchange of
ionic, molecular, and fluid constituents occurs between the intra-
cellular and extracellular neuronal and microvascular structures.
This exchange generates cytotoxic and ionic swelling (edema) of
astrocytes and neurons at the expense of the extracellular space,
causing reduction in the diffusive transport of vital metabolites
and neurotransmitters. The limited intrinsic energy reserves of
the CNS require continuous supply of glucose (Glc) and oxy-
gen for a normal function, most notably for neurotransmission

FIGURE 5 | A schematic of time-structured secondary brain injury mechanisms and potential windows for pharmacological intervention.
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(predominantly for glutamate (Glu) uptake) and for neuronal
ionic repolarization (Ca++ and Na+/K+ exchange). Any addi-
tional energy requirements needed for structural repair of the
injury will have to be facilitated by accelerated supply and uti-
lization of Glc and oxygen to produce ATP. This hypermetabolic
state may cause local cerebral ischemia, hypoxia, neuroexcita-
tion, and failure of axonal and neuronal conduction. Because
the intra-arterioral and capillary blood pressures are much larger
than the intracranial pressure (ICP), any mechanical damage to
the BBB may cause efflux of water and small molecules (some
of them neurotoxic) from the luminal to the interstitial space
causing brain swelling, mechanical deformation of the brain tis-
sue and increase of ICP. These in turn may compress the venous
and CSF volumes reducing the cerebral blood flow (CBF) rate
and causing ischemia. Altered metabolic states may result in fur-
ther cellular/mitochondrial damage due to oxidative stress, while
penetrating blood borne molecules such as cytokines may ini-
tiate inflammatory responses (Schmidt et al., 2004; Graber and
Dhib-Jalbut, 2009).

Diffuse axonal injuries are the hallmark of mild and moderate
TBI and are caused by a combination of rapid tension and shear
deformations in the white matter of the brain (Smith and Meaney,
2000; Stys, 2005; Johnson et al., 2012; Tang-Schomer et al., 2012).
DAI is believed to be present in all mTBI injuries accompanied
with a loss of consciousness (Meythaler et al., 2001), yet each year
more than 1.5 million Americans sustain mTBI with no loss of con-
sciousness and no need for hospitalization (DeKosky et al., 2010).
The mechano-biological mechanisms of axonal injury are not well
understood and are an active research area (Tsutsui and Stys,2012).
Mechanical reasoning indicates that large and rapid forces to an
axonal bundle can cause primary axotomy, as in the breaking of
a fiber in a rope under large tension, while other axons may only
experience partial damage to some of its structures (membrane,
cytoskeleton, ion channels). These “partially damaged” axons may
further undergo complex and prolonged biophysical and meta-
bolic responses (see secondary injury below) leading to either the
axonal repair or cause an irreversible axonal damage, i.e., forma-
tion of retraction bulbs. It should be mentioned that secondary
effects following non-mechanical injury, e.g., ischemia or neuro-
inflammation can display some of the same traits as DAI (Tsutsui
and Stys, 2012). The mechanical integrity of the axonal plasma
membrane, a critical barrier between intra- and extra-cellular
environments, is essential for neuronal function and survival. Even
intermittent membrane mechanoporation may result in axonal
electrical depolarization which may cause rapid electrochemi-
cal and osmotic “fluxing” of ions and water resulting in axonal
swelling (Tang-Schomer et al., 2012). Mechanical forces may also
disrupt a network of axonal cytoskeleton responsible for structural
integrity and intra-axonal two way traffic of various cargo (Fer-
nandez and Pullarkat, 2010). For the neuron to recover from these
mechanical derailments it will have to initiate a metabolic “over-
drive”(hypermetabolism) needed for electrochemical and osmotic
repolarization, and membrane and cytoskeleton repair. Unfortu-
nately, increased hypermetabolism can also be also damaging via
oxidative stress.

Primary mechanical damage to axonal tracks, often present
in the parasagittal white matter of the cerebral cortex, corpus

callosum, and the brain stem, initiates a cascade of secondary
axonal injury and repair mechanisms (Smith and Meaney, 2000;
Stys, 2005; Pullarkat et al., 2006; Wieloch and Nikolich, 2006; Tang-
Schomer et al., 2012; Tsutsui and Stys, 2012). Axonal fibers with
damaged myelin and plasma membrane suffer large current leaks
and exhibit increased metabolic requirements to support conduc-
tion. Action potential propagation under these conditions exacts
a high metabolic price for energy-consuming ion movements,
which in turn places increased demands on energy-consuming
Na–K ATPase ion exchangers. This, combined with a potentially
impaired metabolic ability of mitochondria, may produce a state
of chronic axonal hypoxia, deregulation of Ca++ homeostasis and
ultimately structural failure of the fiber, manifested as spheroid
formation and finally transection in the form of microbeads,
retraction bulb, and axonal transection formation (Stys, 2005;
Kilinc et al., 2009; Tang-Schomer et al., 2012).

Diffuse synaptic and dendritic spine injuries are also poten-
tially significant secondary injury and repair sites. These TBI
mechanisms have not been reported in the open literature, prob-
ably because of lack of viable in vivo experimental measure-
ment modalities at such small scales. Synapses are tiny structures
(∼1 µm in diameter and ∼20-nm spacing) precisely packed in
the CNS at an incredibly high density (estimates range from ∼
2× 108 to 4× 109 in rat’s brains) (McAllister, 2007). Synaptic
terminals are mechanically very dense structures composed of
a remarkably large number of proteins, transsynaptic adhesion
molecules, and scaffolding. Its proper function strongly depends
on its morphology because mechanical deformations may cause
malfunction. It is likely that mechanical tension and shear waves
cause temporary disconnects and microdamage of synapses and
dendritic spines which in turn result in temporary cognitive mal-
function (Monnerie et al., 2010; Gao et al., 2011). It is also likely
that a large number of deformed synapses in mild injury may
be “repaired” by electrokinetic and biomechanical mechanisms –
a process of synaptic neuroplasticity and cognitive recovery. The
proposed mechanism of synaptic injury has been recently observed
in in vitro neuronal cultures (Ferenc et al., 2009; Monnerie et al.,
2010) exposed to shock waves. These results suggest that shock-
waves emanating from explosive devices may specifically affect
synaptic plasticity in the brain. Further, in vitro and in vivo experi-
ments and mathematical modeling studies should be conducted to
elucidate these injury mechanisms and to determine whether the
diffuse synaptic injury plays a prominent etiological role in mTBI.

MULTISCALE, MULTI-DISCIPLINE MODELING OF BLAST TBI
MULTISCALE MODEL OF BLAST TBI – OVERALL APPROACH
A comprehensive computational model of blast TBI should
involve several disciplines including: blast wave gas dynamics,
human body dynamics, body/head/brain biomechanics, physio-
logical responses, and a host of biophysical and neuro-biological
mechanisms of secondary injury and repair. The complexity of
a mathematical model of blast wave TBI is magnified by a wide
spectrum of length and time scales:

• Length – from meters for a blast scene, to centimeters for the
brain, to micrometer for neurons and axons, to nanometer for
neuronal synapses
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• Time – from microsecond for blast wave transition over the head,
to millisecond for brain biomechanical responses, to min/h/days
for secondary injury and repair cascade.

To develop such a mathematical model of TBI, a coordi-
nated effort is needed integrating various disciplines including:
neuroimaging, neuroanatomy, geometry/mesh generation, com-
putational fluid dynamics (CFD), finite element method (FEM)
structures, biomechanics, and computational neurophysiology
and neurobiology. A coupling between primary injury models
(biomechanical) and the secondary mechanism models (neuro-
biology) is also required. Development of complex and compu-
tationally expensive high-fidelity 3D models for a human and
an animal (rat, pig) should be accompanied with the develop-
ment of “reduced” (compact) but computationally fast models
using approximate anatomic/geometric representation, yet afford-
ing advanced models of neurobiology. The model development
effort should be paralleled with model-guided experiments on
neural cells and brain tissue cultures, animal models, physical sur-
rogates, and to some extent on humans to generate benchmark
quality data for model validation and scaling.

Computational models of blast wave physics and human
body/head/brain biomechanics, have been developed over the last
few decades for military/aerospace and automotive safety applica-
tions (Takhounts et al., 2003, 2008; Anderson, 2004; Kleiven, 2007;
Horgan and Gilchrist, 2008; Needham, 2010; Zhang et al., 2011).
For modeling blast TBI, further improvements are needed in:
high strain rate tissue material properties, coupled fluid-structures
interaction (FSI) of intracranial biomechanics, micromechanics of
brain tissue damage, and coupling between the brain macro- and
micro-scale biomechanics. Computational models of brain sec-
ondary injury and repair mechanisms have not been established
yet, mainly because of complexity and incomplete understanding
of the processes involved and partially because of lack of sup-
porting benchmark quality in vitro and in vivo experimental data.
There are however, several mathematical models of neurophysi-
ology and neurobiology which could be used as a starting point
for the development of a comprehensive model of the secondary
mechanisms (Cooley and Dodge, 1966; Koch and Segev, 1998;

Ursino et al., 2000; Lakin et al., 2003; Wakeland and Goldstein,
2005; Ascoli, 2006; Carnevale and Hines, 2006; Aubert et al.,
2007; Gleeson et al., 2007; Humphrey et al., 2007; Savtchenko
and Rusakov, 2007; Cloutier et al., 2009; Linninger et al., 2009;
Mangia et al., 2009; Kozloski and Wagner, 2011; Liang et al., 2011;
Mohan et al., 2011). The schematic in Figure 6 shows a potential
functional layout of such a modeling platform. It could set the
standard for comparison of alternative model components and
establish a benchmark framework for model calibration and val-
idation against experimental data. Following is a brief overview
of key model components, existing models in selected disciplines
and suggestions for further development.

MULTISCALE MODEL OF PRIMARY TBI
Anatomy/geometry/mesh
Accurate simulations of blast wave interaction with a human
or animal body requires 3D anatomical/geometric models that
could be used to generate computational meshes for CFD and
FEM biomechanics models. Anatomical models can be gener-
ated using neuroimaging data of brain and skull structures and
the whole body imaging data, e.g., “Visible Human” (Spitzer and
Whitlock, 1998; Spitzer and Scherzinger, 2006; Tang et al., 2010).
Reasonable resolution models of a rat and mouse whole body
anatomic geometries are also available (Segars et al., 2004; Bai
et al., 2006; Khmelinskii et al., 2011). Improved resolutions of
rodent brain functional zones as well as body/cerebral vascular
anatomy have to be established. The anatomic geometry models
are used to generate computational meshes outside and inside the
body for blast and biomechanics simulations. To simulate whole
body bio-dynamics (movement in air induced by blast loads) the
anatomical/geometric models need to be “articulated,” i.e., indi-
vidual body parts should be connected by joints to enable their
relative motion (Wilkerson and Przekwas, 2007; Arepally et al.,
2008; Zhou and Przekwas, 2011; Tan et al., 2012).

Several anatomical/geometry models have been developed to
study human body/head impact injury biomechanics (Zhang et al.,
2001; Levchakov et al., 2006; Mao et al., 2006, 2010; Kleiven, 2007;
Horgan and Gilchrist, 2008; Ramirez, 2010; Gayzik et al., 2011;
Yasuki, 2011) and rat head and body injury (Liang et al., 2011;

FIGURE 6 | Schematic of the simulation framework, tools and interfaces, and expected results.
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Przekwas et al., 2011). Until recently brain injury models focused
on the inertial and impact (crash) injury for which the skull and
brain geometry were sufficient. Because the blast loads are spa-
tially and temporally distributed over the entire head and neck, the
anatomical model should include the head’s skin, facial structures
including ocular and nasal cavities, cranium, and neck geometry.
Such anatomical geometries are currently being developed (Chafi
et al., 2009; Moore et al., 2009; Przekwas et al., 2009, 2011; Nyein
et al., 2010; Ortega, 2011; Zhang et al., 2011; Sundaramurthy et al.,
2012). Since blast loads occur at very fast rates, the brain injuries
tend to be spatially distributed loci of micro-injuries, e.g., DAI.
The current models of whole brain biomechanics do not have
the proper resolution to model the micro-scale injuries that result
from a primary blast exposure. Furthermore, to the best of our
knowledge, none of the existing models can properly simulate the
physics of the brain-CSF interaction or the head-neck movement.

Experimental in vitro tests of brain tissue slices and neuronal
cell cultures may enable validation of mathematical models by pro-
viding detailed correlation between the primary injury dynamics
and the resultant secondary mechanisms (Morrison et al., 2006,
2011; Chen et al., 2009; Frieboes and Gupta, 2009; Yu and Mor-
rison, 2010; Johnson et al., 2012; Tang-Schomer et al., 2012). It
is important to develop protocols and tools for the generation of
3D morphological geometries of in vitro cell and tissue cultures
and their dynamic responses to mechanical or shock wave loads.
Ideally, such models should register mechanical, electrokinetic,
and biochemical spatiotemporal responses of axonal, synaptic and
sub-cellular structures to controlled mechanical insults.

Blast wave gas dynamics and intracerebral fluid mechanics
Computational fluid dynamics models have been successfully used
to simulate blast wave dynamics over a human body and head
(Imielinska et al., 2006; Przekwas, 2008; Moore et al., 2009; Taylor
and Ford, 2009; Needham et al., 2011) and to calculate pressure
and shear forces for subsequent modeling of human body biody-
namic and biomechanical responses. Figure 7 shows examples of
CFD model predictions of blast wave interaction with a human
body, head, and with a rat body. Reported simulations have shown
that such a sequential modeling approach is well justified as the
inertial body movement starts well after the blast wave traverses
the body (Needham et al., 2011; Tan and Przekwas, 2011). Accu-
rate simulation of moving shock waves and their interaction with
solid objects without “smearing” of the shock front discontinu-
ities requires small time steps, very fine computational mesh in
the entire flow domain and long computing times. Fine mesh is
essentially only needed in the regions of high gradients, e.g., shock
front, and much coarser grids could be used elsewhere. One way to
solve this problem is to use a solution adaptive mesh refinement.

Computational fluid dynamics models could also be used to
simulate the responses of intracranial fluids, including CSF-brain
interaction and cerebral blood interaction with brain tissue. Since
the movement of intracranial fluids is strongly coupled to mechan-
ical displacements of the skull and the brain, the intracranial
fluids should be simulated using a FSI model. Direct numerical
simulations of the FSI in a closed intracranial cavity is a non-
linear and computationally very challenging problem, as small
cranial displacements cause large variations in the ICP. To the best

FIGURE 7 | 3D Anatomical/geometric models of a human body and head, and a virtual rat.
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of our knowledge, the intracranial FSI problem has not been con-
vincingly solved, yet. Reported simulation results exhibit negative
absolute pressures (Moore et al., 2009; Moss et al., 2009; Taylor and
Ford, 2009; Przekwas et al., 2011), trap predicted fluid pressures
to a prescribed value (e.g., absolute zero or vapor saturation) or
show large cavitation volumes (Wardlaw and Goeller, 2010). In
most reported models, CSF is treated as compressible deforming
“solid” attached to brain and skull, an assumption valid only for
the first few millisecond when there is no significant flow of CSF.
However, if longer time scales need to be simulated, such as for
shear waves, brain rotation, and brain swelling during edema, a full
FSI model may have to be used. Such an approach has been used
for high fidelity and reduced order modeling of hydrocephalus
(Kurtcuoglu et al., 2007) but has not been well established in 3D
TBI models, yet.

An FSI model, coupling whole body biomechanics, elasto-fluid
dynamics of thoracic/cerebral vascular system, and brain biome-
chanics could be used to evaluate the “thoracic” or “vascular”
hypothesis of TBI (Cernak et al., 2001; Chavko et al., 2011). This
hypothesis states that a thoracic/abdominal vascular system, com-
pressed by a blast wave, may induce an elastic wave propagation
from the thorax along the vascular system to the brain. This may
cause brain tissue damage and BBB injury. Since vascular elastic
waves propagate relatively slowly (12–15 m/s), these injury events
occur much later than primary blast events. Figure 8 shows a
computational model of a human vascular system coupled to

the body/brain biomechanics, currently under development to
evaluate the above hypothesis (Przekwas et al., 2011).

An FSI model may be also required to study brain-vascular
coupling during vasogenic edema, hemorrhage, and vasospasm,
all associated with brain injury (Armonda et al., 2006; Armin
et al., 2008; Alford et al., 2012). Mechanical microdamage to the
BBB causes an increase of vascular permeability and inflow of
osmoles and water to the brain causing volumetric expansion
of the brain and increase of the ICP – a consequence of the
so-called Monroe–Kellie doctrine. This in turn results in compres-
sion of the vascular (venous in particular) system and potentially
brain herniation. In such a case, mathematical models of brain
poro-visco-elastic biomechanics need to be coupled to CSF flow,
vascular fluid mechanics as well as to electrochemistry of solutes
and ion transport and osmotic pressure developments.

Head and brain biomechanics
Computational modeling of human head injury biomechanics has
been investigated since the 1970s, first using approximate analyt-
ical and spring-mass-damper (SMD) models (Slattenschek and
Tauffkirchen, 1970; Alem, 1974) and in 1990s using FEM (Ruan
et al., 1993; King et al., 1995). Today FEM tools are routinely
used to simulate impact biomechanics and primary brain injury
problems, particularly in the automotive occupant safety appli-
cations (Miller, 2011). Advanced 3D FEM models of head/brain
anatomy and biomechanics and injury have been pioneered at

FIGURE 8 | Whole body cardiovascular system model “embedded” in the tissue biomechanics model used to study blast-induced elastic waves.
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the Wayne State University resulting in the well-known WSUBIM
(Wayne State University Brain Injury Model) FEM human head
model (Ruan et al., 1993; Zhou et al., 1996; Al-Bsharat et al.,
1999). This model of a 50th percentile male human head cur-
rently includes scalp, cranium, falx cerebri, tentorium, sagittal
sinus, transverse sinus, bridging veins, CSF, and the brain struc-
tures as separate anatomical segments (Zhang et al., 2001, 2011; Hu
et al., 2007). Svein Kleiven’s group at the Royal Institute of Tech-
nology in Stockholm, Sweden has developed a human head/neck
FEM model with improved resolution of the subarachnoid CSF
and 11 pairs of parasagittal bridging veins (Ho and Kleiven, 2007;
Kleiven, 2007). A neck model including spinal column, spinal cord,
dura mater, and neck muscles was incorporated allowing the brain
stem to be extended to the spinal cord. Other FEM head/brain bio-
mechanics and injury models include: Simulated Injury Monitor
(SIMon) FEM human head model developed by a team lead by
Takhounts at the National Highway Traffic Safety Administration
(NHTSA) (Takhounts et al., 2003, 2008), the University College
Dublin Brain Trauma Model (UCDBTM) (Horgan and Gilchrist,
2008; Colgan et al., 2010), and the Strasbourg University Finite Ele-
ment Head Model (SUFEHM) (Willinger et al., 1999; Raul et al.,
2008; Meyer et al., 2013) as well as others. All of these models,
in spite of successes in modeling head impact and inertial transla-
tion/rotation accelerations, still need improvements in anatomical
geometry, physics, and numerics, e.g., high strain rate material
properties, modeling the CSF flows, accounting for the presence of
vasculature, adequately model the micro-scale injuries, addressing
numerical stiffness, and long computing times.

In the last few years, FEM head/brain biomechanics models
have been adapted for modeling the blast TBI by incorporating
head/face anatomical details and by coupling them to the blast
physics CFD solvers (Ziejewski et al., 2007; Mott et al., 2008; Przek-
was, 2008; Chafi et al., 2009, 2010; Moore et al., 2009; Moss et al.,
2009; Przekwas et al., 2009, 2011; Taylor and Ford, 2009; Nyein
et al., 2010; Zhang et al., 2011; Panzer et al., 2012a; Zhu et al.,
2013). Figure 9 presents example simulation results of a shock
wave reflection from and diffraction around a human head (coro-
nal cross section) and a resultant pressure wave within the brain.
In comparison to the blunt brain biomechanics model, the blast
injury model has a loading force that is much faster and is spatially
and temporally“distributed”over the entire head during the shock
wave propagation around the head. Moreover, the intracranial

loads, both compression and tension, and the strain rates are much
higher in the blast case. Coupled blast wave gas dynamics and
brain biomechanics simulations are needed to compute dynamic
response of the head, cranium, and the brain.

The main limitation of all existing FEM models is the treatment
of the CSF interaction with the brain and the cranium, particularly
modeling the shear waves and brain translation/rotation. Most of
the FEM models treat the CSF as a “solid with fluid-like prop-
erty” allowing a “contact with slip” interfaces between CSF and
skull and brain. This approach is inadequate for modeling larger
deformations and for modeling brain translation and rotation for
longer periods of time. For short duration head/brain primary
biomechanical events, lasting only tens of milliseconds, typically
the explicit FEM models are used to simulate brain responses.
However for longer duration events, such as propagation shear
waves, brain rotation, swelling, and CSF displacement, implicit
FEM schemes are required. These however require full matrix
inversion and are much more difficult to solve for fine meshes,
even using parallel computers.

Another very important and challenging problem is the devel-
opment of material properties for the skull and various anatomical
regions of the brain for high strain rates, typical in blast loads.
It is clear that different head/brain tissues will require tissue-
specific constitutive equations and parameterization. In spite of
decades of experimental testing and analytical studies of brain
mechanical properties, no universally accepted dataset exists and
the material property parameters vary by an order of magnitude
(Hrapko et al., 2008). Material models have been extracted from
both in vitro experimental data (Takhounts et al., 2003; Brands
et al., 2004; Miller, 2011; Prevost et al., 2011) as well as from in vivo
data (Gefen and Margulies, 2004; Atay et al., 2008; Clayton et al.,
2011). The results of different studies are difficult to compare,
due to the wide range of experimental protocols including the
species type/age (human, rodent, porcine), loading configurations
(compression, tension, shear, indentation), the loading histories
(cyclic, stress relaxation creep), and test regime (levels of strains
and strain rates, temperature, tissue hydration). The experimental
data have facilitated the development of a large variety of constitu-
tive models ranging from simple linear elastic, hyperelastic, linear
viscoelastic to non-linear viscoelastic, yet no consensus exists even
on the linear viscoelastic properties. No model has integrated
viscoelastic, stress relaxation, and large strain response into one

FIGURE 9 | Example coupled CFD-FEM simulation results of a blast wave diffraction around, and transmission through a human head. A sequence of
four time instances.

Frontiers in Neurology | Neurotrauma May 2013 | Volume 4 | Article 59 |21

http://www.frontiersin.org/Neurotrauma
http://www.frontiersin.org/Neurotrauma/archive


Gupta and Przekwas Mathematical models of blast TBI

single constitutive framework thus far. Before significant advance-
ments can be made, the modeling and testing communities must
come to a consensus on the material model formulations and
anatomical/geometric and numerical representations of the FEM
head/brain biomechanics and injury model.

Finite element method biomechanics models may also be used
to simulate brain tissue/cell damage at the micro-scale. Mathe-
matical models of mechanical damage to neuroaxonal structures
may be able to describe damage to cell membranes, cytoskele-
ton, ion channels, synaptic clefts, dendrites, and axons. These in
turn, could provide inputs for the secondary injury and repair
models, simulating electrophysiology and ion homeostasis, alter-
ations in metabolism, neuroexcitation, cytotoxic edema, oxidative
stress, apoptosis, and other injury and repair mechanisms. In the
last few years, the first FEM biomechanics simulations of very
simplified axonal structures have been reported (Karami et al.,
2009; Cloots et al., 2010; Przekwas et al., 2012). Future advance-
ments in micro-scale FEM can incorporate boundary conditions
from macro-scale simulations (Przekwas, 2008; Cloots et al., 2010;
LaPlaca and Prado, 2010). In vivo micro-imaging may also pro-
vide functional response data (electrophysiological,metabolic, and
biochemical) needed for the development and validation of math-
ematical models of secondary brain injury and repair mechanisms.
We envision that the next generation of in vivo and in vitro micro-
biomechanics models will be able to elucidate neuroaxonal injury
mechanisms and will help establish brain region and insult specific
injury criteria.

MULTISCALE MODEL OF SECONDARY INJURY AND REPAIR
MECHANISMS
The secondary brain injury and repair mechanisms start immedi-
ately after the primary insult and, depending on the injury severity,
may last for a long period of time (Graham et al., 2000; Margulies,
2000; Cernak et al., 2001; Cernak, 2010; Masel and DeWitt, 2010;
Meaney and Smith, 2011). Secondary mechanisms are multiple,
interacting cascades of local and systemic responses. Although
primary injury comprises the initial tear and shear of neuro-
tissue, secondary mechanisms can dramatically exacerbate the
initial injury, or conversely, participate in neuro-repair processes.

Development of a mathematical model integrating all sec-
ondary mechanisms is a formidable task. A mathematical model of
secondary brain injury and repair that couples biomechanics, cere-
bral perfusion, brain metabolism, and neurobiology does not exist
yet. At the same time several components of such a model have
been developed and reported including: cerebral perfusion, fluid
electrolyte balance, metabolism, cellular signaling pathways, elec-
trophysiology, edema, neuroexcitation, etc. (Yi et al., 2003; Wake-
land and Goldstein, 2005; Dronne et al., 2006; Gleeson et al., 2007;
Humphrey et al., 2007; Linninger et al., 2009; Østby et al., 2009;
Mohan et al., 2011). Traditionally, computational neurophysiol-
ogy and systems biology have been evolving as separate disciplines
and only recently has it become clear that their combination may
enable revolutionary progress in neurology (De Schutter, 2008).
Cerebral physiology, neurobiology, and secondary injury models
are typically formulated using a multi-compartmental modeling
approach linking cerebral vascular, interstitial, and intracellular
compartments. The next generation secondary brain injury and

repair models will have to combine compartmental or distrib-
uted models for the in vivo whole brain physiology coupled to
neuroaxonal and synaptic biophysics and neurobiology models.
From the brain injury modeling perspective it will be essential
to combine models of biomechanics and neurobiology, validate
them on in vitro experiments, and evaluate them on in vivo
animal/human data.

Models of head/brain biomechanics and cerebral hemodynamics
Mathematical modeling of brain biomechanics can be accom-
plished using both FEM models as well as much simpler but
computationally efficient SMD elements. SMDs can be adapted for
modeling both macroscopic biomechanical effects of secondary
mechanisms, such as cerebral arterial/venous elasticity, hemor-
rhage, edema and vasospasm, as well as microscopic biomechanics
of brain cell/tissue injury, e.g., BBB breakdown, axonal and synap-
tic injury (Di Bona et al., 2003). The mechanical model will have to
be coupled to models of CBF, brain perfusion, and volume shifts
between brain compartments. Similar SMD modeling approach
has been used for modeling blast lung injury (Przekwas, 2008;
Stuhmiller, 2008).

Reduced order fluid-network models have been used for mod-
eling CBF and tissue perfusion, autoregulation, and other aspects
of cerebral physiology (Ursino et al., 2000; Wakeland and Gold-
stein, 2005; Alastruey et al., 2007; Stevens et al., 2008; Linninger
et al., 2009; Liang et al., 2011). More elaborate models use networks
of blood vessels arranged to represent the topology of the circle of
Willis (COW) connected to the whole body circulation (Reymond,
2011). These models solve for time/space resolved intracranial
blood flow rate, pressure, and fluid/metabolite exchange between
vascular and brain tissue compartments. To simulate brain injury
the cerebral hemodynamics model may need to be coupled to a
brain biomechanical model via transmural pressure. Figure 10
shows examples of spatially distributed and multi-compartmental
models of the human body, cerebral vascular system, arterial COW
and anatomically distributed cerebral perfusion and venous return
(Przekwas et al., 2011). In that model, the vascular tree can dynam-
ically adjust its vessel radius to accommodate temporal changes in
the perfusion pressure and autoregulation as well as changes in
the ICP due to mechanical loads (e.g., blast wave). Ultimately,
the cerebral vascular model should provide inputs to several
other sub-models such as ischemia, hemorrhage, edema, hypoxia,
vasoregulation, vasospasm, and a full range of neurobiology mod-
els. Combining a spatially distributed whole body/brain-vascular
system model with the FEM body/head biomechanics models may
help in elucidating the thoracic/vascular TBI hypothesis.

Cerebral metabolism and injury neurobiology models
Secondary brain injury and repair is a multi-factorial process
involving a range of bio-electro-chemical events, but two compo-
nents are of key importance – alterations in metabolism and neu-
rotransmission (Rzigalinski et al., 1998; Magistretti and Pellerin,
1999; Aubert et al., 2007; Payne et al., 2009; Cernak and Noble-
Haeusslein, 2010; Peskind et al., 2011). Mathematical models of
neurometabolic mechanisms are typically derived from kinetic
pathways, involving a large number of kinetic parameters obtained
from in vitro experiments (Nicholson, 2001; Banaji et al., 2005;
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FIGURE 10 | Whole body multi-compartmental human cardiovascular system and the cerebral perfusion (circle of Willis) models.

Qutub and Hunt, 2005; Dronne et al., 2006; Descombes and
Dumont, 2008; Payne et al., 2009; Orlowski et al., 2011). Some of
these models already include key spatial compartments (vascular,
interstitial, glial, neuroaxonal, and synaptic), incorporating sev-
eral metabolic steps and are often linked to a glutamate-glutamine
cycle, the key element of neurotransmission and neuroexcitation.
As discussed in Section “Secondary Injury and Repair Mecha-
nisms,” the axonal potential propagation and synaptic neurotrans-
mission consume the majority of the available metabolic energy,
so perturbations of the energy supply may affect the function of
individual neurons and their network. An integrated model of
bio-energetics should combine models of tissue perfusion, energy
metabolism, related oxidative stress and neurotransmission. In
the last few years integrated models of glucose-lactate (Glc-Lac)
energy metabolism, synaptic neurotransmission and the neuron-
astrocyte glutamate-glutamine (Glu-Gln) cycle have been reported
(Aubert et al., 2007; Cloutier et al., 2009; Przekwas et al., 2009).
Such models should be able to simulate brain metabolic responses
to increased permeability of the injured BBB and show changes
in the intracranial volumes and pressure due to cytotoxic and

vasogenic edema. This in turn may cause compression of the vas-
cular system, reduction of the blood flow and development of
ischemic and hypoxic regions.

Neuronal, axonal, and synaptic neurobiology and injury models
Mechanical damage and metabolic impairments have direct
impact at the cellular level. Mathematical models of neuroaxonal
and synaptic mechanobiology can provide a framework for better
understanding of secondary injury and repair mechanisms. The
micro-biomechanical model should capture the biphasic elasto-
visco-plastic cellular response; the initial rapid primary damage
to synaptic clefts, axonal membrane or BBB, followed by a slow
mechanical recoil and recovery (e.g., membrane sealing, synap-
tic reconnection/plasticity, remyelination). The micromechanical
model could be coupled to cellular electrophysiology and neu-
robiology models to simulate various secondary events such as
solute, electrolytes and water shifts, cellular depolarization, local
cytotoxic edema, initial hypermetabolism needed for repolariza-
tion, loss of action potential signals due to damage to ion channels,
and current leaks, loss of synaptic transmission due to spillover
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of neurotransmitters outside of the synaptic cleft, synaptic plas-
ticity (LPT, LDT), and other mechanisms. The results of such a
model may be able to show that the exacerbated secondary mech-
anisms, not just the initial mechanical injury, may be responsible
for the long-term neurocognitive effects. This in turn could iden-
tify targets for neuro-interventions and optimal treatment strate-
gies. The development and validation of such models will require
detailed spatiotemporal experimental data from in vitro neuroax-
onal cell/tissue cultures, in vivo animal brain injury models and
ultimately in vivo conditions in animals and humans.

Mathematical modeling of coupled micro-biomechanics and
electrophysiology of neuronal injury has not been reported yet,
but has been identified as an important recommendation (LaPlaca
and Prado, 2010). Mathematical models of cellular electrophysi-
ology have been developed and used for modeling single neurons
and large neuronal networks (Kager et al., 2000; Calvetti and Som-
ersalo, 2011; Kozloski and Wagner, 2011). Typically, mathematical
models of neurons, such as neuron and genesis, combine the elec-
trical cable theory for modeling action potential propagation and
the Hodgkin–Huxley model to simulate ionic fluxes (Bhalla, 1998;
Carnevale and Hines,2006). Neuron models have been successfully
used for a wide range of problems including detailed neurophys-
iology of complex 3D neurons, propagation of action potentials
in myelinated axons and in neuronal synapses (De Schutter and
Bower, 1994; Gleeson et al., 2007; Savtchenko and Rusakov, 2007;
Lopreore et al., 2008; Brown et al., 2011; Kozloski and Wagner,
2011; Mohan et al., 2011). Significant progress has been achieved
in establishing an infrastructure of experimental databanks of
3D neuronal morphologies and neurobiology data that could be
used for the development and validation of mathematical models
(Ascoli, 2006; Eberhard et al., 2006; Gleeson et al., 2007; Martone
et al., 2008; He and Cline, 2011; Halchenko and Hanke, 2012;
Leergaard et al., 2012).

An integrated micro-biomechanics and electrophysiology
model could be developed based on in vitro neuronal cell/tissue
cultures with well-defined mechanical loads and spatiotempo-
ral measurements of cellular electrophysiological and biological
responses (LaPlaca et al., 1995; Rzigalinski et al., 1998; Morrison
et al., 2006, 2011; Lauret et al., 2009). This model could be validated
on benchmark quality in vitro data, and then used to study in vivo
neuroaxonal responses to brain injury loads. Figure 11 presents

an example of a 3D neuron model “embedded” in a tissue cul-
ture exposed to mechanical stretch injury. In this test simulation,
the FEM model of the tissue is coupled to a biomechanical-
electrokinetic model of a neuron. The model simulates changes
in the action potential propagation and metabolic support of
axonal repolarization in response to mechanical damage to the
neuroaxonal membrane.

MODEL VALIDATION CHALLENGES AND OPPORTUNITIES
MODEL VALIDATION AND TESTING APPROACH
The next generation TBI modeling framework will integrate sev-
eral components, some already well established, e.g., CFD gas
dynamics or FEM biomechanics, while others, such as tissue
damage and the neurobiology of cellular injury, will have to
be developed and validated. Among several challenges impeding
the development of such a modeling framework are: incomplete
understanding of injury mechanisms, limitations of existing com-
putational tools in solving multiscale/multiphysics problems, and
lack of benchmark quality test problems and experimental data
for model validation.

In the last few years experimental data directly related to the
blast wave head/brain biomechanics and injury have started to
emerge and could be used for model validation. To replicate the
free-field blast wave loading in laboratory conditions, test articles
such as head phantoms, animals (rats, mice, pigs), or cells/tissues
have been placed inside or in front of a shock tube (Bayly et al.,
2008; Säljö et al., 2008, 2011; Alley et al., 2011; Chavko et al., 2011;
Leonardi et al., 2011; Risling et al., 2011; Shoge et al., 2011; Varas
et al., 2011; Risling and Davidsson, 2012; Zhu et al., 2013). Shock
tubes have been designed to control the pressure-time profile and
impulse that replicate desired blast wave parameters (Reneer et al.,
2011; Ritzel et al., 2011; Varas et al., 2011). Compared to round
shock tubes, newer designs with square cross section allow bet-
ter visual access to the test article (Sundaramurthy et al., 2012).
Figure 12 shows a round shock tube with a conical exit section for
testing a human head phantom with a helmet and hearing protec-
tion devices (Przekwas et al., 2012). A conical exit section not only
allows more space for the test article, but also allows the formation
of a spherical shock wave front resembling a free-field blast wave.
It is also important to fully “expand” the wave to ensure a blast
wave (Friedlander type) pressure profile.

FIGURE 11 | Integrated biomechanical, electrokinetic, and metabolic model of an in vitro neuron exposed to mechanical stretching.
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FIGURE 12 | A human head phantom in the shock tube for testing blast wave loading (Przekwas et al., 2011).

Validation using head phantoms, cadavers, and humans
To validate the primary blast impact model it would be beneficial to
establish benchmark anatomic/geometrical and material property
models of selected physical phantoms and human (cadaver) heads.
Several teams have used the HYBRID III head/neck phantoms as
well as custom human head phantoms to evaluate its mechanical
responses to shock tube loads (Bir et al., 2011; Leonardi et al., 2011;
Qidwai et al., 2011; Varas et al., 2011; Goeller et al., 2012; Przekwas
et al., 2012). Shock tube tests on a more anatomically accurate
human head/neck phantom with soft skin-like features, cranial
bone and brain tissue could become the basic validation test suite.
The test procedures and experimental data should be fully doc-
umented to ensure proper setup of computational models, e.g.,
completeness of boundary conditions, locations of instrumenta-
tion sensors, etc. From the model development perspective, head
phantoms offer several advantages including well-defined anatom-
ical geometry, material properties, and sensor locations as well as
reproducibility of tests and modularity of phantom setup, e.g.,
rigid vs. flexible neck. The benchmark data should include the
free stream shock tube pressure traces (total and static) and skin
pressures at several locations on the head and neck. If a brain
surrogate is used, additional data should include ICPs at selected
locations, preferably along three axes relative to the blast direc-
tion. Minimally intrusive time-accurate measurements of head
and brain displacements at several locations could be used directly
to compute strains, strain rates, tissue velocities and accelerations.

Experimental impact tests on human cadaver heads (Nahum
et al., 1977; Hardy et al., 2001; Bir et al., 2011) have been used as
benchmark data for the validation of FEM models. Cadaver tests
are much more challenging since it is difficult to generate precise
anatomical head and brain geometry of a specific specimen and to
recreate physiological conditions, e.g., vascular perfusion, water-
tight CSF space, etc. Compared to a live human, the surrogate
models have serious limitations including inadequate anatomy
and geometry, reproducibility, inadequate tissue properties, tis-
sue decay in cadavers, and lack of physiology. In the last few years
a new imaging technique, tagged MRI synchronized to periodic
mechanical excitation has been developed for measuring mechan-
ical deformations of human brain in vivo (Bayly et al., 2005; Atay
et al., 2008; Sabet et al., 2008; Feng et al., 2010). It has been used

to measure time/space accurate deformations of a human brain
in response to rotational and translational deformations as well
as loud sound waves in live human volunteers. The spatiotempo-
ral fields of brain deformations and derived strains and strain
rates could be used for the validation of a human head/brain
biomechanics for non-injurious loads.

Validation on animal models
Direct experimental evaluation of in vivo brain injury is only pos-
sible using animal models (Cernak, 2005; Thompson et al., 2005),
including rats (Dixon et al., 1987; Marmarou et al., 1994; Bayly
et al., 2006; Chavko et al., 2007; Long et al., 2009; Bolander et al.,
2011), mice (Carbonell et al., 1998; Cernak and Noble-Haeusslein,
2010; Rubovitch et al., 2011), pigs (Smith et al., 1997; Säljö et al.,
2008; Bauman et al., 2009), and primates (Lu et al., 2012). Exper-
imental tests on animal models provide a correlation between
known insult level to injury response measured by taking samples
from the brain for histochemistry analysis or by behavioral tests.
Traditionally, animal models of TBI were developed to reproduce
impact or acceleration loads such as the controlled cortical impact
(CCI), the fluid percussion injury (FPI), and head acceleration and
rotational models (Cernak, 2005; Morrison et al., 2011). Because
the CCI and LFP require craniotomy and cause focal injury, they
are not suitable to study blast brain injury, which typically is a
closed head, diffuse type injury. Similar to head models, to better
represent the blast brain injury in the open field, several teams have
exposed animals, including rats and pigs, to shock waves gener-
ated by various types of shock tubes (Chavko et al., 2007; Bauman
et al., 2009; Long et al., 2009; Risling et al., 2011; Sundaramurthy
et al., 2012). In spite of ongoing challenges with animal position,
orientation, and immobilization in the shock tube a method of
scaling the shock wave pressure profile to an equivalent human
dose needs to be developed. Shock tube animal tests may be able
to reproduce DAI representative of human mTBI, reveal the role
of head/neck movement in blast brain injury, and provide valu-
able data for the development and validation of mathematical
models of mTBI. Recent experimental tests of mice and primates
directly exposed to open field explosives detonation may pro-
vide additional information for calibration of shock tube models
(Rubovitch et al., 2011; Lu et al., 2012). The shock tube animal tests
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provide the intracranial, arterial, venous, and abdominal pressure
recordings that could be used for calibration of primary injury
(energy deposition) models.

At present, the injury neurobiology data can be collected only
from brain tissue necropsies at selected times from several anatom-
ical locations in the brain. The next generation optical imaging
with fluorescent labeling and microdialysis methods will enable
collection of real time electrophysiology, biochemistry, and phys-
iology injury data within the brain and the body. We believe that
correlated experimental and computational animal models of TBI
will be able to provide a link between the mechanical models and
secondary injury/repair neurobiology models for which human
only data will be too limited and too complex. Ultimately they
may be able to establish scaling and extrapolation of injury and
treatment protocols from animals to humans.

Validation on in vitro cell/tissue cultures
The use of animal models for studying brain injury may be
restricted due to ethical and regulatory reasons. Furthermore,
while the external mechanical loads in animal models can be well
controlled, the internal cell/tissue biomechanics are difficult to
monitor and quantify. The analysis of injury outcomes at the tis-
sue/cell level requires animal sacrifices, tissue extraction, and may
be affected by animal-to-animal variability. On the other hand,
the in vitro cell cultures or brain tissue slices enable repeatable,
controllable environments with direct access for optical, and elec-
trophysiological measurements. The main requirement for in vitro
neuro-injury models is that they should replicate the in vivo tissue
biomechanics and post-injury sequelae. In vitro models of TBI
have been used to study several aspects of neuronal pathobiol-
ogy (Geddes and Cargill, 2001; Pfister et al., 2003; Lusardi et al.,
2004; LaPlaca et al., 2005; Kumaria and Tolias, 2008; Chen et al.,
2009; Lauret et al., 2009; Morrison et al., 2011), including meta-
bolic and signaling events, neuroexcitation, hypoxia, and various
targets for pharmacologic intervention (Kochanek, 2011). Con-
ventional experimental in vitro models induce the neuronal injury
by various methods such as direct deformation of the underlying
elastomeric substrate, application of a rapid compression, fluid
shear, mechanical transection, or direct micromechanical manip-
ulators. Unfortunately, none of these completely represent the
blast-induced biomechanical loads in a living brain, such as propa-
gation of a steep fronted pressure wave which causes compression,
tension, and shear waves. One way to achieve such conditions
is to place the cell/tissue culture in a shock tube (Sawyer et al.,
2011; Panzer et al., 2012b). One must be careful when perform-
ing in vitro shock tube tests that they are exposing the cell/tissue
cultures to the loading that is witnessed inside the head and not
in air. Compared to the in vivo brain, the in vitro neurotrauma
models also have other limitations such as considerable variabil-
ity in cellular morphology, lack of a vascular network, incomplete
axonal myelination, low synaptic density, and use of much higher
concentration of metabolites (Glc, O2) for culture maintenance.
Nevertheless, at this time the in vitro models are probably the
best platform to develop and validate mathematical models of
secondary brain injury. To the best of our knowledge, with the
exception of the primary biomechanics of the in vitro tissue,
limited work has been documented on mathematical models of

in vitro neurotrauma (LaPlaca et al., 2005; Morrison et al., 2006;
Kaster et al., 2011; Prevost et al., 2011). Development of mathemat-
ical models of in vitro cell/tissue neurotrauma combining primary
and secondary injury and repair models should be a priority for
future research.

POTENTIAL APPLICATIONS AND FUTURE OPPORTUNITIES
As in physics and engineering, mathematical modeling could play
a major role in advancing our understanding of brain injury mech-
anisms, and help in neurodiagnostics, treatment, and protection.
Development of a comprehensive mathematical model of brain
injury, including blast TBI, is certainly feasible and necessary.
Current state of the art models of blast waves and head/brain
biomechanics provide an excellent foundation for the develop-
ment of a primary brain injury model. More effort should focus
on the development of mathematical models of secondary injury
and repair mechanisms and on the link between the two. We
also believe that a prototype of an integrated primary-secondary
brain injury model can be developed within a few years, but it
may require a concerted collaborative effort between biophysicists,
neurobiologists, mathematicians, and experimentalists. Existing
head anatomical/geometry models and validated CFD tools could
be used to evaluate blast wave loading profiles on unprotected
and helmeted human heads for various exposures. It would allow
detailed analysis of loading pathways through anatomical regions
including the eyes, ears, nose, and the role of protective armor
(helmet, visors, hearing protection devices, and others). FEM
models of primary biomechanics, validated on head phantoms
and animal models, could provide a better understanding of
how the blast load is transmitted to the brain, where the blast
energy is deposited and how to design the protective armor to
minimize the blast energy transmission to the brain. Predicted
macroscopic tissue strains, strain rates and stresses may provide
“initial conditions” for modeling microscopic tissue damage that
could be correlated with injury thresholds from in vitro and
animal experiments. The most challenging step is to link the
models of the primary blast event with the resulting brain tis-
sue damage including the secondary mechanobiology of injury
and neuro-functional outcome. Such a modeling framework may
become a foundation for a rational study of neuroprotection,
diagnostics, and treatment. To achieve these goals future compu-
tational blast brain injury research should focus on the following
aspects:

• High resolution computational models of a human and rat
head/neck and articulated whole body models for blast wave and
biomechanics simulations, specifically improved morphologi-
cal resolution of brain structures such as CSF, sulci, gray/white
matter, and vascular system

• Anatomic geometry and morphology of selected brain tis-
sue structures such as cortical gray matter, dendritic/synaptic
structures, and axonal network in corpus callosum, to support
multiscale models of tissue micro-damage

• Benchmark quality, reproducible experimental models replicat-
ing blast injury mechanisms in animals, in in vitro cell/tissue
cultures and human head physical phantoms to provide data for
validation of blast biomechanics models
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• Constitutive material models of high strain rate brain tissues for
macro- and micro-biomechanics analysis of tissue damage and
cavitation

• Improved numerical methods for modeling FSI events (e.g.,
brain-CSF interaction), cavitation, presence of vascular struc-
tures and enable long-time simulations

• Calibrated reduced order models for fast simulations of cou-
pled primary injury biomechanics, cerebral hemodynamics, tis-
sue perfusion, secondary injury, and repair mechanisms and
structural and functional deficits

• Model based scaling of the injury and repair dynamics from
in vitro to animals to humans

• Model-guided development of load- and tissue-specific brain
injury criteria and thresholds and their effects on the neurolog-
ical outcome

• Effective use of brain injury models to support diagnos-
tics (e.g., biomarker kinetics), prescribed resting period and
return to duty, development of drug targets, exploration
of novel protection and treatment methods (e.g., hypother-
mia), and injury specific optimal pharmacology (pharma-
cokinetics, pharmacodynamics) and treatment (routes of
administration, optimal time window, drug combinations,
etc.)

• Support development of novel head (brain, ears, eyes) protective
armor.

DISCLAIMER
The views expressed in this paper are those of the authors and may
not necessarily be endorsed by the U.S. Army or U.S. Department
of Defense.
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Ischemia and metabolic crisis are frequent post-traumatic secondary brain insults that neg-
atively influence outcome. Clinicians commonly mix up these two types of insults, mainly
because high lactate/pyruvate ratio (LPR) is the common marker for both ischemia and
metabolic crisis. However, LPR elevations during ischemia and metabolic crisis reflect two
different energetic imbalances: ischemia (Type 1 LPR elevations with low oxygenation)
is characterized by a drastic deprivation of energetic substrates, whereas metabolic cri-
sis (Type 2 LPR elevations with normal or high oxygenation) is associated with profound
mitochondrial dysfunction but normal supply of energetic substrates. The discrimination
between ischemia and metabolic crisis is crucial because conventional recommendations
against ischemia may be detrimental for patients with metabolic crisis. Multimodal monitor-
ing, including microdialysis and brain tissue oxygen monitoring, allows such discrimination,
but these techniques are not easily accessible to all head-injured patients. Thus, a new
“gold standard” and adapted medical education are required to optimize the management
of patients with metabolic crisis.

Keywords: metabolic crisis, ischemia, head injury, multimodal monitoring, intracerebral microdialysis

Managing traumatic brain injury is like navigating the ocean.
Dangers (secondary insults) are everywhere, but, usually, easy to
prevent. In this ocean, just imagine cerebral energetic disturbances
as an iceberg, where ischemia is the tip (Figure 1). All clini-
cians are aware of what ischemia is and how to prevent/manage
ischemic events. However the real danger is the submerged part
of the iceberg, the one we cannot even imagine. Metabolic crisis
may represent that sneaky part of energetic post-traumatic distur-
bances: they are still not well understood, difficult to detect and
to care.

CONFUSING DEFINITION OF METABOLIC CRISIS IN THE
LITERATURE
In Intensive Care Unit (ICU), cerebral post-traumatic metabolic
disturbances have commonly been characterized by an increase of
the lactate/pyruvate ratio (LPR) above 40, as measured by clinical
intracerebral microdialysis. High LPR has originally been attrib-
uted to compromised cerebral perfusion and impaired oxygen
delivery. However, high LPR may actually reflect several patho-
logical events or compensatory mechanisms (1). After traumatic
brain injury, three different types of metabolic disturbances, all
characterized by a LPR > 40, have been reported: hyperglycolysis,
ischemia, and a pattern described by Vespa and colleagues ini-
tially called “metabolic crisis without brain ischemia” (2). Vespa’s
initial study showed a 25% incidence of high LPR, but only
a 2.4% incidence of ischemia (measured with positron emis-
sion tomography), in 19 brain injury patients. In this study,
most of the episodes of high LPR were correlated with non-
ischemic reduction in cerebral oxygen metabolism. This metabolic

crisis may be the most frequent form of post-traumatic meta-
bolic disturbance (2, 3). Indeed, 74% of head-injured patients
may suffer from metabolic crisis in the first days after the ini-
tial trauma, despite successful resuscitation and tight control of
their intracranial pressure (4). Prolonged state of metabolic cri-
sis is associated with poor outcome at 6 months post-trauma
as well as regional chronic brain atrophy (4–6). These meta-
bolic crises have also been observed in patients with terminal
herniation (7).

In the literature, confusion persists with articles dealing with
metabolic crisis and that potentially refer to any type of meta-
bolic disturbances (hyperglycolysis, ischemia, metabolic crisis . . .).
The discrimination between different types of metabolic distur-
bances is, however, crucial because each type requires an adapted
management to avoid deterioration of the patients. In addi-
tion, there is currently no consensual terminology for the spe-
cific pattern of metabolic disturbance characterized by elevated
extracellular LPR and normal oxygenation. Indeed, the original
work of Vespa and colleagues referred to this kind of disturbance
as “metabolic crisis without brain ischemia” (2), whereas oth-
ers called it “non-ischemic oxidative metabolic dysfunction” (6),
“non-ischemic impairment of oxidative metabolism” (3), or “non-
ischemic energy metabolic crisis” (8). Because different terminol-
ogy could be misleading, we propose the unifying terminology:
“metabolic crisis.”

METABOLIC DISTURBANCES AFTER HEAD INJURY
To understand the singularities of each type of post-traumatic
metabolic disturbance (hyperglycolysis, ischemia, and metabolic
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FIGURE 1 |The iceberg of metabolic disturbances associated with a
high lactate/pyruvate ratio.

crisis), some physiological aspects of the cerebral metabolism need
to be considered.

CEREBRAL METABOLISM IN PHYSIOLOGICAL CONDITIONS
Neurons and astrocytes can efficiently utilize lactate, pyruvate, glu-
tamate, and glutamine as energetic substrates, in addition to glu-
cose (9). Astrocytes play a pivotal role in providing these energetic
substrates to neurons (Figure 2A). The astrocyte-neuron lactate
shuttle model of Pellerin and Magistretti (10) suggests that neu-
ronal activity is tightly coupled to glucose utilization/glycolysis.
Glutamate is released from active synapses and uptaken by astro-
cytes. Glutamate uptake stimulates the activity of the Na/K-ATPase
and subsequently the entry of glucose from the vasculature into
astrocytes. A large portion of the glucose entering the astrocytes
is then directed to the glycolytic pathway and is metabolized
into lactate which is released in the extracellular space. Lactate
is then transported to neurons and converted to pyruvate that
can be used as an energetic substrate through the tricarboxylic
acid (TCA) cycle (10). In addition, part of the neuronal pyru-
vate is transferred to astrocytes in order to close the redox loop
(11). Under certain circumstances, astrocytic glycogen stores may
also be metabolized into lactate, which is subsequently released
in the extracellular space (12). Astrocytes also play an impor-
tant role in providing glutamate back to neurons through the
glutamate-glutamine cycle. Indeed, glutamate is converted into
glutamine in astrocytes; then, glutamine is transported to neu-
rons where it is finally converted into glutamate (10). Gluta-
mate and glutamine can also be metabolized through diverse
pathways in astrocytes and neurons, especially through the TCA
cycle (9).

COMPENSATORY HYPERGLYCOLYSIS
An increase in glucose utilization is commonly observed in head-
injured patients in the first days after injury. Several roles have
been proposed for this post-traumatic hyperglycolysis, including
restoration of the ionic balance. This compensatory hyperglycol-
ysis can induce a transient accumulation of lactate in the extra-
cellular compartment of the brain in head-injured patients (2, 7).
Under these conditions, lactate is likely to be used by neurons
as an additional source of energy. This may explain why cerebral

accumulation of extracellular“good”lactate, in absence of hypoxia,
has been associated with good long-term recovery in subarachnoid
hemorrhage patients (13). Other mechanisms may participate,
in addition to hyperglycolysis, to restore the ionic homeostasis,
such as an increase in the glutamate-glutamine cycle turnover
(14–16).

METABOLIC DISTURBANCES DURING ISCHEMIA
It is commonly admitted that ischemia is one of the most deteri-
orating post-traumatic insults. Experimental studies of traumatic
brain injury have shown that cerebral oxidative metabolism is
reduced due to ischemia, because of oxygen and glucose depri-
vation (14, 16). In neurons, as a result of the lack of oxygen,
pyruvate no longer enters the TCA cycle and the need for lac-
tate may decrease (Figure 2B). On the other hand, pyruvate and
glycogen are heavily metabolized into lactate in astrocytes (12).
Therefore, lactate accumulates and pyruvate level decreases in the
extracellular space, leading to an increase of the LPR. This pattern
is known as “Type I” LPR elevation (8, 17) and has been associ-
ated with a poor outcome in head-injured patients (18). Type I
LPR elevation can also be associated with high extracellular glu-
tamate, as a consequence of the reversal of neuronal glutamate
transporters (19).

METABOLIC CRISIS
Vespa’s article published in 2005 may be considered as the prin-
ceps article introducing the concept of the metabolic crisis (2).
Metabolic crisis is characterized by a “Type 2” LPR elevation,
which is due to a reduction in extracellular pyruvate level, with
normal or elevated tissue oxygen level (Figure 2C) (8, 17). Occur-
rences of high extracellular glutamate and low glucose have also
been reported during metabolic crisis (4, 7). This pattern may
appear very similar to that of ischemia; however, the underlying
mechanisms are profoundly different (see below).

SUSPECTED MECHANISMS OF METABOLIC CRISIS
There is a gap of knowledge regarding the exact mechanisms
underlying metabolic crisis. Nevertheless, two main hypotheses
have been proposed: mitochondrial dysfunction and excessive
increase in metabolic demand.

As early as 1942, Lindquist proposed the hypothesis that “some
more fundamental factor of disturbed physiology was responsi-
ble for the syndrome of head injury, and [. . .] that the injured
nerve cells might be unable to utilize oxygen normally in spite of
an adequate oxygen supply” (20). More recently, clinical studies
have demonstrated that some head-injured patient have distur-
bances in oxidative metabolism due to mitochondrial dysfunction,
despite good oxygen supply (21, 22), suggesting that mitochon-
drial dysfunction may be one of the mechanisms underlying
metabolic crisis. In experimental settings, however, mitochon-
drial dysfunction, induced by cyanide poisoning, is associated
with an increase in LPR and brain tissue oxygen (PtiO2), but not
with a decrease in extracellular pyruvate level (23, 24). Therefore,
mitochondrial dysfunction per se may be a mechanism involved
in metabolic crisis but it is not responsible for the decrease in
extracellular pyruvate level. Instead, the low interstitial pyru-
vate measured during metabolic crisis may be the consequence
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FIGURE 2 | Schematic representation of the proposed exchange of energetic metabolites between neurons and astrocytes, in physiological
conditions (A), during ischemia (B), and during metabolic crisis (C). Gc, glucose; Gg, glycogen; Gn, glutamine; Gt, glutamate; L, lactate; O2, oxygen; P,
pyruvate; TCA, tricarboxylic acid.

of a shunting of the glycolytic pathway in favor of the pentose
phosphate pathway, which plays a protective role in neutralizing
oxygen free radicals. This shunting may limit oxidative mitochon-
drial damage (25). In addition, neuronal pyruvate may not be
transferred to astrocytes anymore and might serve as a endoge-
nous free radical scavenger to stabilize neuronal mitochondrial
function (26).

Excessive increase in metabolic demand is the other proposed
mechanism leading to metabolic crisis. Indeed, post-traumatic
seizures and cortical spreading depression both result in excessive
increases in metabolic demand (2, 27). Under these circumstances,
neuronal and astrocytic hyperglycolysis may not be sufficient to
compensate for the deficits in oxidative metabolism. In addi-
tion, when astrocytic glycogen stores are depleted, the resulting
energetic failure can alter the activity of the Na/K-ATPase and

lead to intracellular accumulation of Na+, consecutive astro-
cytic swelling and subsequent mitochondrial swelling, which may
further alter mitochondrial function (28, 29). In response to
swelling, astrocytic volume-regulated anion channels can open
and allow the efflux of glutamate and other amino acids, as
part of an osmoregulation process (30). A reversal of astrocytic
glutamate transporters can also be observed (19). The resulting
catastrophic surge of extracellular glutamate can lead to exci-
totoxic NMDA-receptor activation and mitochondrial calcium
overload, which result in drastic mitochondrial depolarization
and cellular death by apoptosis and/or necrosis (31). Further-
more, as a consequence of intracellular glutamate depletion in
astrocytes, the glutamate-glutamine cycle turnover decreases (15),
and glutamate and glutamine can no longer be used as energetic
substrates.
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It is difficult to determine which of mitochondrial dysfunc-
tion and excessive energetic demand, if any, is the initial trig-
ger of metabolic crisis but we may assume that mitochondrial
impairment enhances excessive energetic demand and that energy
failure alters mitochondrial function. Here could be the vicious
circle of metabolic crisis.

DIAGNOSIS AND TREATMENT OF METABOLIC CRISIS
The occurrence of metabolic crisis is associated with poor out-
come after brain injury (4, 7, 32). It is therefore important to
identify patients with metabolic crisis to optimize their manage-
ment.

According to us, one of the main problems in the management
of head-injured patients is the lack of knowledge about metabolic
crisis. Indeed, medical education about metabolic crisis is still very
limited. The last Brain Trauma Foundation guidelines, in partic-
ular, do not mention metabolic crisis or any similar metabolic
pattern (33). Neurointensivists are usually familiar with multi-
modal monitoring and have consequently at least some knowledge
of metabolic crisis. On the other hand, in “general” ICUs, inten-
sivists, and medical staff are well-trained to treat patients with
multi-organ failure, but some specificities in the management of
neurocritical care patients may sometimes be under-recognized
(34). Have all intensivists in “general” ICUs already heard of
metabolic crisis? We are not so sure. As only 33% of the US pop-
ulation are within 90 min of a Neurocritical Care Unit (35), the
vast majority of head-injured patients may be treated in “general”
ICUs, where metabolic crisis is unlikely to be suspected, largely
because of unawareness. We believe that an effort should be made
in providing medical education about metabolic crisis in all of
the ICUs.

Up to now, no therapeutic treatment has shown effective-
ness in improving the outcome of patients with metabolic cri-
sis. Indeed, in clinical studies, aggressive maintenance of cere-
bral perfusion pressure, or decrease of the intracranial pressure
(with mannitol, hyperventilation, . . .), have unfortunately failed
to improve the oxidative metabolism or normalized the biomark-
ers of metabolic crisis (4, 36–39). In addition, the treatments
used to target ischemia may even be particularly deleterious
in patients with metabolic crisis. Hyperoxia, in particular, does
not improve cerebral oxygen utilization and may generate free
radicals that can exacerbate mitochondrial dysfunction in these
patients (40). According to Verweij, “Restoring mitochondrial
function might be as important as maintaining oxygen deliv-
ery” in patients with severe brain injury (21). Permeabilization
of the mitochondrial membrane may therefore represent a par-
ticularly interesting target for therapeutic strategies against meta-
bolic crisis (29). Consistent with this hypothesis, recent studies
have demonstrated that treatment with Ro5-4864, an inhibitor of
mitochondrial membrane permeabilization, decreases intracra-
nial pressure and consequently improves cerebral perfusion in
experimental brain injury. This neuroprotective effect has been
correlated with normalization of the extracellular markers of
metabolic crisis (41). On the other hand, clinical studies have
demonstrated that tight glycemic control and intensive insulin
therapy result in increased cerebral metabolic crises in patients

with head injury (42, 43). Thus, we may assume that an adapted
energetic supply may limit metabolic crisis. This is the strategy
chosen by Oddo in his ongoing clinical trials: “Lactate ther-
apy after traumatic brain injury” (ClinicalTrials.gov Identifier:
NCT01573507).

Protocol-driven management is currently used to treat most
head injuries (44). This approach, which relies on evidence-based
recommendations and particularly those collected from clinical
trials, has led to improvements in the outcomes of head-injured
patients (45). Nevertheless, one main concern regarding these clin-
ical trials is that they are typically conducted on mixed categories
of head-injured patients, regardless of their pathological state.
As the underlying mechanisms for each type of post-traumatic
metabolic disturbance are different, standard therapeutic inter-
ventions may not be equally efficient on patients that are (1)
stabilized, (2) hyperglycolytic, (3) ischemic, or (4) experiencing
metabolic crisis. Thus, there is a real need for clinical trials that
would be conducted on homogenous populations of patients with
a specific type of post-traumatic metabolic disturbance. As far
as we known, no such specific clinical trial has ever been con-
ducted, and especially not in patients with metabolic crisis. In
addition to specific clinical trials, there would be clear benefits
to shift to an approach targeting the individual needs of the
patients (44). Indeed, individualized management may allow the
adaptation of the treatment based on the metabolic state of the
patient, at any time-point of the pathology. This kind of ther-
apeutic strategy might be particularly helpful in the context of
metabolic crisis.

The most important factor to consider in future clinical tri-
als is the segregation of patients with metabolic crisis. To date,
in everyday clinical practice, only multimodal monitoring, i.e.,
microdialysis and brain tissue oxygen (PtiO2) monitoring, has
allowed the detection of metabolic crisis. However, these tech-
niques do not meet the requirements for determination of a
gold standard: sensitivity and specificity. Indeed, (1) the micro-
dialysis markers of metabolic crisis are not sufficiently specific,
and (2) PtiO2 primarily reflects a compromise between local
CBF and oxygen delivery and therefore gives only very indi-
rect information on cerebral oxygen metabolism (46). Moreover,
multimodal monitoring generates a lot of data that requires
specialized powerful software and adequate training in inter-
pretation (17). So, because its implementation is expensive and
time-consuming, not all ICUs are ready to use multimodal
monitoring (47). Future research should establish a new gold
standard for metabolic crisis that would be easy to deploy in
all ICUs.

CONCLUSION
Although metabolic crises are frequent and deleterious after trau-
matic brain injury, they have not been much studied so far.
The challenge of the coming years will be to clearly define
the specific mechanisms underlying metabolic crisis in order
to improve its diagnosis and to optimize therapeutic treat-
ment. Medical education about metabolic crisis will be a key
factor for optimal management of head-injured patients with
metabolic crisis.
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Powered by glucose metabolism, the brain is the most energy-demanding organ in our
body. Adequate ATP production and regulation of the metabolic processes are essential for
the maintenance of synaptic transmission and neuronal function. Glutamatergic synaptic
activity utilizes the largest portion of bioenergy for synaptic events including neurotransmit-
ter synthesis, vesicle recycling, and most importantly, the postsynaptic activities leading
to channel activation and rebalancing of ionic gradients. Bioenergy homeostasis is cou-
pled with synaptic function via activities of the sodium pumps, glutamate transporters,
glucose transport, and mitochondria translocation. Energy insufficiency is sensed by the
AMP-activated protein kinase (AMPK), a master metabolic regulator that stimulates the
catalytic process to enhance energy production. A decline in energy supply and a disrup-
tion in bioenergy homeostasis play a critical role in multiple neuropathological conditions
including ischemia, stroke, and neurodegenerative diseases including Alzheimer’s disease
and traumatic brain injuries.

Keywords: glucose metabolism, glutamatergic neurotransmission, AMPK, mitochondria, Alzheimer disease,
traumatic brain injury, stroke

INTRODUCTION
The brain is the most energy-demanding organ in our body. It
consumes 20% oxygen and 25% of total glucose supply, equiva-
lent to approximately 20% of total ATP production (1–5). Given
that the brain accounts for only 2% of our body weight, its energy
consumption is impressive – 10 times that of other organs on aver-
age. The high cost in energy is not solely due to a large number
of cells in the brain, with an estimated 100 billion neurons and
many fold more glia, because organs with a comparable num-
ber of cells such as the liver have a much more modest energy
bill (6). In contrast to peripheral tissues, neurons depend almost
entirely on glucose for ATP production (1). Notably, the brain
lacks cellular mechanisms to store energy or energy-generating
sources such as glycogen or fat. Rather, energy must be produced
continuously in order to maintain neuronal activity. Therefore,
neurons are extremely sensitive to energy decline occurring dur-
ing hypoxia, ischemia, stroke, and other forms of neurotrauma.
Indeed, decreased glucose metabolism and mitochondrial energy
production dysfunction have been associated with neurodegener-
ative diseases such as Alzheimer’s, Parkinson’s, and Huntington’s
disease. Alzheimer’s and Huntington’s patients exhibit reduced
glucose energy metabolism even at early stages of disease, pos-
sibly caused by reduced glucose uptake through transporters,
mitochondrial dysfunction, or changes in mitochondrial motil-
ity. Traumatic brain injuries are becoming increasingly concerning
in populations due to recent wars and the discovery of Chronic
Traumatic Encephalopathy (CTE) in athletes. These conditions
also cause rapid declines in neuronal glucose levels and associ-
ated long-term damaging effects, such as increased intracellular
calcium, production of free radicals, and depolarization of the

mitochondrial membrane. Recent studies have elucidated mecha-
nisms in energy sensing and the role of synaptic events in energy
metabolism and neuronal energy homeostasis, which shed light
on our understanding of the pathogenesis of neurological dis-
eases. In addition, proteins and pathways involved in neuronal
energy metabolism are being investigated as therapeutic targets
for neurodegenerative diseases and traumatic brain injuries.

GLUTAMATERGIC EXCITATORY SYNAPTIC TRANSMISSION
IS A PRIMARY ENERGY-CONSUMING EVENT
Although glia outnumber neurons, the latter account for 85% of
energy consumption (1). Among many neuronal cellular events,
action potential-mediated neuronal communication is believed to
be a major process of energy consumption. However, in contrast
to a long-held belief, recent studies have revealed that the propaga-
tion of action potentials is highly energy efficient (7), consuming
only 11% of brain ATP (8). Instead, energy cost mainly comes
from synaptic activity, including transmitter release, but primar-
ily postsynaptic receptor activation (9). In the brain, most of the
synaptic activity is mediated by glutamate, thus, the excitatory glu-
tamatergic system represents the single largest energy consumer,
consuming 50% of ATP in the brain (4, 8, 10, 11). In addition
to glutamate receptor channel activity, other glutamate-related
events including glutamate synthesis, vesicle filling, release, uptake,
and recycling, as well as receptor trafficking and signaling, are also
energy consuming.

At the presynaptic terminals, glutamate is enriched in synap-
tic vesicles (SVs), powered indirectly by a proton pump on the
vesicle membrane, at a concentration of 100 mM. During synaptic
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transmission, a single vesicle release can cause a rapid rise of gluta-
mate in the synaptic cleft to concentrations as high as 1 mM (12).
Under normal conditions, ambient glutamate in the extracellular
environment is maintained by the constant activity of glutamate
transporters at the plasma membrane of both neurons and glia
(12, 13). Glial transporters often surround synapses to ensure
an efficient uptake of released transmitter and prevent glutamate
spillover.

There are three types of ligand-gated ionotropic glutamate
receptors, including AMPA receptors (AMPARs), NMDA recep-
tors (NMDARs), and kainate receptors (KRs) (14–16). AMPARs
are sodium channels that are the major components responsible
for synaptic transmission, whereas NMDARs play an essential role
in the formation of synaptic plasticity, mainly via regulation of
AMPAR trafficking and synaptic localization. More importantly,
the high permeability of NMDARs to calcium enables the recep-
tor to initiate a series of calcium-dependent signaling cascades,
including those for energy-dependent protein modification and
metabolic regulations (17). Of note, although NMDARs show
high permeability to calcium and are often mistakenly consid-
ered a calcium channel, more than 80% of NMDA currents are
actually carried by sodium (18). Since NMDA synaptic currents
have a long-lasting time course compared to that of AMPARs,
NMDARs contribute a large amount of sodium influx during
synaptic activities.

A large amount of energy consumption results from the main-
tenance of ionic gradients via the sodium pump. Neuronal activity
and synaptic transmission cause rises in intracellular sodium.
Compared with the intracellular sodium concentration of about
10 mM at resting conditions, an action potential can increase spine
sodium concentrations to 35–40 mM, and tetanus stimulation
for the induction of long-term potentiation (100 Hz stimula-
tion for 1 s) leads to sodium levels as high as 100 mM in the
spine (19). Inhibition of the sodium pump activity abolishes
glutamate-induced ATP reduction (20), indicating the sodium
pump as the major cellular machinery attributing to glutamate-
related energy spending. Membrane depolarization by glutamate
stimulation induces firing of action potentials, which also leads to
sodium influx via voltage-gated sodium channels. However, con-
sistent with the notion that action potentials are energy efficient,
blockage of sodium channels by tetrodotoxin (TTX) does not
affect glutamate-induced ATP reduction, indicating that glutamate
receptors are the primary source of intracellular sodium.

SENSING OF CELLULAR ENERGY BY AMPK SIGNALING
When ATP is hydrolyzed to release energy to enable cellular
processes, a rise in the AMP:ATP ratio is sensed by the bioenergy
detector AMP-activated protein kinase (AMPK). Once activated,
AMPK utilizes its serine/threonine kinase activity to increase the
rate of cellular catabolism (glucose utilization, fatty acid oxi-
dation, etc.) while simultaneously inhibiting anabolic processes
(cell biosynthesis), resulting in a net increase in ATP produc-
tion. AMPK is a heterotrimeric protein composed of α, β, and
γ subunits in equal stoichiometry. The α subunit constitutes the
catalytic domain, conferring kinase activity, while the γ subunit
enables AMPK to monitor cellular energy status through two
AMP/ATP binding domains, referred to as Bateman domains, that

bind AMP or ATP in a mutually exclusive manner (21–23). An
increase in the concentrations of AMP, an indicator of energy
insufficiency, will facilitate AMP binding to the AMPK Bateman
domains, leading to a change in molecular structure, and expo-
sure of an activation loop in the α subunit. This conformational
alteration allows AMPK to be phosphorylated at the α subunit
Threonine 172 residue by upstream kinases, causing a 50–100-
fold increase in the catalytic activity of AMPK (24). Conversely, a
high concentration of intracellular ATP promotes ATP/Bateman
domain binding and produces an antagonistic effect on AMPK
activation. Given that neurons have a high degree of metabolic
activity and energy demand, it is expected that AMPK plays a
critical role in maintaining energy homeostasis within the brain.

AMPK can be phosphorylated by two upstream kinases includ-
ing liver kinase B1 (LKB1) and the calmodulin-dependent protein
kinase kinases, CaMKKα, and CaMKKβ (25–28). LKB1 was origi-
nally found as the tumor suppressor mutated in the genetically
inherited susceptibility to human cancer, coined Peutz–Jeghers
Syndrome (PJS) (29). In peripheral tissues, LKB1 has been shown
to be necessary for AMPK phosphorylation and activation (30,
31). Despite both LKB1 and AMPK being ubiquitously expressed
in mammalian cells, there is evidence to suggest that AMPK may
be acted upon by different AMPKKs in a tissue-specific man-
ner. For instance, LKB1 has been demonstrated to be the major
upstream activator of AMPK in muscle and liver cells (32, 33),
however a study utilizing LKB1 knockouts found that LKB1 defi-
cient neurons had similar levels of phosphorylated AMPK as
compared to wild-type cells under normal physiological condi-
tions (34). In neurons, AMPK is more likely to be regulated
by calcium-dependent signaling. In rat brain slices, intracellular
increases in Ca2+ results in CaMKK-dependent AMPK phospho-
rylation. Importantly, membrane depolarization causes AMPK
phosphorylation in the absence of an obvious change in cellular
AMP:ATP ratio, indicating that AMPK can be regulated in a Ca2+-
dependent, AMP-independent manner (35). Thus, glutamatergic
synaptic activity can signal neurons for energy production via
calcium-mediated AMPK activation.

COUPLING OF SYNAPTIC ACTIVITY AND ENERGY
HOMEOSTASIS
In the brain, glutamate is the major neurotransmitter mediating
most synaptic transmission. Multiple molecular events occur-
ring during synaptic activation, including sodium pump activ-
ity, receptor trafficking, cytoskeletal rearrangements, signaling,
and metabolic processes make synaptic activity an energetically
costly process (8). Thus, coordinated cellular processes are neces-
sary to convey synaptic signals to bioenergy metabolic activities
(Figure 1).

CO-ORDINATION OF SODIUM PUMP AND GLUTAMATE RECEPTOR
LOCALIZATION
The sodium gradient forms the foundation for synaptic transmis-
sion and neuronal excitation. Because of the frequent perturbation
of ion homeostasis due to constant neuronal activity, the workload
of the Na+/K+ ATPase (NKA) is so high that it consumes nearly
half of the ATP in the brain. NKA is a heterodimer composed of
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FIGURE 1 | Synaptic activity and energy homeostasis. During synaptic
transmission, activation of glutamate receptors allows influx of a large
amount of sodium and calcium. Rises in intracellular sodium are rebalanced
by the sodium pump powered by ATP consumption. Cellular energy status is
sensed by AMPK via a reduced ATP/AMP ratio and CaMKK-dependent
calcium signaling, leading to enhanced mitochondria activity and ATP
biogenesis. AMPK activity also activates the PI3K/AKT pathway, leading to
enhanced glucose uptake by stimulating glucose transporter membrane
expression and transport efficiency. Mitochondria are trafficked on
microtubules into metabolically demanding synapses by binding to

Milton/Miro-mediated kinesin motor complex. In conditions of neurotrauma
and neurodegenerative diseases, several aspects of this regulation may be
disrupted. During hypoxia, ischemia, and stroke, insufficient ATP levels cause
dysfunction of the sodium pump, leading to a loss in membrane potential and
neuronal function. AD brains show reduced levels of GLUT3, and both AD and
HD brains have a reduced rate of neuronal glucose metabolism. Mouse
models of AD and PD show mitochondrial dysfunction along with reduced
mitochondrial motility, preventing proper mitochondria delivery to the synapse
and leading to decreased energy metabolism. Brains of traumatic injuries
show reduced ATP levels and suppressed mitochondrial function.

two subunits: the catalytic α subunit that contains ATPase activ-
ity and the regulatory β subunit that is required for the enzymatic
activity of NKA. At the single-neuron level, immunostainings have
shown widespread localization of NKA in the soma and the den-
drites (36, 37). During synaptic transmission, AMPAR-mediated
currents are carried by sodium ions that flow into the cytosol of
the neuron, typically within a microspace of the spine <1 µm3.
In hippocampal neurons, one action potential can cause a several-
fold increase in intraspinal sodium. The frequent and often large
rises in intraspinal sodium must be exuded efficiently in order
to maintain synapse electrophysiology, a task achieved via the
activity of NKA. Therefore, there should exist cross-talk between
AMPARs and the NKA to coordinate their functions. Indeed,
we have shown that sodium pumps are enriched at the synapse
and physically associate with AMPARs via interactions between
the pump and receptor intracellular C-terminals. AMPAR surface
localization and thus activity intensity are controlled to match the
functional capacity of the pump. When sodium pump activity

is decreased, AMPARs undergo a translocation from the plasma
membrane to intracellular compartments via endocytosis, which
are then directed to the proteasome for degradation. Presumably,
the adjustment in surface glutamate receptor number can help pre-
vent drastic toxicity caused by sodium and calcium accumulation
due to sodium pump insufficiency. It remains unclear whether and
how changes in glutamate receptor activity lead to corresponding
regulation of NKA. However, changes in sodium pump levels cor-
relating with glutamate receptor density have been documented.
In the macaque retina, TTX treatment for 4 weeks caused a sig-
nificant reduction in NMDARs; this reduction was paralleled by
a lower level of NKA, suggesting that glutamate activity regulates
NKA levels (38).

SYNAPTIC ACTIVATION REGULATES GLUCOSE UPTAKE
Glucose is the sole source for ATP production in neurons (1).
Therefore, it is of physiological significance to have synaptic
activity coupled with glucose uptake. Both neurons and glia are
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equipped with glucose utilization machinery, including glucose
transporters and regulators, however higher glucose demands
seem to be fulfilled with the assistance from glia. Glucose is first
taken up by glia to be converted into lactate via glycolysis, which
is then released and retaken by neurons where lactate is used for
oxidative ATP genesis in mitochondria. Processes of astrocytes
grow in the close proximity to neurons, often wrapping the synap-
tic cleft, as evidenced by a concentration of the astrocytic glucose
transporter GLUT1 around synapses, where glutamate released
during synaptic transmission is sensed by the glia and stimulate
glial glucose uptake (39, 40).

In addition to the glia-coupled glucose delivery to neurons,
synaptic activity can directly stimulate neuronal glucose uptake
(41). However, exposure of neurons to glutamate results in a reduc-
tion in cellular ATP levels (20) and glucose uptake in neurons (42),
indicating distinct signaling and cellular responses to synaptic vs.
non-synaptic glutamate receptor activation.

AMPK is implicated in glutamate-induced glucose uptake. In
neurons, AMPK signaling leads to activation of the PI3K/Akt
pathway. We have shown that in cultured hippocampal neu-
rons application of the AMPK activator AICAR causes a marked
increase in phosphorylated Akt (43). This effect results directly
from AMPK activation, as introduction of the AMPK antagonist
successfully blocks AICAR-induced Akt phosphorylation. Further-
more, addition of a PI3K inhibitor also abolishes AICAR-induced
Akt phosphorylation, indicating that the AMPK effect on Akt acti-
vation is mediated via PI3K (43) Interestingly, glutamate treatment
activates AMPK, and pharmacological activation of AMPK leads to
increased amounts of glucose transporters at the cell surface (44).
We have recently found that in hippocampal neurons, AMPK acti-
vation causes higher levels of membrane GLUT3 and enhances
glucose uptake (unpublished data). How AMPK activates PI3K
remains unclear. Upon AICAR treatment, AMPK activation has
been shown to phosphorylate IRS-1, the upstream component in
the PI3K signaling pathway (45), suggesting IRS-1 as the interme-
diate factor linking AMPK to PI3K/Akt activation. Considering
that glutamate-induced ATP reduction is a typical condition for
AMPK activation (20, 46), the AMPK-PI3K-mediated enhance-
ment in glucose uptake may function to prevent energy depletion
and neuronal excitotoxicity. In addition, phosphorylated Akt may
have a stimulatory effect on respiration by translocating to the
mitochondria and increasing ATP synthase activity (47).

GLUTAMATE TRANSPORTER AND GLUTAMATE RECEPTOR ACTIVITY IN
NEURONAL ENERGY CONSUMPTION
Glutamate is an extremely ample neurotransmitter, ranging to lev-
els of 5–10 mmol/kg of brain tissue (48) and reaching millimolar
concentrations within the synaptic cleft during synaptic transmis-
sion (49). However, glutamate levels are maintained in the micro-
to nano-molar concentration in the extracellular milieu (50),
many fold against its concentration gradient (12, 51–53). Unlike
some neurotransmitters such as acetylcholine, which are efficiently
removed by enzymatic digestion at the synaptic cleft, such disposal
mechanism for glutamate does not exist. Instead, following release,
glutamate is rapidly taken up by glia and neurons via membrane-
distributed glutamate transporters (12, 54). By rapidly binding
and transporting glutamate from the synaptic cleft, transporters

limit the amount of glutamate receptor-permitted calcium influx
and the subsequent excitotoxicity, a principal process involved in
neuronal damage and neurodegeneration (55–57).

To date, five excitatory amino acid transports (EAAT1–5) have
been identified in glia and neurons. The glial transporters EAAT1–
2 are primarily localized to the plasma membrane of specialized
domains in astrocytic processes (58, 59). The distribution of
the neuronal transporters shows cell type specificity. EAAT3 is
expressed in most neurons, including hippocampal and cortical
neurons, whereas EAAT4 is mainly localized in cerebellar Purkinje
cells and EAAT5 is restricted to the ribbon synapses of rod bipolar
cells in the retina (60, 61). The majority of glutamate re-uptake
is conducted by the glial transporters EAAT1 and EAAT2 (62, 63)
which are expressed abundantly at the glial plasma membrane (59,
64) located in close proximity to synaptic release sites (65).

Glutamate transport by EAATs is powered indirectly by the
sodium gradient across the membrane. During one complete cycle
of glutamate transport, an EAAT brings one glutamate molecule
against its concentration gradient, together with three Na+ ions
and one H+ ion into the cell, meanwhile counter-transporting
one K+ ion out of the cell, thereby resetting the transporter to
the outward-facing conformation (66, 67). During stroke and
brain trauma, a large amount of glutamate release is coupled with
elevated activity of EAATs attempting to restore extracellular glu-
tamate concentration. Despite EAAT activity being an ultimately
energy consuming event, glutamate removal prevents overexci-
tation of glutamate receptors including AMPARs and NMDARs,
which are ion channels with higher energy cost, and thus reduces
net energy consumption. Indeed, inhibition of EAATs results in
a decrease in ATP amount, which can be completely blocked by
the glutamate receptor antagonists, indicating that local glutamate
stimulation at synaptic sites causes ATP reductions similar to that
caused by global glutamate application (20). Interestingly, gluta-
mate uptake is powered mainly by glycolytic metabolism both in
glia and neurons (68).

An additional layer of co-ordination exists between synaptic
activity and glutamate receptor trafficking. In response to glu-
tamate release and binding, glutamate receptors, especially the
primary synaptic mediator AMPARs, undergo rapid translocation
from the plasma membrane to the cytosolic domain via recep-
tor internalization (69, 70). Elevated neuronal network activity
or synaptic glutamate accumulation as a result of transporter
suppression lead to AMPAR internalization (71). AMPAR traf-
ficking has been extensively studied as a mechanism for synaptic
plasticity and learning, but it may also play a role in energy
homeostasis, especially in neurotraumatic conditions to prevent
receptor overexcitation and rapid depletion of cellular energy
store.

SYNAPTIC ACTIVITY AND MITOCHONDRIA FUNCTION AND
TRANSLOCATION
Mitochondria are responsible for generating and providing energy
in the form of ATP in eukaryotic cells. In addition to con-
verting glucose into ATP, mitochondria are involved in cal-
cium signaling, apoptosis, and the metabolism of reactive oxy-
gen species (ROS). With such high energy demands, neurons
rely heavily on the proper functioning of mitochondria. The
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significance of this organelle in neurons has been shown by
the implication of mitochondrial dysfunction in several neu-
rodegenerative diseases (72). Mitochondria are also involved
in other neurobiological processes including neural differentia-
tion, neurite outgrowth, neurotransmitter release, and dendritic
remodeling (73).

Because regions of highest energy consumption in the neuron
are located at the synapses, mitochondrial transport and distrib-
ution are critical, since diffusion of ATP from the center of the
neuron would be too slow and inefficient (74). Mitochondrial
movement in dendrites is increased in areas with high levels of
ATP and decreased in areas containing higher levels of ADP, sug-
gesting that low levels of ATP signal the mitochondria to remain
in the area so as to increase local energy supply (75). Dendrites
contain a greater proportion of highly charged, more metaboli-
cally active mitochondria than axons to match energy demands
of local activity. In accordance, axonal mitochondria are more
mobile compared to those in the dendrites (76). This activity-
dependent mitochondrial stopping results from NMDAR-gated
calcium rises, which lead to a recruitment of mitochondria to the
synapse (77). Mitochondria use the dynein and kinesin motor
complexes to move in the retrograde and anterograde directions,
respectively. Specifically, the core of this motor/adaptor complex
is made up of kinesin-1, the protein Miro that is anchored to
the outer surface of the mitochondria, and Milton, which links
kinesin and Miro. A fine balance and regulation of the move-
ments based on these complexes determine where mitochondria
will be static or motile to provide adequate ATP for neuronal activ-
ity. Elevation of cytosolic Ca2+, which arises from activation of
glutamate receptors in dendrites, stops both the anterograde and
retrograde movement of mitochondria in neurons (77), which
may be regulated by a Ca2+ binding site on Miro (78). How
this regulation occurs remains unclear, although proposed mech-
anisms have included a conformational change in the complex
triggered by Ca2+ (77), and direct binding of Ca2+ to kinesin,
thereby preventing Miro from interacting with microtubules to
allow mitochondrial movement (79).

Although less than synapses, axons themselves are also energy-
demanding sites, as they are responsible for generating and con-
ducting action potentials along the length of the neuron. In
the peripheral nervous system, the nodes of Ranvier harbor the
highest density of Na+ channels to sustain saltatory conduction
(80). During action potentials, mitochondria are recruited to the
nodal region and their mobility is reduced to provide more ATP
(81). In addition, mitochondria motility seems to be crucial for
axon growth and branching. A recent study shows that LKB1-
NUAK1 signaling immobilize mitochondria in the axon where
locally produced energy presumably supports formation of axon
branches (82).

The regulation of mitochondrial function occurs both presy-
naptically and postsynaptically in the brain. In the presynaptic
zone, the cycle of SVs in neuronal synapses involves steps regulated
by cytosolic calcium concentrations and dependent on mitochon-
drial function. Upon the arrival of an action potential at the nerve
terminal, voltage-gated Ca2+ channels open and allow an influx of
calcium into the terminals. The elevated cytosolic calcium nega-
tively affects mitochondria transport along microtubules, causing

them to pause, and accumulate close to the active zones where
SVs will fuse to the membrane (83). Synapses tend to have an
accumulation of mitochondria that have high electrical potential
across their inner membranes and are capable of enhanced ATP
production (84).

Regulation of mitochondrial function in the postsynaptic
region of the dendrite involves responses to glutamate to increase
glucose uptake and ATP production. Synaptic activity increases
surface expression of GLUT3 leading to an elevation of intracel-
lular glucose (85). This effect is NMDAR-dependent and involves
nNOS phosphorylated by Akt. As glutamate itself is utilized by
mitochondria to produce ATP, the transport of glutamate into
mitochondria is also regulated by activity. Interestingly, EAAT3
(EAAC1) has been shown to be expressed in neuronal and glial
mitochondria where it participates in glutamate-stimulated ATP
production (86).

ENERGY DYSREGULATION IN ISCHEMIA AND STROKE
Under normal conditions, high glutamate concentrations only
occur at the synaptic cleft; ambient glutamate concentrations are
maintained at very low levels (50). However, during traumatic
brain injury (TBI) or stroke, massive glutamate release can lead
to a marked increase in extracellular glutamate and hyperac-
tivity of the overall glutamate system, causing additional acute
and delayed neural pathology. Energy depletion plays a key role
in glutamate-induced neurotoxicity (87–90). Glutamate stimula-
tion causes more severe cell death when cellular energy home-
ostasis is impaired (88). A lack of sufficient ATP undermines a
large number of energy-dependent cellular processes including
kinase/enzymatic activity, proteasomal protein turnover, trans-
membrane biochemical gradients, and membrane potentials, all
leading to a collapse of cellular functional integrity and deteriora-
tion of cell conditions. As the primary energy user consuming half
of the ATP in the brain, sodium pump activity is highly sensitive
to ATP levels. Under energy deficient conditions such as hypoxia,
ischemia, and stroke, NKA dysfunction is often a major early
pathological response (91, 92), which leads to a loss in membrane
potential and neuronal function.

Ischemic stroke-induced energy depletion is sensed by
the master metabolic regulator AMPK. AMPK activation has
been observed in glutamate-treated neurons and a variety of
ischemia/stroke models both in vitro (93) and in vivo (94). Because
AMPK activation results in enhanced catalytic and suppressed ana-
bolic metabolism, AMPK activity helps to relieve energy stress and
is beneficial for neuronal conditions. Studies have shown that in
cultured neurons AMPK activation reduces neuronal cell death
caused by ischemia/hypoxia (93), whereas AMPK inhibition dur-
ing energy stress stimulation leads to more severe damage (95).
However, there are also studies showing deleterious effects of
AMPK. In vivo ischemia model shows that blockade of AMPK by
Compound C suppressed neural injury (96). Consistently, knock-
out of AMPK α2 results in a reduction of brain damage (97).
Mechanisms for the detrimental effects of AMPK are not clear.
Possibly,when cells are under conditions of metabolic stress, forced
energy production pushes the metabolic machinery over its limits,
causing a collapse of the system and irreversible structural and
functional failure.
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ALTERATIONS OF BIOENERGY METABOLISM IN
NEURODEGENERATIVE DISEASES
Given that the brain is the major energy consumer in the body,
and neurons rely heavily on ATP production for development
and function, even a slight impairment in energy metabolism can
have drastic effects on the brain. In line with this, mitochondria
and bioenergy defects have long been proposed as the mecha-
nism underlying chronic neuronal dysfunction and death, and an
increasing amount of evidence has been accumulated in support
of the hypothesis (Figure 1).

Alzheimer’s Disease (AD) is a neurodegenerative disease char-
acterized by progressive memory loss and cognitive deficits. Its
pathological hallmarks are neuronal loss, extracellular plaques
consisting of Aβ aggregates and intracellular neurofibrillary tan-
gles made up of hyperphosphorylated tau. Although the exact
cause of neuronal death has not yet been determined, many studies
suggest that dysfunction of energy metabolism may be responsible
for neuronal deficits contributing to cell death. Indeed,AD patients
exhibit reduced glucose energy metabolism, even at an early stage
of disease. Positron emission tomography (PET) imaging with the
2-[18F]-fluorodeoxyglucose (FDG) tracer has long been used to
track AD-related changes in the brain by estimating the cerebral
metabolic rate of glucose (CMRglc). FDG-PET studies in AD show
consistent and progressive CMRglc reductions. Compared to age-
matched healthy controls, AD patients show metabolic reductions
in the parieto-temporal and posterior cingulated cortices in early
and late-onset AD (98, 99), and in the frontal areas in advanced
disease (99–102). These changes in glucose metabolism could be
caused by a reduction of glucose uptake through glucose trans-
porters, mitochondrial dysfunction, or changes in mitochondrial
movement.

The neuronal glucose transporter GLUT3 level is reduced in the
AD brain (103). Full-length cAMP response element binding pro-
tein (CREB), which is reduced in AD brain along with an increase
in the truncated form, regulates the expression of GLUT3. Calpain
I proteolyses CREB at Gln28-Ala29 to generate a 41-kDa truncated
CREB, which is less active in promoting GLUT3 expression, sup-
ported by the observation that activation of calpain I itself also
reduces GLUT3 expression. It has been suggested that overactiva-
tion of calpain I by calcium overload proteolyses CREB, resulting
in a reduction of GLUT3 expression, and consequently impair-
ing glucose uptake and metabolism in AD brain (104). AMPK,
as a sensor and regulator of cellular energy metabolism, has been
shown to decrease with aging, and may contribute to decreased
mitochondrial function in AD (105). A study using quercetin, a
natural flavonoid and activator of AMPK, showed that activation
of AMPK reduces oxidative stress, improves mitochondrial dys-
function and impaired glucose uptake in AD, and slows down Aβ

accumulation (106).
Characterization of mitochondrial dynamics and function

in three mouse models of familial AD (FAD) (APP, PS1, and
APP/PS1) revealed mitochondrial dysfunction before the onset
of memory phenotype and the formation of amyloid plaques
(107). Movement of mitochondria in both anterograde and retro-
grade directions in FAD neurons was significantly inhibited com-
pared to wild-type neurons. This reduced motility correlated with
increased excitotoxic neuronal cell death by NMDA in all three

FAD mouse models, consistent with the essential role for mito-
chondrial motility and positioning in proper calcium buffering
(83). Additionally, similar effects were seen in mouse hippocam-
pal neurons treated with the Aβ(23–35) peptide. Compared to the
control neurons, which showed approximately 35% mobile mito-
chondria, motile mitochondria in the Aβ-treated neurons were
significantly reduced to 20%, suggesting that the Aβ(25–35) pep-
tide impairs axonal transport of mitochondria in AD neurons.
This reduction in mitochondrial dynamics also correlated with,
and was suggested to be causing, a reduction in synaptic pro-
teins synaptophysin and MAP2. In the Tg2576 AD mouse model,
where a significant decrease in mitochondrial movement was also
seen (108), the mitochondria-targeted antioxidant SS31, which
reduces intracellular free radicals (109), restored mitochondrial
transport and synaptic viability, and decreased the percentage of
defective mitochondria, implicating the important role of mito-
chondrial function in the disease. A recent report, however, found
no consistent presynaptic bioenergetic deficiencies in three mouse
models of AD pathogenesis (J20, Tg2576, and APP/PS1) (110).
APP/PS1 cortical synaptosomes showed an increase in respiration
associated with proton leak, but calcium handling and membrane
potentials of synaptosomes were not consistently impaired. The
disparities between these studies may be due to the mouse models
used and the age of the animal when mitochondrial dysfunction
was examined. In transgenic Drosophila expressing human tau,
RNAi-mediated knockdown of Milton or Miro enhanced tau-
induced neurodegeneration and increased tau phosphorylation
at the AD-related site Ser262. Correlated with pathological con-
ditions implicated in AD, a reduction in the number of axonal
mitochondria was also observed, and knockdown of Miro alone
was sufficient to induce late-onset neurodegeneration in the fly
brain (111).

Parkinson’s disease (PD) is characterized pathologically by the
selective degeneration of dopaminergic neurons in the substantia
nigra pas compacta and the presence of Lewy bodies, intraneu-
ronal aggregates comprised primarily of alpha-synuclein (α-syn).
A mutation in α-syn, A53T, has been identified to cause familial
Parkinson’s disease (112), and α-syn transgenic PD models display
impaired mitochondrial function and decreased mitochondrial
movement (113, 114). In addition, mutations in other Parkin-
son related proteins, such as PINK1, parkin, and DJ-1, are also
believed to be involved in the regulation of mitochondrial function
(115–117).

Huntington’s disease (HD) is an autosomal dominant neurode-
generative disease characterized by motor and cognitive impair-
ment and caused by a trinucleotide repeat expansion encoding an
elongated glutamine tract in the Huntingtin (htt) protein (118).
Reduced energy metabolism has been well documented in HD
patients. PET scan analysis of HD patients revealed diminished
rates of cerebral glucose metabolism in parts of the cortex and
throughout the striatum (119). Additionally, HD patient material
was found to have significant reductions in the enzymatic activities
of complexes II, III, and IV of the mitochondrial oxidative phos-
phorylation pathway in caudate and putamen (120, 121). BACHD
mice of mutant Htt were found to have abnormal mitochondrial
dynamics, supposedly due to the interaction of mutant Htt with
the mitochondrial protein Drp1, resulting in defective anterograde
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movement (122). A major player implicated in mitochondrial
dysfunction in Huntington’s, as well as Parkinson’s, is PPARγ co-
activator-1α (PGC-1α). As a transcription co-activator, PGC-1α

regulates the expression of various genes to promote mitochondr-
ial biogenesis and oxidative phosphorylation. Impaired PGC-1α

function is a likely contributor to HD pathology, as demonstrated
by reduced PGC-1α target gene expression in HD transgenic mice
(123). PGC-1α transcriptional activity is also repressed in a condi-
tional knockout model of parkin (124), and activation of PGC-1α

could rescue dopaminergic neuron loss induced by mutant α-syn
(125). Consistently, PGC-1α has been suggested as a promising
therapeutic target for HD and PD, either by boosting PGC-
1α expression by viral delivery, or by modulating the upstream
activators of PGC-1α activity, such as SIRT1 and AMPK (126).

IMPLICATIONS OF ENERGY HOMEOSTASIS IN TRAUMATIC
BRAIN INJURY
Traumatic brain injury (TBI) is a complex brain damage by
an external force that causes brain penetrating or closed-head
injuries. Recently, TBI has become an increasing concern in the
population, as almost 179,000 service members sustained a TBI
during the Iraq and Afghanistan wars (127). Additionally, repeated
injury to the brain, especially concussions, can lead to CTE, a neu-
rodegenerative disease that has been discovered in brain tissues
of athletes who have sustained many close head and concus-
sions injuries over time (128, 129). The complex mechanism by
which TBI triggers pathological processes and long-term neurobe-
havioral abnormalities are still not well understood. Mechanistic
investigation is critical to guide the identification of compounds
to prevent acute neuronal damage and subsequent effects.

Traumatic brain injuries cause a vast array of primary structural
damages that lead to secondary effects including cellular, inflam-
matory, neurochemical, and metabolic alterations. In the early
phases after injury, changes such as metabolic impairment, reduc-
tions in cerebral blood flow, low ATP and energy stores, severe ionic
shifts, and alterations in the permeability of the blood-brain bar-
rier are seen. Thereafter, brain lactate production increases for the
first few days, indicating a shift from aerobic to anaerobic metab-
olism to maintain ATP production, while glucose levels decline
rapidly, as measured by microdialysis in affected patients (130).
High levels of lactate in the brain during this period of ischemia
may cause additional harmful effects; cerebral acidosis may exac-
erbate calcium-mediated damage to intracellular pathways and
may interfere with ion-channel function (131). ATP levels are
decreased following a TBI, along with reduced availability of the
nicotinic coenzyme pool, which declines proportionally with the
gravity of brain insult (132). The degree of oxidative metabo-
lism depression also correlates with the depth of coma after severe
TBI, as indicated by the Glasgow Coma Scale (GSC) (133). In
mice, a single blast resulted in a 20% decrease in ATP levels in the
cerebral cortex at 6 h after the blast, whereas triple blasts resulted
in a similar decrease as early as 1 h (134). A significant, though
less severe, decrease remained 24 h after the blast. Energy failure
leads to degradation of molecules of key importance to mem-
brane and cytoskeletal integrity. It also causes a disruption in ion
homeostasis, especially calcium rises, and an increase in cytosolic
acidity. The rise in free cytosolic Ca2+ is a result of failed calcium

pump function, increased membrane permeability to calcium, and
decreased sequestration of intracellular calcium. Elevated calcium
levels and oxidative stress lead to the opening of the mitochon-
drial permeability transition pore (mPTP), which depolarizes the
mitochondrial membrane and leads to organelle swelling and sub-
sequent release of cytochrome c, leading to caspase-dependent cell
death (135, 136). Specific inhibitors of the mPTP are currently
under investigation as treatment immediately after TBI to prevent
neuronal damage (137).

Mitochondrial dysfunction in TBI may be caused by several
mechanisms in addition to the opening of mPTP. Nitric oxide
(NO) is believed to cause respiratory chain inhibition in mito-
chondria after TBI (138), as it has the ability to interfere with
energy metabolism by inhibiting the enzymatic activity of complex
IV of the electron transport chain. An increase in NO production
has been observed in closed-head trauma animal models (139),
caused by the increase in the production of inducible NO synthase
(iNOS) (140), as indicated by the rapid upregulation of iNOS
mRNA at 4 h after injury. The inhibition of pyruvate dehydroge-
nase (PDH) has also been implicated in causing mitochondrial
damage in TBI. PDH is tightly regulated by end-product inhibi-
tion and reversible phosphorylation, and a significant decrease
in both PDH enzyme levels (141) and PDH phosphorylation
(142) was found in rat TBI models. In addition, activation of
poly(adenosine diphosphate [ADP]-ribose) polymerase-1 (PARP-
1) could be responsible for impaired mitochondrial respiration.
PARP-1 senses DNA damage after injury and becomes overacti-
vated, depletes NAD+/NADH stores, and impairs the utilization
of oxygen for ATP synthesis (143). In support of this mechanism,
administration of NAD− or the PARP inhibitor GP 6150 was found
to be neuroprotective after TBI in rats (144, 145). Similar blockade
of mitochondrial damage and metabolic disturbances in the early
events occurring immediately after an injury are currently under
investigation, which will be advanced following a better under-
standing of the molecular mechanisms underlying primary TBI
impacts.

CONCLUSION
Excitatory glutamatergic synaptic transmission is the major
energy-consuming cellular process in the brain. Therefore, it is
critical for neurons to couple synaptic activities with energetic
metabolism, and to have adaptive mechanisms in response to
metabolic stress and neuronal overexcitation. Dysfunctions in the
regulatory system and bioenergy homeostasis can lead to defects
in neural development and brain function, and contribute to the
pathogenesis of neurodegenerative diseases and traumatic brain
injuries. It will be important to further our understandings of how
synaptic activity communicates with the metabolic and energetic
machineries, including energy sensing, energetic signaling, bioen-
ergy metabolism, and mitochondria dynamics. Age-dependent
changes in bioenergy homeostasis, and epigenetic control of the
energetic processes are also in need of further investigation.

ACKNOWLEDGMENTS
We thank Man Lab members for helpful comments on the man-
uscript. This work was supported by NIH grant MH079407
(Heng-Ye Man).

www.frontiersin.org December 2013 | Volume 4 | Article 199 |45

http://www.frontiersin.org
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Khatri and Man Synaptic activity and bioenergy homeostasis

REFERENCES
1. Attwell D, Laughlin SB. An energy budget for signaling in the grey matter of

the brain. J Cereb Blood Flow Metab (2001) 21:1133–45. doi:10.1097/00004647-
200110000-00001

2. Magistretti PJ, Pellerin L. Metabolic coupling during activation. A cellular view.
Adv Exp Med Biol (1997) 413:161–6. doi:10.1007/978-1-4899-0056-2_18

3. Magistretti PJ, Pellerin L, Rothman DL, Shulman RG. Energy on demand.
Science (1999) 283:496–7. doi:10.1126/science.283.5401.496

4. Raichle ME, Gusnard DA. Appraising the brain’s energy budget. Proc Natl Acad
Sci U S A (2002) 99:10237–9. doi:10.1073/pnas.172399499

5. Rao J, Oz G, Seaquist ER. Regulation of cerebral glucose metabolism. Minerva
Endocrinol (2006) 31:149–58.

6. Elia M. Organ and tissue contribution to metabolic rate. In: Kinney JM, Tucker
HN, editors. Energ Metabolism: Tissue Determinants and Cellular Corollaries.
New York, NY: Raven Press (1992). p. 61–80.

7. Alle H, Roth A, Geiger JR. Energy-efficient action potentials in hippocampal
mossy fibers. Science (2009) 325:1405–8. doi:10.1126/science.1174331

8. Howarth C, Gleeson P, Attwell D. Updated energy budgets for neural com-
putation in the neocortex and cerebellum. J Cereb Blood Flow Metab (2012)
32:1222–32. doi:10.1038/jcbfm.2012.35

9. Jolivet R, Magistretti PJ, Weber B. Deciphering neuron-glia compartmen-
talization in cortical energy metabolism. Front Neuroenergetics (2009) 1:4.
doi:10.3389/neuro.14.004.2009

10. Shen J, Petersen KF, Behar KL, Brown P, Nixon TW, Mason GF, et al.
Determination of the rate of the glutamate/glutamine cycle in the human
brain by in vivo 13C NMR. Proc Natl Acad Sci U S A (1999) 96:8235–40.
doi:10.1073/pnas.96.14.8235

11. Sibson NR, Dhankhar A, Mason GF, Rothman DL, Behar KL, Shulman RG.
Stoichiometric coupling of brain glucose metabolism and glutamatergic neu-
ronal activity. Proc Natl Acad Sci U S A (1998) 95:316–21. doi:10.1073/pnas.95.
1.316

12. Danbolt NC. Glutamate uptake. Prog Neurobiol (2001) 65:1–105. doi:10.1016/
S0301-0082(00)00067-8

13. Tzingounis AV, Wadiche JI. Glutamate transporters: confining runaway exci-
tation by shaping synaptic transmission. Nat Rev Neurosci (2007) 8:935–47.
doi:10.1038/nrn2274

14. Collingridge GL, Isaac JT,Wang YT. Receptor trafficking and synaptic plasticity.
Nat Rev Neurosci (2004) 5:952–62. doi:10.1038/nrn1556

15. Man HY, Ju W, Ahmadian G, Wang YT. Intracellular trafficking of AMPA recep-
tors in synaptic plasticity. Cell Mol Life Sci (2000) 57:1526–34. doi:10.1007/
PL00000637

16. Newpher TM, Ehlers MD. Glutamate receptor dynamics in dendritic
microdomains. Neuron (2008) 58:472–97. doi:10.1016/j.neuron.2008.04.030

17. Kim MJ, Dunah AW, Wang YT, Sheng M. Differential roles of NR2A- and
NR2B-containing NMDA receptors in Ras-ERK signaling and AMPA receptor
trafficking. Neuron (2005) 46:745–60. doi:10.1016/j.neuron.2005.04.031

18. Skeberdis VA, Chevaleyre V, Lau CG, Goldberg JH, Pettit DL, Suadicani SO,
et al. Protein kinase A regulates calcium permeability of NMDA receptors. Nat
Neurosci (2006) 9:501–10. doi:10.1038/nn1664

19. Rose CR, Konnerth A. NMDA receptor-mediated Na+ signals in spines and
dendrites. J Neurosci (2001) 21:4207–14.

20. Foo K, Blumenthal L, Man HY. Regulation of neuronal bioenergy homeostasis
by glutamate. Neurochem Int (2012) 61:389–96. doi:10.1016/j.neuint.2012.06.
003

21. Bateman A. The structure of a domain common to archaebacteria and
the homocystinuria disease protein. Trends Biochem Sci (1997) 22:12–3.
doi:10.1016/S0968-0004(96)30046-7

22. Scott JW, Hawley SA, Green KA, Anis M, Stewart G, Scullion GA, et al.
CBS domains form energy-sensing modules whose binding of adenosine lig-
ands is disrupted by disease mutations. J Clin Invest (2004) 113:274–84.
doi:10.1172/JCI19874

23. Xiao B, Heath R, Saiu P, Leiper FC, Leone P, Jing C, et al. Structural basis for
AMP binding to mammalian AMP-activated protein kinase. Nature (2007)
449:496–500. doi:10.1038/nature06161

24. Hawley SA, Davison M, Woods A, Davies SP, Beri RK, Carling D, et al.
Characterization of the AMP-activated protein kinase kinase from rat liver
and identification of threonine 172 as the major site at which it phos-
phorylates AMP-activated protein kinase. J Biol Chem (1996) 271:27879–87.
doi:10.1074/jbc.271.44.27879

25. Baron SJ, Li J, Russell RR III, Neumann D, Miller EJ, Tuerk R, et al. Dual mech-
anisms regulating AMPK kinase action in the ischemic heart. Circ Res (2005)
96:337–45. doi:10.1161/01.RES.0000155723.53868.d2

26. Clark SA, Chen ZP, Murphy KT, Aughey RJ, McKenna MJ, Kemp BE, et al.
Intensified exercise training does not alter AMPK signaling in human skele-
tal muscle. Am J Physiol Endocrinol Metab (2004) 286:E737–43. doi:10.1152/
ajpendo.00462.2003

27. Woods A, Dickerson K, Heath R, Hong SP, Momcilovic M, Johnstone SR,
et al. Ca2+/calmodulin-dependent protein kinase kinase-beta acts upstream of
AMP-activated protein kinase in mammalian cells. Cell Metab (2005) 2:21–33.
doi:10.1016/j.cmet.2005.06.005

28. Woods A,Vertommen D, Neumann D, Turk R, Bayliss J, Schlattner U, et al. Iden-
tification of phosphorylation sites in AMP-activated protein kinase (AMPK)
for upstream AMPK kinases and study of their roles by site-directed mutagen-
esis. J Biol Chem (2003) 278:28434–42. doi:10.1074/jbc.M303946200

29. Avizienyte E, Roth S, Loukola A, Hemminki A, Lothe RA, Stenwig AE, et al.
Somatic mutations in LKB1 are rare in sporadic colorectal and testicular
tumors. Cancer Res (1998) 58:2087–90.

30. Hawley SA, Boudeau J, Reid JL, Mustard KJ, Udd L, Makela TP, et al. Complexes
between the LKB1 tumor suppressor, STRAD alpha/beta and MO25 alpha/beta
are upstream kinases in the AMP-activated protein kinase cascade. J Biol (2003)
2:28. doi:10.1186/1475-4924-2-28

31. Shaw RJ, Kosmatka M, Bardeesy N, Hurley RL, Witters LA, DePinho RA, et al.
The tumor suppressor LKB1 kinase directly activates AMP-activated kinase
and regulates apoptosis in response to energy stress. Proc Natl Acad Sci U S A
(2004) 101:3329–35. doi:10.1073/pnas.0308061100

32. Sakamoto K, McCarthy A, Smith D, Green KA, Grahame Hardie D, Ash-
worth A, et al. Deficiency of LKB1 in skeletal muscle prevents AMPK acti-
vation and glucose uptake during contraction. EMBO J (2005) 24:1810–20.
doi:10.1038/sj.emboj.7600667

33. Shaw RJ, Lamia KA, Vasquez D, Koo SH, Bardeesy N, Depinho RA, et al. The
kinase LKB1 mediates glucose homeostasis in liver and therapeutic effects of
metformin. Science (2005) 310:1642–6. doi:10.1126/science.1120781

34. Barnes AP, Lilley BN, Pan YA, Plummer LJ, Powell AW, Raines AN, et al. LKB1
and SAD kinases define a pathway required for the polarization of cortical
neurons. Cell (2007) 129:549–63. doi:10.1016/j.cell.2007.03.025

35. Hawley SA, Pan DA, Mustard KJ, Ross L, Bain J, Edelman AM, et al.
Calmodulin-dependent protein kinase kinase-beta is an alternative upstream
kinase for AMP-activated protein kinase. Cell Metab (2005) 2:9–19. doi:10.
1016/j.cmet.2005.05.009

36. Anupama Adya HV, Mallick BN. Comparison of Na-K ATPase activity in rat
brain synaptosome under various conditions. Neurochem Int (1998) 33:283–6.
doi:10.1016/S0197-0186(98)00043-6

37. Brines ML, Robbins RJ. Cell-type specific expression of Na+, K(+)-ATPase cat-
alytic subunits in cultured neurons and glia: evidence for polarized distribution
in neurons. Brain Res (1993) 631:1–11. doi:10.1016/0006-8993(93)91179-V

38. Wong-Riley MT, Huang Z, Liebl W, Nie F, Xu H, Zhang C. Neurochemical orga-
nization of the macaque retina: effect of TTX on levels and gene expression of
cytochrome oxidase and nitric oxide synthase and on the immunoreactivity of
Na+ K+ ATPase and NMDA receptor subunit I. Vision Res (1998) 38:1455–77.
doi:10.1016/S0042-6989(98)00001-7

39. Loaiza A, Porras OH, Barros LF. Glutamate triggers rapid glucose transport
stimulation in astrocytes as evidenced by real-time confocal microscopy. J Neu-
rosci (2003) 23:7337–42.

40. Morgello S, Uson RR, Schwartz EJ, Haber RS. The human blood-brain barrier
glucose transporter (GLUT1) is a glucose transporter of gray matter astrocytes.
Glia (1995) 14:43–54. doi:10.1002/glia.440140107

41. Bak LK,Walls AB, Schousboe A, Ring A, Sonnewald U,Waagepetersen HS. Neu-
ronal glucose but not lactate utilization is positively correlated with NMDA-
induced neurotransmission and fluctuations in cytosolic Ca2+ levels. J Neu-
rochem (2009) 109(Suppl 1):87–93. doi:10.1111/j.1471-4159.2009.05943.x

42. Porras OH, Loaiza A, Barros LF. Glutamate mediates acute glucose trans-
port inhibition in hippocampal neurons. J Neurosci (2004) 24:9669–73.
doi:10.1523/JNEUROSCI.1882-04.2004

43. Amato S, Liu X, Zheng B, Cantley L, Rakic P, Man HY. AMP-activated protein
kinase regulates neuronal polarization by interfering with PI 3-kinase localiza-
tion. Science (2011) 332:247–51. doi:10.1126/science.1201678

44. Weisova P, Concannon CG, Devocelle M, Prehn JH, Ward MW. Regulation
of glucose transporter 3 surface expression by the AMP-activated protein

Frontiers in Neurology | Neurotrauma December 2013 | Volume 4 | Article 199 |46

http://dx.doi.org/10.1097/00004647-200110000-00001
http://dx.doi.org/10.1097/00004647-200110000-00001
http://dx.doi.org/10.1007/978-1-4899-0056-2_18
http://dx.doi.org/10.1126/science.283.5401.496
http://dx.doi.org/10.1073/pnas.172399499
http://dx.doi.org/10.1126/science.1174331
http://dx.doi.org/10.1038/jcbfm.2012.35
http://dx.doi.org/10.3389/neuro.14.004.2009
http://dx.doi.org/10.1073/pnas.96.14.8235
http://dx.doi.org/10.1073/pnas.95.1.316
http://dx.doi.org/10.1073/pnas.95.1.316
http://dx.doi.org/10.1016/S0301-0082(00)00067-8
http://dx.doi.org/10.1016/S0301-0082(00)00067-8
http://dx.doi.org/10.1038/nrn2274
http://dx.doi.org/10.1038/nrn1556
http://dx.doi.org/10.1007/PL00000637
http://dx.doi.org/10.1007/PL00000637
http://dx.doi.org/10.1016/j.neuron.2008.04.030
http://dx.doi.org/10.1016/j.neuron.2005.04.031
http://dx.doi.org/10.1038/nn1664
http://dx.doi.org/10.1016/j.neuint.2012.06.003
http://dx.doi.org/10.1016/j.neuint.2012.06.003
http://dx.doi.org/10.1016/S0968-0004(96)30046-7
http://dx.doi.org/10.1172/JCI19874
http://dx.doi.org/10.1038/nature06161
http://dx.doi.org/10.1074/jbc.271.44.27879
http://dx.doi.org/10.1161/01.RES.0000155723.53868.d2
http://dx.doi.org/10.1152/ajpendo.00462.2003
http://dx.doi.org/10.1152/ajpendo.00462.2003
http://dx.doi.org/10.1016/j.cmet.2005.06.005
http://dx.doi.org/10.1074/jbc.M303946200
http://dx.doi.org/10.1186/1475-4924-2-28
http://dx.doi.org/10.1073/pnas.0308061100
http://dx.doi.org/10.1038/sj.emboj.7600667
http://dx.doi.org/10.1126/science.1120781
http://dx.doi.org/10.1016/j.cell.2007.03.025
http://dx.doi.org/10.1016/j.cmet.2005.05.009
http://dx.doi.org/10.1016/j.cmet.2005.05.009
http://dx.doi.org/10.1016/S0197-0186(98)00043-6
http://dx.doi.org/10.1016/0006-8993(93)91179-V
http://dx.doi.org/10.1016/S0042-6989(98)00001-7
http://dx.doi.org/10.1002/glia.440140107
http://dx.doi.org/10.1111/j.1471-4159.2009.05943.x
http://dx.doi.org/10.1523/JNEUROSCI.1882-04.2004
http://dx.doi.org/10.1126/science.1201678
http://www.frontiersin.org/Neurotrauma
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Khatri and Man Synaptic activity and bioenergy homeostasis

kinase mediates tolerance to glutamate excitation in neurons. J Neurosci (2009)
29:2997–3008. doi:10.1523/JNEUROSCI.0354-09.2009

45. Jakobsen SN, Hardie DG, Morrice N, Tornqvist HE. 5’-AMP-activated pro-
tein kinase phosphorylates IRS-1 on Ser-789 in mouse C2C12 myotubes in
response to 5-aminoimidazole-4-carboxamide riboside. J Biol Chem (2001)
276:46912–6. doi:10.1074/jbc.C100483200

46. Ioudina M, Uemura E, Greenlee HW. Glucose insufficiency alters neuronal
viability and increases susceptibility to glutamate toxicity. Brain Res (2004)
1004:188–92. doi:10.1016/j.brainres.2003.12.046

47. Li C, Li Y, He L, Agarwal AR, Zeng N, Cadenas E, et al. PI3K/AKT signaling reg-
ulates bioenergetics in immortalized hepatocytes. Free Radic Biol Med (2013)
60:29–40. doi:10.1016/j.freeradbiomed.2013.01.013

48. Butcher SP, Hamberger A. In vivo studies on the extracellular, and veratrine-
releasable, pools of endogenous amino acids in the rat striatum: effects of
corticostriatal deafferentation and kainic acid lesion. J Neurochem (1987)
48:713–21. doi:10.1111/j.1471-4159.1987.tb05575.x

49. Clements JD, Lester RA, Tong G, Jahr CE, Westbrook GL. The time course
of glutamate in the synaptic cleft. Science (1992) 258:1498–501. doi:10.1126/
science.1359647

50. Herman MA, Jahr CE. Extracellular glutamate concentration in hippocampal
slice. J Neurosci (2007) 27:9736–41. doi:10.1523/JNEUROSCI.3009-07.2007

51. Kanner BI, Schuldiner S. Mechanism of transport and storage of neu-
rotransmitters. CRC Crit Rev Biochem (1987) 22:1–38. doi:10.3109/
10409238709082546

52. Kanner BI, Sharon I. Active transport of L-glutamate by membrane vesi-
cles isolated from rat brain. Biochemistry (1978) 17:3949–53. doi:10.1021/
bi00600a011

53. Stern JR, Eggleston LV. Accumulation of glutamic acid in isolated brain tissue.
Biochem J (1949) 44:410–8.

54. Schousboe A. Transport and metabolism of glutamate and GABA in neurons
are glial cells. Int Rev Neurobiol (1981) 22:1–45. doi:10.1016/S0074-7742(08)
60289-5

55. Arundine M, Tymianski M. Molecular mechanisms of calcium-dependent neu-
rodegeneration in excitotoxicity. Cell Calcium (2003) 34:325–37. doi:10.1016/
S0143-4160(03)00141-6

56. Choi DW. Excitotoxic cell death. J Neurobiol (1992) 23:1261–76. doi:10.1002/
neu.480230915

57. Man HY. GluA2-lacking, calcium-permeable AMPA receptors – inducers of
plasticity? Curr Opin Neurobiol (2011) 21:291–8. doi:10.1016/j.conb.2011.01.
001

58. Chaudhry FA, Lehre KP, van Lookeren Campagne M, Ottersen OP, Danbolt NC,
Storm-Mathisen J. Glutamate transporters in glial plasma membranes: highly
differentiated localizations revealed by quantitative ultrastructural immuno-
cytochemistry. Neuron (1995) 15:711–20. doi:10.1016/0896-6273(95)90158-2

59. Rothstein JD, Martin L, Levey AI, Dykes-Hoberg M, Jin L, Wu D, et al. Localiza-
tion of neuronal and glial glutamate transporters. Neuron (1994) 13:713–25.
doi:10.1016/0896-6273(94)90038-8

60. Hasegawa J, Obara T, Tanaka K, Tachibana M. High-density presynaptic trans-
porters are required for glutamate removal from the first visual synapse. Neuron
(2006) 50:63–74. doi:10.1016/j.neuron.2006.02.022

61. Wadiche JI, Jahr CE. Patterned expression of Purkinje cell glutamate trans-
porters controls synaptic plasticity. Nat Neurosci (2005) 8:1329–34. doi:10.
1038/nn1539

62. Bergles DE, Jahr CE. Glial contribution to glutamate uptake at Schaf-
fer collateral-commissural synapses in the hippocampus. J Neurosci (1998)
18:7709–16.

63. Rothstein JD, Dykes-Hoberg M, Pardo CA, Bristol LA, Jin L, Kuncl RW, et al.
Knockout of glutamate transporters reveals a major role for astroglial trans-
port in excitotoxicity and clearance of glutamate. Neuron (1996) 16:675–86.
doi:10.1016/S0896-6273(00)80086-0

64. Lehre KP, Danbolt NC. The number of glutamate transporter subtype mole-
cules at glutamatergic synapses: chemical and stereological quantification in
young adult rat brain. J Neurosci (1998) 18:8751–7.

65. Ventura R, Harris KM. Three-dimensional relationships between hippocampal
synapses and astrocytes. J Neurosci (1999) 19:6897–906.

66. Levy LM, Warr O, Attwell D. Stoichiometry of the glial glutamate trans-
porter GLT-1 expressed inducibly in a Chinese hamster ovary cell line selected
for low endogenous Na+-dependent glutamate uptake. J Neurosci (1998) 18:
9620–8.

67. Zerangue N, Kavanaugh MP. Flux coupling in a neuronal glutamate trans-
porter. Nature (1996) 383:634–7. doi:10.1038/383634a0

68. Schousboe A, Sickmann HM, Bak LK, Schousboe I, Jajo FS, Faek SA, et al.
Neuron-glia interactions in glutamatergic neurotransmission: roles of oxida-
tive and glycolytic adenosine triphosphate as energy source. J Neurosci Res
(2011) 89:1926–34. doi:10.1002/jnr.22746

69. Carroll RC, Beattie EC, von Zastrow M, Malenka RC. Role of AMPA recep-
tor endocytosis in synaptic plasticity. Nat Rev Neurosci (2001) 2:315–24.
doi:10.1038/35072500

70. Lissin DV, Gomperts SN, Carroll RC, Christine CW, Kalman D, Kitamura M,
et al. Activity differentially regulates the surface expression of synaptic AMPA
and NMDA glutamate receptors. Proc Natl Acad Sci U S A (1998) 95:7097–102.
doi:10.1073/pnas.95.12.7097

71. Jarzylo LA, Man HY. Parasynaptic NMDA receptor signaling couples neu-
ronal glutamate transporter function to AMPA receptor synaptic distribution
and stability. J Neurosci (2012) 32:2552–63. doi:10.1523/JNEUROSCI.3237-
11.2012

72. Chen H, Chan DC. Mitochondrial dynamics – fusion, fission, movement,
and mitophagy – in neurodegenerative diseases. Hum Mol Genet (2009)
18:R169–76. doi:10.1093/hmg/ddp326

73. Cheng A, Hou Y, Mattson MP. Mitochondria and neuroplasticity. ASN Neuro
(2010) 2:e00045. doi:10.1042/AN20100019

74. Kuiper JW, Pluk H, Oerlemans F, van Leeuwen FN, de Lange F, Fransen J, et al.
Creatine kinase-mediated ATP supply fuels actin-based events in phagocytosis.
PLoS Biol (2008) 6:e51. doi:10.1371/journal.pbio.0060051

75. MacAskill AF, Kittler JT. Control of mitochondrial transport and localization
in neurons. Trends Cell Biol (2010) 20:102–12. doi:10.1016/j.tcb.2009.11.002

76. Overly CC, Rieff HI, Hollenbeck PJ. Organelle motility and metabolism in
axons vs dendrites of cultured hippocampal neurons. J Cell Sci (1996) 109(Pt
5):971–80.

77. Macaskill AF, Rinholm JE, Twelvetrees AE, Arancibia-Carcamo IL, Muir J,
Fransson A, et al. Miro1 is a calcium sensor for glutamate receptor-dependent
localization of mitochondria at synapses. Neuron (2009) 61:541–55. doi:10.
1016/j.neuron.2009.01.030

78. Fransson S, Ruusala A, Aspenstrom P. The atypical Rho GTPases Miro-1 and
Miro-2 have essential roles in mitochondrial trafficking. Biochem Biophys Res
Commun (2006) 344:500–10. doi:10.1016/j.bbrc.2006.03.163

79. Wang X, Schwarz TL. The mechanism of Ca2+ -dependent regulation of
kinesin-mediated mitochondrial motility. Cell (2009) 136:163–74. doi:10.
1016/j.cell.2008.11.046

80. Fabricius C, Berthold CH, Rydmark M. Axoplasmic organelles at nodes of
Ranvier. II. Occurrence and distribution in large myelinated spinal
cord axons of the adult cat. J Neurocytol (1993) 22:941–54. doi:10.1007/
BF01218352

81. Zhang CL, Ho PL, Kintner DB, Sun D, Chiu SY. Activity-dependent regulation
of mitochondrial motility by calcium and Na/K-ATPase at nodes of Ranvier
of myelinated nerves. J Neurosci (2010) 30:3555–66. doi:10.1523/JNEUROSCI.
4551-09.2010

82. Courchet J, Lewis TL Jr, Lee S, Courchet V, Liou DY, Aizawa S, et al. Terminal
axon branching is regulated by the LKB1-NUAK1 kinase pathway via presynap-
tic mitochondrial capture. Cell (2013) 153:1510–25. doi:10.1016/j.cell.2013.05.
021

83. Yi M, Weaver D, Hajnoczky G. Control of mitochondrial motility and distribu-
tion by the calcium signal: a homeostatic circuit. J Cell Biol (2004) 167:661–72.
doi:10.1083/jcb.200406038

84. Lee CW, Peng HB. Mitochondrial clustering at the vertebrate neuromuscu-
lar junction during presynaptic differentiation. J Neurobiol (2006) 66:522–36.
doi:10.1002/neu.20245

85. Ferreira JM, Burnett AL, Rameau GA. Activity-dependent regulation of surface
glucose transporter-3. J Neurosci (2011) 31:1991–9. doi:10.1523/JNEUROSCI.
1850-09.2011

86. Magi S, Lariccia V, Castaldo P, Arcangeli S, Nasti AA, Giordano A, et al. Phys-
ical and functional interaction of NCX1 and EAAC1 transporters leading to
glutamate-enhanced ATP production in brain mitochondria. PLoS One (2012)
7:e34015. doi:10.1371/journal.pone.0034015

87. Baltan S, Murphy SP, Danilov CA, Bachleda A, Morrison RS. Histone deacety-
lase inhibitors preserve white matter structure and function during ischemia
by conserving ATP and reducing excitotoxicity. J Neurosci (2011) 31:3990–9.
doi:10.1523/JNEUROSCI.5379-10.2011

www.frontiersin.org December 2013 | Volume 4 | Article 199 |47

http://dx.doi.org/10.1523/JNEUROSCI.0354-09.2009
http://dx.doi.org/10.1074/jbc.C100483200
http://dx.doi.org/10.1016/j.brainres.2003.12.046
http://dx.doi.org/10.1016/j.freeradbiomed.2013.01.013
http://dx.doi.org/10.1111/j.1471-4159.1987.tb05575.x
http://dx.doi.org/10.1126/science.1359647
http://dx.doi.org/10.1126/science.1359647
http://dx.doi.org/10.1523/JNEUROSCI.3009-07.2007
http://dx.doi.org/10.3109/10409238709082546
http://dx.doi.org/10.3109/10409238709082546
http://dx.doi.org/10.1021/bi00600a011
http://dx.doi.org/10.1021/bi00600a011
http://dx.doi.org/10.1016/S0074-7742(08)60289-5
http://dx.doi.org/10.1016/S0074-7742(08)60289-5
http://dx.doi.org/10.1016/S0143-4160(03)00141-6
http://dx.doi.org/10.1016/S0143-4160(03)00141-6
http://dx.doi.org/10.1002/neu.480230915
http://dx.doi.org/10.1002/neu.480230915
http://dx.doi.org/10.1016/j.conb.2011.01.001
http://dx.doi.org/10.1016/j.conb.2011.01.001
http://dx.doi.org/10.1016/0896-6273(95)90158-2
http://dx.doi.org/10.1016/0896-6273(94)90038-8
http://dx.doi.org/10.1016/j.neuron.2006.02.022
http://dx.doi.org/10.1038/nn1539
http://dx.doi.org/10.1038/nn1539
http://dx.doi.org/10.1016/S0896-6273(00)80086-0
http://dx.doi.org/10.1038/383634a0
http://dx.doi.org/10.1002/jnr.22746
http://dx.doi.org/10.1038/35072500
http://dx.doi.org/10.1073/pnas.95.12.7097
http://dx.doi.org/10.1523/JNEUROSCI.3237-11.2012
http://dx.doi.org/10.1523/JNEUROSCI.3237-11.2012
http://dx.doi.org/10.1093/hmg/ddp326
http://dx.doi.org/10.1042/AN20100019
http://dx.doi.org/10.1371/journal.pbio.0060051
http://dx.doi.org/10.1016/j.tcb.2009.11.002
http://dx.doi.org/10.1016/j.neuron.2009.01.030
http://dx.doi.org/10.1016/j.neuron.2009.01.030
http://dx.doi.org/10.1016/j.bbrc.2006.03.163
http://dx.doi.org/10.1016/j.cell.2008.11.046
http://dx.doi.org/10.1016/j.cell.2008.11.046
http://dx.doi.org/10.1007/BF01218352
http://dx.doi.org/10.1007/BF01218352
http://dx.doi.org/10.1523/JNEUROSCI.4551-09.2010
http://dx.doi.org/10.1523/JNEUROSCI.4551-09.2010
http://dx.doi.org/10.1016/j.cell.2013.05.021
http://dx.doi.org/10.1016/j.cell.2013.05.021
http://dx.doi.org/10.1083/jcb.200406038
http://dx.doi.org/10.1002/neu.20245
http://dx.doi.org/10.1523/JNEUROSCI.1850-09.2011
http://dx.doi.org/10.1523/JNEUROSCI.1850-09.2011
http://dx.doi.org/10.1371/journal.pone.0034015
http://dx.doi.org/10.1523/JNEUROSCI.5379-10.2011
http://www.frontiersin.org
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Khatri and Man Synaptic activity and bioenergy homeostasis

88. Del Rio P, Montiel T, Chagoya V, Massieu L. Exacerbation of excitotoxic
neuronal death induced during mitochondrial inhibition in vivo: relation
to energy imbalance or ATP depletion? Neuroscience (2007) 146:1561–70.
doi:10.1016/j.neuroscience.2007.03.024

89. Nicholls DG, Budd SL. Mitochondria and neuronal glutamate excitotoxic-
ity. Biochim Biophys Acta (1998) 1366:97–112. doi:10.1016/S0005-2728(98)
00123-6

90. Nicholls DG, Johnson-Cadwell L,Vesce S, Jekabsons M,Yadava N. Bioenergetics
of mitochondria in cultured neurons and their role in glutamate excitotoxicity.
J Neurosci Res (2007) 85:3206–12. doi:10.1002/jnr.21290

91. Mahadik SP, Bharucha VA, Stadlin A, Ortiz A, Karpiak SE. Loss and recovery
of activities of alpha+ and alpha isozymes of (Na(+) + K+)-ATPase in corti-
cal focal ischemia: GM1 ganglioside protects plasma membrane structure and
function. J Neurosci Res (1992) 32:209–20. doi:10.1002/jnr.490320210

92. Mrsic-Pelcic J, Pelcic G, Vitezic D, Antoncic I, Filipovic T, Simonic A, et al.
Hyperbaric oxygen treatment: the influence on the hippocampal superoxide
dismutase and Na+,K+-ATPase activities in global cerebral ischemia-exposed
rats. Neurochem Int (2004) 44:585–94. doi:10.1016/j.neuint.2003.10.004

93. Culmsee C, Monnig J, Kemp BE, Mattson MP. AMP-activated protein kinase
is highly expressed in neurons in the developing rat brain and promotes neu-
ronal survival following glucose deprivation. J Mol Neurosci (2001) 17:45–58.
doi:10.1385/JMN:17:1:45

94. Harada S, Fujita-Hamabe W, Tokuyama S. The importance of regulation of
blood glucose levels through activation of peripheral 5’-AMP-activated pro-
tein kinase on ischemic neuronal damage. Brain Res (2010) 1351:254–63.
doi:10.1016/j.brainres.2010.06.052

95. Wang P, Xu TY, Guan YF, Tian WW, Viollet B, Rui YC, et al. Nicotinamide
phosphoribosyltransferase protects against ischemic stroke through SIRT1-
dependent adenosine monophosphate-activated kinase pathway. Ann Neurol
(2011) 69:360–74. doi:10.1002/ana.22236

96. Li J, Zeng Z, Viollet B, Ronnett GV, McCullough LD. Neuroprotective effects of
adenosine monophosphate-activated protein kinase inhibition and gene dele-
tion in stroke. Stroke (2007) 38:2992–9. doi:10.1161/STROKEAHA.107.490904

97. McCullough LD, Zeng Z, Li H, Landree LE, McFadden J, Ronnett GV. Pharma-
cological inhibition of AMP-activated protein kinase provides neuroprotection
in stroke. J Biol Chem (2005) 280:20493–502. doi:10.1074/jbc.M409985200

98. Ishii K, Sasaki H, Kono AK, Miyamoto N, Fukuda T, Mori E. Comparison of
gray matter and metabolic reduction in mild Alzheimer’s disease using FDG-
PET and voxel-based morphometric MR studies. Eur J Nucl Med Mol Imaging
(2005) 32:959–63. doi:10.1007/s00259-004-1740-5

99. Sakamoto S, Ishii K, Sasaki M, Hosaka K, Mori T, Matsui M, et al. Differ-
ences in cerebral metabolic impairment between early and late onset types
of Alzheimer’s disease. J Neurol Sci (2002) 200:27–32. doi:10.1016/S0022-
510X(02)00114-4

100. Foster NL, Chase TN, Mansi L, Brooks R, Fedio P, Patronas NJ, et al. Cor-
tical abnormalities in Alzheimer’s disease. Ann Neurol (1984) 16:649–54.
doi:10.1002/ana.410160605

101. Friedland RP, Budinger TF, Ganz E, Yano Y, Mathis CA, Koss B, et al. Regional
cerebral metabolic alterations in dementia of the Alzheimer type: positron
emission tomography with [18F]fluorodeoxyglucose. J Comput Assist Tomogr
(1983) 7:590–8. doi:10.1097/00004728-198308000-00003

102. Minoshima S, Giordani B, Berent S, Frey KA, Foster NL, Kuhl DE. Metabolic
reduction in the posterior cingulate cortex in very early Alzheimer’s disease.
Ann Neurol (1997) 42:85–94. doi:10.1002/ana.410420114

103. Simpson IA, Chundu KR, Davies-Hill T, Honer WG, Davies P. Decreased
concentrations of GLUT1 and GLUT3 glucose transporters in the brains of
patients with Alzheimer’s disease. Ann Neurol (1994) 35:546–51. doi:10.1002/
ana.410350507

104. Jin N, Qian W, Yin X, Zhang L, Iqbal K, Grundke-Iqbal I, et al. CREB regu-
lates the expression of neuronal glucose transporter 3: a possible mechanism
related to impaired brain glucose uptake in Alzheimer’s disease. Nucleic Acids
Res (2013) 41:3240–56. doi:10.1093/nar/gks1227

105. Jornayvaz FR, Shulman GI. Regulation of mitochondrial biogenesis. Essays
Biochem (2010) 47:69–84. doi:10.1042/bse0470069

106. Lu J, Wu DM, Zheng YL, Hu B, Zhang ZF, Shan Q, et al. Quercetin activates
AMP-activated protein kinase by reducing PP2C expression protecting old
mouse brain against high cholesterol-induced neurotoxicity. J Pathol (2010)
222:199–212. doi:10.1002/path.2754

107. Trushina E, Nemutlu E, Zhang S, Christensen T, Camp J, Mesa J, et al. Defects
in mitochondrial dynamics and metabolomic signatures of evolving ener-
getic stress in mouse models of familial Alzheimer’s disease. PLoS One (2012)
7:e32737. doi:10.1371/journal.pone.0032737

108. Calkins MJ, Manczak M, Mao P, Shirendeb U, Reddy PH. Impaired mito-
chondrial biogenesis, defective axonal transport of mitochondria, abnormal
mitochondrial dynamics and synaptic degeneration in a mouse model of
Alzheimer’s disease. Hum Mol Genet (2011) 20:4515–29. doi:10.1093/hmg/
ddr381

109. Cho S, Szeto HH, Kim E, Kim H, Tolhurst AT, Pinto JT. A novel cell-permeable
antioxidant peptide, SS31, attenuates ischemic brain injury by down-regulating
CD36. J Biol Chem (2007) 282:4634–42. doi:10.1074/jbc.M609388200

110. Choi SW, Gerencser AA, Ng R, Flynn JM, Melov S, Danielson SR, et al.
No consistent bioenergetic defects in presynaptic nerve terminals isolated
from mouse models of Alzheimer’s disease. J Neurosci (2012) 32:16775–84.
doi:10.1523/JNEUROSCI.2414-12.2012

111. Iijima-Ando K, Sekiya M, Maruko-Otake A, Ohtake Y, Suzuki E, Lu B, et al.
Loss of axonal mitochondria promotes tau-mediated neurodegeneration and
Alzheimer’s disease-related tau phosphorylation cia PAR-1. PLoS Genet (2012)
8:e1002918. doi:10.1371/journal.pgen.1002918

112. Polymeropoulos MH, Lavedan C, Leroy E, Ide SE, Dehejia A, Dutra A, et al.
Mutation in the alpha-synuclein gene identified in families with Parkinson’s
disease. Science (1997) 276:2045–7. doi:10.1126/science.276.5321.2045

113. Martin LJ, Pan Y, Price AC, Sterling W, Copeland NG, Jenkins NA, et al. Parkin-
son’s disease alpha-synuclein transgenic mice develop neuronal mitochon-
drial degeneration and cell death. J Neurosci (2006) 26:41–50. doi:10.1523/
JNEUROSCI.4308-05.2006

114. Xie W, Chung KK. Alpha-synuclein impairs normal dynamics of mitochon-
dria in cell and animal models of Parkinson’s disease. J Neurochem (2012)
122:404–14. doi:10.1111/j.1471-4159.2012.07769.x

115. Bonifati V, Rizzu P, van Baren MJ, Schaap O, Breedveld GJ, Krieger E, et al.
Mutations in the DJ-1 gene associated with autosomal recessive early-onset
parkinsonism. Science (2003) 299:256–9. doi:10.1126/science.1077209

116. Kitada T,Asakawa S, Hattori N, Matsumine H,Yamamura Y, Minoshima S, et al.
Mutations in the parkin gene cause autosomal recessive juvenile parkinsonism.
Nature (1998) 392:605–8. doi:10.1038/33416

117. Valente EM, Abou-Sleiman PM, Caputo V, Muqit MM, Harvey K, Gispert S,
et al. Hereditary early-onset Parkinson’s disease caused by mutations in PINK1.
Science (2004) 304:1158–60. doi:10.1126/science.1096284

118. Norremolle A, Riess O, Epplen JT, Fenger K, Hasholt L, Sorensen SA. Trin-
ucleotide repeat elongation in the Huntingtin gene in Huntington dis-
ease patients from 71 Danish families. Hum Mol Genet (1993) 2:1475–6.
doi:10.1093/hmg/2.9.1475

119. Stoessl AJ, Martin WR, Clark C, Adam MJ, Ammann W, Beckman JH, et al.
PET studies of cerebral glucose metabolism in idiopathic torticollis. Neurology
(1986) 36:653–7. doi:10.1212/WNL.36.5.653

120. Browne SE, Bowling AC, MacGarvey U, Baik MJ, Berger SC, Muqit MM,
et al. Oxidative damage and metabolic dysfunction in Huntington’s disease:
selective vulnerability of the basal ganglia. Ann Neurol (1997) 41:646–53.
doi:10.1002/ana.410410514

121. Gu M, Gash MT, Mann VM, Javoy-Agid F, Cooper JM, Schapira AH. Mito-
chondrial defect in Huntington’s disease caudate nucleus. Ann Neurol (1996)
39:385–9. doi:10.1002/ana.410390317

122. Shirendeb UP, Calkins MJ, Manczak M, Anekonda V, Dufour B, McBride
JL, et al. Mutant Huntingtin’s interaction with mitochondrial protein Drp1
impairs mitochondrial biogenesis and causes defective axonal transport
and synaptic degeneration in Huntington’s disease. Hum Mol Genet (2012)
21:406–20. doi:10.1093/hmg/ddr475

123. Weydt P, Soyal SM, Gellera C, Didonato S, Weidinger C, Oberkofler H, et al.
The gene coding for PGC-1alpha modifies age at onset in Huntington’s disease.
Mol Neurodegener (2009) 4:3. doi:10.1186/1750-1326-4-3

124. Shin JH, Ko HS, Kang H, Lee Y, Lee YI, Pletinkova O, et al. PARIS (ZNF746)
repression of PGC-1alpha contributes to neurodegeneration in Parkinson’s
disease. Cell (2011) 144:689–702. doi:10.1016/j.cell.2011.02.010

125. Zheng B, Liao Z, Locascio JJ, Lesniak KA, Roderick SS, Watt ML, et al.
PGC-1alpha, a potential therapeutic target for early intervention in
Parkinson’s disease. Sci Transl Med (2010) 2:52ra73. doi:10.1126/scitranslmed.
3001059

Frontiers in Neurology | Neurotrauma December 2013 | Volume 4 | Article 199 |48

http://dx.doi.org/10.1016/j.neuroscience.2007.03.024
http://dx.doi.org/10.1016/S0005-2728(98)00123-6
http://dx.doi.org/10.1016/S0005-2728(98)00123-6
http://dx.doi.org/10.1002/jnr.21290
http://dx.doi.org/10.1002/jnr.490320210
http://dx.doi.org/10.1016/j.neuint.2003.10.004
http://dx.doi.org/10.1385/JMN:17:1:45
http://dx.doi.org/10.1016/j.brainres.2010.06.052
http://dx.doi.org/10.1002/ana.22236
http://dx.doi.org/10.1161/STROKEAHA.107.490904
http://dx.doi.org/10.1074/jbc.M409985200
http://dx.doi.org/10.1007/s00259-004-1740-5
http://dx.doi.org/10.1016/S0022-510X(02)00114-4
http://dx.doi.org/10.1016/S0022-510X(02)00114-4
http://dx.doi.org/10.1002/ana.410160605
http://dx.doi.org/10.1097/00004728-198308000-00003
http://dx.doi.org/10.1002/ana.410420114
http://dx.doi.org/10.1002/ana.410350507
http://dx.doi.org/10.1002/ana.410350507
http://dx.doi.org/10.1093/nar/gks1227
http://dx.doi.org/10.1042/bse0470069
http://dx.doi.org/10.1002/path.2754
http://dx.doi.org/10.1371/journal.pone.0032737
http://dx.doi.org/10.1093/hmg/ddr381
http://dx.doi.org/10.1093/hmg/ddr381
http://dx.doi.org/10.1074/jbc.M609388200
http://dx.doi.org/10.1523/JNEUROSCI.2414-12.2012
http://dx.doi.org/10.1371/journal.pgen.1002918
http://dx.doi.org/10.1126/science.276.5321.2045
http://dx.doi.org/10.1523/JNEUROSCI.4308-05.2006
http://dx.doi.org/10.1523/JNEUROSCI.4308-05.2006
http://dx.doi.org/10.1111/j.1471-4159.2012.07769.x
http://dx.doi.org/10.1126/science.1077209
http://dx.doi.org/10.1038/33416
http://dx.doi.org/10.1126/science.1096284
http://dx.doi.org/10.1093/hmg/2.9.1475
http://dx.doi.org/10.1212/WNL.36.5.653
http://dx.doi.org/10.1002/ana.410410514
http://dx.doi.org/10.1002/ana.410390317
http://dx.doi.org/10.1093/hmg/ddr475
http://dx.doi.org/10.1186/1750-1326-4-3
http://dx.doi.org/10.1016/j.cell.2011.02.010
http://dx.doi.org/10.1126/scitranslmed.3001059
http://dx.doi.org/10.1126/scitranslmed.3001059
http://www.frontiersin.org/Neurotrauma
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Khatri and Man Synaptic activity and bioenergy homeostasis

126. Tsunemi T, La Spada AR. PGC-1alpha at the intersection of bioenergetics reg-
ulation and neuron function: from Huntington’s disease to Parkinson’s disease
and beyond. Prog Neurobiol (2012) 97:142–51. doi:10.1016/j.pneurobio.2011.
10.004

127. Warden D. Military TBI during the Iraq and Afghanistan wars. J Head Trauma
Rehabil (2006) 21:398–402. doi:10.1097/00001199-200609000-00004

128. McKee AC, Cantu RC, Nowinski CJ, Hedley-Whyte ET, Gavett BE, Budson
AE, et al. Chronic traumatic encephalopathy in athletes: progressive tauopa-
thy after repetitive head injury. J Neuropathol Exp Neurol (2009) 68:709–35.
doi:10.1097/NEN.0b013e3181a9d503

129. Omalu BI, DeKosky ST, Minster RL, Kamboh MI, Hamilton RL, Wecht CH.
Chronic traumatic encephalopathy in a National Football League player. Neu-
rosurgery (2005) 57:128–34. doi:10.1227/01.NEU.0000163407.92769.ED

130. Goodman JC, Valadka AB, Gopinath SP, Uzura M, Robertson CS. Extracel-
lular lactate and glucose alterations in the brain after head injury measured
by microdialysis. Crit Care Med (1999) 27:1965–73. doi:10.1097/00003246-
199909000-00041

131. Siesjo BK. Pathophysiology and treatment of focal cerebral ischemia. Part
I: pathophysiology. J Neurosurg (1992) 77:169–84. doi:10.3171/jns.1992.77.2.
0169

132. Tavazzi B, Signoretti S, Lazzarino G, Amorini AM, Delfini R, Cimatti M,
et al. Cerebral oxidative stress and depression of energy metabolism corre-
late with severity of diffuse brain injury in rats. Neurosurgery (2005) 56:582–9.
doi:10.1227/01.NEU.0000156715.04900.E6

133. Obrist WD, Langfitt TW, Jaggi JL, Cruz J, Gennarelli TA. Cerebral blood flow
and metabolism in comatose patients with acute head injury. Relationship to
intracranial hypertension. J Neurosurg (1984) 61:241–53.

134. Arun P, Abu-Taleb R, Oguntayo S, Wang Y, Valiyaveettil M, Long J, et al. Acute
mitochondrial dysfunction after blast exposure: potential role of mitochondrial
glutamate oxaloacetate transaminase. J Neurotrauma (2013) 30(19):1645–51.
doi:10.1089/neu.2012.2834

135. Singleton RH, Zhu J, Stone JR, Povlishock JT. Traumatically induced axotomy
adjacent to the soma does not result in acute neuronal death. J Neurosci (2002)
22:791–802.

136. Young W. Role of calcium in central nervous system injuries. J Neurotrauma
(1992) 9(Suppl 1):S9–25.

137. Leung AW, Halestrap AP. Recent progress in elucidating the molecular mecha-
nism of the mitochondrial permeability transition pore. Biochim Biophys Acta
(2008) 1777:946–52. doi:10.1016/j.bbabio.2008.03.009

138. Fink MP. Bench-to-bedside review: cytopathic hypoxia. Crit Care (2002)
6:491–9. doi:10.1186/cc1824

139. Wada K, Chatzipanteli K, Kraydieh S, Busto R, Dietrich WD. Inducible nitric
oxide synthase expression after traumatic brain injury and neuroprotection

with aminoguanidine treatment in rats. Neurosurgery (1998) 43:1427–36.
doi:10.1227/00006123-199812000-00096

140. Petrov T, Underwood BD, Braun B, Alousi SS, Rafols JA. Upregulation of iNOS
expression and phosphorylation of eIF-2alpha are paralleled by suppression
of protein synthesis in rat hypothalamus in a closed head trauma model. J
Neurotrauma (2001) 18:799–812. doi:10.1089/089771501316919166

141. Sharma P, Benford B, Li ZZ, Ling GS. Role of pyruvate dehydrogenase
complex in traumatic brain injury and Measurement of pyruvate dehy-
drogenase enzyme by dipstick test. J Emerg Trauma Shock (2009) 2:67–72.
doi:10.4103/0974-2700.50739

142. Xing G, Ren M, Watson WD, O’Neill JT, Verma A. Traumatic brain injury-
induced expression and phosphorylation of pyruvate dehydrogenase: a mech-
anism of dysregulated glucose metabolism. Neurosci Lett (2009) 454:38–42.
doi:10.1016/j.neulet.2009.01.047

143. Barr TL, Conley YP. Poly(ADP-ribose) polymerase-1 and its clinical applica-
tions in brain injury. J Neurosci Nurs (2007) 39:278–84. doi:10.1097/01376517-
200710000-00004

144. LaPlaca MC, Zhang J, Raghupathi R, Li JH, Smith F, Bareyre FM, et al.
Pharmacologic inhibition of poly(ADP-ribose) polymerase is neuroprotective
following traumatic brain injury in rats. J Neurotrauma (2001) 18:369–76.
doi:10.1089/089771501750170912

145. Won SJ, Choi BY, Yoo BH, Sohn M, Ying W, Swanson RA, et al. Preven-
tion of traumatic brain injury-induced neuron death by intranasal deliv-
ery of nicotinamide adenine dinucleotide. J Neurotrauma (2012) 29:1401–9.
doi:10.1089/neu.2011.2228

Conflict of Interest Statement: The authors declare that the research was conducted
in the absence of any commercial or financial relationships that could be construed
as a potential conflict of interest.

Received: 29 August 2013; accepted: 26 November 2013; published online: 11 December
2013.
Citation: Khatri N and Man H-Y (2013) Synaptic activity and bioenergy homeostasis:
implications in brain trauma and neurodegenerative diseases. Front. Neurol. 4:199.
doi: 10.3389/fneur.2013.00199
This article was submitted to Neurotrauma, a section of the journal Frontiers in
Neurology.
Copyright © 2013 Khatri and Man. This is an open-access article distributed under the
terms of the Creative Commons Attribution License (CC BY). The use, distribution or
reproduction in other forums is permitted, provided the original author(s) or licensor
are credited and that the original publication in this journal is cited, in accordance with
accepted academic practice. No use, distribution or reproduction is permitted which
does not comply with these terms.

www.frontiersin.org December 2013 | Volume 4 | Article 199 |49

http://dx.doi.org/10.1016/j.pneurobio.2011.10.004
http://dx.doi.org/10.1016/j.pneurobio.2011.10.004
http://dx.doi.org/10.1097/00001199-200609000-00004
http://dx.doi.org/10.1097/NEN.0b013e3181a9d503
http://dx.doi.org/10.1227/01.NEU.0000163407.92769.ED
http://dx.doi.org/10.1097/00003246-199909000-00041
http://dx.doi.org/10.1097/00003246-199909000-00041
http://dx.doi.org/10.3171/jns.1992.77.2.0169
http://dx.doi.org/10.3171/jns.1992.77.2.0169
http://dx.doi.org/10.1227/01.NEU.0000156715.04900.E6
http://dx.doi.org/10.1089/neu.2012.2834
http://dx.doi.org/10.1016/j.bbabio.2008.03.009
http://dx.doi.org/10.1186/cc1824
http://dx.doi.org/10.1227/00006123-199812000-00096
http://dx.doi.org/10.1089/089771501316919166
http://dx.doi.org/10.4103/0974-2700.50739
http://dx.doi.org/10.1016/j.neulet.2009.01.047
http://dx.doi.org/10.1097/01376517-200710000-00004
http://dx.doi.org/10.1097/01376517-200710000-00004
http://dx.doi.org/10.1089/089771501750170912
http://dx.doi.org/10.1089/neu.2011.2228
http://dx.doi.org/10.3389/fneur.2013.00199
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ORIGINAL RESEARCH ARTICLE
published: 12 December 2013
doi: 10.3389/fneur.2013.00196

Impact of repeated stress on traumatic brain
injury-induced mitochondrial electron transport chain
expression and behavioral responses in rats

Guoqiang Xing1**†, Erin S. Barry 2†, Brandi Benford 1, Neil E. Grunberg2, He Li 3,William D. Watson4 and
Pushpa Sharma1*
1 Department of Anesthesiology, Uniformed Services University of the Health Sciences, Bethesda, MD, USA
2 Department of Medical and Clinical Psychology, Uniformed Services University of the Health Sciences, Bethesda, MD, USA
3 Department of Psychiatry, Uniformed Services University of the Health Sciences, Bethesda, MD, USA
4 Department of Neurology, Uniformed Services University of the Health Sciences, Bethesda, MD, USA

Edited by:
Hengye Man, Boston University, USA

Reviewed by:
Bridgette D. Semple, University of
California San Francisco, USA
Joseph Long, Walter Reed Army
Institute of Research, USA

*Correspondence:
Pushpa Sharma, Department of
Anesthesiology, Uniformed Services
University of the Health Sciences,
4301 Jones Bridge Road, Bethesda,
MD 20814-4799, USA
e-mail: pushpa.sharma@usuhs.edu

**Co-Correspondence:
Guoqiang Xing, Department of
Anesthesiology, Uniformed Services
University of the Health Sciences,
4301 Jones Bridge Road, Bethesda,
MD 20814-4799, USA
e-mail: gxing99@yahoo.com
†Guoqiang Xing and Erin S. Barry
have contributed equally to this work.

The views expressed in this article are
those of the authors and do not
necessarily reflect the official policy
or position of the Uniformed Services
University, Department of the Navy,
Department of Defense, nor the U.S.
Government.

A significant proportion of the military personnel returning from Iraq and Afghanistan con-
flicts have suffered from both mild traumatic brain injury (mTBI) and post-traumatic stress
disorder.The mechanisms are unknown. We used a rat model of repeated stress and mTBI
to examine brain activity and behavioral function. Adult male Sprague-Dawley rats were
divided into four groups: Naïve; 3 days repeated tail-shock stress; lateral fluid percussion
mTBI; and repeated stress followed by mTBI (S-mTBI). Open field activity, sensorimotor
responses, and acoustic startle responses (ASRs) were measured at various time points
after mTBI.The protein expression of mitochondrial electron transport chain (ETC) complex
subunits (CI-V) and pyruvate dehydrogenase (PDHE1α1) were determined in four brain
regions at day 7-post mTBI. Compared to Naïves, repeated stress decreased horizontal
activity; repeated stress and mTBI both decreased vertical activity; and the mTBI and
S-mTBI groups were impaired in sensorimotor and ASRs. Repeated stress significantly
increased CI, CII, and CIII protein levels in the prefrontal cortex (PFC), but decreased
PDHE1α1 protein in the PFC and cerebellum, and decreased CIV protein in the hippocam-
pus. The mTBI treatment decreased CV protein levels in the ipsilateral hippocampus. The
S-mTBI treatment resulted in increased CII, CIII, CIV, and CV protein levels in the PFC,
increased CI level in the cerebellum, and increased CIII and CV levels in the cerebral cortex,
but decreased CI, CII, CIV, and PDHE1α1 protein levels in the hippocampus.Thus, repeated
stress or mTBI alone differentially altered ETC expression in heterogeneous brain regions.
Repeated stress followed by mTBI had synergistic effects on brain ETC expression, and
resulted in more severe behavioral deficits. These results suggest that repeated stress
could have contributed to the high incidence of long-term neurologic and neuropsychiatric
morbidity in military personnel with or without mTBI.

Keywords: oxidative phosphorylation, mitochondria, electron transport chain, behavior change,TBI, PTSD

INTRODUCTION
Estimates as high as 24% of U.S. military personnel returning
from Iraq and Afghanistan battlefields have suffered from a mild
traumatic brain injury (mTBI) and/or post-traumatic stress dis-
order (PTSD) (1–5). Comorbidity of mTBI and PTSD are also
high among this sub-population (3). Despite the numbers of cases,
dedicated resources and research, and marked concern about these
conditions, minimal progress has been made toward understand-
ing the biological mechanisms producing these pathologies.

The brain is the organ of glucose metabolism and adenosine
triphosphate (ATP) utilization, which expresses our essence, our
nature, and is solely responsible for our behavioral and psycho-
logical functions to help define who we are. Dysregulated brain
energy metabolism (i.e., acute hyperglycemia during the early
phase of TBI and subsequent hypoglycemia during the chronic

phase of TBI) is a metabolic characteristic of TBI that is associated
with symptom severity and poor prognosis for functional recovery
from TBI (6–9).

Pyruvate dehydrogenase (PDH) is the rate-limiting enzyme
that irreversibly transfers the glycolysis product pyruvate into
acetyl-coenzyme A (CoA) for efficient production of nicotinamide
adenine dinucleotide (NADH) and ATP through mitochondr-
ial tricarboxylic acid (TCA) cycle and oxidative phosphorylation
pathway (OXPHOS). OXPHOS is mediated by mitochondrial elec-
tron transport chain (ETC) complex subunits (CI, CII, CIII, CIV,
and CV).

Mitochondrial ETC generate ATP by coupling electron transfer
between electron donors (i.e., NADH) and the electron accep-
tor (O2) with the transfer of protons (H+) across the membrane
to generate energy in the form of ATP. Complex I (CI, NADH
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dehydrogenase) and Complex II (CII, succinate dehydrogenase
flavoprotein) accept and transfer electrons to coenzyme Q which
sequentially transfers electrons to Complex III (CIII, cytochrome
reductase), cytochrome c, and Complex IV (CIV, cytochrome oxi-
dase), where oxygen is the terminal acceptor. Complex V (CV)
couples proton gradients to ATP synthesis, allowing proton flow
from inter-membrane space to the matrix via a special enzyme,
converting ADP to ATP.

We previously reported that the PDH pathway is altered in ani-
mal models of TBI (10–13). Complex abnormalities in ETC have
also been found in many neurological diseases (14–16), yet its
potential involvement in combined TBI and stress is unknown.
Because aberrant ETC complex activities are the primary source
of intracellular reactive oxygen species (ROS), alterations in ETC
complexes could lead to increased ROS production, inflamma-
tion, impaired signal transduction, mitochondrial damage, and
cell death, thus compromising brain vulnerability to subsequent
stress and injuries.

Brain energy metabolism is also disrupted during traumatic
stress. Under life-threatening situations, energy reserves are inten-
sively mobilized for fight-or-flight response via sympathetic acti-
vation and epinephrine/norepinephrine release. This reaction
increases cardiovascular output, aerobic supply, fear memory,
visual and auditory sensitivity, alertness, vigilance, and selective
attention that are essential for survival (17–19). However, poten-
tial metabolic over-reactivity meant to increase survivability in an
emergent situation has long-lasting deleterious effects that may
compromise the brain’s response to subsequent injuries.

The main goal of this study was to determine if prior repeated
stress altered TBI-induced brain ETC expression and behavioral
functions. We hypothesized that the combination of repeated
stress followed by mTBI could affect brain ETC complex expres-
sion in a way that is different from repeated stress or mTBI alone.
We included measures of behavioral and psychological uncondi-
tioned responses (i.e., activity, sensorimotor responses, acoustic
startle reflexes, and measures of depression-related behavior) to
determine whether the repeated stress has functional effects in
addition to changes to mitochondrial expression. Rat fluid per-
cussion (FP) was used to create mTBI and repeated stress was
used to model PTSD.

MATERIALS AND METHODS
ANIMALS AND EXPERIMENTAL GROUPS
Adult, male Sprague-Dawley rats (175–275 g) were obtained from
Harlan Laboratories (Indianapolis, IN, USA). All procedures were
performed in accordance with guidelines of the National Institutes
of Health and were approved by the Institutional Animal Care and
Use Committee (IACUC) at the Uniformed Services University of
the Health Sciences (USUHS). Rats were pair housed in standard
polycarbonate shoebox cages (42.5 cm× 20.5 cm× 20 cm) with
hardwood chip bedding (Pine-Dri) and kept on a 12-h reversed
light-dark cycle, with food (Harlan Teklad 4% Mouse/Rat Diet
7001) and water continuously available. All animals were weighed
just before the experiment (T0) and at the end of the experiment
(T7) as a measure of their general health. Rats were given coded
tail numbers and assigned randomly to experimental groups after
1 day of acclimation to the environment [Naïve, Stress, mTBI, and

mTBI with prior stress (S-mTBI)]. For behavioral analyses, a total
of 54 rats were used in this experiment (Naïve= 16; Stress= 12;
mTBI= 16; S-mTBI= 10). In the case of the S-mTBI animals, the
stress was given for 3 consecutive days and then mTBI was admin-
istered within 24 h. This group originally had 12 animals, but 2
died during the TBI surgery. Necropsies of these animals by Labo-
ratory of Animal Medicine (LAM) personnel found no identifiable
cause, including infection, for these deaths. At day 7-post injury,
animals were sedated under isoflurane anesthesia, and tissues were
collected. Brain tissue from eight animals of each treatment group
was dissected for biological analysis.

INDUCTION OF FLUID PERCUSSION INJURY
Mild traumatic brain injury was induced in rats according to our
published procedure (13). In brief, animals were anesthetized with
1–3% isoflurane in oxygen. Under sterile conditions, a 3-cm sagit-
tal incision was made along the midline to expose the cranium. A
5-mm burr hole was placed 2 mm to the right of the sagittal suture
halfway between bregma and lambda using a 5-mm trephine drill
bit exposing the dura. A Luer-Lock needle hub was placed into
the burr hole and cemented to the cranium using cyanoacrylate.
The glue was allowed to completely dry, and the empty Luer-Lock
hub was filled with normal saline before being connected to the
TBI device. A FP pulse of 2.5 atm was administered by an injury
cannula positioned parasagittally over the right cerebral cortex.
The FP pulse was administered by a pendulum modulated FP bio-
mechanical device (Richmond, VA, USA). The Luer-Lock hub was
removed and defects in the cranium were repaired with bone wax.
The skin was closed with a surgical skin stapler. Animals were
allowed to stabilize in the warm blanket before returned to their
home cages. At 7 days post mTBI, animals were sacrificed under
anesthetization, and brains were removed followed by the dissec-
tion of prefrontal cortex (PFC), cerebellum, and the ipsilateral and
contralateral of mTBI hippocampus and cerebral cortex.

REPEATED TAIL-SHOCK STRESS PROCEDURE
This paradigm was chosen because it has previously demonstrated
that repeated immobilization and tail-shock stress sessions are
more effective than a single stress session in producing physio-
logical and behavioral abnormalities, such as elevations in basal
plasma corticosterone levels and delayed exaggerated acoustic star-
tle responses (ASRs) are similar to symptoms observed in PTSD
patients (20–25). This restraint tail-shock model of stress in rats
is adapted from the “learned helplessness” paradigm in which ani-
mals undergo an aversive experience under conditions in which
they cannot perform any adaptive response (26). The stress proce-
dure consisted of a 2-h per day session of immobilization and tail
shocks over 3 consecutive days. Stressed animals were restrained
in a Plexiglas tube and given 40 electric tail shocks (2 mA, 3 s
duration) at varying intervals (140–180 s). Animals were returned
to their home cages immediately after exposure to the stress
procedure.

ANIMAL BEHAVIORAL MEASURES
Behavior was observed during the animals’ dark cycle (i.e., during
their active period). All animals underwent behavioral evalua-
tion prior to stress and/or injury (baseline), and at two other
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time points during the week after injury. Behavioral measures
included: open field activity (OFA) to measure general health and
depression-related behaviors; neurobehavioral testing [revised
neurobehavioral severity scale (NSS-R)] to measure sensory-
motor functioning; and ASR with and without pre-pulse to
measure startle and attention.

OPEN FIELD ACTIVITY
Open field activity was measured using Accuscan Superflex Sensor
Version 2.2 infrared photocell system in the Accuscan Instruments
testing chamber (measuring 40 cm× 40 cm× 30 cm; Accuscan
Instruments Incorporated, Columbus, OH, USA) located in a ded-
icated room designed to minimize acoustic interruptions. The
testing chamber was constructed of Plexiglas with a ventilated,
removable Plexiglas lid that prevents the animal’s escape during
the trial but allows adequate airflow. The animal’s locomotion was
captured by three, paired 16-photocell Superflex Sensors, which
transmit the location data to the Accuscan Superflex Node which
was processed and aggregated by Accuscan Fusion Software (Ver-
sion 3.4). Animals were acclimated to the chambers prior to the
beginning of the experiment. They then received a baseline mea-
surement prior to injury and/or stress and were measured at days
3 and 5 post injury. The OFA of each rat was measured for 1 h
during its active period (dark cycle).

REVISED NEUROBEHAVIORAL SEVERITY SCALE
The NSS-R is a specific, continuous sequence of behavioral tests
and observations that is a sensitive and reliable measure in rodents
(27, 28). This measure was originally designed to model a clinical
neurological exam conducted in patients. This particular sensory-
motor assessment scale was based on several previous reports
(29–32) and has been modified to increase standardization. The
tests assess reflex suppression, general movement, and postural
adjustments in response to a challenge. The NSS-R uses a three-
point Likert scale, in which a normal, healthy response is assigned
a “0,” a partial or compromised response is assigned a “1,” and the
absence of a response is assigned a “2.” This three-point scale is
clear and reliable and allows for greater discrimination based on
sensory-motor responses than do previous scales that used two-
point ratings of each response. The NSS-R has a scoring range of
0–20 with higher scores reflecting greater extent of injury. Three
NSS-R sessions were conducted in this experiment as a within-
subject measure: one before stress/injury (baseline) and two after
injury (days 3 and 5).

ACOUSTIC STARTLE RESPONSE WITH AND WITHOUT PRE-PULSE
Acoustic startle responses with and without pre-pulse were mea-
sured in a Med Associates Acoustic Response Test System (Med
Associates, Georgia, VT, USA). The Test System consists of weight-
sensitive platforms inside individual sound-attenuated chambers.
Responses were recorded by an interfaced Nexlink computer. Each
rat was placed individually in a ventilated holding cage (small
enough to restrict extensive locomotion but large enough to allow
the subject to turn around and make other small movements) on
the weight-sensitive platform. Following placement of animals in
the chambers, a 3-min acclimation period was conducted, in which
no startle stimuli were presented. Startle stimuli consisted of 110

or 120 dB noise bursts of 20 ms duration sometimes preceded by
a 100-ms, 68 or 82 dB, 1 kHz pure tones (pre-pulses). Intensity of
sound in decibel was verified by a Larson-Davis Sound Pressure
Machine Model 2800 (unweighted scale; re: 0.0002 dyn/cm2). Each
startle stimulus had a 0-ms rise and decay time so that onset and
offset were abrupt. There were multiple types of stimulus trials,
and each trial type was presented six times and averaged. Trial types
were presented in random order to avoid order effects and habitu-
ation. Animals’ movements in response to stimuli were measured
as a voltage change by a strain gage inside each platform. Animals
were acclimated to the chambers twice prior to the beginning of
the experiment. They then received a baseline measurement prior
to injury/stress and were measured at days 4 and 6 post injury.

WESTERN BLOT
Brain tissue homogenates from four brain regions (prefrontal cor-
tex, cerebellum, hippocampus, and cerebral cortex) were homog-
enized and sonicated in the T-Per tissue lysis buffer (Pierce,
IL) in the presence of protease inhibitor cocktail (Sigma, St.
Louis). For the mTBI and S-mTBI animals, ipsilateral and con-
tralateral hippocampus, and cerebral cortex were dissected and
processed respectively. Protein concentrations were determined
using a Bradford assay (BioRad, CA, USA). Aliquots of 20 µg pro-
teins were separated by electrophoresis on NuPage Novex Midi
Bis-Tris gels (4–12%) and transferred to a polyvinylidene difluo-
ride membrane (PVDF), Millipore. The membranes were rinsed
in a 0.01-M Tris-buffered saline (TBS) solution (pH 7.4, 0.1%
Triton X-100) for 30 min, blocked in 5% bovine serum albu-
min for 30 min, and incubated overnight at 4°C with the primary
mouse monoclonal antibodies for ETC complex subunits CI-V
and PDHE1α1 (Abcam, UK) at a dilution of 1:200, each in a TBS
solution containing 3% bovine serum albumin. The membranes
were then washed three times with TBS solution for 30 min and
incubated at room temperature with a horseradish peroxidase-
conjugated secondary anti-mouse antibody (1:5000 dilution) in
TBS solution for 60 min.

Due to the lack of an appropriate housekeeping mitochondrial
protein (33, 34), WB band intensity was expressed as fold change
relative to naives, but was not normalized to an internal control.
However, we took extra steps to normalize our data by (1) loading
the equal amount of protein for each sample; (2) all samples were
processed, loaded, and run in parallel, and (3) transfer efficiency
of proteins to the PVDF membrane was confirmed by staining
with Ponceau solution. Immunoreactive bands were visualized
using enhanced chemiluminescence Western blotting detection
reagents (GE Healthcare Bio-Sciences Corp, Piscataway, NJ, USA).
The western blots were captured with a digital camera and the
intensities of protein bands were quantified with NIH Image 1.62.

STATISTICAL ANALYSIS
For behavioral data, repeated measures analyses of variance
(rANOVA; to assess for overall main effects for Time, Group,
Injury, Drug, and any interactions) and analysis of variance
(ANOVA; to assess for main effects of Group, Injury, Drug, and
any interactions at each time point) were conducted for each
of the dependent variables. Baseline measurements were used
as a covariate to account for any baseline differences. Pairwise
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comparisons were performed where appropriate. OFA scores were
separated into two subscales: horizontal activity (HA) and vertical
activity (VA). Analyses for all measures except for OFA included
data for all subjects (N = 54). The OFA included a subset of the
subjects (N = 46) because of an equipment malfunction during
one cohort of eight subjects. Cohorts were similar among exper-
imental groups; therefore, the remaining data are representative
of all experimental conditions. All tests were two tailed using
α= 0.05. Data analyses were performed at the conclusion of the
project, after all measurements were collected.

Mitochondrial complex I-V and PDHE1α1 protein expression
levels were analyzed for each brain region (prefrontal cortex,
cerebellum, and contralateral and ipsilateral hippocampus and
cerebral cortex) using a one-way ANOVA followed by LSD mul-
tiple comparison. A p-value <0.05 was considered statistically
significant.

RESULTS
In reference to the weight gain in the groups the following was
observed. The mTBI animals gained only 2.7% of the base-
line weight (p < 0.05), while the stressed animals gained sig-
nificantly more both with mTBI at 10.8% and without mTBI
at 11.9% (p < 0.001). Naïve animals also gained a significant
amount of weight at 7.5% in comparison to the baseline, but less
than the stressed rats. The behavioral and western blot analysis
quantification was not conducted in a blinded fashion.

BEHAVIORAL FUNCTIONAL OUTCOMES
Open field activity
Open field activity measures naturally occurring behaviors exhib-
ited when an animal explores and interacts with its surroundings.
These measures provide reliable and valuable data about gross
motor and specific movements related to psychological conditions
such as anxiety-related and depressive-related behaviors (35–38).
For the purposes of this experiment, two variables were extracted
from the animal’s movement within the chambers: HA and VA.
Figure 1A presents HA (an index of general health and move-
ment) of the animals. Overall, there was a main effect for Group,
F(3,40)= 6.00, p < 0.01, η2

= 0.31, such that Naïve animals had
significantly more activity overall than did the S-mTBI animals.
There was a main effect for Stress, F(1,40)= 16.25, p < 0.001,
η2
= 0.29, such that the non-stressed animals had significantly

more activity overall than did the stressed animals. There also was
a significant Time× Stress Interaction, F(1,40)= 4.13, p < 0.05,
η2
= 0.09. At 3 days post injury, there was a main effect for Group,

F(3,40)= 5.83, p < 0.01, η2
= 0.30, such that the Naïve animals

had significantly more activity than did the Stress animals and
the S-mTBI animals. There also was a main effect for Stress,
F(1,40)= 16.38, p < 0.001, η2

= 0.29, such that the non-stressed
animals had significantly more activity than did the stressed ani-
mals. At day 5 post injury, there was a main effect for Group,
F(3,40)= 4.38, p < 0.01, η2

= 0.25, such that Naïve animals had
significantly more activity than did S-mTBI animals. There also
was a main effect for Stress, F(1,40)= 10.58, p < 0.01, η2

= 0.21,
such that the non-stressed animals had significantly more activity
than did the stressed animals.

Figure 1B presents VA (an index of depression-related behav-
iors; where less VA indicates more depression-related behaviors)

of the animals. Overall, there was a main effect for Group,
F(3,40)= 6.46, p < 0.001, η2

= 0.32, such that Naïve animals
had significantly more VA than did S-mTBI animals and Stress
animals. There was a main effect for Injury, F(1,40)= 7.91,
p < 0.01, η2

= 0.16, such that non-injured animals had signifi-
cantly more VA than did the TBI animals. There was a main effect
for Stress, F(1,40)= 13.18, p < 0.001, η2

= 0.25, such that non-
stressed animals had significantly more VA than did the stressed
animals. There also was a significant Time×Group Interaction,
F(3,40)= 6.73, p < 0.001, η2

= 0.33, a Time× Injury Interaction,
F(1,40)= 9.08, p < 0.01, η2

= 0.19, and a Time× Injury× Stress
Interaction, F(1,40)= 10.17, p < 0.01, η2

= 0.20. At day 3 post
injury, there was a main effect for Group, F(3,40)= 7.61,
p < 0.001, η2

= 0.36, such that Naïve animals had significantly
more VA than did mTBI animals, Stress animals, and the S-
mTBI animals. There was a main effect for Injury, F(1,40)= 11.81,
p= 0.001, η2

= 0.23, such that non-injured animals had signifi-
cantly more VA than did the TBI animals. There also was a main
effect for Stress, F(1,40)= 13.34, p < 0.001, η2

= 0.25, such that
non-stressed animals had significantly more VA than did stressed
animals. At 5 days post injury, there was a main effect for Group,
F(3,40)= 5.07, p < 0.01, η2

= 0.27, such that Naïve animals had
significantly more VA than did S-mTBI animals. There also was a
main effect for Stress, F(1,40)= 10.54, p < 0.01, η2

= 0.21, such
that non-stressed animals had significantly more VA than did
stressed animals.

Revised neurobehavioral severity scale
The NSS-R is a sensitive and reliable measure of sensory-motor
responses in rodents (27, 28, 39). This measure models a clinical
neurological exam of human patients and was based on several
previous reports (29–32).

Figure 2 presents the neurobehavioral severity data (NSS-
R; where higher scores indicate more sensorimotor functional
impairment) of the animals. Overall, there was a main effect
for Group, F(3,49)= 5.99, p < 0.001, η2

= 0.27, such that Naïve
animals had significantly lower NSS-R scores than did mTBI ani-
mals. There also was a main effect for Injury, F(1,49)= 14.97,
p < 0.001, η2

= 0.23, such that non-injured animals had signifi-
cantly lower NSS-R scores than did TBI animals. Similarly, at 3 days
post injury, there was a main effect for Group, F(3,49)= 4.23,
p < 0.01,η2

= 0.21, such that Naïve animals had significantly lower
NSS-R scores than did mTBI animals. There also was a main
effect for Injury, F(1,49)= 10.53, p < 0.01, η2

= 0.18, such that
non-injured animals had significantly lower NSS-R scores than
did TBI animals. At 5 days post injury, there was a main effect
for Group, F(3,49)= 4.72, p < 0.01, η2

= 0.22, such that Naïve
animals had significantly lower NSS-R scores than did mTBI
animals and S-mTBI animals. There also was a main effect for
Injury, F(1,49)= 10.09, p < 0.01, η2

= 0.17, such that non-injured
animals had significantly lower NSS-R scores than did TBI animals.

Acoustic startle response with and without pre-pulse
The ASR with and without pre-pulse are whole body behav-
ioral responses believed to index information processing (40) and
possibly attention (41–43).

Figure 3A presents the ASR data with a tone of 110 dB. Over-
all, there was a main effect for Time, F(1,49)= 9.41, p < 0.01,
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FIGURE 1 | Effects of stress, mTBI, or the combination on open field
activity. Activity was measured for 60 min at baseline (BL), and 3 and 5 days
post injury and the number of beam breaks was collected. (A) Horizontal
activity (measure of general health and movement) of the animals throughout

the experiment. (B) Vertical activity (measure of depression-related behavior)
of the animals throughout the experiment. Vertical activity measurement post
injury was covaried for baseline measurements due to differences at baseline
between groups. *p < 0.05, **p < 0.01 vs. Naïves, respectively.

η2
= 0.16, such that animals 4 days post injury had significantly

lower startle to the tone than did animals at 6 days post injury.
There also was a main effect for Group, F(3,49)= 9.21, p < 0.001,
η2
= 0.36, such that Naïve animals had significantly higher startle

to the tone than did mTBI animals and S-mTBI animals. There was
a main effect for Injury, F(1,49)= 23.29, p < 0.001,η2

= 0.32, such
that non-injured animals had higher startle responses than did TBI
animals. There also was a significant Time× Stress Interaction,
F(1,49)= 6.88, p < 0.050, η2

= 0.12. At 4 days post injury, there
was a main effect for Group, F(3,49)= 7.25, p < 0.001, η2

= 0.31,
such that Naïve animals had significantly more startle to the tone
than did mTBI animals and S-mTBI animals. There also was a
main effect for Injury, F(1,49)= 20.00, p < 0.001, η2

= 0.29, such
that non-injured animals had significantly higher startle to the
tone than did TBI animals. At 6 days post injury, there was a main
effect for Group, F(3,49)= 8.42, p < 0.001, η2

= 0.34, such that
Naïve animals had significantly higher startle to the tone than did
Stress animals, mTBI animals, and S-mTBI animals. There was a
main effect for Injury, F(1,49)= 18.25, p < 0.001, η2

= 0.27, such
that non-injured animals had more startle to the tone than did TBI
animals. There also was a main effect for Stress, F(1,49)= 6.40,

p < 0.050, η2
= 0.12, such that non-stressed animals had more

startle to the tone than stressed animals.
Figure 3B represents the ASR data with a tone of 110 dB and a

pre-pulse of 68 dB (heard 100 ms before the tone). Similar results
were found here as with the 110-dB tone alone. Overall, there
was a main effect for Time, F(1,49)= 4.66, p < 0.05, η2

= 0.09,
such that animals at 4 days post injury had significantly less startle
than animals at 6 days post injury. There was a main effect for
Group, F(3,49)= 15.15, p < 0.001, η2

= 0.48, such that Naïve ani-
mals had significantly more startle than did Stress animals, mTBI
animals, and S-mTBI animals. There was a main effect for Injury,
F(1,49)= 37.79, p < 0.001, η2

= 0.44, such that non-injured ani-
mals had significantly more startle than did TBI animals. There was
a main effect for Stress, F(1,49)= 5.77, p < 0.050, η2

= 0.11, such
that non-stressed animals had significantly more startle than did
stressed animals. There also was a significant Time× Stress Inter-
action, F(1,49)= 6.99, p < 0.050, η2

= 0.13. At 4 days post injury,
there was a main effect for Group, F(3,49)= 11.85, p < 0.001,
η2
= 0.42, such that Naïve animals had significantly more star-

tle than did mTBI animals and S-mTBI animals. There also was a
main effect for Injury, F(1,49)= 32.73, p < 0.001, η2

= 0.40, such
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FIGURE 2 | Effects of stress, mTBI, or the combination on
neurobehavioral function. Neurobehavioral severity was determined by
using a 10-item test with a score of 0, 1, 2, on each given task. Higher
scores indicate more neurobehavioral impairment. Animals were tested

at baseline (BL), and 3 and 5 days post injury. Neurobehavioral
assessment post injury was covaried for baseline measurements due to
differences at baseline between groups. *p < 0.05, **p < 0.01 vs.
Naïves, respectively.
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FIGURE 3 | Effects of stress, mTBI, or the combination on
acoustic startle response (ASR) with and without pre-pulse
(a measure of attention). (A) ASR at 110 dB alone throughout the
experiment. (B) ASR at 110 dB with a 68-dB pre-pulse throughout

the experiment. (C) ASR at 110 dB with an 82-dB pre-pulse
throughout the experiment. Animals were measured at baseline
(BL), and at 4 and 6 days post injury. *p < 0.05, **p < 0.01 vs.
Naïves, respectively.
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that non-injured animals had significantly more startle than did
TBI animals. At 6 days post injury, there was a main effect for
group, F(3,49)= 11.81, p < 0.001, η2

= 0.42, such that Naïve ani-
mals had significantly more startle than did stress animals, mTBI
animals, and S-mTBI animals. There was a main effect for Injury,
F(1,49)= 24.59, p < 0.001, η2

= 0.33, such that non-injured ani-
mals had significantly more startle than did TBI animals. There
also was a main effect for Stress, F(1,49)= 10.02, p < 0.01,
η2
= 0.17, such that non-stressed animals had significantly more

startle than did stressed animals.
Figure 3C represents the ASR data with a tone of 110 dB and a

pre-pulse of 82 dB (heard 100 ms before the tone). Similar results
were found here as with the 110-dB tone alone. Overall, there
was a main effect for Time, F(1,49)= 7.18, p < 0.01, η2

= 0.13,
such that animals at 4 days post injury had significantly less
startle than animals at 6 days post injury. There was a main
effect for Group, F(3,49)= 15.03, p < 0.001, η2

= 0.48, such that
Naïve animals had significantly more startle than did mTBI ani-
mals and S-mTBI animals. There was a main effect for Injury,
F(1,49)= 39.10, p < 0.001, η2

= 0.44, such that non-injured ani-
mals had significantly more startle than did TBI animals. There was
a main effect for Stress, F(1,49)= 6.27, p < 0.05, η2

= 0.11, such
that non-stressed animals had significantly more startle than did
stressed animals. There also was a significant Time× Stress Inter-
action, F(1,49)= 4.80, p < 0.05, η2

= 0.090. At 4 days post injury,
there was a main effect for Group, F(3,49)= 11.31, p < 0.001,
η2
= 0.41, such that Naïve animals had significantly more star-

tle than did mTBI animals and S-mTBI animals. There also was a
main effect for Injury, F(1,49)= 32.01, p < 0.001, η2

= 0.40, such
that non-injured animals had significantly more startle than did
TBI animals. At 6 days post injury, there was a main effect for
Group, F(3,49)= 11.42, p < 0.001, η2

= 0.41, such that Naïve ani-
mals had significantly more startle than did mTBI animals and S-
mTBI animals. There was a main effect for Injury, F(1,49)= 26.17,
p < 0.001, η2

= 0.35, such that non-injured animals had signifi-
cantly more startle than did TBI animals. There also was a main
effect for Stress, F(1,49)= 8.90, p < 0.01,η2

= 0.15, such that non-
stressed animals had significantly more startle than did stressed
animals. Similar results were found with 120 dB with and without
pre-pulses (data not shown).

WESTERN BLOT DATA
Prefrontal cortex
Expression levels of mitochondrial proteins in Stress and mTBI
groups was reduced, whereas S-mTBI increased PDHE1α1 protein
level in the prefrontal cortex (Figure 4). One-way ANOVA revealed
significant effects of repeated stress and mTBI treatment on ETC
CI (p < 0.05), CII (p < 0.05), CIII (p < 0.05), CIV (p < 0.01), CV
(p < 0.05), and PDHE1α1 (p < 0.05) protein levels (Figure 5).
LSD post hoc showed that when compared with Naïves, Stress, and
S-mTBI animals had significant enhancing effects on CI, CII, and
CIII. S-mTBI animals also had enhancing effects on CIV and CV
protein levels. In contrast, mTBI treatment alone did not affect
ETC subunit expression in the prefrontal cortex.

Cerebellum
One-way ANOVA showed significant effects of Stress and S-
mTBI on cerebellar CI (p < 0.05), CV (p < 0.05) and PDHE1α1

(p < 0.05) expression in rat cerebellum (Figures 4 and 6). LSD
post hoc showed that when compared with Naïves, cerebellar CI
protein level increased significantly (p < 0.05) whereas CV protein
decreased at a trend level (p < 0.01) in S-mTBI-treated animals.
Cerebellar PDHE1α1 protein level decreased in the Stress and
mTBI groups compared to the Naïve group.

Hippocampus
One-way ANOVA showed significant effects of Stress, mTBI, and
S-mTBI on CI (p < 0.05), CII (p < 0.05), CIV (p < 0.05), CV
(p < 0.01), and PDHE1α1 (p < 0.05) protein levels in the hip-
pocampus. LSD post hoc showed that, when compared with the
Naïve hippocampus, CI and CII proteins in the contralateral and
ipsilateral hippocampus of the S-mTBI animals decreased signif-
icantly. Complex IV protein levels in the hippocampus of Stress
animals and contralateral hippocampus of S-mTBI animals, as well
as CV protein level in the ipsilateral hippocampus of mTBI animals
also decreased significantly. PDHE1α1 protein level in the ipsilat-
eral hippocampus of S-mTBI animals also decreased significantly
(p < 0.01) (Figures 4 and 7).

Cerebral cortex
One-way ANOVA showed significant effects of TBI treatment on
CIII (p < 0.05), CIV (p < 0.05), CV (p < 0.01), and PDHE1α1
(p < 0.01) protein expression in the cerebral cortex (Figures 4
and 8). LSD post hoc revealed that when compared with the Naïve
group, CIII protein level was significantly higher in the contralat-
eral and ipsilateral cortex of S-mTBI animals (p < 0.05), CIV
protein level was significantly lower in the ipsilateral cortex of
mTBI animals (p < 0.05), and CV protein level was significantly
higher in the cortex of S-mTBI animals (p < 0.05). PDHE1α1 was
significantly higher in the contralateral cortex of mTBI animals
(p < 0.05) but lower in the ipsilateral cortex of mTBI (p < 0.05)
and S-mTBI animals (p < 0.01).

DISCUSSION
The prevalence of post-concussive syndrome associated with
increased anxiety and memory deficit are particularly high among
military casualties of the Iraq and Afghanistan wars (5). The role
of psychological stress in the battlefield is very important on the
outcome of TBI. Currently, the overlapping depressive sympto-
mology of PTSD and mTBI present a major diagnostic challenge
and dilemma for clinicians. In this study, we have dissected the
neurobehavioral symptoms and altered brain metabolic pathways
following stress or mTBI alone, and combined effect of stress and
mTBI in rats. The key findings of this study are (1) animal expo-
sure to the repeated stress or mTBI alone resulted in an early and
short term increase in anxiety and impaired memory, (2) these
symptoms persisted for a long time in animals with combined
stress and mTBI, and (3) abnormal mitochondrial ETC and PDH
enzyme expressions in different parts of the brain were seen in all
animals with stress with or without brain injury confirming the
altered cellular metabolic pathways due to stress or mTBI (44, 45).

BEHAVIORAL EFFECTS OF STRESS, mTBI, OR STRESS WITH mTBI
The presence of repeat stress in our rat model had little effect
on sensorimotor responses, but significant decrease in startle
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FIGURE 4 | Representative samples of Western blotting of CI, CII,
CIII, CIV, CV, and PDHE1α1 protein bands in the tissue homogenates
of rat prefrontal cortex (PFC), cerebellum, hippocampus, and
cerebral cortex collected at 7 days post mTBI. Contralateral and
ipsilateral hippocampus and cerebral cortex were collected for mTBI and

S-mTBI animals. Twenty micrograms of total proteins were resolved on
SDS-PAGE gel and incubated with the primary antibodies against each
protein. N, Naïves; S, Stress; T, mTBI; ST, stress followed by mTBI;
C, contralateral mTBI; I, ipsilateral mTBI; ST, contralateral S-mTBI;
STi, ipsilateral S-mTBI.

responses, with and without pre-pulse at day 6. These findings
suggest that stress initially decrease movement and temporary
increase in depression-related behaviors. These findings are simi-
lar to the previous published report in which rat exposure to fear
only caused temporary increased in anxiety and impaired memory
(46). In contrast, our startle data reveals that information process-
ing was not immediately affected by stress, but became abnormal
over time suggesting the progression of secondary brain injury
in our rat model of repeat stress. Similarly, patients with PTSD
also frequently display increased arousal, which is manifested by
irritability, attention deficit, and disturbed sleep (3, 47). These
observations confirm the similarities of depression like symptoms
in our rat repeat stress model and patients with PTSD.

Brain injury alone caused a significant decline in sensorimotor
function and startle responses throughout the experiment when
compared with naïves animals. These observations indicate that

even mTBI initially triggers the depression like behaviors that
recovered within 6 days following injury, but the poor senso-
rimotor function persisted. Similar cognitive dysfunctions have
also been published in rat models with controlled cortical impact
injury, lateral and midline FP injury, and blast (48). In humans
also, cognitive dysfunctions and impaired memory are the com-
mon clinical manifestations of mTBI that have not been widely
studied in animal models (49). Therefore, functional neurobehav-
ioral responses to mTBI in this study are important for future
diagnosis and treatment of mTBI.

The combination of stress and brain injury appeared to pro-
duce an additive effect on activity, sensorimotor function, and
startle responses. A significant decreased the horizontal and
VA, sensorimotor functions and startle responses were noted
throughout the experiment in animals with combined stress
and mTBI. The additional behavioral findings in our study
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FIGURE 5 | Semi-quantitative determination of the Western blotting
protein bands density of ETC subunits CI, CII, CIII, CIV, CV proteins, and
PDHE1α1 protein expressed in rat prefrontal cortex (PFC) 7 days post

mTBI. N, Naïves; S, Stress; T, mTBI; ST, stress followed by mTBI. Results are
presented as the fold change relative to the Naïves (=1). *p < 0.05,
**p < 0.01 vs. Naïves, respectively.
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FIGURE 6 | Semi-quantitative determination of the Western blotting
protein bands density of ETC subunits CI, CII, CIII, CIV, CV proteins, and
PDHE1α1 protein expressed in rat cerebellum 7 days post mTBI.

N, Naïves; S, 3 days repeated stress; T, mTBI; ST, stress followed by mTBI.
Results are presented as the fold change relative to the Naïves (=1).
*p < 0.05, **p < 0.01 vs. Naïves, respectively.
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FIGURE 7 | Semi-quantitative determination of the Western
blotting protein bands density of ETC subunits CI, CII, CIII, CIV, CV
proteins, and PDHE1α1 protein expressed in rat hippocampus
7 days post mTBI. N, Naïves; S, 3 days repeated stress; T, mTBI; ST,

stress followed by mTBI; C, contralateral mTBI; I, ipsilateral mTBI; ST,
contralateral S-mTBI; STi, ipsilateral S-mTBI. Results are presented as
the fold change relative to the Naïves (=1). *p < 0.05, **p < 0.01 vs.
Naïves, respectively.
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FIGURE 8 | Semi-quantitative determination of the Western
blotting protein bands density of ETC subunits CI, CII, CIII, CIV, CV
proteins, and PDHE1α1 protein expressed in rat cerebral cortex
7 days post mTBI. N, Naïves; S, 3 days repeated stress; T, mTBI; ST,

stress followed by mTBI; C, contralateral mTBI; I, ipsilateral mTBI; ST,
contralateral S-mTBI; STi, ipsilateral S-mTBI. Results are presented as
the fold change relative to the Naïves (=1). *p < 0.05, **p < 0.01 vs.
Naïves, respectively.
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confirms that the combination of injury and repeated stress
were particularly disruptive. Naïve animals showed the appro-
priate habituation expected over the course of the experiment
with regards to OFA and NSS-R (i.e., the animals’ activity or
score decreased over time). It is also worth noting that animals
were also tested using the rotarod (data not shown), to test for
motor deficits, and while TBI decreased the time the animals
were able to balance, stress improved the animals’ balance. This
finding helps in the interpretation of the OFA results, indicat-
ing that the combination of stress and mTBI did not cause any
motor deficits, therefore the decrease in horizontal and VA can be
interpreted as deteriorated general health and depressive-related
behaviors.

MITOCHONDRIAL EFFECTS OF STRESS, mTBI, OR STRESS WITH mTBI
The specific role of primary mechanisms in stress, mTBI, or com-
bined effects of stress with mTBI is difficult to assess in clinical
cases. However, postmortem analysis of brain tissue from patients
with PTSD and/or TBI indicated the involvement of mitochon-
dria in neuronal cell death and hippocampus atrophy (44, 45).
We believe this is the first study to examine the proteins responsi-
ble for mitochondrial energy producing pathways in response to
stress, mTBI, or stress with mTBI.

As with the behavioral effects, the stress and injury manip-
ulations have significant measureable effects on PDH and ETC
expression in different parts of the brain. These findings extend
our previous findings of altered mitochondrial PDH expres-
sion and activity after TBI (12, 13). Similar to our findings of
neurobehavioral effects of combined stress and mTBI, present
experiment indicate that the combination of repeated stress and
mTBI had the most effects on mitochondrial PDH and ETC sub-
unit expression compared with stress or mTBI alone. Therefore,
the parallel effects of combined stress and injury on behav-
ioral and brain ETC activity are noteworthy and merits further
investigation.

The PFC is known to exert a powerful inhibitory effect on
amygdala activity and plays an important role in fear extinc-
tion (50, 51). The increased ETC subunit expression in the PFC
of stressed animals (especially in the stress plus injury animals)
could be associated with increased inhibition of amygdala acti-
vation, altered fear memory and affect the reorganization of
interconnection and inter-regulation between the PFC and lim-
bic circuits to alter endurance and resistance from further stress
(52). The region-specific increase of ETC subunits expression
in the PFC of Stress and S-mTBI animals is also in agreement
with the recent report that chronic stress sensitizes the frontal
cortex to the release of cytochrome c (CIV) from the mito-
chondria of male rats. While the relevance of increased PFC in
ETC expression in an animal model of repeated stress with brain
injury (that may model PTSD with mTBI) remains to be vali-
dated. Recent brain imaging studies indicate that combat-exposed
war veterans with PTSD and mTBI with high risk for suicide
also had hyperactivation of the PFC and anterior cingulate dur-
ing error processing compared to non-suicidal PTSD with mTBI
veterans (53).

Although the mechanism and biological significance of pre-
existing stress on the severity of brain injury remains obscure, the

enhanced ETC expression may also reflect a compensatory mech-
anism for increased energy demand of the injured brain due to
increased neuronal activity in several brain regions. This data is
also in line with the reported up-regulation of cannabinoid recep-
tor (CBR) expression, an important mediator of energy metabo-
lism in the PFC of juvenile male rats after repeated stress (54). In
contrast to the increase ETC complexes in the PFC, the expres-
sion of CI, CII, CIV, and PDHE1α1 were significantly reduced
in the hippocampus of the stress plus injury animals. CV also was
decreased in the cerebellum of the stress plus injury animals. These
results suggest an increased vulnerability of a repeatedly stressed
hippocampus to the detrimental effects of mTBI in terms of ETC
complex expression and activity. Reduced ETC and PDHE1α1
expression are consistent with reports that inhibition or deficits of
mitochondrial ETC complexes are associated with increased ROS
production, increased oxidative damage, and apoptotic cell death
in the hippocampus after TBI (55–61). These findings corrobo-
rate the observations of Opii et al. (62) indicating that, following
TBI, several mitochondrial proteins involved in energy producing
pathways are modified or oxidatively damaged in different parts of
the brain, which may eventually cause cell death and brain atrophy
(45). Therefore, the identification of these proteins in response to
stress alone or stress followed by mTBI may provide new insights
into the brain cell metabolic mechanisms and possible therapeutic
interventions after mTBI.

The hippocampus is highly vulnerable to brain injury in both
animal models of TBI and humans with TBI, and the hippocam-
pus volume is also reduced in patients with PTSD (63–65). The
hippocampus undergoes atrophy and contributes to the chronic
memory deficits in the weeks to months following a mTBI (66, 67).
Other studies reported that alterations in hippocampus ETC level
is associated with aging and increased oxidative damage in mice
brains (68) and with Alzheimer’s disease (69), a neurodegenerative
disorder common among TBI patients (70, 71).

Summary
The behavioral and brain protein data support a greater impact
of combined stress plus brain injury than mTBI or stress alone on
neurobehavioral function and brain mitochondrial ETC expres-
sion. Repeated stress exposure prior to TBI potentiated mitochon-
drial ETC subunit expression in the various brain regions and also
potentiated several behavioral effects in rats. These results may
explain the relationship between altered regional brain mitochon-
drial activity and functional outcomes in people with PTSD and
mTBI. Repeated stress could have contributed to the high inci-
dence of long-term neurologic and neuropsychiatric morbidity in
military personnel with mTBI.
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Neurophysiological changes resulting from traumatic brain injury (TBI) can result in adverse
changes in behavior including mood instability and cognitive dysfunction. Cell death follow-
ing TBI likely contributes to these altered behaviors and remains an elusive but attractive
target for therapies aiming at functional recovery. Previously we demonstrated that neural
progenitor cells derived from embryonic rats can be transplanted into donor neonatal
rat brain slices and, over the course of 2 weeks in culture, mature into neurons that
express neuronal immunohistochemical markers and develop electrophysiological profiles
consistent with excitatory and inhibitory interneurons. Here we examine the potential of
generating electrophysiologically mature neurons with a layer-specific phenotype as a next
step in developing a therapy designed to rebuild a damaged cortical column with the func-
tionally appropriate neuronal subtypes. Preliminary results suggest that neurons derived
from passaged neurospheres and grown in dissociated cell culture develop GABAergic and
presumed glutamatergic phenotypes and that the percentage of GABAergic cells increases
as a function of passage. After 2 weeks in culture, the neurons have a mix of immature and
mature neuronal electrophysiological profiles and receive synaptic inputs from surrounding
neurons. Subsets of cells expressing neuron specific markers also express layer-specific
markers such as Cux1, ER81, and RORβ. Future studies will investigate the potential of
transplanting layer-specific neurons generated and isolated in vitro into the neocortex of
neonatal brain slices and their potential to maintain their phenotype and integrate into the
host tissue.

Keywords: traumatic brain injury, transplantation, neocortex, neuroprogenitor, therapy

INTRODUCTION
Traumatic brain injury (TBI) results in a host of adverse changes
within the central nervous system that can have profound adverse
functional and behavioral changes. While the underlying pathol-
ogy of these deficits is still under investigation, the loss of neural
tissue from initial impact or secondary injury mechanisms con-
tributes to these deficits (1). The use of stem cells to replace
lost neurons or rebuild missing networks holds great promise for
reversing TBI-induced neurological deficits (2, 3). However, our
ability to rebuild damaged neuronal networks is limited in part by
our capacity to generate specific types of neurons in a controlled
fashion. In vitro methods that successfully generate neurons phe-
notypic of the different neocortical layers may help bring viable
cell replacement therapies closer to reality.

Within the neocortex, neurons that ultimately reside within a
particular cortical layer are born in the ventricular and subven-
tricular zones (VZ and SVZ) arising from neural progenitor cells
in both these regions (4–8). Neurons of the deeper cortical layers
are born first and subsequent superficial layers arise from later
born neurons resulting in an inside-out construction pattern (9).
Thus, neurons of the different cortical layers are generated from
different cell division cycles of progenitor cells in the VZ and SVZ.
These observations suggest that the number of cell division cycles

could be a contributing factor to the final neuronal subtype (10–
12) and replication of this process in vitro might be capable of
generating neurons phenotypic of specific cortical layers. Shen
et al. (13) on the other hand, demonstrated that neural progenitor
cells harvested from embryonic mice at the onset of corticogenesis
(E10.5) contain the machinery for producing multiple neocortical
cell types when grown in culture.

As a potential source for a viable mixed population of neurons
capable of transplantation we investigated the capacity for neuro-
progenitor cells (NPC) harvested from the neocortex of later stage
mouse embryos (embryonic days 14–16) to generate neurons char-
acteristic of different cortical layers when grown in culture long
enough to become electrophysiologically mature. Furthermore, we
investigated whether propagation of these cells through repeated
passaging as neurospheres affected the overall composition of sub-
sequent cultures once allowed to differentiate for multiple weeks.
Finally, we investigated the ability of later stage embryonic neu-
rons to maintain neuronal identities and integrate with host tissue
when transplanted into injured slices of neonatal mouse cortex.
We find that this approach successfully generates electrophysio-
logically mature neurons that express markers characteristic of
different neocortical layers and that acutely isolated cells suc-
cessfully integrate into neuronal networks upon transplantation.
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These studies help further our understanding of the potential for
NPC to serve as a therapeutic source for treating TBI.

MATERIALS AND METHODS
HARVESTING OF EMBRYONIC CORTICAL CELLS
Pregnant wild type C57Bl/6 or C57BL/6-Tg(UBC-GFP)30Scha/J
mouse dams from Jackson Laboratories were injected with eutha-
sol (~0.1 cm3 per 15 g body weight, IP) and embryos (E14–16)
removed under sterile surgical conditions. The developing sen-
sory cortex was isolated from each embryo while submerged in
sterile ice-cold artificial cerebrospinal fluid continuously bub-
bled with 95/5% O2/CO2. Single cell suspensions were generated
by mechanical trituration. Cells were then either used for neu-
rosphere/cell culture experiments or injection into neonatal mouse
slice cultures as outlined below.

GENERATION OF CORTICAL SLICES FROM NEONATAL MICE
WT mouse pups (P1–P3) were heavily anesthetized with isoflurane
and decapitated with sharp scissors. The brains were removed and
400 µm thick coronal hemi-sections were cut in sterile filtered
ice-cold artificial cerebrospinal fluid continuously bubbled with
95/5% O2/CO2. Sections were transferred to sterile tissue culture
inserts in a six well plate (one to four sections per well) and washed
twice with sterile MEM containing 10% normal horse serum and
4% G:1:2. TBIs were simulated by making a fine incision in the
cortex with a 22 gauge needle. A total of 30,000 harvested GFP+

embryonic cells were injected into each incision in a volume of
10 nl culture medium. Slices were incubated for 1–2 weeks prior
to immunohistochemistry or electrophysiology experiments.

NEUROSPHERE PASSAGING AND DIFFERENTIATION
Harvested embryonic neurons not used for injection were main-
tained in proliferation media (NeuroCult NSC Basal Medium
Mouse, STEMCELL Technologies Inc., Vancouver, BC, Canada)
until neurospheres formed. Upon reaching sufficient size, neu-
rospheres were partially dissociated with brief treatment of trypsin
(Gibco 0.05%Trypsin EDTA), washed, and divided into two
groups. One group was placed in new proliferation media for
a subsequent passage and the other used for cell culture exper-
iments. For cell cultures, dissociated neurospheres were plated
on coverslips at a density of 6e10 cells per milliliter and main-
tained in differentiation media (NeuroCult NSC Basal medium
Mouse with Proliferation supplement, STEMCELL Technologies
Inc., Vancouver, BC, Canada) media for 1–2 weeks prior to use for
immunohistochemistry or electrophysiological experiments.

ELECTROPHYSIOLOGY
Slices with GFP+ transplanted cells or coverslips with cultured
cells were transferred to a submersion style chamber attached to
a Zeiss Axioskop; individual neurons were visualized with DIC
optics. GFP+ transplanted neurons were identified by their fluo-
rescence. Slices and cover slips were continuously perfused with
ACSF composed of (in millimolar) NaCl 126, KCl 3, CaCl2 2,
NaH2PO4 1.25, MgSO4 2, NaHCO3 26,d-glucose 10, bubbled with
a mixture of 95% O2/5% CO2 at room temperature. Whole cell
recordings were obtained with borosilicate pipettes containing (in
millimolar): K-gluconate 130, KCl 15, HEPES 5, EGTA 1, Mg-ATP

4, Na-GTP 0.3 with pH adjusted to ~7.3 with KOH. In a subset
of recordings, 0.2% Neurobiotin was included in the intracellular
solution to enable post hoc visualization of recorded cells (Vector
Laboratories, Burlingame, CA, USA). Analysis of active and passive
membrane properties was performed offline using ClampFit soft-
ware (Molecular Devices, LLC, Sunnyvale, CA, USA) and custom
written routines in Igor Pro (WaveMetrics, Portland, OR, USA).
Spontaneous synaptic activity was analyzed by isolating individual
synaptic events in MiniAnalysis (SynaptoSoft, Decatur, GA, USA).

IMMUNOHISTOCHEMISTRY
Coverslips with dissociated cell cultures were fixed with 4%
paraformaldehyde followed by four washes with PBS. After a 1 h
incubation in blocking buffer at room temperature, coverslips were
incubated in blocking buffer plus either mouse monoclonal anti-
β-tubulin (1:500), rabbit polyclonal anti-MAP-2 (1:200, Sigma
Aldrich, St. Louis, MO, USA), or mouse monoclonal anti-NeuN
(1:100, EMD Milliporem, Billerica, MA, USA) and a layer-specific
(rabbit anti-ER81, 1:1000; mouse anti-CUX1, 1:1000; rabbit anti-
RORβ, 1:500; abcam, Cambridge, MA, USA) or rabbit anti-GABA
(Sigma Aldrich, St. Louis, MO, USA) overnight at 4°C. Coverslips
were washed in PBS and a secondary antibody (Alexa Fluor 488 or
546, 1:200; Life Technologies, Grand Island, NY, USA) applied for
90 min followed by a final rinse in PBS and application of bisbenz-
imide to label cell nuclei. Finally coverslips were mounted on glass
slides using Mowiol or Vectashield. Slice cultures were fixed in 4%
paraformaldehyde for 20 min followed by overnight incubation in
a 30% sucrose/PBS (wt/vol) solution. Slices were sub-sectioned
into 20–40 µm thick sections for subsequent immunohistochem-
istry that proceeded as above following permeabilization with
0.1% Triton X-100 in PBS. All antibody concentrations were the
same except anti-β-tubulin (1:1000) and secondary antibodies
(1:1000). Neurobiotin filled cells were visualized by incubating
either cell or tissue cultures with NeutrAvidin-488 (Life Technolo-
gies Corporation) diluted 1:200 in PBS for 2 h following primary
and secondary antibody reactions.

Images were imported into Fiji (14) and each acquisition chan-
nel separated into individual images. The channel containing data
from a neuronal marker (NeuN, β-tubulin, or MAP-2) was thresh-
olded using Otsu or Maximum Entropy auto-thresholding. These
parameters reliably isolated cell bodies from the background.
Regions of interest (ROIs) were drawn around individual neurons
and the resulting series of ROIs overlaid on the similarly thresh-
olded image containing a layer-specific marker (Cux1, ER81, or
RORβ) or GABA imaging data. The percentage of the neuronal
marker ROI filled with a layer-specific or GABA pixels was calcu-
lated and a value of greater than 30% of the neuronal ROI was
considered co-labeled. DAPI stained nuclei were hand counted
using the Cell Counter plugin.

RESULTS
NEUROGENIC POTENTIAL AND EXPRESSION OF LAYER-SPECIFIC
MARKERS
Neuroprogenitor cells capable of generating multiple subtypes of
neurons are a potential source for restorative therapies following
TBI. We investigated whether cells isolated from the neocortex of
embryonic mice during the peak period of corticogenesis [E14–16
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(15, 16)] could produce and sustain neurons when cultured as
neurospheres and whether the composition of neuronal subtypes
changed over repeated passages. After ~7 days in culture, neu-
rospheres were either placed in differentiation media (see Materials
and Methods) and allowed to differentiate for at least 2 weeks or
back in proliferation media. This was repeated for up to 3 passages.
When neurons were differentiated, they were immunoreacted for
neuronal markers, laminar markers, and GABA. Results were
similar across embryonic ages and were consequently combined.

Investigation of the neurogenic potential of cells following
passaging revealed that each passage was capable of generating
neurons (Figure 1). Passage 1 generated the highest percentage
of neurons (18± 6%; n= 723 cells, five experiments) compared
to 9± 2% (n= 301 cells, five experiments) and 11± 4% (n= 294
cells, seven experiments) for passages 2 and 3 respectively. This
pattern is similar to that reported for NPC harvested from e10
embryos (13). In addition to the development of presumed gluta-
matergic projection neurons we examined the development profile
of GABAergic neurons across passages (Figure 2). The percentage
of neurons immunopositive for GABA in passage 1 was 24± 6%
(n= 240 neurons from four experiments) compared to 40± 10%
(n= 102 neurons from three experiment) and 47± 3% (n= 59
neurons from two experiments) in passages 2 and 3 respectively
(Figure 2B). Thus the percentage of inhibitory neurons tended to
increase as a function of passage number although the difference
was not significant (P = 0.34, ANOVA).

Examination of the layer specificity of neurons derived from
passaged neurospheres and allowed to differentiate for multiple
weeks in vitro revealed a diverse set of neuronal phenotypes.
Figures 3A–C shows representative examples of neurons differ-
entiated from neurospheres. In this example, a marker for upper
layer neurons, Cux1 (Figure 3A), colocalizes with a subset of cells
immunopositive for a neuron specific marker (β-tubulin, green).
In passage 1, expression of Cux1 was highest (Figure 3D, 89± 4%,
n= 161 cells from four experiments) while the fraction of neurons
expressing Er81, a marker of earlier born deeper layer neurons (17,
18), was lowest (Figures 3E, 40± 10%, n= 100 cells from three
experiments). RORβ expression levels, a marker of layer IV neu-
rons (18), was in between these two levels at 56± 4% (Figure 3F,
n= 212 cells from three experiments). Thus, neurons characteris-
tic of multiple layers of the neocortex were present but upper layer
neurons were dominant.

We also investigated whether repeated passaging of neu-
rospheres derived from E14 to E16 embryos altered the neuronal
composition of cultures following differentiation. In general, there
was variability between passages, but markers for all layers were
present in each passage. The distributions did not follow a specific
pattern, but markers for all layers were substantially represented
after each passage. The persistence of neurons immunoreactive
for Er81 suggests that these cells may survive better than those
expressing markers for layer 4 (RORβ) or the upper layers (Cux1)
(Figures 3D–E). These findings suggest that NPCs obtained from
proliferative regions at E14–16 are capable of generating neurons
intended to reside in multiple layers; this is not surprising given
what is known about the dates of generation of mouse neocortical
neurons (10–12). Cells expressing GABA also increased in percent-
age with passage number. This suggests that GABAergic cells may

FIGURE 1 | Neurons can be successfully generated from passaged
neurospheres even after multiple passages. (A) Representative example
of neurons from passage 3 after 9 days in vitro immunopositive for the
neuronal marker β-tubulin (green) and DAPI labeled cell nuclei (blue). The
red arrow indicates a nucleus from a β-tubulin negative cell. (B) Group data
for percentage of neurons identified as a function of neurosphere passage
number. The percentage was highest in passage 1.

also be more likely to survive over a series of passages in culture
perhaps through reduced induction of apoptotic mechanisms as
seen in neonatal rat cerebellar cultures (19).

ELECTROPHYSIOLOGICAL PROPERTIES OF CULTURED NEURONS
We examined the electrophysiological properties of the cultured
neurons using whole cell recordings. Neurons from passage 2
tended to have higher membrane resistances compared to the other
passages (757± 108, 985± 169, 798± 105 MΩ for passages 1, 2,
and 3 respectively, Table 1) however the difference was not sig-
nificant (P = 0.83). There was no significant difference in either
the membrane capacitance or resting potential across passages
(Table 1). Passage 1 cells had a higher current threshold for ini-
tiation of action potentials (85± 10 pA) compared to passage 2
and 3 (51± 7 and 61± 10 pF respectively). This difference was
significant for passage 2 (P < 0.03, ANOVA with Tukey’s post hoc
comparison, Table 2).

Spontaneous synaptic activity between neurons tended to
decline as a function of passage number. The number of quiet
cells was lowest in passage 1 (4 out of 28, 14%) and highest in
passage 3 (7 out of 12, 58%). In passage 2, 4 out of 20 cells were
silent (20%). The frequency of synaptic inputs tended to be higher
in passage 2 (0.5± 0.2 Hz vs. 0.32± 0.07 and 0.3± 0.2 Hz for pas-
sages 1 and 3 respectively) but the difference was not significant
(P = 0.19). Examples of evoked and spontaneous synaptic activity
are shown in Figures 4A,B respectively. In Figure 4A simultaneous
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FIGURE 2 |The percentage of neurons generated from neurospheres
that are GABAergic increases as a function of passage.
(A) Representative example of GABAergic immunoreactivity (red) in
neurons from passage 2, 14 days in vitro. Neurons were identified by
expression of β-tubulin (green). (B) Percentage of neurons that were
GABAergic following three consecutive passages. Scale bar equals 50 µm.

whole cell recordings were used to evoke action potentials in one
cell (square steps in the blue command traces) while recording the
resulting synaptic activity in the other cell. In contrast to action
potential mediated responses, hyperpolarizing each cell did not
produce a change in the opposite cell suggesting the absence of
gap junctions between the two cells. Voltage clamp recordings of
spontaneous postsynaptic currents (PSC) activity for these cells is
shown in Figure 4B and is representative of activity observed in all
neurons with active inputs. Bath application of 500 nM gabazine,
a GABAA receptor antagonist, changed the frequency of synaptic
activity but in a variable manner between cells (data not shown)

suggesting the presence of functional GABAergic synapses within
the cultured network.

In a subset of recordings, Neurobiotin was included in the
intracellular solution. Figure 5 shows two examples of Neuro-
biotin labeled cells following immunohistochemistry for GABA.
The cell in Figure 5A was positive for GABA (upper left) and
had smooth processes relatively free of spines, a morphology con-
sistent with neocortical inhibitory neurons (20). Conversely, the
neuron depicted in the Figure 5B was immuno-negative for GABA
(lower left) and, like excitatory neurons of the neocortex (21), had
many visible spinous processes when visualized with NeutrAvidin-
Alexa488 (lower middle panel; inset shows closer view of dendritic
tree). Although neurons across passages were capable of firing
multiple action potentials, we did not observe the distinct fast-
spiking firing pattern of GABAergic neurons observed in slices of
the neocortex or in vivo (22–24).

TRANSPLANTATION OF EMBRYONIC NEURONS
To investigate the regenerative potential of NPC we harvested cells
from the neocortex of embryonic GFP-expressing mice and trans-
planted them into an injured region in the neocortex of brain
slices obtained from neonatal mice. GFP-expressing cells remained
largely confined to the injury site and frequently retained or estab-
lished morphologies consistent with neurons. The transplanted
cells were also capable of generating long range neurite projections
that presumably consisted of axons (representative examples in
Figure 6). These projections tended to be most dense and focused
when projecting away from the cortex (red arrows in Figures 6A,B)
and more diffuse within the neocortex (Figure 6A’). Electrophys-
iological recordings from GFP+ cells 4–7 days after transplanta-
tion displayed neuronal phenotypes with spontaneous synaptic
inputs present in four out of eight cells (representative example in
Figure 6C, mean frequency of 0.12± 0.4 Hz). GFP+ neurons also
exhibited firing patterns typical of fast spiking and regular-spiking
neurons in response to depolarizing current steps (presumed
inhibitory and excitatory neurons respectively, Figure 6D). The
electrophysiological properties of the transplanted neurons did
not differ over the time points examined.

DISCUSSION
Damage to the neocortex either through TBI or focal hypoxia can
lead to destruction of impacted regions of the neocortex and can
result in behavioral deficits. These deficits can be severe and sig-
nificantly impact the quality of life in affected individuals. With
the increased use of improvised explosive devices in the wars in
Afghanistan and Iraq there has been a sharp rise in individuals
suffering from the effects of TBI (25, 26). However, our ability
to treat and reverse the behavioral deficits resulting from brain
trauma remains limited. The ability to replace lost or damaged
neocortical networks through transplantation of NPC may result
in functional recovery from the injury (27). The goal of our present
study was to investigate how donor NPC could be guided toward
becoming neurons phenotypic of a specific cortical layer as part of
a targeted cell replacement therapy. Specifically, we hypothesized
that reproducing in vitro the iterative cell division cycle that occurs
in the developing neocortex during embryogenesis in vivo would
generate specific neuronal subtypes.
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FIGURE 3 | Neurons generated by differentiating dissociated
neurospheres express markers characteristic of different neocortical
layers such as CUX1 (A), ER81 (B), and RORβ (C). In each example the

layer-specific marker is indicated in red and the neuronal marker β-tubulin in
green. (D–F) Group data depicting the distribution of marker expression
across neurospheres passages one through three. Scale bar equals 50 µm.

Table 1 | Passive membrane properties of neurons differentiated from

neurospheres.

Psg Mean SEM N P

Membrane resistance (MΩ) 1 757 108 30 0.83

2 985 169 20

3 798 105 12

Membrane capacitance (pF) 1 39 3 30 0.82

2 34 3 20

3 36 5 12

Resting potential (mV) 1 −56 1 30 0.85

2 −58 2 20

3 −57 2 12

In mice, the neurons populating the neocortex are generated
during embryonic days 11 through 17 (E11 and E17 respectively)
from the ventricular and subventricular zone (11). Located on the
ventricular walls of the developing cortex, NPC repeatedly divide
giving rise to neurons that migrate dorsally through previously
populated layers of the neocortex resulting in an inside-out man-
ner of construction [e.g., (4, 28–30) for reviews]. NPCs undergo
11 cycles of division with a duration that increases with subse-
quent divisions (11). Thus, in addition to other trophic signaling
factors in the extracellular milieu, the duration and number of
cell division cycles appears to play a role in determining the final
fate of newly born neurons during embryonic development (12).
Upon completion of neocortical development, neurogenesis in
the proliferative regions of the cerebral cortex largely ceases (31)
while patterning of neuronal connectivity continues. Although

Table 2 | Active membrane properties of neurons differentiated from

neurospheres.

Psg Mean SEM N P

Rheobase (pA) 1 85 10 27 0.03

2 51 7 16

3 61 10 12

Threshold (mV) 1 −32 1 27 0.77

2 −32 2 16

3 −33 1 12

HWHM (ms) 1 1.6 0.1 27 0.78

2 1.5 0.1 16

3 1.6 0.2 12

Peak rise rate (mV/s) 1 55 6 27 0.83

2 58 7 16

3 52 5 12

Peak decay rate (mV/s) 1 −21 2 27 0.78

2 −22 2 16

3 −23 2 12

Neurons from passage 2 had a lower action potential threshold than those from

passage 1 (P=0.03 ANOVA with Tukey’s post hoc comparison).

injury to the brain can stimulate some degree of neurogenesis from
NPCs present in the mature brain (32–35), this apparent attempt
at circuit repair is insufficient for restoring damaged networks.

As a potential avenue for overcoming the limitations to repair
damaged neocortical networks, we sought to proliferate layer-
specific neurons in vitro using relatively developed embryonic
mouse neocortex as a tissue source. We found neurons expressing
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FIGURE 4 | Whole cell recordings reveal synaptic connectivity between
neurons in culture. (A) Reciprocal connections in cultured neurons. Action
potentials evoked in one neuron evoke EPSPs in the simultaneously
recorded second neuron. (B) Spontaneous synaptic activity recorded in the
same cells. Similar synaptic activity was observed in single cell recordings.

layer-specific markers (Cux1, RoRβ, and Er81) were present fol-
lowing a single cycle of neurosphere proliferation and differen-
tiation. Additionally, although the relative composition changed,
neurons with these markers remained present through the last
passage examined, passage 3. Thus this process is capable of pro-
ducing neurons phenotypic of upper, middle, and deep cortical
lamina (17, 18, 36). Our results also support the hypothesis that the
mechanisms required to guide neuronal fates are at least partially
intrinsic to the cells themselves (13).

In addition to presumed excitatory layer-specific neurons we
found that repeated passaging of neurospheres generated from
embryonic mouse neocortex also produced GABAergic neurons.
The percentage of cells immunopositive for GABA increased as a
function of passage. The ability to generate GABAergic neurons
is essential for maintaining the proper balance between excitation
and inhibition with any putative transplant. Excessive excitatory
drive within a cortical network may lead to seizure activity and
exacerbation of damage to the neocortex.

Electrophysiological recordings from cells differentiated from
neurospheres revealed active and passive membrane properties
consistent with neurons. Recorded cells had hyperpolarized resting
potentials and membrane resistances and capacitances consistent
with neurons. The individual values varied widely between dif-
ferent neurons representing a range of maturity similar to those
observed in neurons generated from an mouse ES cell line (37, 38).
These differences likely reflect a lower density of ion channels in
the cell membrane and a less expansive dendritic tree compared to
more mature neurons. Both mature and immature-like neurons

FIGURE 5 | Morphological evidence for GABAergic and glutamatergic
neurons. GABA immunoreactivity (red, left panels) in two neurons filled
with Neurobiotin (green, middle panels). The overlay of the two channels is
shown in the right panels. Note the smooth appearance of processes from
the neuron immunopositive for GABA (A) compared to the spiny
appearance of the cell immuno-negative for GABA (B). Inset in the bottom
middle panel is an expanded view of the spiny processes on the dendritic
tree of the neuron immuno-negative for GABA.

were present in all three passages examined suggesting similar mat-
uration rates of neurons from each passage. When acutely isolated
cells from embryonic mouse neocortex were transplanted into
neonatal brain slices we observed a similar development and mat-
uration of neurons from the transplant. Although the phenotype
of the neurons was not examined immunohistochemically after
transplantation into a slice, we observed neurons with fast- and
regular-spiking activity characteristic of inhibitory and excitatory
neurons respectively. We also observed that neurons grown either
in dissociated cell cultures from neurospheres or in brain slices
developed functional synaptic contacts. These results suggest that
transplanted neurons can indeed develop and maintain neuronal
properties and successfully integrate with surrounding neurons.

As these and similar studies progress it will be important to
consider the role of glial cells that develop from the transplanted
population. The formation of glial scars following CNS injury are
associated with a diminished capacity for endogenous rebuild-
ing of damaged neuronal networks (39, 40). Thus, although we
have previously demonstrated that glia are rare in similar neural
progenitor cell cultures (41), glia arising from transplanted cells
may potentially contribute to scar formation and or, conversely,
they may produce supportive substances (42–44) that encour-
age the health of transplanted cells. Although we did not directly
investigate whether the presumed axons we observed following
transplantation were myelinated, similar studies have found that
oligodendrocytes arise from grafted neural stem or progenitor
cells (45, 46). Thus transplanted NPCs that become glia may con-
tribute to the overall health of the transplant and its functional
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FIGURE 6 | Injection of GFP+ NPCs into lesions within neonatal
embryonic neocortex results in viable neuronal transplants.
(A,A’) Representative examples of an injury site 7 days after injection of
GFP+ NPCs into the lesion. Subcortically projecting GFP+ fibers arising from
the transplant are indicated with red arrows. The inset in (A) depicts the
approximate region of injury within each slice. (B) Presumed axons arising
from the transplant tended to form dense projections when projecting
subcortically. (C) Example of spontaneous synaptic activity in a transplanted
GFP+ neuron. (D) Firing patterns typical of fast spiking (FS, left) and
regular-spiking (RS, right) neurons recorded from transplanted cells. Bottom
trace depicts the depolarizing current command. Scale bars in (A,A’) are
250 and 100 µm in (B).

integration with the host networks. Isolating layer-specific neu-
rons generated in vitro either through successive passaging as we
and others describe (13), or actively through the regulation of cell
signaling pathways (47–49) could help achieve the ideal balance
between neurons and supportive glia within the transplant. An
additional challenge will be successfully transplanting cells into
adult tissue where the environment is less conducive to transplant
survival.

In this work we investigated the potential of generating layer-
specific neurons in vitro for potential transplantation into dam-
aged regions of the neocortex. We found that repeatedly pas-
saging neurospheres and differentiating the resulting cells can
produce a range of neurons characteristic of those found in the
mature neocortex both in electrophysiological characteristics and
in the expression of layer-specific markers. Acutely isolated NPCs
transplanted into neonatal brain slices could develop into elec-
trophysiologically mature neurons and form functional synaptic
connections with the surrounding neurons. Together, our results
suggest that generation of specific neocortical neurons in vitro may

lead to viable network reconstruction therapies to restore lost or
damaged neuronal networks.
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Traumatic brain injury (TBI) results in a loss of brain tissue at the moment of impact in
the cerebral cortex. Subsequent secondary injury involves the release of molecular signals
with dramatic consequences for the integrity of damaged tissue, leading to the evolution of
a pericontusional-damaged area minutes to days after in the initial injury. The mechanisms
behind the progression of tissue loss remain under investigation. In this study, we analyzed
the spatial–temporal profile of blood flow, apoptotic, and astrocytic–vascular events in the
cortical regions around the impact site at time points ranging from 5 h to 2 months after
TBI. We performed a mild–moderate controlled cortical impact injury in young adult mice
and analyzed the glial and vascular response to injury. We observed a dramatic decrease in
perilesional cerebral blood flow (CBF) immediately following the cortical impact that lasted
until days later. CBF finally returned to baseline levels by 30 days post-injury (dpi). The ini-
tial impact also resulted in an immediate loss of tissue and cavity formation that gradually
increased in size until 3 dpi. An increase in dying cells localized in the pericontusional region
and a robust astrogliosis were also observed at 3 dpi. A strong vasculature interaction with
astrocytes was established at 7 dpi. Glial scar formation began at 7 dpi and seemed to be
compact by 60 dpi. Altogether, these results suggest thatTBI results in a progression from
acute neurodegeneration that precedes astrocytic activation, reformation of the neurovas-
cular unit to glial scar formation. Understanding the multiple processes occurring after TBI
is critical to the ability to develop neuroprotective therapeutics to ameliorate the short and
long-term consequences of brain injury.

Keywords: astrogliosis, cell death, cerebral blood flow, vasculature, glial scar

INTRODUCTION
Traumatic brain injury (TBI) can result in significant impairment
of function, if the patient survives the initial impact. TBI induces
a series of events in the brain that trigger an instantaneous loss of
tissue and damaged area around the impact site (1). Repair of the
damaged brain may result from avoiding or reducing secondary
neuronal degeneration and decreasing glial activation that leads to
the deterioration of the neurological state.

Excessive glutamate stimulation induces excitotoxicity pre-
dominantly in neurons and has been linked to the pathological
process of various chronic CNS diseases and TBI (2). Under
this pathological environment within the injured cortex, apop-
tosis, inflammation, gliosis, and a reduction in regional cerebral
blood flow (CBF), all play a role in secondary cell injury (3). This
secondary reaction is predominately located in the primary cor-
tical lesion and around the core impact zone, referred to as the
perilesional or pericontused regions (4). A collection of detrimen-
tal mechanisms contributes to this secondary injury, including
edema, decreased CBF, disruption of the blood–brain barrier

(BBB), necrosis, apoptosis, gliosis, excitotoxicity and energy deple-
tion. These dynamic processes, involving glial cells and vessels, are
becoming the target of potential therapeutics to treat brain trauma.

The neurovascular unit is also altered after TBI, although much
less is known about this process (5). The neurovascular system
is composed of a complex network of neurons, astrocytes, and
cerebral blood vessels (endothelium, smooth muscle cells, and
perivascular matrix) (6). Cerebrovascular dysfunction is observed
after TBI with a decrease in CBF, glucose consumption, and oxy-
gen extraction (7). However, the temporal pattern of disruption
and the underlying mechanisms remain poorly understood.

Astrocytes are thought to play a crucial role in response to
injury; they are important in neuronal antioxidant defense, secret-
ing neuroprotective factors, and in maintaining the homeosta-
sis of the extracellular environment after brain injury (8, 9).
Astrocytes also provide neurons with energy from metabolic sub-
strates and the precursors of neurotransmitters. On the other
hand, astrocytes can contribute to neuronal damage by releas-
ing glutamate in glutamate- and calcium-dependent manners
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and thus, support lesion progression (10–12). Further, astrocytic
hypertrophy, hyperplasia, and glial scar formation have negative
effects on axonal regeneration (13).

The present study reports on the patterns of neurodegener-
ation, astrogliosis, and neurovascular interactions from 5 h to
2 months after TBI. We examine the short and long-term relation-
ships between vascular changes and astrocytes and their possible
involvement in neuronal cell damage after adult brain injury. Col-
lectively, our results indicate an interplay between astrocytes, blood
flow, and neurodegeneration that may guide future therapeutic
intervention for specific cell types at specific times after TBI.

MATERIALS AND METHODS
ANIMALS AND CONTROLLED CORTICAL IMPACT INJURY
The experiments were performed on 75 9-week-old male C57BL/6
mice weighing 21–25 g, which were kept under 12:12 light and
dark cycle with access to food and water ad libitum. Surgery
was performed 1 week after recovery from transportation-related
stress. Mice were anesthetized with isoflurane (3% induction, 2%
maintained). The skull was fixed in a stereotactic frame and a
5-mm craniotomy was performed above the left parietal cortex.
We performed mild–moderate controlled cortical impact (CCI)
injury (coordinates: 2 mm lateral, 2 mm posterior to Bregma) at
an impact depth of 1 mm, with a 2 mm diameter round impact tip
(speed 3.6 m/s, dwell time 100 ms) and a 12° angle, using an elec-
tromagnetically driven CCI injury device (Impact One stereotaxic
impactor CCI, Leica Microsystems Gmbh,Wetzlar, Germany). The
bone flap was replaced but not sealed, the skin was sutured, and the
mice were allowed to recover fully from anesthesia before transfer
to their home cages. The mice were sacrificed at 5 h, 1, 3, 7, 14, 30,
and 60 days after CCI injury. The control group for all comparisons
was comprised of age-matched uninjured naïve mice (n= 4–5). All
animal studies were approved by the USUHS Institutional Animal
Care and Use Committee and were conducted in accordance with
the NRC guide to the Care and Use of Laboratory Animals.

DETERMINATION OF CEREBRAL BLOOD FLOW
Cerebral blood flow was measured in the pericontusional region
using a laser-Doppler flowmeter (PeriFlux System 5000 LDPM,
Perimed). Changes in CBF were taken using a flexible fiber optic
extension to the LDPM probe tip 404 as described previously (14).
Baseline values were recorded after positioning the fiber optic
extension on the skull at the −2 mm posterior, and 2 mm lateral
from Bregma. After CCI injury, to record CBF, animals were anes-
thetized with isoflurane, the fiber optic extension was positioned
on the skull around the craniotomy site, 5–10 measurements were
taken at each time point for each animal and averaged. CBF was
recorded starting at 15 s after cortical impact, and subsequently at
2 h, and 1, 3, and 30 days after CCI injury. Changes in CBF were
expressed as the percentage of the baseline value recorded before
CCI injury.

Nissl STAINING AND LESION VOLUME MEASUREMENTS
Mice were sacrificed at 5 h, 1, 3, 7, 14, 30, and 60 days post-injury
(dpi) by transcardial perfusion with 4% paraformaldehyde (PFA)
in phosphate buffer. Brains were removed and placed in 4% PFA
overnight, then transferred to 30% sucrose solution and stored at

4°C. Brains were cut in 30 µm-thick sections using a microtome
and were stored in cryoprotectant solution. Every third section
was chosen for Nissl staining to reveal histology of the cortical
lesion area. Brain slices were mounted on polylysine-coated slides
and stained for 20 min with 0.1% cresyl-violet (Sigma) dissolved
in distilled water and filtered. Slides stained were dehydrated for
2 min using 100, 95, 70, and 50% ethanol, cleared in xylene for
another 2 min, covered with DPX, and coverslipped. Lesion vol-
ume was obtained by multiplying the sum of the lesion areas by
the distance between 9 and 15 brain sections. Percent lesion vol-
ume was calculated by dividing each lesion volume by the total
ipsilateral hemisphere volume (similarly obtained by multiplying
the sum of the areas of the ipsilateral hemispheres by the distance
between sections).

IMMUNOFLUORESCENCE ANALYSIS
Sections were blocked with 10% normal goat serum (NGS) in
PBS with 0.1% Triton X-100 (PBS-T) for 1 h. The following pri-
mary antibodies were incubated at 4°C overnight in PBS-T and
5% NGS: anti-glial fibrillary acidic protein (GFAP), either mouse
monoclonal (1:2000, Millipore) or chicken polyclonal (1:400,
abcam) for astrocytes; anti-vimentin, mouse monoclonal (1:200,
Sigma) for reactive astrocytes; anti-NeuN, mouse monoclonal
(1:200, Chemicon) for mature neurons; anti-Iba-1 rabbit poly-
clonal (1:750, Wako) for microglia; and anti-collagen IV rabbit
polyclonal (1:3000, Chemicon) a component of the basal lam-
ina that is used as a specific marker for cerebral microvessels
(15). Sections were washed in PBS-T three times and incubated
with the corresponding Alexa Fluor 568-conjugated (red) and
Alexa Fluor 488-conjugated (green) IgG secondary antibodies (all
1:1000, Invitrogen) for 2 h at room temperature. Sections were
rinsed with PBS and distilled water and coverslipped with ProLong
Gold antifade reagent with DAPI (Invitrogen).

CELL DEATH ASSAY
Sections were processed for DNA strand breaks (TUNEL assay,
labeling of fragmented DNA) using the Fluorescence In situ Cell
Death Detection Kit (Roche, IL, USA), according to the manu-
facturer’s instructions. TUNEL-positive nuclei were counted in
cortical regions in three to five coronal sections for each animal,
with five animals per group.

QUANTITATIVE AND DENSITOMETRY ANALYSIS
Quantitative image analysis of the immunoreactive areas for GFAP,
Iba-1, and collagen IV clusters positive cells were performed
on five cortical sections per brain through the level of impact
site (AP: 2.0 mm) taken with the ×20 objective and using the
same densitometric analysis method as previously described (16).
Immunofluorescence intensity was calculated using the thresh-
old method and defined as the number of pixels, divided by the
total area (square millimeter) in the imaged field with the average
background subtracted. The grade of astrogliosis was calculated
by GFAP immunoreactivity values (IR-GFAP) multiplied by the
number of GFAP-positive astrocytes. To assess astrocytic interac-
tion with microvessels, we co-stained brain sections with GFAP
and collagen IV; colocalization clusters were determined by pixel-
by-pixel quantification of both markers that connected astrocytes
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and vessels. Images were acquired on an Olympus BX61 with
attached qImaging Retiga EXi Aqua CCD camera, and iVision soft-
ware (BioVision Technologies, Exton, PA, USA). For colocalized
images, double-stained cells were analyzed with a Zeiss confocal-
laser scanning microscope (LSM 510) equipped with argon and
He/Ne 488 and 568 nm laser. Images were taken at 20×, 40×,
and 63× magnification, and cropped and adjusted using Adobe
Photoshop CS5.

STATISTICAL ANALYSES
Data were analyzed using one-way analysis of variance (ANOVA)
for comparison of measurements at different time points after CCI
injury with those of naïve control brains. Quantitative data for all
figures and tables are expressed as mean± SEM, except for CBF
measurements that are expressed as mean± SD. All statistics were
analyzed using Prism software (Graphpad).

RESULTS
In this study we determined, in the pericontusional cortical region,
the temporal progression of post-injury alterations in CBF, cell
death, and the vascular–astroglial response in the mouse after
mild–moderate CCI injury. The study of these perilesional phe-
nomena is essential to understanding the metabolic equilibrium
between glial cells, vasculature, and dying cells. We chose to use
naïve mice as our controls rather than those with craniotomy as we
have previously shown with an identical injury, the mice subject
to craniotomy had equivalent numbers of GFAP-positive prolifer-
ative astrocytes as those undergoing CCI (17). Our experience
is consistent with that of others who have shown that cran-
iotomy alone is equivalent to a minor injury in terms of the acute
inflammatory response (18). As we wanted to compare injured
mice with uninjured, we used naïve mice as controls in all our
experiments.

DECREASE OF CEREBRAL BLOOD FLOW IN THE PERICONTUSIONAL
AREA AFTER CCI INJURY
Cerebral blood flow was measured in the pericontusional region
around the impact site where a hole was perforated in the skull.
CBF was decreased 34% immediately (seconds) after the impact
contusion (“during CCI”) (Figure 1) compared to baseline levels.
Three hours after injury, we found the CBF to be 53% of baseline
levels, the lowest CBF measured. CBF increased at 1 and 3 dpi,
reaching 35 and 23%, respectively, of the baseline levels initially
obtained before CCI injury (Figure 1). By 30 dpi, CBF was restored
to baseline.

PERICONTUSIONAL-DAMAGED AREAS AND CORTICAL CAVITY
GENERATED AFTER CCI INJURY
We assessed the pattern of cortical lesion volume at 5 h and 1,
3, 7, 14, 30, and 60 dpi (Figure 2), dividing tissue damage into
lesion cavity and pericontusional area (Figure 2C). Nissl staining
revealed an immediate loss of cortical tissue after the impact-
rounded tip entered the sensorimotor cortex. As early as 5 h
post-injury, neocortical Nissl staining diminished in intensity, and
scattered cell loss and shrinkage was evident through all neocor-
tical layers (Figure 2). A damaged region around the contusion
site was also generated early. Damaged tissue was evident via

FIGURE 1 | Cerebral blood flow decreases in the pericontusional region
after CCI injury. Cerebral blood flow (CBF) measurements were expressed
as percentage of baseline levels before injury. CBF was reduced in the
injured cerebral cortex during CCI injury, and at 3 h, 1 dpi, and 3 dpi; it
increased at 4 weeks after CCI injury. Values are expressed as the
mean±SD, n=8–10 per group, *p < 0.05, ***p < 0.0001 compared to
baseline.

a loss of Nissl intensity with the pyknotic and apoptotic neu-
rons delimiting the pericontusional region (Figures 2c1–c3). At
1 dpi, the injury cavity increased despite a loss of necrotic tis-
sue, while the pericontusional region remained unchanged. At
3 dpi, the cavity expanded further, contributing to the peak vol-
ume of both lesioned cortex and damaged pericontusional regions
(Figures 2B,C). This cortical lesion volume decreased at 7, 14, 30,
and 60 dpi.

BIPHASIC PEAK OF CELL DEATH IN THE PERICONTUSIONAL REGION
Quantification of cell death (by TUNEL-positive cells) within the
ipsilateral sensorimotor cortex following injury revealed marked
loss overtime during the evolution of cortical damage. By 5 h
after injury, we observed a significant increase in the number of
apoptotic cells that were diffusely distributed throughout the peri-
contusional region (Figure 3A). At 1 dpi, there was a reduction in
dying cells; however, at 3 dpi there was a secondary peak in apop-
tosis around the lesioned area, which correlated with increased
astroglial reactivity (Figure 4). TUNEL labeled morphologically
distinct cells were principally neurons with apoptotic bodies and
chromatin condensation (Figure 3Aa). Dying astrocytes were
also identified at 1 and 3 dpi with double staining via vimentin
and GFAP (Figure 3Ab). Additionally, Iba-1-positive microglial
cells with TUNEL-positive nuclei (Figure 3Ac) showing typical
phagocytic morphology were observed at 3 dpi (Figure 3Ad).
At 7 dpi, we occasionally observed dying neurons and sporadic
Iba-1/TUNEL-positive cells. At longer time points (14, 30, and
60 dpi), rare cases of dying neurons were observed (Figure 3C).
Combined, these findings suggest that neurons are the main cell
population susceptible to death, especially at early time points
after TBI.
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Villapol et al. Neurovascular interactions in the pericontusional cortex

FIGURE 2 |Temporal progression of the cortical lesion.
(A) Representative drawings of Nissl staining from coronal sections at 5 h,
and 1, 3, 7, 14, 30, and 60 days post-CCI injury (dpi). Black lines delimit the
lesioned cortex (gray). (B) Graph shows the percent lesioned area relative to
the area of the whole ipsilateral hemisphere, starting at 5 h after injury, with
a peak at 3 days and remaining up to 60 days after injury. (C) Graph illustrates
the composition of the total lesion that is either cavity (or lost tissue) versus
the damaged pericontusional region as a percentage of the area of the total

ipsilateral hemisphere at different times post-injury. (c1) Representative
images showing the delimited damaged cortical regions corresponding to
cavity or tissue loss or the pericontusional region. High magnification image
of the unaffected cortex and pericontusional region (c2) containing apoptotic
cells (c3, arrow) and chromatin condensate (c3, arrowhead). Scale bar;
100 µm (c1), 50 µm (c2), and 20 µm (c3). Values are expressed as the
mean±SEM, n=3–5 per group, *p < 0.05, **p < 0.01, ***p < 0.0001
compared to 3 dpi.

DYNAMIC OF ASTROCYTIC ACTIVATION IN RESPONSE TO CORTICAL
DAMAGED
Astrogliosis, observed by GFAP staining, was not apparent at
early time points (5 h post-injury and 1 dpi) but appeared in the
pericontusional region at 3 dpi (Figure 4). Activated astrocytes
possessed thick, labeled processes, and hypertrophic astrocytic
bodies (Figure 4c2). Reactive astrocytes occupied an extended
region corresponding to cortical layers II through VI at 3 dpi,
mainly around the impact site and near the lesion border.
GFAP/vimentin double-labeled cells identified astrocytic activa-
tion that was extended to the peripheral cortical regions near
the lesion core. At 3 dpi, vimentin expressing astrocytes were dis-
tributed around the impact site, mainly associated with reactive
astrocytes in the gliotic tissue (Figures 4a–c). At 7 dpi, the branches
of vimentin/GFAP-positive cells were arranged parallel to each
other and perpendicularly to the border of the lesion starting to
form the glial scar (Figures 4d–f). GFAP-positive astrocytes were
observed at 14 dpi bordering the lesion near the formation of a glial
scar (Figures 4g–i). This chronic astrogliosis persisted up until
60 dpi with a notable involvement in maintaining the glial scar,
defining the border of the cavity (Figures 4m–o). Quantitative
analysis revealed that the grade of astrogliosis had a peak at 3 dpi
(Figure 4p). No changes in GFAP upregulation in undamaged
areas of the contralateral or naïve control cortex were observed
(data not shown).

ASTROCYTIC–VASCULATURE INTERACTION AFTER INJURY
Cerebral vasculature within the pericontusional region was stained
with the collagen IV antibody; we observed varying distribution
of immunoreactivity after injury (Figures 5a–f). Distribution of
cortical microvessels in the perilesional region at 5 h post-injury

(Figure 5a) and 1 dpi (Figure 5b) was similar to uninjured
control brains (Figure 5g). After 3 dpi, vessels increased in thick-
ness (Figures 5c–f). Interactions between astrocytes and vessels
were detectable at 7 dpi, and this interaction peaked at 14 dpi
(Figure 5e). Initial formation of the glial scar was detected at 7 dpi
(Figures 5d,d1). Interactions between astrocytes and thick-walled
blood vessels remained detectable until 30 dpi (Figures 5f,h).
Astrocytic-vessel contacts with the cavity border were maintained
until 60 dpi (Figure 5i).

DISCUSSION
In this study, we have characterized the pattern of neurodegen-
eration and astrogliosis occurring in the cortex, in conjunction
with glial–vascular interactions and alterations of regional CBF,
at multiple times points after CCI injury. Our regional analysis of
neurovascular interaction provides further understanding of the
different responses of astrocytes and vasculature after brain injury.

Our results suggest that a chronically progressive degenerative
process in the pericontusional-injured region is initiated hours
after CCI injury, but persists for weeks after impact. Thus, there
seems to be a relatively broad therapeutic window for drug admin-
istration to exert maximum efficacy and ameliorate the short and
long-term consequences of TBI. The cascade of events that lead
to the initial response could correspond with the rapid release of
glutamate and excitotoxic metabolites that subsequently induce
cell death (19). This phenomenon has been observed in several
models of brain injury, mainly after ischemia, where necrotic cell
death has been observed to have a quick yet extended response in
the ipsilateral hemisphere (20). We have shown here that a corti-
cal cavity, generated via an impact tip, had maximal extension at
3 days after CCI injury. However, other studies in different brain
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Villapol et al. Neurovascular interactions in the pericontusional cortex

FIGURE 3 | Distribution of apoptotic cells in the perilesional cortex at
several time points afterTBI. (A) Illustration of the spatial–temporal
distribution of TUNEL-positive cells (green dots). TUNEL-positive cells were
distributed around the impact site at 5 h until 3 days post-injury (dpi) but
were then limited to the lesion border at 7, 14, 30, and 60 dpi. Images of
TUNEL-positive cells in a single field for each time point are shown. High
power images indicate that dying cells (TUNEL, green), are neurons (NeuN,
red) (a) reactive astrocytes (vimentin, red, and GFAP, blue) (b) or microglia
(Iba-1, red) with nuclear TUNEL staining (c). Phagocytic
microglia/macrophages (d) colocalize with TUNEL while engulfing

TUNEL-positive cells. Scale bar; 20 µm (a–d) and 50 µm (A). (B) Plot depicts
the temporal density of TUNEL-positive cells in the injured cortex with an
early peak at 5 h after injury and declining by 7 dpi. (C) Table highlighting the
identity of TUNEL-positive cells at different time points. Degree of
colocalization of TUNEL-positive cells with neurons (NeuN), microglia (Iba-1),
and astrocytes (GFAP) is graded as; +++ (high), ++ (moderate), +
(occasional), ± (in rare cases), and − (no observed) at several time points
after CCI injury. Values are expressed as mean±SEM, n=3–5 per group,
***p < 0.001, **p < 0.01, ***p < 0.0001 compared to 5 h group ++p < 0.01
compared to 3 dpi group.

injury models have shown that the size of the cortical cavity was
fully developed as early as 6 h after TBI (21). At 3 dpi, we identified
apoptotic cell death located in the lesion periphery, limited to the
lesion border and mainly corresponding to neuronal death. This
results from neurons being more susceptible to CNS insults than
astrocytes, as they have limited antioxidant capacity and rely on
their metabolic coupling with astrocytes to combat oxidative stress
(20, 22, 23).

Astrocytes become reactive after trauma, ischemia, or neu-
rodegenerative diseases (astrogliosis). Hypertrophy of astro-
cytic processes is accompanied by the upregulation of GFAP

and vimentin, two intermediate filaments that are abundantly
expressed in immature and reactive astrocytes (24, 25). Reac-
tive astrocytes can form GFAP positive filaments in vimentin-
deficient mice, but with more compact bundles than in wild-type
astrocytes, showing that both vimentin and GFAP normally con-
tribute to the cytoskeletal structure of astrocytes (26). Other
studies have suggested that GFAP-positive reactive astrocytes con-
tribute to the resistance of CNS tissue to specific types of severe
mechanical stress (27), taking up excess glutamate (10), rebuild-
ing the blood–brain barrier (28, 29), and production of growth
factors (30).
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Villapol et al. Neurovascular interactions in the pericontusional cortex

FIGURE 4 | Spatial–temporal pattern of astrogliosis. GFAP (a–m) and
vimentin (b–n) immunoreactivity in the ipsilateral cortex of lesioned mice at 3,
7, 14, 30, and 60 days post-injury (dpi). The sensorimotor cortex lesion of the
young adult mouse brain evoked extensive reactive astrogliosis at 3 dpi, as
shown by upregulation of GFAP and vimentin expression, surrounding the
lesion site (a–c). Enlarged detail of the lesion site (box in c) shows that
reactive astrocytes are vimentin-positive (arrowhead in c1) have large
hypertrophic astrocytic bodies and an increased number of short processes
(arrow in c2). These reactive astrocytes have an enlarged body with an

increased number of short, thick processes that are directed towards the
border of the lesion at 7 dpi (d–f). Extensive reactive astrogliosis was primarily
detected in the border of the damaged cortex at 14 dpi (g–i). Once the glial
scar has formed, both GFAP and vimentin expression is weak and restricted
to the superficial part of the injured cortex at 30 and 60 dpi (m–o).
Quantification of the grade of astrogliosis (p) showed a peak at 3 dpi that
decreases overtime. Scale bar; 100 µm (a–o), 50 µm (c1), and 20 µm (c2).
Values are expressed as mean±SEM, n=3–5 per group, ****p < 0.0001,
*p < 0.05 compared to control.

Interestingly, we found that the pericontusional region at early
time points after injury is devoid of GFAP-positive astrocytes.
Further, we found that some astrocytes are TUNEL-positive 5 h
after injury (Figure 3) illustrating that astrocytes are vulnera-
ble in the acute phase of injury. This early astrocytic demise has
been previously demonstrated in ischemic animal models (31).
Previous studies have also suggested that there is an immense
variability in the subpopulation structure of astrocytes, charac-
terized by several grades of susceptibility in their response to brain
injury (25, 32). We show that, in the vicinity of the lesion, reac-
tive astrocytes on day 3 increase the thickness of their main cellular
processes and convert to a hypertrophic morphology. We also iden-
tified a strong astrogliosis from 7 days after injury until 2 months
after injury, where astrocytes contribute to the formation of the
glial scar.

Astrocytic hypertrophy, hyperplasia, and glial scar formation
all have negative effects on regeneration, although some evidence
favors a positive role for astrocytes in brain injury as they have
phagocytic capabilities and are partially responsible for clean up
of the lesion site in the acute stages after trauma (33). While, at
later stages they facilitate the formation of a post-traumatic glial
scar (25, 34). Formation of the glial scar, a barrier composed of
extracellular matrix, where collagen IV is a major constituent of
basement membranes, has been considered a major factor involved
in inhibition of neurite outgrowth and repair after CNS injuries
(15). Thus, some treatments under development seek to limit the
formation of the astroglial scar in order to repair the injured CNS.
Some studies have shown how the inhibition of collagen IV syn-
thesis enhances regeneration of axons that become remyelinated
with compact myelin after brain injury (35, 36). Spatial–temporal
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Villapol et al. Neurovascular interactions in the pericontusional cortex

FIGURE 5 | Vascular interaction with astrocytes. Representative
photomicrographs showing double immunohistochemistry for microvessels
stained using Collagen type IV (red) and GFAP (astrocytes, green) in the
cortex, at 5 h (a), 1 day (b), 3 days (c), 7 days (d, d1), 14 days (e,h), and 30 days
(f) post-injury (dpi), and in uninjured mice (control, g). Inset blue boxes
indicate the location within the cortical regions that the image was taken. (h)

Shows the interaction of blood vessels and astrocytes. Integration of their
respective stains results in yellow colocalization (called clusters). (i) Density of
clusters (measured in pixels per area) in the pericontusional regions of the
cortex. Clusters are first detected at 7 dpi, and peak at 14 dpi. Values are
expressed as mean±SEM, n=3–5 per group, **p < 0.01, ***p < 0.001,
***p < 0.0001 compared to control levels.

analysis of reactive astrocytes in the injured cortex may help to pro-
vide a better understanding on the role of diverse astrocytes, and
accordingly, the distinct glial responses, depending on the distance
from the injury core and the time point studied.

Astrocytes, as a result of their close relationships with neurons,
microglial cells, and blood vessels have long been hypothesized
to be involved in cerebrovascular regulation (1, 37). The terminal
processes or “endfeet” of astrocytes cover the majority of the albu-
minal vascular surface of microvessels, intracerebral arterioles,
and venules (38). Glutamate released during synaptic transmis-
sion stimulates astrocytic calcium signaling, which in turn induces
vasodilatation (39). Other agents released from neurons or ves-
sels participate in the increase in CBF induced by neural activity,
such as nitric oxide, ATP, or calcium (40–42). While the interac-
tion between adjacent reactive astrocytes and vasculature in the
pericontusional-injured cortex remains minimal at early stages,
it becomes densely packed near the lesion borders at later times
after trauma. Our immunohistological analysis highlighted the
link between astrocytes and large vessels in the border of the
lesion starting at 7 days after injury when the surfaces of large
to medium-size vessels were densely covered by GFAP astrocytic
endfeet (Figure 5).

The structural and functional integrity of the brain depends
on a continuous vascular supply of oxygen and glucose, and

if CBF is interrupted or unable to meet an increased meta-
bolic demand, neurons cease to function, and reduced thresholds
for activation of pathways leading to delayed neuronal death
(1, 8, 43). A phasic elevation in CBF after acute head injury
is a necessary condition for achieving functional recovery (44).
Lower levels of blood flow further contribute to an excitotoxic
cascade explosion with the release of glutamate to the extra-
cellular space, as well as other toxic metabolites that induce a
rapid expansion of cell death surrounded by an intense astro-
cytic reaction (33, 45). Mean arterial pressure (MAP), intracra-
nial pressure, and other physiological variables also influence
CBF (46).

Cerebral blood flow has been measured following experimental
TBI (41, 47, 48) and an increase in CBF has a neuroprotective role
after brain injury (8). Our results demonstrate a sudden decrease
in CBF after traumatic impact within the cerebral cortex, from the
first seconds after the impact tip was removed from the brain, and
persisting for several days. Coinciding with a decrease of CBF in
the pericontusional cortical regions, a massive astrocytic response,
cell death, and an increase in perilesional vasculature all occur
after mild–moderate TBI in mice. Astrocytes have processes in
direct contact with blood vessels, which has long indicated that
they may be involved in neurovascular regulation. These cells have
the ability to dilate and constrict blood vessels and finely modulate
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Villapol et al. Neurovascular interactions in the pericontusional cortex

FIGURE 6 |The balance between degenerative and vascular
phenomena is altered with time after injury. At early time points, cell
death and decreased cerebral blood flow predominate, while astrocytes are
not yet reactive. At later time points, cerebral blood flow levels are restored
fewer cells die, but astrogliosis becomes stronger, and the neurovascular
units reform.

the distribution of CBF changes during neuronal activation (49,
50) and energy metabolism (7). We show that CBF was restored
to baseline values by 30 dpi (Figure 1) but did not determine at
which point between 3 and 30 dpi, the CBF normalized. However,
we also show increased formation of astrocytic–vascular clusters
starting at 7 dpi and continuing until 60 dpi. Thus, it is possible
that the formation of these clusters could help restore the CBF to
baseline levels, even though these structures are not found in naïve
mouse brain.

The pathological disruption of vessel interactions with astro-
cytes may be involved in neurovascular regulation,glial scar forma-
tion, and CBF. However, despite intense research in neurovascular
interactions, the role that astrocyte–vasculature interaction may
play in neuronal survival remains poorly understood. Modu-
lating the energy demands or interacting with microvessels to
influence the vascular flow in the pericontusional cortex may
be one mechanism by which astrocytes contribute to neuronal
recovery.

CONCLUSION
In this study, we determined the spatial–temporal course of the
astrocytic–vascular reaction, in parallel with apoptotic cell death,
after mild–moderate brain injury in mice. We focused on assessing
changes detected in the pericontusional cortical regions, target-
ing the possible involvement of astrocytes with cerebrovascular
dysfunction and neurodegeneration.

A clear understanding of the molecular regulation of cellular
damage including the neurovascular unit will be crucial for the
design of new treatments for brain injury. Further elucidation of
the temporal response of the astroglial–vasculature complex after
brain injury should indicate potential critical points for inter-
vention to increase CBF after injury that should have clinical
relevance.
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Inconsistent gender differences in the outcome ofTBI have been reported.The mechanism
is unknown. In a recent male animal study, repeated stress followed byTBI had synergistic
effects on brain gene expression and caused greater behavioral deficits. Because females
are more likely to develop anxiety after stress and because anxiety is mediated by cannabi-
noid receptors (CBRs) (CB1 and CB2), there is a need to compare CB1 and CB2 expression
in stressed males and females. CB1 and CB2 mRNA expression was determined in the
amygdala, hippocampus, prefrontal cortex (PFC), and hypothalamus of adolescent male
and female rats after 3 days of repeated tail-shock stress using qPCR. PFC CB1 and CB2
protein levels were determined usingWestern blot techniques. Both gender and stress had
significant effects on brain CB1 mRNA expression levels. Overall, females showed signifi-
cantly higher CB1 and CB2 mRNA levels in all brain regions than males (p < 0.01). Repeated
stress reduced CB1 mRNA levels in the amygdala, hippocampus, and PFC (p < 0.01, each).
A gender× stress interaction was found in CB1 mRNA level in the hippocampus (p < 0.05),
hypothalamus (p < 0.01), and PFC (p < 0.01). Within-sex one-way ANOVA analysis showed
decreased CB1 mRNA in the hippocampus, hypothalamus, and PFC of stressed females
(p < 0.01, each) but increased CB1 mRNA levels in the hypothalamus of stressed males
(p < 01).There was a gender and stress interaction in prefrontal CB1 receptor protein levels
(p < 0.05), which were decreased in stressed females only (p < 0.05). Prefrontal CB2 pro-
tein levels were decreased in both male and female animals after repeated stress (p < 0.05,
each). High basal levels of CBR expression in young naïve females could protect against
TBI damage whereas stress-induced CBR deficits could predict a poor outcome of TBI in
repeatedly stressed females. Further animal studies could help evaluate this possibility.

Keywords: stress, anxiety, brain cannabinoid receptors, sex dimorphism,TBI outcome

INTRODUCTION
There is a growing body of literature supporting a gender effect
on the acute response and long-term outcomes of TBI, yet the
findings are inconsistent (1–5). Several studies suggest that gen-
der differences in TBI outcome may be age-dependent. In a
recent retrospective mortality study, involving 10,135 prepubes-
cent (0–12 years), and 10,145 pubescent (12–18 years) hospitalized
patients who sustained isolated moderate-to-severe TBI (defined
as a head Abbreviated Injury Scale (AIS) score of 3 or greater). Ley
et al. (6) found a significantly reduced mortality rate in prepubes-
cent patients than in pubescent patients (5.2 vs. 8.6%, p < 0.0001).
Additionally, females in the pubescent but not in the prepubes-
cent age group showed a significantly greater decrease in mortality
than males. Groswasser et al. (7) also reported a significantly bet-
ter predicted-outcome for young females than for males under
the age of 18 with comparable levels of TBI severity. Barr (8)
reported that high school girls with TBI outperform boys of the
same age on selected measures of processing speed and executive

functions. Similar gender specific findings have been reported by
others (9–12). However, other studies demonstrated that older
women took significantly longer time than men to recover from
TBI, after controlling for age, injury severity, mechanism of injury,
and comorbidities (13–15). The mechanism for the inconsistent
gender effect across different age groups is unknown.

Both genetic and epigenetic/environmental factors could be
involved (16–19). Early stress exposure has been recognized as
an important mechanism for neuropsychiatric disorders (20–22).
Stress and stress-related anxiety could also influence TBI outcome
as people who exhibited high levels of acute stress symptoms and
anxiety had poor TBI outcome (23). A significant portion of the
US military personnel returning from Iraq and Afghanistan battle-
fields have experienced persistent somatic pain, as well as comor-
bidity of mild traumatic brain injury (mTBI) and post-traumatic
stress disorder (PTSD) (24–30). In a logistic regressions study
of 2,348 veterans of Operation Enduring Freedom (OEF) and
Operation Iraqi Freedom (OIF) (51% female), Iverson et al. (31)
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reported significant associations between probable TBI, sympto-
matic anxiety, and symptomatic physical health in both genders.
Additionally, TBI is more strongly associated with all health symp-
toms for females and symptomatic anxiety and physical health for
male veterans without probable PTSD (31). To examine the poten-
tial influence of repeated stress on the outcome of TBI, we recently
reported that repeated stress followed by TBI had synergistic effects
on the expression of brain mitochondrial electron transport chain
complex subunits, and caused more severe behavioral deficits in
male animals (females were not examined in that study) (32).

It is not clear if stress could have an equal influence on the
outcome of TBI in males and females, although a greater impact
of stress on the psychological outcome of females is well known.
Our recent animal model studies of PTSD have shown that brain
cannabinoid receptors (CBRs) are more rapidly depleted in the
cerebella and brain stems of stressed female adolescent rats than
in males (32, 33). Other studies suggest that endocannabinoids
(eCBs) and CBR activity are involved in the functional recovery of
animal experiencing repeated stress and TBI (32–37).

From the results of these studies and other evidence, we hypoth-
esized that CBR-mediated activity may be a critical mechanism
linking PTSD and TBI and is responsible for gender difference
in PTSD and TBI. We are intent on investigating neuroprotective
factors in male and female rats to evaluate how this may relate to
recovery following TBI. While actual TBI procedure was not part
of the current study design, the findings may translate to issues
regarding TBI and co-occurring stress as evidenced in diagnoses
such as PTSD.

Anandamide and 2-arachidonoylglycerol (2-AG) are the main
components of brain eCBs. eCBs are synthesized upon demand
through enzymatic cleavage of membrane lipid precursors and
immediately released into the synaptic space. Anandamide has a
higher affinity for the CB1 than for CB2 receptors (38), which are
highly expressed in the hippocampus, striatum, cerebellum, and
cortex (39). 2-AG has a low affinity for CB1 but is more abundant
than anandamide (>200-fold) in the brain.

Endocannabinoids are synthesized upon demand through
enzymatic cleavage of membrane lipid precursors and are imme-
diately released into the synaptic space. They induce complex
neuroprotective, anxiolytic, and modulator effects on brain struc-
ture and function via the activation of CBRs (mainly CB1 and
CB2). Anandamide and 2-arachidonoylglycerol (2-AG) are the
main brain eCBs and can alleviate blood–brain barrier dysfunc-
tion, brain edema, lesion volume, neuronal death, and improve
behavioral performance in rodent models of TBI through multi-
ple mechanisms (40–45). Anandamide has a higher affinity for
CB1 receptors than for CB2 receptors (38), which are highly
expressed in the hippocampus, striatum, cerebellum, and cortex
(39). 2-AG, on the other hand, has a low affinity for CB1 but is
more abundant than anandamide (by >200-fold) in the brain.
The neuroprotective effects of eCBs in TBI could also be medi-
ated by CB1 receptor activation, which can inhibit anxiety, stress
response, and the retention of aversive memories (46). Animals
lacking CB1 receptors show hypersensitivity to stressful stimuli,
increased anxiety-like behaviors, and higher mortality (reduced
lifespan) (47–50). CB2 receptors are primarily expressed in periph-
eral immune cells; however, recent studies show that they are also

expressed in microglia, dendritic cells, brain endothelial cells, and
the subgroups of neurons in several brain regions (51–55).

Evidence supporting a role of eCBs in TBI-induced injury
and/or neuroprotection includes the significantly elevated lev-
els of 2-AG following TBI (41). When administered to mice
with TBI, 2-AG decreased brain edema, inflammation and infarct
volume, and improved clinical recovery (42–44). 2-AG also sup-
pressed inflammation, tumor necrosis factor-a (TNF-a), and reac-
tive oxygen species (ROS) in LPS-stimulated macrophages and
LPS-stimulated mice (56).

In this study, we examined CB1 and CB2 receptor expression
after repeated tail-shock stress in the amygdala, hypothalamus,
hippocampus, and prefrontal cortex (PFC) of adolescent male and
female rats to determine how the base-line CBR can be affected by
chronic stress. These brain regions play key roles in stress response
and emotional memory. Adolescent animals were studied because
they are more sensitive to stress than adult, a trait that could have
a significant influence on disease development in adulthood (57–
60). Furthermore, a gender difference in TBI outcome has been
shown for pubescent animals, but not for prepubescent ones (6).

MATERIALS AND METHODS
ANIMALS
Male and female Sprague–Dawley rats (n= 16, each) (Taconic
Farms, Germantown, NY, USA) weighing 120–150 g (5–6 weeks
old) were used in this study. Animals of the same sex were housed
two per cage and raised at room temperature (22± 2°C) on a
12 h light–dark schedule (lights on 1800 h). Animals had ad libi-
tum access to food and water. All experimental procedures were
approved by the Institutional Animal Care and Use Committee
of the Uniformed Services University of the Health Sciences, and
were carried out in accordance with the NIH Guidelines for the
Care and Use of Laboratory Animals.

STRESS PROTOCOL
Animals were left undisturbed for 7-day after arrival. The stress
procedure consisted of a 2-h per day session of immobilization and
tail-shocks over three consecutive days as reported previously (61).
In brief, half of the animals (eight per sex group) were restrained
in individual Plexiglas tube and given 40 electric shocks (2 mA,
3 s duration) at varying intervals (140–180 s). The control ani-
mals were handled daily for the same time period but were not
subjected to the immobilization and tail-shock stress procedures.
All animals were returned to their home cages immediately after
exposure to the stress or control conditions.

TISSUE DISSECTION
Following the last stress session on day 3, both the control animals
and the stressed animals were decapitated after light anesthesia
with halothane. The brains were rapidly removed. A Vibratome
(Technical Products International, St. Louis, MO, USA) was used
to cut 1.6 mm-thick transverse slices containing the whole amyg-
dala region (Bregma−3.60 to−2.00 mm) from tissue blocks. The
basolateral complex, composed mainly of the lateral and basolat-
eral nuclei, was dissected from this slice laterally, as outlined, by the
white matter tract of the external capsule (corpus callosum) and
medially by the white matter tract of the longitudinal association
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bundle. This transverse slice (Bregma −3.60 to −2.00 mm) also
contained the hippocampal dentate gyrus and CA1–CA3 regions
as well as part of the hypothalamus. The PFC was similarly dis-
sected. All tissue samples were immediately stored in pre-cooled
isopentane (−40°C).

REVERSE TRANSCRIPTION AND QUANTITATIVE REAL-TIME PCR
Dissected brain tissue samples were homogenized and total RNA
was extracted using an RNeasy kit (Qiagen, Germany) accord-
ing to the manufacturer’s protocol. One microgram of total RNA
was reverse transcribed into first-strand cDNA using the RETRO-
script reverse transcriptase kit (Ambion, TX, USA) according to
the manufacturer’s recommendations.

Fifty nanograms of the reverse transcribed RNA from the RT-
reaction was used as the template for quantitative real-time PCR
reaction with a final PCR reaction volume of 25 µl and a final
concentration of the 5′ and 3′ PCR primers at 100 nM each.
CB1 (TTTCCCACTCATTGACGAGAC, GTGAGCCTTCCAGA
GAATGT) and CB2 (AAAGCACACCAACATGTAGCC, GGAACC
AGCATATGAGCAGAA) qPCR primers were designed using
Primer3 software (MIT, MA, USA) with the size of amplified cDNA
ranging between 90 and 150 bp (34). Quantification of CB1 and
CB2 mRNA expression was performed (in triplicate) using a two-
step PCR reaction procedure on an iQ5 Real-Time PCR System
(BioRad, CA, USA) using the SYBR Green SuperMix (BioRad,
CA, USA). After initial denaturation at 95°C for 3 min, 40 cycles of
primer annealing and elongation were conducted at 60°C for 45 s,
followed by denaturation at 95°C for 10 s. Fluorescent emission
data were captured, and mRNA levels were quantified using the
threshold cycle value (Ct).

Fold change in mRNA expression was calculated using the fol-
lowing equation: Fold= 2(Ct control−Ct stress). To compensate for
potential variations in input RNA amounts and the efficiency
of reverse transcription, data for CB1 and CB2 mRNA of each
sample were additionally normalized by reference to the data
obtained from house keeping genes β-actin (GenBank acces-
sion no. X62085) determined from the same sample. The fold
change in the compensated mRNA expression data was calculated
using the equation: fold change= 2−∆∆Ct, where ∆Ct= target
gene Ct− housekeeping gene (β-actin) Ct, and ∆∆Ct is ∆Ct
control−∆Ct stress (or fold change)= 2(∆Ct control−∆Ct stress).

WESTERN BLOT
Prefrontal cortex tissues from the stressed and control animals
were homogenized and sonicated for 40 s in the T-Per tissue
lysis buffer for western blot analysis (Pierce, IL, USA). Amyg-
dala, hypothalamus, and hippocampus tissue proteins were not
examined due to the limited amount of these tissues that were
dissected. Protein concentrations were determined using a Brad-
ford assay (BioRad, CA, USA). Aliquots of 20 µg proteins were
separated by electrophoresis on NuPage gels (10%) and trans-
ferred to a polyvinylidene difluoride membrane before being
incubated with the primary antibodies of CB1, phosphorylated-
CB1, glycosylated-CB1, and CB2, diluted at 1:500 each (Santa
Cruz Biotechnologies, CA, USA). The membranes were rinsed
in a 0.01 M Tris-buffered saline solution (pH 7.4) containing
0.1% Triton X-100 for 30 min, blocked in 5% non-fat dry milk

for 30 min and incubated overnight at 4°C with the primary
antibody in a Tris-buffered saline solution containing 3% non-
fat dry milk. Membranes were washed three-times with the
Tris-buffered saline solution and incubated overnight at 4°C
with a horseradish peroxidase-conjugated secondary antibody
in the Tris-buffered saline solution containing 3% non-fat dry
milk. Immunoreactive bands were visualized using horseradish
peroxidase-conjugated anti-rabbit antibodies in a 1:3000 ratio,
and ECL Western blotting detection reagents (GE Healthcare Bio-
Sciences Corp., Piscataway, NJ, USA). The western blots were
captured with a digital camera and the intensities quantified with
NIH Image 1.62.

STATISTICS
Data regarding the effects of gender and stress on CB1 and CB2

receptors for individual brain regions were analyzed using two-
way ANOVA analyses. Because of the significant gender and stress
interactions found in brain CB1 receptor expression, within-sex
one-way ANOVA analyses were also conducted. A p-value of <0.05
was considered statistically significant.

RESULTS
Two-way ANOVA analyses revealed significant gender and stress
effects on CB1 mRNA levels in the amygdala, hippocampus, and
the PFC (p < 0.01, each). Overall, female animals exhibited higher
basal levels of CB1 mRNA expression in the amygdala, hippocam-
pus, and the PFC than male animals (p < 0.01, each) (Figure 1;
Table 1). Stressed animals exhibited reduced CB1 mRNA levels in
the amygdala, hippocampus, and the PFC when compared to those
brain regions of the control animals (p < 0.01, each) (Figure 1).
However, in the hypothalamus there was no significant difference
between the CB1 mRNA levels in the stress and control groups
(p > 0.05). A significant interaction between gender and stress on
CB1 mRNA levels was found in the hippocampus (p < 0.05), hypo-
thalamus (p < 0.01), and PFC (p < 0.01). Within-sex one-way
ANOVA revealed decreased CB1 mRNA levels in the hippocampus,
hypothalamus, and PFC of female animals (p < 0.01, each) but
increased CB1 mRNA level in the hypothalamus of male animals
after the stress (p < 0.05) (Figures 1A–D).

Base-line CB2 mRNA levels were significantly higher in the
hippocampus, hypothalamus, and PFC of female animals than in
male animals (p < 0.01, each) (Figures 2A–D). CB2 mRNA levels,
however, remained unchanged following stress.

Two-way ANOVA analyses showed no significant gender or
stress effects on total CB1 proteins, phosphorylated (p-CB1),
or glycosylated-CB1 (g-CB1) proteins in the PFC (Figure 3;
Table 2). There were, however, significant gender-by-stress inter-
actions in total proteins and glycosylated-CB1 proteins (p < 0.05,
each). Within-sex one-way ANOVA analyses showed significantly
decreased total CB1 protein levels (p < 0.05) and glycosylated-CB1

protein levels (p < 0.05) in the PFC of stressed female rats but not
in stressed males.

Two-way ANOVA analyses showed that prefrontal CB2 protein
levels were greater in males than in females (p < 0.01) and were sig-
nificantly suppressed in both sexes after repeated stress (p < 0.05).
There was no significant gender-by-stress interaction in prefrontal
CB2 protein levels.
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FIGURE 1 |Two-way ANOVA show significant effects of gender
and stress. Female adolescent rats show a greater baseline of CB1

mRNA expression in the amygdala, hippocampus, hypothalamus and
prefrontal cortex than the males (p < 0.01, each). Three days repeated
tail-shock stress significantly down-regulated CB1 mRNA levels in rat

amygdala (A), hippocampus (B), prefrontal cortex (C) and
hypothalamus (D), especially in the female rats. Black column: control;
gray column, stressed group, a, p < 0.01, male vs. female; b, p < 0.01:
control group vs. stress group; *p < 0.05; **p < 0.01, control vs.
stress within sex comparison.

Table 1 | Relative fold change (mean ± SD) in CB1 and CB2 mRNA expression levels in the amygdala, hippocampus, prefrontal cortex (PFC) and

hypothalamus of male and female adolescent rats after 3 days repeated (2 h/day) tail-shock stress.

Amygdala Hippocampus PFC Hypothalamus

Baseline 3d Stress Fold

change

Baseline 3d Stress Fold

change

Baseline 3d Stress Fold

change

Baseline 3d Stress Fold

change

CB1 mRNA

Male (n=16) 1±0.17 0.74±0.1 0.74 1±0.1 0.9±0.1 0.9 1±0.1 0.96±0.03 0.96 1±0.11 1.65±0.18 1.65*

Female (n=16) 1.8±0.1 1.30±0.14 0.69** 7.9±0.26 5.3±0.4 0.66** 7.6±0.8 4.0±1.1 0.5* 6.6±0.8 5.4±0.4 0.81*

CB2 mRNA

Male (n=16) 1.0±0.19 1.1±0.25 1.1 1±0.2 0.69±0.1 0.69 1±0.4 0.8±0.2 0.8 1±0.1 1.5±0.5 1.5

Female (n=16) 1.7±0.53 1.26±0.37 0.59 2.5±0.27 2.1±0.75 0.83 3.4±0.25 17.0±8 4.9 6.0±1.3 7.1±0.8 1.2

The baseline mRNA level of control male group in each region was used as the arbitrary reference (=1) for the males and females. *p < 0.05; **p < 0.01, control vs.

stress within sex comparison.
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FIGURE 2 |Two-way ANOVA show that female rats exhibited greater
CB2 mRNA expression in the amygdala (A) (p < 0.1), hippocampus (B)
(p < 0.01), prefrontal cortex (C) (p < 0.01) and hypothalamus (D)
(p < 0.01) than male rats. Within-sex one-way ANOVA show that CB2

mRNA levels were significantly increased in the prefrontal cortex of
female rats after the stress exposure (p < 0.05). Black column: control;
gray column, stressed group, a, p < 0.01, male control vs. female control;
*p < 0.05; **p < 0.01, control vs. stress within sex comparison.

DISCUSSION
A recent retrospective mortality study of TBI, involving more than
20,200 prepubescent and pubescent patients with moderate-to-
severe TBI, showed that mortality rates were significantly lower in
the prepubescent patients than in pubescent patients (p < 0.0001)
(6). Within the pubescent group, it was further found that females
had a significantly lower mortality rate than males. The mech-
anism underlying the age-dependent gender differences in TBI
outcome is unknown. Besides a potential role of female sex hor-
mones that may have protected the pubescent females, our studies
as well as others suggest that brain CBR-mediated activity could
play a critical role in the age-related gender difference in TBI out-
come through at least two mechanisms: anxiolytic activity and
neuroprotection.

In our study, female adolescent animals showed higher base-
line CB1 and CB2 mRNA expression levels in the amygdala,

hippocampus, hypothalamus, and PFC than the male adolescents
(Figures 1 and 2; Table 1). That difference, however, disappeared
rapidly after the repeated stress induced a larger reduction in CB1

mRNA levels in the female brain. Furthermore, although repeated
stress down-regulated CB1 mRNA expression in the hypothalamus
of female rats, caused the up-regulation of CB1 mRNA expression
in the hypothalamus of male rats. This divergent result is consis-
tent with the selective inhibition of hypothalamic neuronal activity
by CB1 agonists in female but not in male guinea pigs (62), and
the observation of a greater elevation of corticosterone in females
than in males after stress (63). A reduction in CB1 protein and
glycosylated-CB1 protein levels was also found in the PFC of the
stressed female rats whereas a trend of increased CB1 protein was
found in the male animals.

The higher base-line CB1 mRNA expression in the adolescent
female rat brain when compared to their male counterparts is

www.frontiersin.org August 2014 | Volume 5 | Article 161 |84

http://www.frontiersin.org
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Xing et al. Cannabinoid receptors in stressed brain

Control

3d stress

CBA B

C D

1
 protein

Male                     Female

P
F

C
 C

B
1
 p

ro
te

in

0.4

0.6

0.8

1.0

1.2

CB
2
 protein

Male                     Female

P
F

C
 C

B
2
 p

ro
te

in

0.4

0.6

0.8

1.0

1.2

Phosphorylated-CB1 protein

Male                     Female

P
F

C
 p

h
o

s
p

h
o

ry
la

te
d

-C
B

1
 p

ro
te

in

0.4

0.6

0.8

1.0

1.2

Glycosylated-CB1 1 protein

Male                     Female

P
F

C
 g

ly
c
o

s
y
la

te
d

 -
C

B
1
 p

ro
te

in

0.4

0.6

0.8

1.0

1.2

*

*

*

*

* : p<0.05,stress vs control, within sex

FIGURE 3 | Upper panel: representative western blots of total CB1 and
CB2 receptor proteins; glycosylated (g-CB1) and phosphorylated (p-CB1)
CB1 proteins in rat prefrontal cortex tissue homogenates. Lower panel:
two-way ANOVA of the western blot showing a trend level of stress× sex
interaction in total CB1 proteins (A); phosphorylated CB1 proteins (p-CB1)
(B) and; glycosylated-CB1 proteins (C). A within-sex one-way ANOVA showed

significantly reduced total CB1 proteins and glycosylated-CB1 proteins in
female prefrontal cortex (mean±SD); CB2 protein levels were significantly
reduced in the prefrontal cortex of both female and male rats after repeated
stress (D). The mean value of the male control group was used as the
arbitrary reference=1, *p < 0.05, control vs. stress within sex comparison,
black column, control group; blank column, stressed group.

consistent with the reports of greater CB1 mRNA expression in
the white blood cells of female humans (64, 65), higher eCBs
content in the brains of female rats (66) and increased CB1

mRNA expression in the cerebella and brainstems of female rats
(34). Because, CB1 activity is neuroprotective and a lack of CB1

activity in CB1 knockout animals is linked with increased mortal-
ity (67), our findings support the notion that greater base-line
CB1 expression in female adolescent brains may underlie the
reduced mortality in pubescent compared to the females with
moderate-to-severe TBI when compared with adolescent males
of the same TBI severity (6). While it is not yet known why

such female-specific neuroprotection is present only in the pubes-
cent but not in the pre- or post-pubescent populations, recent
studies suggest that chronic stress when combined with high
levels of stress hormone production but lower levels of female
sex hormones production may deplete brain CBRs more rapidly,
which could result in a large eCB/CBR deficit in the affected
females.

To support this, Reich et al. (68) reported a lower level of CB1

expression in the hippocampus of socially isolated adult female
rats than in their male counterparts. It should be noted that Reich
et al.’s study differs from this study in many aspects including:
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Table 2 | Relative fold change (mean ± SD) in CB1 and CB2 protein expression levels in the prefrontal cortex of male adolescent rats after 3 days

repeated inescapable repeated tail-shock stress and female.

CB1 protein p-CB1 protein Glycosyl-CB1 CB2 protein

Baseline 3d Stress Fold

change

Baseline 3d Stress Fold

change

Baseline 3d Stress Fold

change

Baseline 3d Stress

change

Fold

change

Male (n=16) 1±0.11 1.09±0.05 1.09 1±0.03 0.94±0.02 0.94 1±0.16 1.16±0.07 1.16 1±0.1 0.85±0.05 0.85*

Female (n=16) 1.04±0.03 0.9±0.03 0.87* 1.03±0.1 1.02±0.05 0.98 1.02±0.08 0.88±0.05 0.87* 0.74±0.1 0.55±0.11 0.74*

The baseline CB protein value of the control male group was used as the arbitrary reference (=1) for the males and females. *p < 0.05, control vs. stress within sex

comparison.

(1) differences in stress paradigms (i.e., 3 days of repeated intense
stress in our study vs. 3 weeks of chronic mild heterotypic stres-
sors); (2) controls (naïve normal controls in this study vs. socially
isolated controls); (3) feeding regimes (ad libitum feeding in this
study vs. a frequent 14 h food/water deprivation); (4) housing
environments (same sex pair-housing in this study vs. trio-housing
with frequent wet cage rotation); (5) study times (acute phase
of stress in this study vs. 3 weeks after chronic stress), and (6)
hormone statuses (adolescent in our study vs. adult).

Increased crowding of unisex housing has been found to be
stressful for female rats but anxiolytic for males and the opposite
is true under isolated rearing (69). The unisex pair-housing in our
study may be more stressful for the females than for the males
and thus potentiating a greater loss of base-line CB1 receptors in
the females after repeated stress. In contrast, chronic mild het-
erotypic stressors were more stressful for male rats but anxiolytic
for females reared in isolation (69).

Gender-related differences in fasting-induced lipid catabolism
also exist. It has been reported that females mobilize more fat
reserve and thus catabolize more lipophilic eCBs than males dur-
ing short-term fasting (70, 71). Animals in this study were fed
ad libitum without fasting whereas the stressed animals in the
Reich’s study experienced multiple episodes of food and water
deprivation (>6 times in 14 h) that may have potentiated greater
eCB release and CB1 receptor depletion in the stressed adult female
brain of that study.

In this study, repeated stress caused a divergent pattern of pre-
frontal CB1 receptor expression between the males and females.
Adolescent female rats displayed a significant reduction in pre-
frontal CB1 receptor expression. However, prefrontal CB1 receptor
expression followed a positive trend in adolescent male rats, which
became significant seven afterwards (33), reinforcing the find-
ings of the divergent CB1 gene expression patterns after stress.
This increased CB11 expression in male PFC is consistent with
the increased mitochondrial electron transport chain complex
subunit expression in the PFC of stressed male animals (32).
Because of the known anxiolytic and analgesic effects of eCBs
and CB11 activation, the more-rapid loss of CB1 in stressed ado-
lescent female brains is consistent with the clinical observations of
a greater prevalence and higher severity of anxiety symptoms such
as increased sensitivity to fear signals, emotional disturbance, and
pain in females after chronic stress exposure (72–76).

Ley et al. (6) showed that human prepubescent, regardless of
sex, are better protected against TBI-caused mortality than human

pubescent (and possibly the adults as well). Although the mecha-
nism is unknown, developmental studies have shown that the level
of CB11 expression in the human PFC is highest after birth but
declines rapidly during the postnatal and prepubescent periods
and with age (77). Thus, potentially high levels of CB11 expres-
sion and activity during the prepubescent periods of development
may have provided equally strong neuroprotection against TBI-
induced brain damage and mortality in both naive prepubescent
males and females (6). While developmentally regulated decline
in brain CB11 expression and CB11-associated neuroprotection
may be partially compensated by increased sex hormone in naïve
pubescent and young adult females, this compensation may be
adversely affected in stressed females.

The mechanisms for the poor reported long-term poor out-
come of TBI in the older female population could be more complex
(78). Again, deficient brain CB1 activity, due to chronic stress, ele-
vated stress hormone levels, and reduced sex hormone levels could
all play a role in the female brain, leaving it more vulnerable to TBI
damage.

It is possible that the neuroprotective effects of sex steroids
in TBI (79) may act partially by upregulating brain eCB activ-
ity and CB receptor expression (77). Sex hormones during the
estrous cycle have been linked with brain CB1 receptor den-
sity, which is reduced in the limbic forebrain and hypothala-
mus after ovariectomy and castration but can be restored after
estradiol, progesterone, and testosterone administration in intact
and ovariectomized/castrated rats (80–84). High levels of stress-
induced corticosteroid secretion and base-line corticosteroids as
well as slow clearance of corticosteroids could lead to reduced CB1

receptor levels in stressed females (85, 86). Chronic exposure to
high level of corticosterone, CB1 agonists, and cannabinoids have
been reported to downregulate CB1 receptor density, CB1 receptor
binding, and CB1 mRNA expression in various brain regions of
male and female animals (87–91).

It is noted that although a reduction in prefrontal CB1 and CB2

mRNA expression was not immediately observed in the male ani-
mals after 3 days of repeated stress, the expression was significantly
decreased in the stressed male animals 7 days following the stress
(33), suggesting a delayed pattern of CBR reduction in male ado-
lescents after repeated stress when compared to the females. Other
studies showed that 10 days of mild chronic stress (30 min restraint
stress per day) upregulated CB1 binding in the PFC of adolescent
and adult male rats that was resolved after 40 days recovery period.
Furthermore, adolescents exposed to stress were found to have a

www.frontiersin.org August 2014 | Volume 5 | Article 161 |86

http://www.frontiersin.org
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Xing et al. Cannabinoid receptors in stressed brain

sustained downregulation of prefrontocortical CB1 receptors in
adulthood (92).

CB1 receptor activation in the forebrain and amygdala is anx-
iolytic (46, 93, 94). The loss of CB1-mediated anxiolytic and
neuroprotective activity in these brain regions of both female and
males could predict enhanced amygdala-mediated fear memory,
especially in the females due to a greater propensity for CB1 reduc-
tion. Indeed, loss or inhibition of CB1 receptors in the amygdala,
hippocampus, and PFC have been associated with the impaired
ability to extinguish fear memories (50, 95, 96). PFC is known to
exert a powerful inhibitory effect on amygdala activity and on fear
extinction (97, 98) and it has been observed that the amygdala and
hippocampus interact to mediate emotional memories (99).

Stress-induced reduction of brain CB1 and CB2 protein expres-
sion may also contribute to a more vulnerable brain structure and
function (100–111) through multiple mechanisms in response
to TBI, including increased microglia activation, inflammation
and apoptosis, impaired blood–brain barrier integrity, compro-
mised neuroprotection, and neuroregeneration in response to
TBI (42, 112, 113). Activation of CB1 and CB2 receptors may
minimize brain damage and promote tissue repair after TBI
through the attenuation of injury-stimulated inducible nitric
oxide (iNOS) and ROS in microglia (114), promoting neural
progenitor (NP) proliferation, and neurosphere generation (115–
118). These actions are abrogated when there is a deficit of brain
CB1 receptors (119–121). Altered expression levels of brain and
peripheral CB1 and CB2 receptors could also underlie changes in
energy metabolism and body weight loss, both of which are com-
mon phenomena resulting from TBI, due to their direct influence
on feeding, glucose uptake, fatty acid synthesis and triglyceride
accumulation, energy expenditure, and metabolic homeostasis
(122–127).

It is tempting to speculate that brain CBR deficit, associated
with stress, age, gender, and anxiety/agitation, could play a cen-
tral role in the individual variations in the outcome of TBI (128).
While TBI is not part of the current study, the findings of stress-
induced CBR deficits may translate to issues regarding TBI and
co-occurring stress as evidenced in diagnoses of comorbidity of
PTSD and mTBI in military personnel returned from Iraq and
Afghanistan war zone that could advance our understanding of
the neuroprotection of the consequences of TBI. Strategies to
reduce gender and stress-related brain CBR deficit and agents to
restore CBR activity could become potentially effective therapies
for TBI. Indeed, treatment with synthetic 2-AG resulted in atten-
uated edema formation, infarct volume, and blood–brain barrier
permeability in a mouse model of TBI, an effect dose-dependently
attenuated by a CB1 antagonist (41). And partial inhibition of
2-AG degradation, improved motor coordination, and working
memory performance in mice model of TBI (37). Selective and
highly potent cannabinoid CB1 and CB2 receptor agonist showed
a pronounced neuroprotective effect in a rat TBI model (129). A
potent and CB1 and CB2 receptor agonist, when applied before,
during, and after transient occlusion of the middle cerebral artery,
significantly and dose-dependently reduced cortical lesion sizes
and motor deficits (130).

In summary, we found a higher basal value of CBRs in the
forebrain of adolescent female animals, which was significantly

reduced after repeated stress. Because of the known anxiolytic
and neuroprotective effect of eCB and CBR activities, this high
base-line CBR may provide a neuroprotective mechanism for the
improved outcome of prepubescent and pubescent females with
TBI. The stress-induced reduction of CBR may underlie the poor
long-term outcome of older female TBI patients who may also
be experiencing postmenopause-related reductions in reproduc-
tive hormones. As brain eCBs and CBR activity is implicated in
age and gender-dependent difference in the outcome of TBI and
PTSD, further studies in this direction are required.
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Traumatic brain injury (TBI) triggers many secondary changes in tissue biology, which ulti-
mately determine the extent of injury and clinical outcome. Hyaluronan [hyaluronic acid
(HA)] is a protective cementing gel present in the intercellular spaces whose degrada-
tion has been reported as a causative factor in tissue damage. Yet little is known about
the expression and activities of genes involved in HA catabolism after TBI. Young adult
male Sprague-Dawley rats were assigned to three groups: naïve control, craniotomy, and
controlled-cortical impact-induced TBI (CCI-TBI). Four animals per group were sacrificed
at 4 h, 1, 3, and 7 days post-CCI. The mRNA expression of hyaluronan synthases (HAS1-
3), hyaluronidases (enzymes for HA degradation, HYAL 1–4, and PH20), and CD44 and
RHAMM (membrane receptors for HA signaling and removal) were determined using real-
time PCR. Compared to the naïve controls, expression of HAS1 and HAS2 mRNA, but
not HAS3 mRNA increased significantly following craniotomy alone and following CCI with
differential kinetics. Expression of HAS2 mRNA increased significantly in the ipsilateral
brain at 1 and 3 days post-CCI. HYAL1 mRNA expression also increased significantly in
the craniotomy group and in the contralateral CCI at 1 and 3 days post-CCI. CD44 mRNA
expression increased significantly in the ipsilateral CCI at 4 h, 1, 3, and 7 days post-CCI (up
to 25-fold increase). These data suggest a dynamic regulation and role for HA metabolism
in secondary responses to TBI.

Keywords:TBI, secondary injury factors, hyaluronic acid, receptor, synthesis, degradation, hyaluronidase, rat brain

INTRODUCTION
Traumatic brain injury (TBI) is the leading cause of mortal-
ity in children and young adult under 44 years of age in the
USA. Brain tissues that are not destroyed immediately follow-
ing the primary injury may undergo sub-acute injury or delayed
death caused by secondarily generated auto-destructive factors
(1, 2). Despite extensive research, the mechanism underlying
TBI-induced secondary injury remains to be fully elucidated.

Hyaluronan [hyaluronic acid (HA)] is a stable sulfate-free
mucopolysaccharide (glycosaminoglycan) containing about 2,500
repeating acetylglucosamine and glucuronic acid disaccharide
units and is synthesized by a class of integral membrane proteins,
i.e., hyaluronan synthases (HAS1, HAS2, and HAS3). The three
HAS genes show distinct patterns of expression during develop-
ment and their protein products play significantly different roles
in the formation of the HA matrix and in response to different
stimuli (3–5).

Both HAS1 and HAS2 synthesize high-molecular-weight HA,
whereas HAS3 produces lower molecular weight HA (3). The
expression of the three HAS isoforms is more prominent in grow-
ing cells than in resting cells and is differentially regulated by
various stimuli, suggesting distinct functional roles of the three
proteins. HAS lengthens hyaluronan by repeatedly adding glu-
curonic acid and N -acetylglucosamine to the nascent polysac-
charide. HA is extruded via ABC-transporter through the cell

membrane into the extracellular space (6). Hyaluronan forms a
protective cementing gel in intercellular spaces throughout the
body and acts as a binding and lubricating agent as well as antiox-
idant (7, 8). Hyaluronan also modulates cell migration, adhesion,
wound healing, and tumor invasion (9, 10). The concentration of
high-molecular-weight hyaluronan is high in the brains of young
rats, but it decreases with aging whereas the low molecular weight
hyaluronan increases with aging (11, 12).

As the HAS enzymes are important in cell development and
proliferation, they must be strictly regulated. This regulation
may occur transcriptionally and post-transcriptionally by nat-
urally occurring anti-sense HAS2 (13–17), by changes in the
levels of the sugar substrates needed for HA production, and
by modification of the enzymes through HAS dimerization or
monoubiquitination (18, 19).

Recent studies in peripheral tissues have implicated a critical
role of altered hyaluronan (HA) metabolism in the pathophysiol-
ogy and healing process of injured tissues. Significantly increased
HA production (by 32-fold in the circulation) has been found
as a characteristic of patients with acute peripheral lung injury
(20) and block HA production by hyaluronan synthase inhibitors
effectively suppressed staphylococcal enterotoxin-induced inflam-
mation (21).

The high-molecular-weight hyaluronan is readily degraded into
small molecules after tissue injury (22), primarily by increased

www.frontiersin.org September 2014 | Volume 5 | Article 173 |92

http://www.frontiersin.org/Neurology
http://www.frontiersin.org/Neurology/editorialboard
http://www.frontiersin.org/Neurology/editorialboard
http://www.frontiersin.org/Neurology/editorialboard
http://www.frontiersin.org/Neurology/about
http://www.frontiersin.org/Journal/10.3389/fneur.2014.00173/abstract
http://www.frontiersin.org/Journal/10.3389/fneur.2014.00173/abstract
http://www.frontiersin.org/Journal/10.3389/fneur.2014.00173/abstract
http://www.frontiersin.org/people/u/70845
http://www.frontiersin.org/people/u/123184
http://www.frontiersin.org/people/u/114708
mailto:gxing99@yahoo.com
http://www.frontiersin.org
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Xing et al. TBI alters brain hyaluronan metabolism

levels of hyaluronidases (HYALs) and reactive oxygen species
(ROS) (23). The degraded hyaluronan fragments play impor-
tant roles in inflammation, innate immunity, cell prolifera-
tion, and wound healing through its antioxidant properties
and through interacting with its primary cell surface receptors,
CD44, RHAMM, and toll-like receptor 4 (TLR-4) (24–26). The
increased fragmentation of HA in the early stages of injury
could exert antioxidant effect against ROS and stimulate white
blood cells-mediated immune response by up-regulating CD44
(27, 28). Increased levels of hyaluronan and CD44 could also
stimulate cell proliferation and migration as found in cancer
malignancy (29–31).

Hyaluronidases are a family of lysosomal enzymes that are cru-
cial for the spread of bacterial infections and venoms toxins and
the progression of cancer (32–34). Six HYAL genes have been
identified [HYAL1, HYAL2, HYAL3, HYAL4, PH20, and HYAL-
like pseudogene (HYALP1)] (35–38). Hyal-1 and Hyal-2 are the
major mammalian HYALs in somatic tissues, and that they act
in concert to degrade high-molecular-weight hyaluronan to the
tetrasaccharide (37). HYAL1 is highly expressed in the serum too.
HYAL2 enzymes have an acidic pH-optimum with an activity that
is considerably lower than for other types of HYALs. HYAL3 is
highly expressed in testis and bone marrow but low in other tis-
sues. HYAL4 is expressed in placenta and skeletal muscle and it
may form a complex with HYALP1 and PH-20. Human HYALP1
is a pseudogene with mutation in genomic DNA and cDNA
(36). HYALs are absent or lowly expressed in normal adult brain.
However, injury-induced HYAL expression and HA degradation
may alter brain tissue hydration and osmotic balance resulting in
edema, and promotes cell proliferation and migration.

Altered HA metabolism has been reported at protracted peri-
ods following stroke in human (39) and following middle cerebral
artery occlusion (MCAO) in the rat (40). In the human study, the
production of total HA and low molecular mass 3–10 disaccha-
rides of HA (o-HA) was increased in post-mortem tissue and in
the serum of patients at 1, 3, 7, and 14 days (peaking at 7 days)
after ischemic stroke. Hyaluronidase activity was also increased in
serum samples (peaking after 3 days) that may underlie the subse-
quent increase in o-HA (39). Moreover, HA synthases (HAS1 and
2) and HYALs (HYAL1 and 2) protein expression was increased
in inflammatory cells from both stroke and peri-infarcted regions
of the brain, with HYAL1 upregulated in microvesssels and intra-
cellularly in neurons, while HAS2 became translocated into the
nuclei of neurons in peri-infarcted areas (39). And the HA recep-
tor CD44 was increased in infiltrating mononuclear cells in the
inflammatory regions. Similar results were found in the rat model
of stroke (40).

Hyaluronic acid effects are mediated through two receptors,
CD44 and the receptor of HA mediated motility (RHAMM). CD44
is a member of the closely related cell surface glycoproteins [cell
adhesion molecules (CAMs)]. CD44 is a 742 amino acid single-
pass type I membrane protein that is involved in hematopoiesis,
lymphocyte activation, and tumor metastasis (41). CD44 mediates
both cell–cell and cell–matrix interactions and plays an essential
role in cell adhesion and cell migration. CD44 is expressed as
multiple isoforms in normal and cancer tissues throughout the
body due to alternative splicing events (42, 43). CD44 deficiency is
associated with decreased Cryptococcus neoformans brain infection

(44). When compared to wild type animals, mice deficient in
CD44 show significant reduction in ischemic infarct size and in the
expression of soluble interleukin-1β following transient (30 min
ischemia) and permanent (24 h) occlusion of the middle cerebral
artery (45). RHAMM, also known as CD168, is a matrix receptor,
which is linked to the plasma membrane by a GPI anchor and reg-
ulates cell motility. RHAMM is involved in glial cell locomotion
and may play a role in the motile behavior of glial cells in vivo after
CNS injury (46).

So far, no study has examined changes in the hyaluronan path-
way after TBI. Considering the importance of hyaluronan metab-
olism in maintaining the integrity of tissue structure and function
and tissue repair, we determined the mRNA expression of hyaluro-
nan receptors (CD44, RHAMM), hyaluronan synthases (HAS1,
HAS2, and HAS3), and HYALs (HYAL1, HYAL2, HYAL3, HYAL4,
and PH20) in rat brains after controlled-cortical impact-induced
TBI (CCI-TBI).

MATERIALS AND METHODS
ANIMALS AND CONTROLLED-CORTICAL IMPACT-INDUCED TBI
Forty-eight male Sprague-Daley rats (170–200 g) (Taconic Farm,
NY, USA) were randomly assigned to three different groups: (1)
naïve control; (2) craniotomy (sham CCI); and (3) CCI. Four
animals per group were sacrificed at 4 h, 24 h, 3 days and 7 days
post-CCI.

For the craniotomy-only and the CCI groups, animals were
initially anesthetized with 4% isoflurane in O2 with a vented anes-
thesia chamber connected to an isoflurane scrubber. The rats were
mounted in the injury device, secured by ear bars and incisor
bar and spontaneously anesthetized with a 1–2% isoflurane in O2

via blow-by nose cone connected to a charcoal canister passive
isoflurane scavenger. An incision and a 10-mm craniotomy are
made over the left primary and secondary motor cortex (bregma
3.70 mm, interaural 12.70 mm). After removal of the bone flap,
cortical injury was induced with a CCI device (47), with a pen-
etration depth of 1.5 mm, a velocity of 5 m/s, and a duration of
50 ms over the cortex. The bone scalp was replaced and sealed
with dental cement, and the scalp incision was closed with sta-
ples following the injury. For the craniotomy alone group, only
the cortical injury was excluded from the above animal proce-
dures. Animals were observed after the surgery till they recovered
from anesthesia. The animal body temperature was maintained at
between 35 and 37°C during the surgery by a warming lamp. All
CCI animals looked healthy before and after the CCI injury. All
CCI and sham CCI animals recovered from isoflurane anesthesia
and became mobile within 5 min after isoflurane discontinuation.
Although most CCI animal reassumed some exploratory behav-
ior 30 min after CCI, they did not regain full motor activity till
3 days post-CCI. Animals were sacrificed and transverse (i.e., con-
tralateral and ipsilateral CCI) hemispheres were collected at 4 h,
24 h, 3 days, and 7 days post-CCI (N = 4/group/time). For mRNA
analysis, the contralateral and ipsilateral hemispheres (coronal
sections containing the epicenter of the injury) of the CCI, and the
corresponding ipsilateral hemispheres of the naïve and sham rats
were separated, rapidly frozen in pre-cooled isopentane (on dry-
ice) and stored at −80°C. All animal procedures were approved
by the IACUC of the Uniformed Services University of the Health
Sciences (USUHS).
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RNA EXTRACTION, REVERSE TRANSCRIPTION, AND QUANTITATIVE
REAL-TIME PCR
Frozen transverse brain hemispheres were homogenized and total
RNA was extracted using RNeasy kit (Qiagen, Germany). Total
RNA was reverse transcribed into first-strand cDNA in a total vol-
ume of 20 µl using the M-MLV reverse transcriptase kit (Promega,
Madison, WI, USA). Quantification of mRNA expression was per-
formed in triplicate using the SYBR Green SuperMix (BioRad,
CA, USA) in a two-step PCR reaction procedure, performed on
the MyiQ single color real-time PCR detection system (BioRad,
CA, USA). One microliter cDNA from the RT-reaction was used
as the template for quantitative real-time PCR reaction with a
final PCR reaction volume of 25 µl, with the 5′ and 3′ gene-
specific PCR primer concentrations at 200 nM each. Real-time
PCR primers were designed using Primer3 software (Whitehead
Institute, MIT, MA, USA) according to the coding sequences of
each gene (Table 1). After the initial denaturation at 95°C for
3 min, 40 cycles of primer annealing and elongation were con-
ducted at 60°C for 45 s, followed by denaturation at 95°C for 10 s.
Fluorescent emission data were captured, and mRNA levels were
quantified using the threshold cycle value (Ct). To compensate for
variations in input RNA amounts and efficiency of reverse tran-
scription, qPCR data for mRNA for each sample were normalized
by reference to the data obtained for the house keeping beta-
actin (GenBank#. BC063166) determined from the same sample.
Fold change in mRNA expression was calculated using the equa-
tion: fold change= 2−∆∆Ct, where ∆Ct= target gene Ct – house

Table 1 | Primer sequences for real-time qPCR.

cDNA bp Sense primer (5′) Anti-sense primer (3′)

HAS1

(120)

AGTATACCTCGCGCTCCAGA ACCACAGGGCGTTGTATAGC

HAS2

(124)

ATAAGCGGTCCTCTGGGAAT CCCTGTTGGTAAGGTGCCTA

HAS3

(130)

AGCAGCGTGAGGTACTGGAT AGTCCTCCAGGAACTGCTGA

PH20

(117)

TGGTGAAACAGTTGCTCTGG GGATTCAGGGTGGTCTTCAA

HYLA1

(107)

ATGACCAGCTAGGGTGGTTG CTCTTGCACACGGTATCGAA

HYLA2

(107)

AGGCCTGTATCCACGTTTTG GTTCCACAGCTTCCTTCAGC

HYLA3

(145)

CACCAGATCCTCCACAACCT GAGGCTGCCTGGTAGACTTG

HYLA4

(133)

ACCCATCAATGGTGGTCTTC GCGCCAATATTCCCAGTCTA

CD44

(102)

GCTATCTGTGCAGCCAACAA AAGAGGAGCTGAGGCATTGA

RHAMM

(101)

TGCAAAGCCAGTCACTTCTG GACATTCCTCTCGGAGGTCA

Oligonucleotide sequences of qPCR primers.

keeping gene (β-actin) Ct, and ∆∆Ct is ∆Ct control – ∆Ct
CCI-TBI (or fold change)= 2(∆CT control – ∆CT CCI-TBI).

STATISTICAL ANALYSIS
Data were expressed as mean± SD. Differences in CD44/HAS/
HYAL mRNA expression among the naïve controls, craniotomy,
and contralateral and ipsilateral CCI-TBI brains at each time point
post-CCI were examined for statistical significance using one-
way ANOVA analysis followed by post hoc LSD test (two-tailed).
A difference with a p-value <0.05 was considered statistically
significant.

RESULTS
Fold change in mRNA expression between the control and
CCI/Craniotomy groups was calculated using the qPCR equa-
tion: fold change= 2−∆∆Ct, where ∆Ct= target gene Ct – house
keeping gene (β-actin) Ct, and ∆∆Ct is ∆Ct control – ∆Ct
CCI-TBI (or fold change). One-way ANOVA showed significant
effect of CCI/Craniotomy on HAS1 mRNA expression at 4 h, 24 h,
and 3 days after the injury (p < 0.01, respectively). Post hoc test
(two-tailed) showed that compared to that of the naïve control
animals, HA synthase 1 (HAS1) mRNA increased significantly
(by twofold) in the craniotomy (sham CCI-TBI) at 4 and 24 h
post-CCI (p < 0.01 and p < 0.05, respectively) before returning
to the control level 3 days after the craniotomy surgery. HAS1
mRNA expression also increased markedly (two to threefold) in
the contralateral and ipsilateral CCI hemispheres at 4, 24, and
72 h post-CCI. And the increase was significance in the contralat-
eral CCI (p < 0.05) and ipsilateral CCI (p < 0.01) hemispheres at
3 days post-CCI. Thereafter, HAS1 mRNA level returned to control
level 7 days post the surgery (Figure 1A).

One-way ANOVA showed significant effect of CCI on HAS2
mRNA expression at 24 h and 3 days post-CCI (p < 0.01, respec-
tively). Post hoc test showed that compared to the naïve controls,
HAS2 mRNA expression increased significantly (>twofold) in the
ipsilateral CCI hemisphere at 24 h and 3 days post-CCI (p < 0.01,
each) (Figure 1B). Thereafter, HAS2 mRNA level returned to basal
level 7 days post the injury. Although HAS2 mRNA also increased
considerably in the contralateral CCI at 4, 24, and 72 h post the
injury, the increase was not significant due to great within-group
variation.

No significant effect of craniotomy or CCI-TBI in HAS3 mRNA
or in PH20 mRNA expression level was found at anytime after
craniotomy and CCI-TBI (Figures 1C,D).

Compared to the naïve groups, hyaluronidase 1 (HYAL1)
mRNA expression level increased markedly but non-significantly
in the craniotomy group and in the contralateral CCI hemisphere
4 h after craniotomy or CCI (Figure 2A). That increase in HYAL1
mRNA level expression became significant in the craniotomy
group at 24 h post the surgery (p < 0.05), and in the contralat-
eral CCI hemisphere 72 h after CCI-TBI (p < 0.05), respectively
(Figure 2A). No significant change in HYAL1 mRNA was found
in the ipsilateral CCI hemisphere after CCI-TBI.

No significant change was found in HYAL2, HYAL3, and
HYAL4 mRNA expression in the craniotomy and CCI animals
after the surgeries (Figures 2B–D).
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FIGURE 1 | Quantitative real-time PCR determination of HAS1 (A),
HAS2 (B), HAS3 (C), and PH20 (D) mRNA expression in brain
homogenates of the control, craniotomy (sham CCI), contralateral

CCI, and ipsilateral CCI hemisphere at 4 h, 24 h, 3 days, and 7 days
post-CCI. Results are presented as the fold change relative to the control
group (=1). *p < 0.05; **p < 0.01.

One-way ANOVA showed significant effect of CCI-TBI on
brain CD44 mRNA expression at all four observation time points
after CCI. Post hoc test showed that compared to that of the naïve
controls, CD44 mRNA expression level increased significantly
in the ipsilateral CCI hemisphere (>twofold) 4 h, 24 h (by 25-
fold), 3 days (23-fold) post-CCI, and 7 days post-CCI (seven-
fold) (p < 0.01, each) (Figure 3A). CD44 mRNA also increased
significantly in the contralateral CCI hemisphere at 24 h (20-fold)
and 3 days (twofold) post-CCI (Figure 3A).

In contrast to CD44, RHAMM mRNA level only increased
briefly and significantly in the ipsilateral CCI (threefold)
(p < 0.05) 3 days post-CCI (Figure 3B).

DISCUSSION
In this study, we found significant sub-acute increases in brain
hyaluronic synthases (HAS1 and HAS2) mRNA and in CD44
mRNA expression after CCI-TBI and, to a lesser extent, after cran-
iotomy alone. Although the biological relevance of the increased
expression of HAS and CD44 remains to be fully understood,
the results suggest that brain HA metabolism could have been
altered and may represent a potentially important mechanism of
secondary injury and/or repair in TBI. So far there is a lack of infor-
mation about the regulation of brain HA metabolism after TBI,
but recent findings in stroke and in the peripheral tissues could

serve as the valuable guide for understanding HA metabolism in
injured brain (20, 39).

Altered HA metabolism has been reported at protracted peri-
ods following stroke in human (39) and following MCAO in the
rat (40). Recent studies in peripheral tissues have implicated a
role of altered hyaluronan metabolism in the pathophysiology
and healing process of injured peripheral tissues. Significantly
increased HA production (by 32-fold in the circulation) has been
reported in the acute phase of patients with direct lung injury (20)
and blocking HA production by hyaluronan synthase inhibitors
effectively suppressed staphylococcal enterotoxin-induced inflam-
mation (21), suggesting increased HA production is potentially
involved in the inflammatory or healing process after acute injury
or infection.

Studies of organ/tissue during development suggest that intact
high-molecular-weight HA is essential for normal vascular devel-
opment, tissue/organ structure, and functional integrity as absence
of HA in HAS2 knockout animal results in reduced HA production
and embryonic lethality due to severe cardiac and vascular
abnormalities (48). Under physiologic conditions, HA is present
as high-molecular-weight (HMW) polymers with an average mol-
ecular weigh between 3,000 and 4,000 kDa. HMW HA but not
low molecular weight HA is suggested to be able to modulate
cytoskeleton regulation, signal transduction, biosynthesis, redox
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FIGURE 2 | Quantitative real-time PCR determination of HYAL1 (A),
HYAL2 (B), HYAL3 (C), and HYAL4 (D) mRNA expression in brain
homogenates of the control, craniotomy (sham CCI), contralateral CCI,

and ipsilateral CCI hemisphere at 4 h, 24 h, 3 days, and 7 days post-CCI.
Results are presented as the fold change relative to the control group (=1).
*p < 0.05; **p < 0.01

FIGURE 3 | Quantitative real-time PCR determination of CD44 (A) and
RHAMM (B) mRNA expression in brain homogenates of the control,
craniotomy (sham CCI), contralateral CCI, and ipsilateral CCI

hemisphere at 4 h, 24 h, 3 days, and 7 days post-CCI. Results are
presented as the fold change relative to the control group (=1). *p < 0.05;
**p < 0.01.

regulation, and protein folding, and act as antioxidant to pre-
vent oxidative stress and cell death after UV-induced injury and to
stimulate wound healing (49, 50). However, naïve HA can undergo
rapid degradation after tissue injury resulting in accumulation of
degraded lower molecular weight species (51, 52) that can induce

the expression of a variety of inflammatory factors, including
chemokines, cytokines, growth factors, and adhesion molecules in
various cell types, indicating an important role of HA in inflamma-
tory processes (26). Studies also showed that degraded hyaluronan
products may have biological functions distinct from the native
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high-molecular-weight polymer. For instance, HA oligomers of
8–16 disaccharides have been found to induce angiogenesis (53,
54), and HA with low to intermediate molecular weight HA
(20–450 kDa) have been found to induce the expression of inflam-
matory genes in macrophages, endothelial cells, eosinophils, and
epithelial cells (51, 52, 55–60).

Recent studies showed that treatment with the tetrasaccha-
ride of HA (HA4), significantly enhanced axonal regenera-
tion/sprouting and improved motor function recovery after spinal
cord injury in rats and blocked NMDA-induced neuronal cell
death in vitro (61). Studies also showed that the hyaluronan recep-
tor RHAMM is required for neurite extension and motility in
primary neurons and neuronal cell lines (62). And disruption of
the hyaluronan-based extracellular matrix in spinal cord promotes
astrocyte proliferation (63) whereas HA coating onto the cortical
brain after brain damage significantly reduced gliosis, GFAP posi-
tive cells, and the thickness of scar formation in the injured brain
region at 8 and 12 weeks after the injury in rats (64). Brain tis-
sue scarring (gliosis) is believed to be the major cause of epileptic
focus after brain injury, and prevention of scarring could reduce
the incidence of seizure.

Several mechanisms have been identified for HA depoly-
merizing (and thus for CD44 induction) in injured tissues,
including HYALs-mediated and ROS-mediated HA depolymer-
izing processes (65–71). TBI-induced ROS, due to the release
of cellular debris of damaged/dead cells (72) and activation of
microglia, macrophages, and neutrophils, could directly fragment
HA randomly at internal glycoside linkages into smaller frag-
ments (73) and contribute to inflammation (74, 75). ROS-induced
Hyal2 expression and the sustained HA fragmentation have
been reported in the inflammatory airway lumen of smokers
(76). The increased fragmentation of HA in the early stages of
injury could exert antioxidant effect against ROS and stimulate
white blood cells-mediated immune response by up-regulating
CD44 (27, 28).

It has been reported that HYAL2 generates HA fragments of 1–
2 kDa (77) that contribute to fibrosis of injured lung tissue (78, 79).
Inhibition of hyaluronidase expression and hyaluronan degrada-
tion with specific HYAL1, HYAL2, and HYAL3 small interference
RNA (siRNAs) significantly reduced CD44 mRNA and protein
expression and pro-inflammatory cytokines in mouse synovial
fibroblasts after collagen-induced arthritis (80).

In this study, HYAL1 mRNA expression only increased briefly in
craniotomy and contralateral CCI-TBI 24 h and 3 days post-CCI.
The signaling pathways activating the expression of these genes in
TBI are unclear

The marked induction of CD44 mRNA expression after CCI-
TBI suggests that CD44 is critically involved in TBI-induced HA
catabolism. It is known that CD44-mediated binding, endocytosis,
and intracellular degradation of HA are an important mechanism
for the removal of local degraded HA within the injured tissues
(81–84). The acute and prolonged increase in CD44 mRNA expres-
sion is likely paralleled by a change in CD44 protein expression that
could reflect an increased production, binding, internalization,
and turnover rate of lower molecular weight HA after TBI (85).
Hyaluronans bound to CD44 are catabolized in lysosomes (86).
Although the mechanism of CD44 turnover in TBI has yet to be

fully understood, cytokines, CD44 phosphorylation and induction
of alternatively spliced isoforms of CD44 could be involved in the
removal of degraded hyaluronan products (39, 40, 64, 85, 87–93).

The increased HA synthases (HAS1 and HAS2) mRNA expres-
sion in the acute phase of TBI suggests that synthesis of new
HA may be critical for tissue/vascular repair and remodeling after
TBI (94, 95). This is supported by the experimental evidence that
absence of HA in HAS2 knockout animal causes vascular abnor-
malities (48), while overexpression of HAS2 promotes neointimal
formation after vascular injury (96).

An interaction between fragmented HA and CD44 could stimu-
late T-cell recruitment (to the sites of inflammation), macrophage
activation, neutrophil migration, endothelial cell activation, and
the expression of inflammatory genes by activated glial (immune)
cells in the injured tissue that could protect against further tis-
sue damage (94, 95, 97). CD44 activation has been shown to
protect against hyperoxia-induced lung injury and mortality by
a mechanism related to its ability to clear HA from the bron-
choalveolar space (98). Failure to clear hyaluronan fragments after
the injury may lead to unremitting inflammation. Study show that
in the absence of CD44, alveolar macrophages continue to produce
chemokines in response to hyaluronan fragments (99).

In this study, we observed parallel change in HAS1, HAS2, and
CD44 mRNA expression in the ipsilateral CCI and contralateral
CCI hemispheres, and to a lesser extent, in the craniotomy-only
group. Although craniotomy has long been used as a control of
TBI, it is itself a significant form of injury and can cause mor-
phological damage and functional change as revealed by recent
brain imaging and behavioral tests (100). Skull bone removal with
high-speed drilling during the craniotomy procedure may not
only induce persistent pathological changes in the affected adja-
cent cortical tissues including altered blood flow, inflammation,
and neural cell atrophy but may also cause severe and persistent
pain that could trigger HA degradation and systemic inflammatory
responses (100). Recent imaging studies have demonstrated a close
metabolic connectivity between brain hemispheres and between
anatomically separated brain regions (101–105). Although it is
not clear yet if this connectivity could have facilitated the trans-
fer of the degraded HA molecules from the ipsilateral hemisphere
to the contralateral side, significantly increased HA production
(32-fold increase in the circulation) has been reported in patients
with acute peripheral lung injury (20). Our observations and other
studies also suggest that brain edema can develop and spread to
other brain regions rapidly following TBI that may involve altered
HA metabolism. The parallel induction of HAS and CD44 mRNA
expression between the ipsilateral and contralateral CCI is consis-
tent with the recent reports of rapid and significant global reduc-
tion in cerebral blood flow (CBF), cerebral oxygen, and glucose
metabolic rate in craniotomized cats (106, 107) and alterations
in pyruvate metabolizing enzymes in rats with ipsilateral and con-
tralateral CCI and craniotomy (108). Thus, the synergistic changes
in HAS/HYAL/CD44 expression between the ipsilateral, contralat-
eral, and craniotomy could reflect differential brain lesions and
blood vessel damage between the ipsilateral/contralateral CCI
group and the craniotomy group. Further experiment is needed to
firmly establish a close relationship between HA catabolism and
HAS/HYAL/CD44 expression in TBI.
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There are limitations of the study. The protein expression
level for the HAS, HYAL HA-metabolizing isoenzymes, and CD44
receptors were not determined due to the lack of suitable specific
antibodies. Nor was the change in HA precursors (i.e., acetylglu-
cosamine and glucuronic acid) and the degraded HA products
determined after the CCI-TBI. Further study is warranted for
these measurements and to determine whether HA metabolism
(synthesis and degradation) is associated with the severity and
outcome of patients with severe TBI.

In summary, our study provides preliminary molecular evi-
dence of altered gene expression for HA-metabolizing enzymes
and receptors in animal model of TBI. Further study of HA metab-
olism could help us better understanding of the role of HA in
the inflammatory responses, secondary injury, and healing process
after TBI.
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The metabolic mechanisms underlying the development of exaggerated fear in post-
traumatic stress disorder (PTSD) are not well defined. In the present study, alteration
in the expression of genes associated with mitochondrial function in the amygdala of an
animal model of PTSD was determined. Amygdala tissue samples were excised from 10
non-stressed control rats and 10 stressed rats, 14 days post-stress treatment. Total RNA
was isolated, cDNA was synthesized, and gene expression levels were determined using a
cDNA microarray. During the development of the exaggerated fear associated with PTSD,
48 genes were found to be significantly upregulated and 37 were significantly downreg-
ulated in the amygdala complex based on stringent criteria (p < 0.01). Ingenuity pathway
analysis revealed up- or downregulation in the amygdala complex of four signaling net-
works – one associated with inflammatory and apoptotic pathways, one with immune
mediators and metabolism, one with transcriptional factors, and one with chromatin remod-
eling. Thus, informatics of a neuronal gene array allowed us to determine the expression
profile of mitochondrial genes in the amygdala complex of an animal model of PTSD. The
result is a further understanding of the metabolic and neuronal signaling mechanisms
associated with delayed and exaggerated fear.

Keywords: PTSD, amygdala, mitochondrial genes, stress, fear, Bcl-2, microarray

INTRODUCTION
The neurobiology of exaggerated fear is important in understand-
ing traumatic stress and post-traumatic stress disorder (PTSD).
Decades of animal studies have shown that the amygdala is key
in the neuronal system that orchestrates the fear memory and
exaggerated fear evoked by stress. In PTSD patients exposed to an
aversive visual stimulus or a fear inducing pulse of sound, fMRI
shows an increased blood flow and metabolic rate in the amyg-
dala, indicating a prolonged dysregulation of metabolism and an
altered neuronal transmitter system in the amygdala circuitry (1–
3). Dysregulation appears to persist throughout life, at least in the
frontal cortex, as we found by analyzing a mitochondria gene array
from post-mortem frontal cortex samples of PTSD patients. Genes
and signaling pathways, as well as pharmacological targets, were
significantly dysregulated (4).

Mitochondria are targets for stress hormones such as corti-
costerone (CORT) and are increasingly recognized as key com-
ponents in stress-related mental disorders (5, 6). Prolonged and
repetitive psychological stress can induce long-lasting neurobio-
logical consequences. However, the exact subcellular mechanisms
involved in such long-term neuronal and hormonal impairment
remain elusive. The current study used a rat model of PTSD

to further examine amygdala function and traumatic stress. In
this study, we examined the relationship of altered amygdala
mitochondrial-function genes and the molecular signaling path-
ways associated with a key symptom of PTSD: delayed and exag-
gerated fear. Amygdala tissues were collected from rats 14 days
after stress, a time point at which exaggerated fear manifests. We
then screened for 1500 mitochondrial-function-associated genes,
including 37 mitochondrial DNA (mtDNA)-encoded genes, 1,098
nuclear DNA (nDNA)-encoded and mitochondria-focused genes,
and 365 neuron-related genes (7, 8).

Up until now, the altered subcellular and metabolic molecu-
lar markers associated with delayed and exaggerated fear in the
amygdala were unknown. Thus, this research was carried out in an
attempt to determine whether traumatic stress alters the expres-
sion profiles of mitochondrial genes in association with the patho-
genesis of delayed and exaggerated fear. A mitochondrial microar-
ray technique was used to examine all mitochondrial-function-
associated transcriptomes and to map the susceptible gene clusters
in the amygdala complex associated with delayed and exagger-
ated fear. Our results indicate that signaling pathways, includ-
ing pre-inflammatory, apoptotic, metabolic, neuronal transmitter
system, and genes of G-protein-coupled receptors are up- or

www.frontiersin.org September 2014 | Volume 5 | Article 164 |101

http://www.frontiersin.org/Neurology
http://www.frontiersin.org/Neurology/editorialboard
http://www.frontiersin.org/Neurology/editorialboard
http://www.frontiersin.org/Neurology/editorialboard
http://www.frontiersin.org/Neurology/about
http://www.frontiersin.org/Journal/10.3389/fneur.2014.00164/abstract
http://www.frontiersin.org/Journal/10.3389/fneur.2014.00164/abstract
http://www.frontiersin.org/Journal/10.3389/fneur.2014.00164/abstract
http://www.frontiersin.org/people/u/123089
http://www.frontiersin.org/people/u/126217
http://www.frontiersin.org/people/u/137407
http://www.frontiersin.org/people/u/91993
http://www.frontiersin.org/people/u/141403
http://www.frontiersin.org/people/u/70845
http://www.frontiersin.org/people/u/35550
http://www.frontiersin.org/people/u/128620
http://www.frontiersin.org/people/u/144197
http://www.frontiersin.org/people/u/34761
mailto:he.li@usuhs.edu
http://www.frontiersin.org
http://www.frontiersin.org/Neurotrauma/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Li et al. Amygdala mitochondrial genes for fear

downregulated 14 days after the stress paradigm. The impacts
of alteration in regulation of these molecular mechanisms are
discussed below.

MATERIALS AND METHODS
ANIMAL MODEL OF PTSD
The animal model of PTSD employs restraint and tail shocks on
three consecutive days. This inescapable tail-shock model (ITS)
in rats mimics in many ways the pathophysiology of PTSD (9–
13). In our model, stress exposure consists of a daily 2-h session
of immobilization and tail-shocks for three consecutive days. The
animals are restrained in Plexiglas tubes, and 40 electric shocks
(2 mA, 3 s duration) are applied at varying intervals (140–180 s).
Animals thereby undergo an aversive experience under condi-
tions in which they cannot adaptively respond. We and others
have verified that the ITS model induces behavioral and neu-
robiological alterations similar to those found in PTSD subjects
(9–12). Specifically, these stressed rats exhibit (1) a delayed and
exaggerated startle response appearing several days after stres-
sor cessation which, given the compressed time scale of the rat’s
life compared to a humans, corresponds to the 1–3 months delay
of symptoms in PTSD patients (14, 15), (2) enhanced plasma
CORT for several days, indicating a compromised hypothalamopi-
tuitary axis (HPA), and (3) retarded body weight gain after stressor
cessation, indicating dysfunction of gene expression. The gene
expression microarray used in this experiment, dubbed the rat
mitochondrion-neuron focused microarray (rMNChip), focuses
on mitochondrial and mitochondria-related nuclear genes in the
rat so as to specifically address the neuronal bioenergetics hypoth-
esized to be involved in arousal, CORT, and growth as addressed
in our model of PTSD (13).

Male albino Sprague Dawley rats were used (Taconic Farms,
Derwood, MD, USA), weighing 150–200 g at the time of adminis-
tration of the stress protocol. Two groups of animals (n= 20) were
studied. Twenty animals were assigned to each group based on
their body weight and baseline startle response. Group 1 received
the stress protocol, and Group 2 was the control. Stress exposure
consisted of a daily 2-h session of restraint by immobilization
in ventilated Plexiglas tubes (“inescapable”) and tail shocks for
three consecutive days. Stressing was performed in the morning
(between 08:00 and 12:00 hours).

Forty electric shocks (2 mA, 3 s duration; Animal Test Cage
Grid Floor Shocker, Coulbourn Instruments, USA) were delivered
to the tail of Group 1 rats at semi-random intervals of 150–210 s
(Graphic State Notation Software, Habitest Universal Link, Coul-
bourn Instruments, USA). Electrode gel was applied using Q-tips
to form a thin layer of conducting gel between the electrode and
the skin of the rat’s tail. The electrode clips were adjusted and con-
nected to the tail to ensure a good connection without affecting the
blood circulation of the tail. Amygdala dissection was performed
as previously described (13).

RAT MITOCHONDRIA NEURONAL CHIP
The rMNChip was designed and fabricated by GenProMarkers,
Inc. (Rockville, MD, USA) using published methods (8). Briefly,
the rMNChip contains 1,500 genes, including 37 mtDNA-encoded
genes, 1,098 nDNA-encoded and mitochondria-focused genes,

and 365 genes associated with neuronal functions, including fear
response, circadian rhythms, intraneuronal signal transduction,
and neurotransmitters. The oligonucleotides used were designed
with the software MacVector v10.6.0 (MacVector) using full-length
mRNA sequences as the templates according to published cri-
teria. An amino-C6 modifier was added to the 5′-end of each
oligonucleotide probe to enhance the binding of the DNA to glass
slides and the accessibility of hybridization with target DNA. The
1,500 test genes (including 80 “housekeeping” genes as positive
controls) and 36 negative controls (non-rat DNA) were printed,
each in triplicates, onto the N -hydroxysuccinimide ester reactive
group-coated glass slides (CodeLink Activated Slide, SurModics,
Eden Prairie, MI, USA). DNA probes in the print buffer (50 mM
sodium phosphate), at a final concentration of 20 µM of 5′-amino-
C6 modified 50-mers, were printed in the Class 100 super-clean
environment as described previously (7, 16, 17), using 100 µM
pins and the GeneMachine OmniGrid 100 Microarrayer (Genomic
Solutions, Ann Arbor, MI, USA).

RNA PURIFICATION
Total cellular RNA was purified from rat brain tissues by using a
PAXgene RNA Kit (QIAGEN Inc., Valencia, CA, USA) following
the manufacturer’s instructions. The amygdalas of rats from both
the stress and control groups were dissected immediately after
euthanasia (13).

MICROARRAY HYBRIDIZATION
One microgram of RNA per sample was used for Cy5dUTP label-
ing of cDNA by use of the express array detection kit (3DNA
Array 900, Genisphere, Hatfield, PA, USA) following the manufac-
turer’s instructions. Slides were scanned using 5 µM resolution
and the LOWESS method with a ScanArray Microarray Scan-
ner (PerkinElmer). Triplicate microarray experiments were per-
formed for each RNA sample purified from the amygdala. The
background-subtracted mean values of the measured gene expres-
sion signal intensities were used for microarray data analysis. All
microarray experiments were performed in the same laboratory
as GenProMarkers, Inc. (8).

MICROARRAY DATABASE, BIOINFORMATICS, AND SYSTEMS BIOLOGY
A gene expression database was constructed using FileMaker
software (FileMaker Pro, Inc., Santa Clara, CA, USA). Database
construction, data filtering, selection, exclusion and inclusion pro-
cedures, and criteria were performed as described previously (7,
8). The quantile normalization method (18) in software R ver-
sion 2.15.1 (The R Foundation for Statistical Computing) was
used to normalize background-subtracted mean intensities across
all intra- and inter-slides of informative microarray data. Cor-
relation and Single linkage methods were used to cluster and to
make the heatmap using Cluster version 3.0 and MapleTree soft-
wares1. The normalized data were also used for the calculation of
means, SD, fold changes, moderated p-values, and false discovery
rates (FDR). Gene IDs, official symbols, and official full names
were updated using the NCBI database2. Kyoto Encyclopedia of

1http://rana.lbl.gov/EisenSoftware.htm
2www.ncbi.nlm.nih.gov/gene
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Genes and Genomes (KEGG) pathways and Online Mendelian
Inheritance in Man (OMIM) were from DAVID Bioinformatics
Resources3.

STATISTICS
The quantile normalization method (18) in software R/Biocon-
ductor version 2.15.1 (The R Foundation for Statistical Comput-
ing) was used to normalize data. Means,SDs,and fold changes were
calculated from triplicate spots (Amygdala complex) and triplicate
experiments using XLSTAT 2006 (XLSTAT, New York, NY, USA).
Differentially expressed genes were identified arbitrarily as hav-
ing a greater than twofold change in the average expression of the
background-subtracted mean intensity ratios of a gene between
comparisons (19). The moderated p-values and FDR for multi-
ple statistical testing with Benjamini and Hochberg methods (20)
were calculated with the software R/Bioconductor version 2.15.1
(The R Foundation for Statistical Computing). The level of statis-
tical significance was set at a p-value <0.01 with a specific FDR
indicated. The error bar and plot were generated using Origin Lab
version 8.5.

EXPERIMENTAL PARADIGM (FIGURE 1)

FIGURE 1 | Diagrammatic representation of the animal stress protocol.
Amygdala complex (A) from control group (n=10) and stressed group
(n=10) were dissected 14 days after cessation of 3 days stress (S).

RESULTS
HEATMAP PRESENTATION FOLLOWING MICROARRAY DATA
COLLECTION AND ANALYSIS
The amygdala tissues were dissected from the rat brain 14 days
after the cessation of the 3 days of stress. Total RNA samples were
extracted from the amygdala complex of stressed rats (n= 10), and
controls (n= 10) (13). Microarray experiments were triplicated
using our recently developed fourth generation rat mitochondria-
focused cDNA chip rMitChip3. With three spots in one cDNA
microarray chip and three chips per each amygdala sample, the
resulting analysis of nine data values from each single speci-
men greatly reduces misclassification rates (8). The measurement
of expression of individual genes on the rMitChip3 (rMNChip)
in one group was analyzed using 90 values (3 identical probes
per microarray, 3 microarray experiments per specimen, and
10 specimens per gene), which generated reliable expression
data for further pathway analysis. In this present study, the
mitochondria-focused gene expression profilings in the amygdala

3http://david.abcc.ncifcrf.gov

complex 14 days after traumatic stress were analyzed using the
cDNA microarray chip containing 1500 genes associated with
mitochondria functions. Based on the unsupervised cluster results,
we calculated the average expression level of each gene in the
stressed group (n= 10) and in the non-stressed control group
(n= 10). The microarray data of 270,000 spots across all 60
microarray chips used for 20 RNA samples were filtered by uni-
form statistic and bioinformatic criteria (7), which generated 85
genes with informative expression profiles.

We identified a cluster and heatmap of 85 genes with signifi-
cantly expressed RNA derived from the amygdala complex of the
10 control rats and the 10 stressed rats (Figure 2). The resultant
dendrograms for all of these 85 genes and 20 amygdala complex
specimens are classified as control group from CON-01 to CON-10
and stressed group from STR-1 to STR-10 in Figure 2; these analy-
ses separated the stressed amygdala from those of the controls by
their gene expression profiles. Figure 2A reveals 37 downregulated
gene profiles and Figure 2B reveals 48 upregulated gene profiles.

PATHWAY ANALYSIS OF UP- AND DOWNREGULATED GENES
Pathways containing protein products of the up- and downregu-
lated genes were determined using the Ingenuity Pathway Analysis
(IPA) program. Table 1 illustrates the 34 upregulated genes and
21 downregulated genes in the amygdala after stress. A high strin-
gency algorithm was used, including fold changes and FDR com-
paring stressed to controls (Tables 1 and 2). The tables include
gene symbols, full names of genes listed in Genecards, fold change
[ratio of stress and control, log(2) of the ratio], p-value, and fault
discover rate (FDR).

Molecular networks associated with mitochondrial functions
were constructed based on up- and downregulated genes from
the amygdala complex associated with exaggerated fear (13). Net-
work analysis indicated that four reregulated molecular networks
were associated with metabolic molecules and neurotransmitter
systems, as well as with translational factors in the amygdala com-
plex (Figure 2). Mitochondrial dysfunction involved in endocrine
and neuronal signaling was evident in the amygdala. Detailed
molecular correlations of these reregulated molecular pathways
and the symptoms of PTSD such as exaggerated fear are noted
(Figure 2). The results also suggest possible molecular targets
for pharmacological intervention following exposure to traumatic
stress.

In the network analysis, the networks identified are presented as
graphs indicating the molecular relationships between gene prod-
ucts. Gene products are represented as nodes, and a biological
relationship between two nodes is indicated by a line. The inten-
sity of the node color indicates the degree of upregulation (red)
or downregulation (green). Gene products in uncolored nodes
were not identified as differentially expressed in our experiment,
but were integrated into the computationally generated networks
on the basis of the evidence stored in the IPA knowledge base
indicating a relevance to this network.

The node shapes denote enzymes, phosphates, transmembrane
receptors, cytokines, channels, transcription factors, G-protein-
coupled receptors, growth factors, or nuclear receptor, as shown
in Figure 3. Canonical pathway analysis identified the canonical
pathways from the IPA library that were most significantly related
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FIGURE 2 | Clustering analysis of 48 upregulated and 37 downregulated
genes across all 20 amygdala samples generates double dendrograms
and heat maps that distinguish the stressed amygdala specimens from
the controls (A,B). The identification of these up- and downregulated genes
provides candidates for network analysis. The ratios and p-values (t -test) were

calculated between the stressed (n=10) and control specimens (n=10),
resulting in the identification of 85 genes (p < 0.01) and among these 55
altered genes (p < 0.01) were further selected using a high stringency
algorithm that includes fold change and fault discovery rate in the stressed
amygdala as compared to the controls (Tables 1 and 2).

to the input data set. The significance of the association between
the data set and the canonical pathway was determined based on
two parameters: (1) a ratio of the number of genes from the data set
that map to the pathway divided by the total number of genes that
map to the canonical pathway and (2) a p-value calculated using
Fischer’s exact test determining the probability that the association
between the genes in the data set, and the canonical pathway is due
to chance alone.

To reveal specific and detailed interactions among up- and
downregulated genes in the amygdala, and to further identify
gene targets for pharmacological agents, four molecular networks
were delineated: (1) Bcl-2 and TNF centered inflammatory and
apoptotic signaling networks as shown in Figure 4; (2) energy

production and neurotransmitter-mediated signaling pathways
as shown in Figure 5; (3) transcriptional factor and chro-
matin remodeling pathways as shown in Figure 6; (4) immune
mediator-related pathways as shown in Figure 7. The genes in
the pathways were selected based on recent literature in the IPA
database and relevance to neurological dysfunction, psychiatric
disorders, and exaggerated fear response associated with amyg-
dala functions as addressed in the Section “Discussion.” Within
these networks, 34 (62%) of the genes were significantly upreg-
ulated (Table 2; Figure 2B) and 21 (38%) of the genes were
significantly downregulated (Table 1; Figure 2A). In the network
analysis, these genes display particular relevance to the symptoms
of PTSD.
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Table 1 | Downregulated genes in amygdala (14 days after stress).

No Gene symbols Names of genes listed in Genecards Fold change Significance

Stress/CON Log(2) p FDR

1 Eef1a2 Eukaryotic translation elongation factor 1 alpha 2 0.22 −2.20 0.0007 0.0044

2 Atp7b ATPase, Cu++ transporting, beta polypeptide 0.31 −1.69 0.0062 0.0129

3 mt−Tl2 Mitochondrially encoded tRNA leucine 2 (CUN) 0.31 −1.68 0.0035 0.0088

4 Bhlhe40 Basic helix-loop-helix family, member e40 0.34 −1.58 0.0006 0.0044

5 Mtch1 Mitochondrial carrier 1 0.35 −1.53 0.0012 0.0047

6 Cyp24a1 Cytochrome P450, family 24, subfamily A, polypeptide 1 0.35 −1.52 0.0145 0.0199

7 Bcl-2 B-cell CLL/lymphoma 2 0.37 −1.42 0.0000 0.0014

8 Bcs1l Mitochondrial chaperone BCS1 0.41 −1.30 0.0079 0.0134

9 Tnf Tumor necrosis factor-alpha 0.42 −1.25 0.0005 0.0044

10 Acot9 Acyl-CoA thioesterase 9 0.44 −1.20 0.0024 0.0071

11 Rnd3 RND3 Rho family GTPase 3 0.44 −1.20 0.0056 0.0122

12 Dhx38 DEAH (Asp–Glu–Ala–His) box polypeptide 38 0.46 −1.13 0.0075 0.0133

13 Bcat2 Branched chain amino-acid transaminase 2, mitochondrial 0.47 −1.09 0.0097 0.0155

14 GDF-15 Growth differentiation factor 15 0.47 −1.08 0.0039 0.0091

15 Flii Flightless I homolog 0.48 −1.06 0.0039 0.0091

16 Gnb4 Guanine nucleotide binding protein (G-protein), beta polypeptide 4 0.48 −1.05 0.0069 0.0133

17 Rrad Ras-related associated with diabetes 0.49 −1.04 0.0041 0.0091

18 Acat1 Acetyl-CoA acetyltransferase 1 0.49 −1.03 0.0146 0.0199

19 Elk3 ETS-domain protein (SRF accessory protein 2) 0.50 −0.99 0.0073 0.0133

20 Phlpp1 PH domain and leucine rich repeat protein phosphatase 1 0.51 −0.97 0.0012 0.0047

21 Plcb2 Phospholipase C, beta 2 0.54 −0.90 0.0103 0.0159

Approved symbol from the HUGO Gene Nomenclature Committee (HGNC) database.

VALIDATION OF THE Rap1b AND Arhgap1 GENE EXPRESSIONS IN THE
AMYGDALA (MICROARRAY) AND BLOOD (qRT-PCR)
Quantitative real-time PCR (qRT-PCR) was used to validate and to
confirm gene expression results obtained from microarray analy-
sis in our previous published results (4). The relative mRNA levels
of identified genes measure by qRT-PCR were in agreement with
the data detected by microarray from 92 to 67% on five genes
examined (4). In an attempt to correlate biomarkers in peripheral
tissue (blood) with the profile of dysregulated genes in the amyg-
dala, Rap1b and Arhgap1 were chosen in the current study because
of upregulation of (Rap1b) and downregulation of (Arhgap1)
expressions observed in stressed amygdala and blood as well as
because Rap1b is of known relevance to abnormal fear response
(21). The results show that the relative mRNA levels of these genes
measured by qRT-PCR (blood, n= 8, p < 0.01) were in agree-
ment with the data detected by microarray (amygdala, n= 10,
p < 0.01) experiments (shown in Figures 1A,B in Supplementary
Material).

DISCUSSION
Animal models of PTSD offer opportunities to identify mecha-
nisms, potential biomarkers, and treatment targets for this dis-
order. In this study, we have shown that a substantial number
of up- and downregulated genes related to mitochondrial func-
tion in the amygdala are associated with an animal model of
PTSD based on exaggerated startle and retardation of growth (9,
13). These mitochondrial-function genes have been previously

related to neurological dysfunction, psychiatric disorders, and
stress response (4, 6). In addition, we have identified novel
mitochondrial-function-related genes associated with endocrine
and neuronal signaling (4, 5, 22).

Traumatic stress up- or downregulation of anti-inflammatory
and anti-apoptotic cellular pathways are evidenced in the amyg-
dala 14 days after stress, as indicated in Figure 4 and Tables 1 and
2. Seven genes, including RAP1B, Cathepsin D (CTSD), MKNK1,
RASGRP, CSF2RB, GMCSF, and CFLAR are upregulated and nine
genes, including tumor necrosis factor (TNF), Bcl-2, GDF-15, early
growth response (Egr1), GNB, FLII, BHLHE40, RND3, and GNB4
are downregulated in the inflammatory and apoptotic signaling
networks in the amygdala.

Levels of inflammatory cytokines in blood samples have been
used as biomarkers of PTSD vulnerability and resilience in trauma-
tized individuals (23–26). TNF-α and related anti-inflammatory
cytokines in the peripheral blood have been correlated with symp-
toms of PTSD, including re-experiencing, avoidance, and hyper-
arousal, and with PTSD total symptom score (23,24,26). In a single
stress rat model, increased neuronal apoptosis has been observed
in the medial prefrontal cortex (mPFC) 7 days after stress expo-
sure indicating that apoptotic-related molecules are sensitive to
traumatic stress (27). Emerging data indicate that TNF and the
anti-apoptotic protein Bcl-2 exert a neuroprotective effect in the
brain against traumatic stress (28–30).

Using network analysis, current results reveal for the first time
that the 15 genes of the inflammatory pathway in the amygdala
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Table 2 | Upregulated genes in amygdala (14 days after stress).

No Gene Names of genes listed in Genecards Fold change Significance

Stress/CON Log(2) p FDR

1 RASA3 Ras GTPase-activating protein 3 2.02 1.01 0.0040 0.0091

2 Dusp3 Dual specificity protein phosphatase 3 2.03 1.02 0.0107 0.0163

3 Gucy1a2 Guanylate cyclase 1, soluble, alpha 2 2.05 1.03 0.0023 0.0071

4 Grik2 Glutamate receptor, ionotropic, kainate 2 2.06 1.04 0.0012 0.0047

5 Mrps28 Mitochondrial ribosomal protein S28 2.21 1.14 0.0143 0.0199

6 Got2 Glutamic-oxaloacetic transaminase 2 2.27 1.18 0.0077 0.0133

7 Gucy2f Guanylate cyclase 2F, retinal 2.34 1.23 0.0075 0.0133

8 Atp5c1 ATP synthase, H+ transporting, mitochondrial F1 complex, gamma polypeptide 11 2.36 1.24 0.0111 0.0165

9 Akap1 A-kinase anchor protein 1 2.39 1.25 0.0098 0.0155

10 Idh3a Isocitrate dehydrogenase 3 (NAD+) alpha 2.57 1.36 0.0034 0.0088

11 Cox8a Cytochrome c oxidase subunit VIIIA (ubiquitous) 2.61 1.38 0.0024 0.0071

12 Cpt1b Carnitine palmitoyltransferase 1B (muscle) 2.80 1.49 0.0074 0.0133

13 Atp5f1 ATP synthase, H+ transporting, mitochondrial Fo complex, subunit B1 3.02 1.59 0.0002 0.0029

14 mt-Tw Mitochondrially encoded tRNA tryptophan 3.18 1.67 0.0011 0.0047

15 Kif5b Kinesin family member 5B 3.21 1.68 0.0147 0.0199

16 CTSD Cathepsin D 3.30 1.72 0.0017 0.0055

17 Nrg1 Neuregulin 1 3.34 1.74 0.0006 0.0044

18 mt-Ty Mitochondrially encoded tRNA tyrosine 3.44 1.78 0.0011 0.0047

19 Timm9 Translocase of inner mitochondrial membrane 9 homolog 3.49 1.80 0.0011 0.0047

20 Rab8a Member RAS oncogene family 3.54 1.82 0.0000 0.0014

21 Rasgrp4 RAS guanyl releasing protein 4 3.62 1.86 0.0008 0.0047

22 mt-Tk Mitochondrially encoded tRNA lysine 3.69 1.88 0.0006 0.0044

23 mt-Rnr1 Mitochondrially encoded 12S RNA1 4.05 2.02 0.0001 0.0024

24 Camk2g Calcium/calmodulin-dependent protein kinase II gamma 4.13 2.05 0.0032 0.0086

25 Grin3b Glutamate receptor, ionotropic, N -methyl-d-aspartate 3B protein 4.77 2.25 0.0016 0.0055

26 Itpk1 Inositol 1,3,4-trisphosphate 5/6 kinase2 5.59 2.48 0.0006 0.0044

27 Csf2rb Colony stimulating factor 2 receptor, beta, low-affinity (granulocyte-macrophage) 6.11 2.61 0.0005 0.0044

28 Tmlhe Trimethyllysine hydroxylase, epsilon 6.71 2.75 0.0007 0.0045

29 Arntl2 Aryl hydrocarbon receptor nuclear translocator-like 2 7.86 2.97 0.0001 0.0028

30 Mutyh mutY homolog (E. coli ) 7.92 2.99 0.0141 0.0199

31 Rap1b Ras family small GTP binding protein RAP1B2 10.13 3.34 0.0014 0.0053

32 Lonp1 Lon peptidase 1, mitochondrial 12.04 3.59 0.0016 0.0055

33 Grpel2 GrpE-like 2, mitochondrial (E. coli ) 13.49 3.75 0.0009 0.0047

34 mt-Td Mitochondrially encoded tRNA aspartic acid 14.17 3.82 0.0032 0.0086

complex are up- or downregulated in the exaggerated fear response
(Figure 4). These inflammatory signaling molecules may partici-
pate in the evolution of PTSD to a chronic disorder because they
remain up- or downregulated 14 days after the stress protocol.
Bcl-2, an integral outer mitochondrial membrane protein, was ini-
tially found to block the apoptotic death of lymphocytes, and over
expression of Bcl-2 in transgenic mice reduced the fear response
(31, 32). In the current stress model of PTSD, the expression
of Bcl-2 is downregulated in the amygdala, indicating that both
neuronal inflammatory and cellular apoptosis signaling pathways
contribute to the exaggeration of fear following traumatic stress.
The network analysis encourages future studies to detail the cel-
lular mechanisms that are evidenced to underlie PTSD (4, 5, 27,
33). For example, the Bcl-2 mediated apoptotic cellular process
may contribute not only to the degenerated amygdala structure
in PTSD patients but also to the impairment of the controlling

function of the amygdala in the fear response of PTSD patients.
This process may also be observable in animal models of PTSD
(27, 34–36).

Among the downregulated genes, the basic helix–loop–helix
transcription genes, BHLHE, have been associated with symptoms
of PTSD such as sleep disturbance. For example, BHLHE40 and
BHLHE41 are mainly expressed in the suprachiasmatic nucleus
of the hypothalamus, which governs circadian rhythm (37).
BHLHE40 synchronizes the circadian rhythm at the intracellular
level with the external light–dark cycle. The current study demon-
strates for the first time that downregulated BHLHE40 expression
in the amygdala is associated with exaggerated fear following trau-
matic stress. Thus BHLHE40 may be a target for treatment of the
disruption of sleep associated with PTSD, a symptom that is often
resistant to present pharmacotherapy. Changes in the light/dark
cycle have also been shown to disrupt memory of conditioned
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FIGURE 3 | In (A), IPA associates stress reregulated mitochondrial-
related genes with the network containing Bcl-2 andTNF are shown.
(B) is a bar graph plotted as mean±SD of the intensity of up- or
downregulated genes in the stressed (n=10) and control amygdala

(p < 0.01, n=10) for the network associated with Bcl-2 and TNF in the
amygdala 14 days after stress. The order is plotted according to fold
change, from downregulated with lowest negative value to upregulated
with highest positive value.
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FIGURE 4 | Node (gene) and edge (gene relationship) symbols are
described in the figure. The intensity of the node color-(red ) indicates the
degree of upregulation. Genes in uncolored nodes are not identified as
differentially expressed genes in our experiment and are integrated into the
computationally generated networks on the basis of the evidence stored in
the IPA knowledge memory indicating a relevance to this network. The
node shapes denote enzymes, phosphatases, kinases, peptidases,
G-protein-coupled receptors, transmembrane receptors, cytokines, growth
factors, ion channels, transporters, translation factors, nuclear receptors,
and transcription factors.

fear (38–40). Thus, the circadian system may relate to anxiety and
altered cognition following traumatic stress.

In addition to the Hub molecules such as Bcl-2 and TNF in
the inflammatory and apoptotic pathways, other up- or down-
regulated gene products in the pathways could contribute to the
exaggerated fear response. Although little has been published asso-
ciating these molecules with exaggerated fear or other PTSD symp-
toms, they have been related to neuronal regulation. For example,
GDF-15 is a potent trophic factor in the recovery of 6-OHDA-
lesioned midbrain dopaminergic neurons (41). Downregulation
of GDF-15 may jeopardize neuronal survival in the amygdala fol-
lowing traumatic stress. Mitochondrial carrier homolog 1 (Mtch1)
is an outer mitochondrial membrane protein and overexpres-
sion of Mtch1 causes mitochondrial depolarization and apoptosis,
likely via the permeability transition pore (42). Egr transcrip-
tional regulators such as Egr1 have been widely recognized as
molecules essential for emotional learning and memory (43, 44).
Moreover, Egr1-deficient mice have impairments in late phase
hippocampal LTP and consolidation of some forms of amygdala-
dependent memory through a protein phosphatase calcineurin-
mediated mechanism (43, 44). Thus, downregulated Egr1 follow-
ing traumatic stress may impair cellular processes associated with
emotional learning.

TRAUMATIC STRESS UP- AND DOWNREGULATED GENES IN THE
AMYGDALA ASSOCIATED WITH SUICIDE
Post-traumatic stress disorder significantly increases risk for sui-
cide, even after adjusting for depression, which is often comorbid.
Therefore, it appears that traumatic stress exposure and its con-
sequences are risk factors for suicide in some people (45, 46).
Correlation of mechanisms underlying suicide anxiety can help in
understanding the cellular and molecular connections between
these two mental disorders. Using molecular network analysis
of genes up- or downregulated by traumatic stress, as shown in
Figure 2 and Tables 1 and 2, genes including TUBA1, CTSD, and
Grik2 have been associated with suicidal events (47, 48). Dysreg-
ulation of each of these genes produces profound damage to the
brain.

Mutations of TUBA1A in this gene cause lissencephaly type 3
(LIS3), a neurological condition characterized by microcephaly,
mental retardation, early-onset epilepsy, and defective neuronal
migration (49). TUBA1 is also an interacting cytoskeleton protein
that has a functional connection to glutamate, GABA, and sero-
tonin receptors (48). Mutations in the CTSD gene are involved in
the pathogenesis of AD and Niemann–Pick disease (50–53).

A recent proteomic study on post mortem brains of suicide vic-
tims shows that both TUBA1A and CTSD are highly expressed in
the prefrontal cortex and amygdala of suicide victims, suggesting
that these genes may be a risk biomarker for suicide (48). As shown
in Figure 4, S100 Calcium Binding Protein A1 (S100A1; one of the
proteins in the super family of S100, also called P11) interacts with
TUBA1A and may regulate the function of TUBA1 under stressful
conditions (54). In fact, in a recent clinical study, the mRNA level
of S100A10 was found to be a potential adjunctive biomarker for
the assessment of suicide risk in anxiety disorders (55).

Kainate receptors are members of the ionotropic class of gluta-
mate receptors and are highly expressed in the amygdala neuronal
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FIGURE 5 | In (A), IPA associates stress up- or downregulated
mitochondrial-related genes with the network containingTP53, PPARA,
and HTT. (B) is a bar graph plotted with mean±SD of the intensity of up- or
downregulated genes for the stressed (n=10) and control amygdala

(p < 0.01, n=10) in the network associated with TP53, PPARA, and HTT in the
amygdala 14 days after stress. The order is plotted according to fold change,
from downregulated with lowest negative value to upregulated with highest
positive value.
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FIGURE 6 | In (A), IPA associates stress up- or downregulated
mitochondrial-related genes with the network containing LEP and CL1.
(B) is a bar graph plotted with mean±SD of the intensity of up- or
downregulated genes for the stressed (n=10) and controlled amygdala

(p < 0.01, n=10) in the network associated with LEP and CL1 in the
amygdala 14 days after stress. The order is plotted according to fold change,
from downregulated with lowest negative value to upregulated with highest
positive value.
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FIGURE 7 | In (A), IPA associates stress reregulated mitochondrial-
related genes with the network containing NFkb, Akt, and Histone 3.
(B) is a bar graph plotted with mean±SD of the intensity of up- or
downregulated genes for the stressed (n=10) and controlled amygdala

(p < 0.01, n=10) in the network associated with NFkb, AKt, and Histone 3
in the amygdala 14 days after stress. The order is plotted according to fold
change, from downregulated with lowest negative value to upregulated with
highest positive value.
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circuitry (56–60). These kainate receptors have been identified
both pre- and post-synaptically. They modulate inhibitory and
excitatory postsynaptic currents in the basolateral amygdala cir-
cuitry and play a role in synaptic plasticity associated with emo-
tional learning and memory (56–60). Thus upregulated Grik2 and
Grik genes, as found in the current study, may participate in the
emotional hyperarousal following traumatic stress. In addition,
recent pharmacogenomic studies of antidepressant treatment-
emergent suicidal events report associations with polymorphisms
of Grik2 receptor genes in depressed patients (47). The network
analysis from the present results suggests that the pharmacologic
agents that target specific subtypes of kainate receptors may be
therapeutic medications for the treatment of PTSD with suicidal
ideation.

In summary, network analysis reveals that signaling path-
ways associated with TUBA1A, CTSD, and Grik2 are poten-
tial biomarkers and therapeutic targets for PTSD with suicidal
ideation.

UP/DOWNREGULATION OF GENES IN THE AMYGDALA SUBSERVING
ENERGY PRODUCTION AND NEUROTRANSMITTER SYNTHESIS
Diminished interest and participation in activities along with
detachment and lack of positive emotions may be seen in PTSD
as energy loss or mental fatigue. This decreased energy is a
common complaint of service members after repetitive trau-
matic stress, including PTSD and TBI (61). While the mecha-
nisms underlying the mental fatigue are speculated to be due
to a shortage of energetic molecules in the brain, the detailed
mechanism remains elusive. The relationship between mitochon-
drial gene expression in the amygdala and exaggerated fear pro-
vides an approach to the cellular and molecular basis of mental
fatigue after trauma. As shown in Figure 5, two citrate cycle
genes, Idh3a and Cpt1b, were upregulated. Idh3a promotes ATP
production by catalyzing the oxidative decarboxylation of isoc-
itrate to 2-oxoglutarate. Cpt1b generates ATP from lipids via
beta-oxidation of fatty acids (62–64). Expression of ATP5C1 is
enhanced. ATP5C1 is the mitochondrial membrane ATP syn-
thase. Suppression of the ATP5C1 gene caused a decrease in cell
proliferation and ATP production (65). Enhanced expression of
ATP5C1 may suggest an enhanced demand for energy in the
amygdala in response to traumatic stress associated with exagger-
ated fear. Indeed, enhanced expression of ATP5C1 was also found
in the prefrontal cortex of PTSD postmortem brains, indicating
that the ATP5C1 gene could be a biomarker for the diagnosis of
PTSD (4).

Mitochondrial genes supporting biosynthesis are differentially
regulated under conditions of stress. Got2, which is involved in
arginine, tyrosine, and tryptophan biosynthesis, is upregulated;
Acot1 and Bcat2, two enzymes involved in fatty acid metabolism,
as well as synthesis of valine, leucine, and isoleucine, and degra-
dation of lysine, are downregulated. Tryptophan is a precursor
of serotonin, which is thought to contribute to emotional well-
being and is related to depression, which is highly comorbid with
PTSD (66, 67). In addition, selective serotonin reuptake inhibitors
(SSRIs) are a first line treatment for PTSD.

These results indicate that altered regulation of expression of
genes involved with energy production and biosynthesis in the

amygdala may be associated with the diminished interest, overall
mental fatigue, and comorbid symptoms of depression in PTSD.

UP/DOWNREGULATION OF GENES IN THE AMYGDALA ASSOCIATED
WITH IMMUNE MEDIATORS AND ENERGY EXPENDITURE
Proinflammatory chemokines have been suggested to be involved
in chronic stress, major depressive disorder, panic disorder, and
PTSD (68–73). The chemokines IL4 and CCL13 are intercon-
nected with the up- and downregulated genes shown in the net-
work 3, including Lonp1, ATP5F1, Rab8A, and Gucy2F. Levels
of chemokines including IL4, IL2, and TNF alpha in the plasma
have been found to be significantly altered in some patients suf-
fering from traumatic stress, including those with PTSD and
those suffering from child abuse (74). CCL13 is a chemotactic
cytokine that regulates leukocyte migration through interactions
with G-protein-coupled receptors (75, 76).

The up- and downregulated genes shown in the network
(Figure 6) are connected with Leptin (LEP), which is a key medi-
ator in the regulation of food intake, body weight, and possibly
memory. Dysregulation of LEP could be involved in the weight
loss resulting from chronic and repetitive stress in our rat model
of PTSD (11, 13, 77). Weight loss is a common symptom of
depression, highly comorbid with PTSD. Indeed, elevated serum
LEP levels were found in PTSD patients suffering from depressive
symptoms caused by earthquakes and myocardial infarctions (78,
79). In addition, intraperitoneal injection of LEP mitigated the
impairment of fear memory in the mouse deprived of rapid eye
movement sleep (80). Thus, it appears that the elevation of LEP in
patients with PTSD may be associated with elevated fear, similar
to an observation made in the current rat model of PTSD.

UP/DOWNREGULATION OF GENES IN THE AMYGDALA ASSOCIATED
TRANSCRIPTION FACTORS AND CHROMATIN REMODELING
As indicated in the signaling pathway shown in Figure 7, four
genes, including neuregulin 1 (Nrg1), calmodulin-dependent
kinases 2 gamma (Camk2g), tubuline (Tuba1A), and the A-kinase
anchor protein 1 (AKAP1), are upregulated in the amygdala
14 days after stress, and E-twenty six (ETS) domain-containing
transcription factor (ELK3) is downregulated. In addition to
the functions of the individual up- or downregulated genes in
Figure 7, these genes are interconnected with histone 3 and his-
tone 4. Histone H3 and histone H4 are two of the five main histone
proteins involved in the structure of chromatin in eukaryotic cells.
Thus, the up- or downregulated genes in the network appear to
affect transcription and chromatin remodeling.

Regulation of chromatin structure through post-translational
modification of histone proteins is a critical step in the formation
of long-term memory (81). As revealed in the network analy-
sis, traumatic and repetitive stress leads to altered regulation of
chromatin-related genes in the amygdala, including the upreg-
ulation of Nrg1, CamK2g, Tuba1A, and AKAP1, as well as the
downregulation of ELK3 interacting with NF-kappa B, histone 3,
and histone 4. Histone 3 and histone 4 drive epigenetic modifica-
tions and conformational changes in chromatin, stimulating the
expression of neuroplasticity-related genes involved in traumatic
memory and fear learning (82, 83). Histone acetylation mediated
by BDNF gene transcription is involved in the consolidation of
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fear memory associated with an animal model of PTSD (84). This
modulation could promote chromatin remodeling in the amyg-
dala induced by glucocorticoids following traumatic stress. Indeed,
activation of the glucocorticoid receptor (GR) under stress has also
been shown to modify chromatin structure by post-translational
modifications of histones and is considered to be a new therapeutic
target for PTSD (85, 86).

Nuclear factor kappa-light-chain-enhancer of activated B
cells (NF-κB), a protein complex that controls the transcrip-
tion of DNA, interacts with up- or downregulated genes in
network 4. Inhibition of NF-κB in the basolateral amygdala
impairs the memory reconsolidation associated with auditory fear
conditioning (87).

SUMMARY
The current study reveals that multiple signaling networks are up-
or downregulated in the amygdala circuitry 14 days after trau-
matic stress. Traumatic stress significantly alters at least 55 genes
associated with at least four pathways related to mitochondria
functions in the stressed amygdala. These molecules include well-
studied and -documented networks as well as novel networks that
have not been well documented in previous literature. These find-
ings provide a guide for further studies associated with diagnostic
biomarkers, therapeutic molecular targets, and identification of
optimal strategies for fostering resilience before and after trau-
matic stress. In addition, current analyses suggest new targets for
pharmacological intervention to treat PTSD and suicide. Suicide-
related genes revealed in the stressed amygdala indicate that dys-
regulated signaling pathways interweave suicide and fear. These
results elucidate the molecular pathways underlying PTSD as a
road to diagnosis and treatment.
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Intracranial/intracerebral hemorrhage (ICH) is a leading cause of death and disability in peo-
ple with traumatic brain injury (TBI) and stroke. No proven drug is available for ICH. Panax
notoginseng (total saponin extraction, PNS) is one of the most valuable herb medicines
for stroke and cerebralvascular disorders in China. We searched for randomized controlled
clinical trials (RCTs) involving PNS injection to treat cerebral hemorrhage for meta-analysis
from various databases including the Chinese Stroke Trials Register, the trials register of
the Cochrane Complementary Medicine Field, the Cochrane Central Register of Controlled
Trials, MEDLINE, Chinese BioMedical disk, and China Doctorate/Master Dissertations Data-
bases. The quality of the eligible trials was assessed by Jadad’s scale. Twenty (20) of
the 24 identified randomized controlled trials matched the inclusive criteria including 984
ICH patients with PNS injection and 907 ICH patients with current treatment (CT). Com-
pared to the CT groups, PNS-treated patients showed better outcomes in the effectiveness
rate (ER), neurological deficit score, intracranial hematoma volume, intracerebral edema
volume, Barthel index, the number of patients died, and incidence of adverse events. Con-
clusion: PNS injection is superior to CT for acute ICH. A review of the literature shows that
PNS may exert multiple protective mechanisms against ICH-induced brain damage includ-
ing hemostasis, anti-coagulation, anti-thromboembolism, cerebral vasodilation, invigorated
blood dynamics, anti-inflammation, antioxidation, and anti-hyperglycemic effects. Since vit-
amin C and other brain cell activators (BCA) that are not considered common practice were
also used as parts of the CT in several trials, potential PNS and BCA interactions could exist
that may have made the effect of PNS therapy less or more impressive than by PNS therapy
alone. Future PNS trials with and without the inclusion of such controversial BCAs as part
of the CT could clarify the situation. As PNS has a long clinical track record in Asia, it could
potentially become a therapy option to treat ICH in the US and Europe. Further clinical trials
with better experimental design could determine the long-term effects of PNS treatment
for TBI and stroke.

Keywords: notoginsenosides, botanical medicine, nutraceuticals, TBI and stroke recovery, randomized controlled
clinical trials, hemostasis, anti-coagulation, pharmacological mechanisms

INTRODUCTION
Traumatic brain injury (TBI) is a leading cause of death and dis-
ability in young people (1). Every year approximately 1.5 million
people die and at least 10 million people are hospitalized after TBI
(2). The incidence of TBI fatality and disability rates are higher in
developing countries than in developed countries (3).

Secondary brain damage due to continued intracranial and
intracerebral bleeding and hemorrhage swelling is a common
cause of morbidity and mortality (4, 5). In one clinical trial, 56%
of the patients with mild, moderate and severe TBI developed
intracranial hemorrhage (6). Another study showed that 51%
of TBI patients developed progressive intracranial/intracerebral

hemorrhage (ICH), and hemorrhage expansion during the first
24–48 h after hospital admission (7). Prognostic studies have
shown that ICH is associated with increased mortality and dis-
ability 6 months after injury (8, 9). One recent survey reported
that TBI patients who developed ICH showed a 10-fold increase
in stroke incidence 3 months after the injury when compared to
TBI patients without ICH (10).

Acute intracerebral hemorrhage (AICH) accounts for only
about 10% of the people with stroke, and is the most lethal
form of stroke compared to the ischemic stroke. Thus, ICH is
among the most devastating disorders and a leading cause of dis-
ability and mortality of people with severe stroke, hypertension,
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and TBI (11). During the last decade, the incidence of ICH has
increased steadily in Asian countries (12) and it accounts for ~20%
and ~10% of strokes in low-middle and high income countries,
respectively (13).

So far, few proven therapies exist for ICH. Hematoma expan-
sion, perihematomal edema with increased intracranial pressure,
intraventricular extension of hemorrhage with hydrocephalus,
seizures, venous thrombotic events, hyperglycemia, increased
blood pressure, fever, and infections are among the complica-
tions of ICH as recently reviewed by Balami and Buchan (14).
Current treatment of ICH is supportive and life-sustaining rather
than a complete cure that aims to limit secondary brain dam-
age and associated complications (15, 16). Considering the very
limited therapeutic options for patients with ICH, recent studies
suggest that evidence-based alternative and complimentary med-
icines could be effective in reducing the adverse effects early in
the course of ICH and in improving its prognosis as found in the
treatment of cerebral ischemia (17).

Panax notoginseng [(Burk.) F.H. Chen] (also called Sanqi in
Chinese), is one of the most valuable Chinese herbal medi-
cine. P. notoginseng is a perennial plant, mainly grown in the
high mountain areas of Southwest China. Its roots are har-
vested after 3–5 years of growth (Figure 1). P. notoginseng has
numerous hematological and pharmacological effects, which
include regulation of platelet aggregation and platelet free cal-
cium levels, reducing blood viscosity, improving local blood
supply and circulation to end stasis, cerebral vasodilation, anal-
gesic, hypolipidemic, hemostatic, anti-edema, anti-hyperglycemia,
antioxidation, anti-inflammation, and anti-apoptosis (18, 19).

P. notoginseng saponins extract (PNS) ameliorate learning and
memory deficits in animals (20–26), probably by inhibiting oxida-
tive stress and apoptosis and by stimulating neurogenesis (21, 22,
27–33). PNS is effective against ICH, transient focal ischemia,
and cerebral infarction probably in part through improved brain
blood circulation and energy metabolism (34–38). P. notogin-
seng has been used alone and as a key tonic ingredient in
many other patent Chinese medicine for treatment of a vari-
ety of health conditions and has been proved to be effective
in animal models of cerebral ischemia/reperfusion injury, arter-
ial thrombosis, cardiovascular disorders, Alzheimer disease, dia-
betes and obesity, erectile dysfunction, neurodegeneration, neu-
roinflammation, oxidative stress, neurotoxicity, organ injury, and
cancer (38–47).

The ability of notoginseng to normalize hemorheological para-
meters is due to the presence of multiple active compounds
including different ginsenosides and notoginsenosides, some of
which appear to have similar yet differential effects. Ginseno-
sides Rg1 and Rb1, and notoginsenoside R1 are the main active
ingredients present in high concentrations in PNS, which contains
more than 20 different ginsenosides and notoginsenosides (48–
55). Purified and patented PNS under different trade names, i.e.,
Xuesaitong (51, 56–59), Xueshuantong (60), and Lulutong have
been approved for treatment of stroke and other cerebral disorders
in China. Intravenous injection of PNS has been developed for crit-
ical care because orally administered PNS has a low permeability,
poor intestinal absorption, and bioavailability (51, 61, 62) due to
the relative large sugar molecular mass (>500 Da), high molecular
flexibility, high hydrogen binding capacity, and low lipophilicity.

FIGURE 1 | Panax notoginseng (P. notoginseng, Sanqi): clockwise from top left: in cultivation, the roots, artistic drawing a Sanqi plant, the main
chemical ingredients of PNC: notoginsenoside R1, ginsenosides Rb1, and Rg1.
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In vivo studies showed marked variability of Rb1 bioavailability
among different administration routes to rats: i.v. (intravenous)
(100%) > p.v. (portal venous) (59.49%) > i.d. (intra-duodenal)
(2.46%) > p.o. (peroral) (0.64%) (63). After absorption, PNS has
a long residual time, but individual ginsenosides and notogin-
senosides vary in their elimination rate. For example, the half-life
is much longer and peak concentration higher for ginsenoside Rb1
than that for ginsenoside Rg1 and notoginsenoside R1, due to the
slower clearance and longer residence time of Rb1 (61, 63–67). In
fact, ginsenoside Rb1 is considered a pharmacokinetic marker of
PNS (67).

Multiple clinical studies have been conducted in China in recent
years to explore the use of PNS injection in the treatment of
cerebral hemorrhage and ICH. These studies have yet to be system-
atically evaluated for the efficacy and safety to provide evidence
and guidance for further clinical application of PNS for cere-
bral hemorrhage. Because many of these trials were reported in
un-indexed Chinese medical journals, the international research
community may not have access to these findings. In this study, we
reviewed randomized controlled clinical trials (RCTs) published in
Chinese journals that involved PNS injection treatment for ICH.
The results suggest that PNS injection has a wide range of differ-
ent protective mechanisms and is a better treatment than current
treatments for ICH.

MATERIALS AND METHODS
INCLUSIVE AND EXCLUSIVE CRITERIA
Only RCTs that included a comparison of the efficacy and safety
of P. notoginseng saponin (PNS) injection treatment with that
of current treatment (CT) in patients with AICH resulted from
hypertension or wind stroke were included. The diagnostic crite-
ria of acute ICH in trials were in accordance with the criteria of
diagnosis of various types of cerebrovascular disease updated at
the 4th Annual Conferences of Chinese Society of Neurology (68):
subjects should not suffer from secondary AICH or other diseases
such as hematologic diseases, intracranial aneurysms, intracranial
tumors, cerebral arteries, venous malformations, severe comas,
and cardiac, hepatic, or renal diseases. There was no restriction
on race, but the majority of patients were thought to be of the
Chinese Han ethnic group. The PNS intervention is defined as
intravenous drip of the commercially available PNS preparations
that are approved by Chinese Food and Drug Administration
(CFDA) for clinical use alone, or in combination with other rou-
tine therapies for subjects in the treatment groups. The control
ICH subjects received current treatment other than PNS treat-
ment. The outcome measures included the effectiveness rate (ER),
neurological deficit score (NDS), intracerebral hematoma vol-
ume (IHV), intracerebral edema volume (IEV), Barthel index
(BI), and number of patients died (NDP), as well as incidence
of adverse events after treatments with PNS or CT, respectively.
The BI is an interviewer-based disability profile scale developed
by D.W. Barthel in 1965 to assess physical functions, specifi-
cally self-care abilities and ambulation (e.g., stair climbing) in
10 areas, including bowel and bladder control. The patient is
scored from 0 to 15 points in various categories, depending on
his or her need for help, such as in feeding, bathing, dressing, and
walking.

SEARCH STRATEGY
The search strategy was developed by modifying the reported
strategies used for herbal medicines in a Cochrane review (69).
We retrieved the literatures of relevant clinical trials by electronic
searching and by hand searching, regardless of language or pub-
lication status. Many electronic databases were searched, includ-
ing the Chinese Stroke Trials Register, the trials register of the
Cochrane Complementary Medicine Field, the Cochrane Central
Register of Controlled Trials, MEDLINE, CINAHL, AMED, Chi-
nese BioMedical disk, Wanfang Chinese Scientific Journal Data-
base, VIP, China National Knowledge Infrastructure, Traditional
Chinese Medicine Database, Chinese Medical Current Contents,
China Doctorate/Master Dissertations Full-Text Databases, and
China Proceedings of Conference Databases. The reference lists
of retrieved papers were further scanned for any possible titles
matching the inclusive criteria. A hand search with an emphasis
on relevant journals pertaining to stroke, senile disease, neurol-
ogy, complementary, and alternative medicine was carried out to
explore entities matching the inclusive criteria among periodicals,
journals, and symposium abstracts found in libraries of Guangxi
Chinese Medical University (date of last search: December, 2013).

DATA EXTRACTION
Full-text articles of each potential eligible trial were retrieved and
assessed by two independent reviewers (Dongying Xu and Ping
Huang) to determine if the articles should be recruited and further
analyzed according to the inclusive and exclusive criteria. Missing
information was sought by contacting the article authors. A data
abstraction form was used to summarize key information from
included trials, and key information was extracted by one reviewer
and confirmed by the other. Any disagreements were resolved by
discussion.

DATA ANALYSIS
The meta-analysis was carried out by using Revman 5.3 software
(Cochrane Collaboration) to combine and analyze the data from
the individual trials. The statistical validity of combining various
trials was assessed by examining the homogeneity of outcomes
from trials using a Q-test (Mantel–Haenszel Chi-square test). The
results of the combined trials were calculated with random or
fixed-effect models. The measurements of each category’s data
were evaluated by a weighted mean difference (WMD) or odd ratio
(OR), and by 95% confidence intervals (95% CI). The method-
ological quality of all included trials was assessed by Jadad’s scale
that evaluated randomization, double blinding, and dropout rate
of the trials by ranking them with 1–5 points. The trials that
scored with 1 or 2 points were considered low-quality trials, while
those that scored with 3–5 points were considered high-quality
trials (70).

RESULTS
EXCLUDED AND INCLUDED TRIAL
The literature search yielded a total of 24 RCTs conducted in China
that treated acute intracerebral hemorrhagic patients with intra-
venous drip of PNS. However, four of these trials were excluded as
they did not match the inclusive criteria. Specifically, they are (1)
no-comparison made between PNS and RT in trials (two trials)
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and (2) no or unclear measurement report in trials (two trials).
Therefore, only 20 trials published in Chinese medical journals,
with 1,891 ICH patients that met the study criteria, were included
for analysis (71–90).

The characteristics of the patients are shown in Table 1. The
trials’ size varied from 24 to 200 participants, with an average of
46 patients per trial. All of the patients are adults ranged from 24
to 92 years old with more males than females included (62% males
vs. 38% females). Hemorrhage/ICH duration was reported in 13
trials, ranging from 4 h to 20 days. The main causes of intracere-
bral hemorrhage were wind stroke (15 trials) and hypertension (2
trials) (Table 1).

The classification of the patients (sites of bleeding) is shown
in Table 2. Of these, 984 ICH patients received PNS injection
treatments that lasted between 10 and 70 days, and 907 patients
received current treatments (Table 2). Of the PNS injection treat-
ments, 6 trials used Xuesaitong PNS freeze-dry powder injections
(72, 73, 77–79, 85), 7 trials used Xuesaitong injections (74, 75, 84,
86–88, 90), 5 trials used Xueshuantong injections (76, 80, 81, 83,
89), one trial used Lulutong injections (71), and one trial used
Sanqi Zaogan injection powder (82). For the CT control groups,
dehydration, control of intracranial pressure, anti-hypertensive
treatment, symptomatic treatment, neurotrophy medicine, and
brain cell activators (BCA) were used. Mannitol, glycerol, and/or
ructose injection was used for dehydration (Table 2).

OUTCOME MEASUREMENT
For evaluating the therapeutic and adverse effects of the PNS treat-
ment and the control groups, the outcome assessment of this study
was focused on the ER, NDS, intracerebral hematoma volume
(IHV), IEV, BI, and the NDP. The incidence of adverse events
after treatments was also evaluated. Thirteen trials reported the
number of improved patients. Six trials reported NDS. Eight trials
reported intracerebral hematoma volume. Three trials reported
intracranial edema volume. Two trials reported BI, and six trials
reported the NDP.

META-ANALYSIS ON PNS EFFICACY
Sites of bleeding
There were 15 trials involving 687 ICH patients in the PNS group
and 583 patients in the CT group (total of 1,270 ICH patients)
that provided detailed descriptions of the bleeding sites includ-
ing (unilateral and/or bilateral) the basal ganglia, external capsule,
internal capsule, frontal lobe, medial occipital lobe, arietal lobe,
cerebellum, brainstem, ventricles, and supratentorial hemorrhage
(Table 3). Among them, the basal ganglia region was the most
common site of hemorrhage, accounting for 45.85% (315/687) of
patients in the PNS group, and 41.51% (242/583) of patients in
the CT group.

Effectiveness rate
By using the fixed-effect model, Figure 2 shows the results of meta-
analyses on the ER, comparing the therapeutic effect of PNS injec-
tion with that of the CT. A total of 13 trials reported the effect rate,
which was categorized into three subgroups by the evaluating time:
(1) 7 trials assessed the ER at the end of 2 weeks of treatment, (2) 2
trials assessed the rate at the end of 3 weeks, and (3) 5 trials assessed

the rate at the end of 4 weeks. There was no significant heterogene-
ity among these three subgroups (P = 0.47). The total overall effect
showed significant statistical difference in ER between the PNS and
CT groups (OR= 2.70; 95% CI= 2.16, 3.38; P < 0.00001). There
were significant differences in ER between PNS and CT groups
assessed at 2 weeks (OR= 2.73; 95% CI= 1.92, 3.88; P < 0.00001),
3 weeks (OR= 2.43; 95% CI= 1.54, 3.83; P = 0.0001), and 4 weeks
(OR= 2.87; 95% CI= 1.97, 4.18; P < 0.00001) after the start of
treatment. No significant heterogeneity was presented in the analy-
ses of the data (P = 0.55, 0.61, and 0.13) in the three subgroups,
respectively. Thus, ICH patients with PNS treatment showed a
better therapeutic ER than those in the CT group.

Neurological deficit score
Neurological deficit score is an important index for the diagno-
sis of symptom severity and functional recovery of the patients
(91). Six of the selected trials reported NDS in this study, with
three of them showing NDS (74, 77, 86) at 7, 15, 21, 28, and
30 days after PNS treatment (Figure 3). No significant differences
in NDS were found between the PNS and CT groups at 7 (77) and
15 days (86). The results of 21 days are controversial, since one
trial showed no difference between the PNS and CT groups (74),
whereas the other showed a better NDS in the PNS group than
in the CT group (77). The NDS was significantly lower in PNS
group than that in CT group at 28 days (86) and 40 days (74) after
the treatment (P < 0.05,P < 0.01, respectively). No heterogeneity
(P = 0.48) was found in the NDS. When all data were combined,
the results showed significantly reduced NDS in PNS-treated ICH
patients than in ICH patients of the CT group (MD= 4.36; 95%
CI= 3.07, 5.65; P < 0.00001) (Figure 3).

Intracerebral hematoma volume
Of the 8 trials that reported IHV, 6 trials showed no differences
in IHV between the PNS and CT groups after 4–7 days of treat-
ment (82, 84, 85, 88, 89) (MD=−0.37; 95% CI=−1.60, 0.87;
P = 0.58) (Figure 4). Three trials (82, 84, 87) showed significant
improvement in IHV in the PNS group (about 25% less IHV) than
in the CT group at 10–14 days after the treatment (MD=−3.80;
95% CI=−5.87, −1.74; P = 0.0003). Four trials showed signif-
icantly smaller IHV values in the PNS group (about 40% less)
than in the CT group at 20–21 days after the treatment (74, 81, 84,
89) (MD=−4.82; 95% CI=−8.32, −1.33; P = 0.007). Another
4 trials showed significantly smaller IHV values in the PNS group
(about 50% less) than in the CT group at 28–40 days after the
treatment (74, 82, 85, 88) (MD=−5.15; 95% CI=−5.98,−4.33;
P < 0.00001). These results show a time-dependent effect of PNS
treatment on IHC, i.e., significant improvement in IHV occurs
after 21 days or more of PNS treatment, but not in the 1st week
of treatment (10–14 days, MD=−3.8;20–21 days, MD=−4.82;
28–40 days, MD=−5.15).

Intracerebral edema volume
Figure 5 shows the results of meta-analyses on IEV. Only three
trials (82, 85, 89) assessed IEV in ICH patients with PNS/CT treat-
ment 7 days after ICH onset. Two of the trials with a duration of
3–4 weeks showed significant differences in IEV between the PNS
and CT groups (65, 68). The other trial showed no significant dif-
ference between the two groups after 14 days of PNS injection due
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Table 1 | Baseline characteristics of each trial used in the

meta-analysis.

Authors Sample size (F/M) Average age

(range)

Disease

duration

Cause

Guo et al. (90) PNS: n=100 (40/60) 57.4 (30–70) ≥3D WS

CT: n=100 (38/62) 57.2 (31–69.5) WS

He et al. (89) PNS: n=12 (5/7) 69.20±14.32 ≤48H WS

CT: n=12 (4/8) 67.22±13.83 WS

Xu and

Dong (72)

PNS: n=42 (17/25) 60.63 (33–80) NR WS

RT: n=40 (17/23) 58.30 (34–79) WS

Li et al. (88) A:PNS: n=60 (25/35) (24–78) < 24H WS

B:PNS: n=55 (22/33) (31–75) WS

C:CT: n=60 (26/34) (40–82) WS

Li and

Yang (73)

PNS: n=48 (13/35) 57.2±9.6

(45–75)

> 20D WS

CT: n=44 (12/32) 56.8±9.4 (43–74) WS

Tian et al. (74) PNS: n=36 (16/20) 60.32±5.14 NR WS

CT: n=30 (16/14) 58.41±6.33 WS

Li and Sun (75) PNS: n=29 (9/20) 58.5±10.8

(31–82)

NR NR

CT: n=31 (9/22) 57.5±11.2 (33–81) NR

Xie et al. (76) PNS: n=24 (6/18) 61.1 (34–89) NR NR

CT: n=22 (6/16) 61.2 (35–92) NR

Chen et al. (77) PNS: n=22 (7/15) N/A 4H-12H WS

CT: n=21 (7/14) N/A WS

Dong and

Wang (78)

PNS: n=40 (16/24) 60.63 (33–80) NR HYTN

CT: n=38 (16/22) 58.3 (34–79) HYTN

Zhang

et al. (71)

PNS: n=65 (N/A) 57.6 (35–69) NR WS

CT: n=65 (N/A) 58.2 (36–70) WS

Zhou et al. (79) PNS: n=70 (24/46) 56.8±10.4

(35–78)

≤7D WS

CT: n=70 (27/43) 55.6±10.1

(33–79)

WS

Zheng (80) PNS: n=22 (N/A) N/A < 72H N/A

CT: n=19 (N/A) N/A N/A

Tang et al. (81) PNS:n=63 (25/38) 62.2±14.6 3rd WS

CT: n=63 (23/40) 62.5±15.2 WS

Song (82) PNS: n=39 (12/27) N/A ≤48H WS

CT: n=39 (15/24) N/A WS

Ding et al. (83) PNS: n=15 (6/9) 55.1 (35–74) < 48H WS

CT: n=17 (4/13) 57.7 (44–72) WS

Yuan et al. (84) PNS: n=67 (26/41) 59.2 (39–75) NR WS

CT: n=66 (27/39) 61.3 (41–75) WS

Ding and

Geng (85)

PNS: n=86 (34/52) 60.2±8.5 ≥7D HYTN

CT: n=86 (37/49) 61.4±8.2 HYTN

(Continued)

Authors Sample size (F/M) Average age

(range)

Disease

duration

Cause

Gao et al. (86) PNS: n=28 (12/16) 65.68±9.55 ≤24H WS

CT: n=24 (11/13) 65.88±9.47 WS

Chen (87) PNS: n=61 (23/38) 60.7±7.7

(38–74)

≥7D WS

CT: n=60 (19/41) 61.3±8.0 (36–75) WS

CT, current treatment; D, day; H, hour; HYTN, hypertension; N/A, not applica-

ble; NR, not reported; PNS, Panax notoginseng saponin; WS, wind stroke [Stroke

including hemorrhagic cerebrovascular accident (CVA), ischemic infarction CVA

and subarachnoid hemorrhage, etc. is often collectively referred to as wind stroke

in traditional Chinese medicine because of its sudden and acute onset, sudden

loss of consciousness with unilateral weakness, numbness, paralysis and dys-

phasia with or without experiencing unconsciousness, multiple symptoms and

rapid alterations in manifestations that are similar to the natural characteristics of

wind, which is changing rapidly].

to a small sample size (89) (MD= 14.87; 95% CI=−0.37, 30.11).
Analysis of the combined data showed significant statistical differ-
ence in IEV values between the PNS and CT groups (MD= 10.78;
95% CI= 9.07, 12.49; P < 0.00001) (Figure 5). On average, PNS
treatment reduced IEV value by about 50%.

Barthel index
The BI is a measure of functional disability and represents the
current quality of life (92). Only 2 trials of the 20 trials exam-
ined in this study reported BI (76, 83). The results showed
that PNS treatment significantly increased BI when compared
to the CT (MD= -11.73; 95% CI= -19.31, -4.16; P = 0.002)
(Figure 6). One trial involved 10 weeks of PNS treatment after
ICH and the result showed no significant difference in BI at
14 days after PNS treatment (P > 0.05), but significant differences
were observed at 28 days (P < 0.05) and 90 days after the treat-
ment (P < 0.01),suggesting that a relatively long course of PNS
treatment is necessary for significant improvement in functional
recovery (76).

Mortality rate
Figure 7 shows the results of meta-analyses on the NDP. Six trials
reported mortality data, showing that 48 of the 715 patients across
the six trials died (6.7%). The mortality of ICH patients was sig-
nificantly lower in the PNS group (13/361, or 3.6%) than in the
CT group (35/354, or 9.9%) (Peto OR= 2.78; 95% CI= 1.52, 5.08;
P = 0.0009). The trials were further divided into two subgroups
depending on the time of PNS intervention: (1) three trials that
started PNS treatment within 48 h of ICH onset (74, 84, 88) and
(2) four trials that started PNS treatment at or after 7 days of ICH
onset (72, 78, 87). One trial evaluated PNS intervention at both
48 h and 7 days after ICH onset (88). All trials assessed the mor-
tality at the end of the treatment course. The duration of PNS
treatment was 4 (72) and 6 (74) weeks, respectively, for 2 of the
trials, and was 2 weeks for the other trials. The results showed sig-
nificant reduction in the mortality of ICH patients treated with
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Table 2 | PNS treatment information of the 20 trials included in the meta-analyses.

Authors Interventions (sample size) Dosage Durations Observations Adverse incidences (%)

Guo et al. (90) PNS(n=100): XST Inj 200 mg/day 3 weeks ER NO

CT(n=100): MNT,ST NR

He et al. (89) PNS(n=12): XSHT Inj 140 mg/day 2 weeks IHV,IEV NR

CT(n=12): MNT,VC,KCI

Xu and Dong (72) PNS(n=42): XST FDP 400 mg/day 4 weeks ER,NDP NR

CT(n=40): DH,ICP,ST

Li et al. (88) PNS(n=55): XST Inj 600 mg/day 2 weeks ER,NDP,IHV Sr (5%)

CT(n=60): AHT,CICP,ST NO

Li and Yang (73) PNS(n=48): XST FDPI 400 mg/day) 2 weeks ER,NDS NO

CT(n=44): CAS NR

Tian et al. (74) PNS(n=36): XST Inj 200 mg/day 6 weeks ER,NDP,NDS,IHV NR

CT(n=30): MNT,FRS,ST

Li and Sun (75) PNS(n=29): XST Inj 500 mg/day 4 weeks ER NR

CT(n=31): DH,NTM,BCA,ST

Xie et al. (76) PNS(n=24): XSHT Inj 400 mg/day 10 weeks ER,BI NO

CT(n=22): DH,CICP,ST

Chen et al. (77) PNS(n=22): XST FDPI 800 mg/day 2 weeks NDS NO

CT(n=21): DH,CICP,AHT,ST

Dong and Wang (78) PNS(n=40): XST FDPI 400 mg/day 2 weeks ER,NDP NR

Zhang et al. (71) CT(n=38): DH,CICP,ST 2 weeks ER NO

PNS(n=65): LLT Inj 250 mg/day

CT(n=65): MNT, MGSO4,KCL,

INS, Aceglutamide Inj

Zhou et al. (79) PNS(n=70): XST FDPI 400 mg/day 2 weeks ER,NDS NR

CT(n=70): CICP,MNT,FRS Inj,

GFI,BCA,AHT,ST

Zheng (80) PNS(n=22): XSHT Inj 300 mg/day 3 weeks NDS NR

CT(n=19): ST

Tang et al. (81) PNS(n=63): XSHT Inj 300 mg/day 3 weeks IHV NR

CT(n=63): MNT,VC,ST

Song (82) PNS(n=39): XSHT Inj powder 450 mg/day 4 weeks IHV,IEV NR

CT(n=39): CICP, AHT,ST

Ding HY 2008 (83) PNS(n=15): XST FDPI 200 mg/day 2 weeks BI NR

CT(n=17):AHT, MNT,CICP, ST

Yuan HY 2008 (84) PNS(n=67): XST Inj 750 mg/day 2 weeks ER,NDP NO

CT(n=66): MNT,GFI NR

Ding and Geng (85) PNS(n=86): XSHT Inj 175 mg/day 3 weeks ER,IHV,IEV NO

CT(n=86): CICP, AHT,ST

Gao HY 2008 (86) PNS(n=28): XST Inj 250 mg/day 2 weeks NDS NR

CT(n=24): MNT,CICP, AHT,ST

Chen (87) PNS(n=61): SQZG 350 mg/day 2 weeks ER,NDP,IHV NR

CT(n=60): CICP, AHT,ST

AHT, anti-hypertensive treatment; BCA, brain cell activators; BI, Barthel index; CAS, citicoline sodium; CICP, control of intracerebral pressure; DH, dehydration; ER,

effectiveness rate; DPI, freeze-dry powder injector; FRS, furosemide; GFI, glycerol and fructose injection; IEV, intracerebral edema volume; IHV, intracerebral hematoma

volume; Inj, injection; INS, insulin; KCI, potassium chloride; MGSO4, magnesium sulfate; MNT, mannitol; NDP, number of death patients; NDS, neurological deficit

score; NR, not reported; NTM, neurotrophy medicine; PNS, Panax notoginseng saponin; CT, current treatment; SQZG, sanqi zaogan; Sr, skin rashes; ST, symptomatic

treatment; VC, vitamin C; XSHT, Xue Shuan Tong; XST, Xue Sai Tong (Xuesaitong).
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Xu et al. Panax notoginseng therapy for cerebral hemorrhage

Table 3 | Detailed information of the hemorrhage sites of the 20 trials included in the meta-analyses.

Authors Sample size Intervention

time

Hematoma volume Sites of bleeding (cases)

Guo et al. (90) PNS(n=100) 3rd D 10–60 ml BGR (40),thalamus (20),lobar (33),cerebellar (7)

CT(n=100) BGR (42),thalamus (16),lobar (36),cerebellar (6)

He et al. (89) PNS(n=12) 5th D 10–30 ml UBG (12)

CT(n=12) UBG (12)

Xu and Dong (72) PNS(n=42) 10th–15th D <30 ml, 30–50 ml, >50 ml Putamen (18),thalamus (9), lobar (6),brainstem (6),cerebellar (3)

CT(n=40) Putamen (17),thalamus (8), lobar (7),brainstem (6),cerebellar (2)

Li et al. (88) A:PNS(n=60) ≤48H,≥7 D <42 ml A:BGR (46),FL (3),EC (1),IC (2),brainstem (3),

Ventricle (2), thalamus (1),cerebellar (2)

B:PNS(n=55) B:BGR (43),FL (2),EC (2),IC (3),brainstem (2),

Ventricle (1), cerebellar (2)

C:CT(n=60) C:BGR (45),FL (2),EC (2),IC (3),brainstem (3),

Ventricle (2), thalamus (1),cerebellar (2)

Li and Yang (73) PNS(n=48) 20th–22nd D <40 ml Lobar (12), EC or BG region (21), IC (9), ventricle (2), cerebellar (4)

CT(n=44) Lobar (10), EC or BG region (22), IC (8), ventricle (1), cerebellar (3)

Tian et al. (74) PNS(n=36) ≤48H ≤30 ml BGR (16), thalamus (11), lobar (9)

CT(n=30) BGR (13), thalamus (10), lobar (7)

Li and Sun (75) PNS(n=29) 1st–15th D 6–58 ml MBG (15), BGR (10), parietal lobe (2), FL (1),temporal (1)

CT(n=31) NR

Xie et al. (76) PNS(n=24) 3rd W SH≤30 ml, cerebellar≤15 ml, SH (20) cerebellar (3), brainstem (1)

Brainstem≤5 ml

CT(n=22) SH (17) cerebellar (4), brainstem (1)

Chen et al. (77) PNS(n=22) 2nd W ≤25 ml SH (22)

CT(n=21) SH (21)

Dong and Wang (78) PNS(n=40) 10th–15th D <30 ml, 30–50 ml, >50 ml Putamen (18),thalamus (8),lobar (5),brainstem (6),cerebellar (3)

CT(n=38) Putamen (17),thalamus (8),lobar (6),brainstem (5),cerebellar (2)

Zhang et al. (71) PNS(n=65) 3rd–8th D 30–50 ml NR

CT(n=65)

Zhou et al. (79) PNS(n=70) 4th–7th D 6–40 ml BG (48), lobar (17), cerebellar (5)

CT(n=70) BG (44), lobar (20), cerebellar (6)

Zheng (80) PNS(n=22) ≤48H <30 ml NR

CT(n=19)

Tang et al. (81) PNS(n=63) ≥3 D 10–40 ml NR

CT(n=63)

Song (82) PNS(n=39) ≤48H Low to medium SH 39

CT(n=39) SH 39

Ding et al. (83) PNS(n=15) ≤48H ≤30 ml BGR (15)

CT(n=17) BGR (17)

Yuan et al. (84) PNS(n=67) ≤48H 10–30 ml BGR (49), temporal (5),FL (7), OL (5), cerebellar (<5 ml) (1)

CT(n=66) BGR (47), temporal (6), FL (7), OL (3), cerebellar (<5 ml) (3)

Ding and Geng (85) PNS(n=86) ≥7 D Low to medium NR

CT(n=86)

Gao et al. (86) PNS(n=28) ≤48H <30 ml Thalamus (7),putamen (15),caudate nucleus (2),lobar (4)

CT(n=24) Thalamus (7),putamen (13),caudate nucleus (2),lobar (2)

Chen (87) PNS(n=61) ≥7 D ≤40 ml NR

CT(n=60)

BG, basal ganglia; BGR, basal ganglia region; CT, current treatment; EC, external capsule; FL, frontal lobe; IC, internal capsule; MBG, medial basal ganglia; OL, occipital

lobe; PNS, Panax notoginseng saponin; PL, parietal lobe; SH, supratentorial hemorrhage; UBG, unilateral basal ganglia.
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Xu et al. Panax notoginseng therapy for cerebral hemorrhage

Study or Subgroup

1.1.1 2W, n=7

Yuan KZ 2010 [84]

Li H 2004 [75]

Li Q 2004 [73]

Xu YQ 2003 [72]

Dong YH 2006 [78]

Zhou YH 2007 [79]

Zhang Y 2007 [71]

Subtotal (95% CI)

Total events

Heterogeneity: Chi² = 4.85, df = 6 (P = 0.56); I² = 0%

Test for overall effect: Z = 6.02 (P < 0.00001)

1.1.2 3W, n=2

Yuan KZ 2010 [84]

Guo XF 2002 [90]

Subtotal (95% CI)

Total events

Heterogeneity: Chi² = 0.26, df = 1 (P = 0.61); I² = 0%

Test for overall effect: Z = 3.83 (P = 0.0001)

1.1.3 ≥4W, n=5

Chen KZ 2013 [87]

Li JM 2003 [88]

Xie GQ 2005 [76]

Ding HY 2010 [85]

Tian ZX 2004 [74]

Subtotal (95% CI)

Total events

Heterogeneity: Chi² = 7.16, df = 4 (P = 0.13); I² = 44%

Test for overall effect: Z = 5.49 (P < 0.00001)

Total (95% CI)

Total events

Heterogeneity: Chi² = 12.61, df = 13 (P = 0.48); I² = 0%

Test for overall effect: Z = 8.99 (P < 0.00001)

Test for subgroup differences: Chi² = 0.38, df = 2 (P = 0.83), I² = 0%

Events

40

17

40

35

33

47

63

275

48

72

120

43

22

17

72

26

180

575

Total

67

29

48

42

40

70

65

361

67

100

167

61

55

24

86

36

262

790

Events

31

12

28

25

23

22

55

196

36

49

85

37

15

8

47

9

116

397

Total

66

31

44

40

38

70

65

354

66

100

166

60

60

22

86

30

258

778

Weight

13.1%

5.0%

5.1%

4.4%

4.3%

7.5%

1.8%

41.2%

10.7%

14.3%

25.0%

11.5%

9.0%

2.5%

8.0%

2.8%

33.8%

100.0%

M-H, Fixed, 95% CI

1.67 [0.84, 3.32]

2.24 [0.80, 6.31]

2.86 [1.08, 7.59]

3.00 [1.07, 8.43]

3.07 [1.08, 8.73]

4.46 [2.19, 9.06]

5.73 [1.20, 27.27]

2.86 [2.03, 4.03]

2.11 [1.03, 4.32]

2.68 [1.49, 4.81]

2.43 [1.54, 3.83]

1.48 [0.70, 3.17]

2.00 [0.90, 4.43]

4.25 [1.23, 14.64]

4.27 [2.09, 8.70]

6.07 [2.08, 17.66]

2.87 [1.97, 4.18]

2.76 [2.21, 3.44]

PNS CT Odds Ratio Odds Ratio

M-H, Fixed, 95% CI

0.01 0.1 1 10 100

Favours CT Favours PNS

FIGURE 2 | Meta-analyses of the effectiveness rate (ER), comparing the
therapeutic effects of PNS injection with that of the current treatment
(CT). There is an overall significant statistical difference in ER between the

PNS and CT groups (P < 0.00001). And the differences in ER between the two
treatment groups were significant at 2, 3, and 4 weeks (P < 0.00001, each)
after PNS treatment. PNS, Panax notoginseng saponin; CT, Current treatment.

Study or Subgroup

Chen SL 2006 [77]

Gao Y 2011 [86]

Li Q 2004 [73]

Tian ZX 2004 [74]

Zheng XD 2007 [80]

Zhou YH 2007 [79]

Total (95% CI)

Heterogeneity: Chi² = 4.51, df = 5 (P = 0.48); I² = 0%

Test for overall effect: Z = 6.62 (P < 0.00001)

Mean

12.7

10.75

14.98

30.26

13

18.02

SD

9.58

4.93

9.87

8.34

9

7.36

Total

21

24

44

30

19

70

208

Mean

6.77

8

9.13

23.15

9

13.96

SD

8.71

4.24

8.72

7.53

5

5.13

Total

22

28

48

36

22

70

226

Weight

5.5%

26.2%

11.4%

11.1%

8.0%

37.7%

100.0%

IV, Fixed, 95% CI

5.93 [0.45, 11.41]

2.75 [0.23, 5.27]

5.85 [2.03, 9.67]

7.11 [3.24, 10.98]

4.00 [-0.55, 8.55]

4.06 [1.96, 6.16]

4.36 [3.07, 5.65]

CT PNS Mean Difference Mean Difference

IV, Fixed, 95% CI

-10 -5 0 5 10

Favours CT Favours PNS

FIGURE 3 | Meta-analyses of the neurological deficit score (NDS). The overall effect showed significant statistical difference in NDS between the PNS and
CT groups (MD=4.36; 95% CI=3.07, 5.65; P < 0.00001). No heterogeneity (P =0.48) was found in NDS (6 trials). PNS, Panax notoginseng saponin; CT,
Current treatment.
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Study or Subgroup

1.3.1 4-7 Days n=6

Ding HY 2010 [85]

He D 2002 [89]

Li JM 2003 [88]

Song Y 2008 [82]

Tang YH 2007 [81]

Yuan KZ 2010 [84]

Subtotal (95% CI)

Heterogeneity: Tau² = 0.67; Chi² = 7.08, df = 5 (P = 0.21); I² = 29%

Test for overall effect: Z = 0.59 (P = 0.56)

1.3.2 10-14 Days n=3

Chen KZ 2013 [87]

Song Y 2008 [82]

Yuan KZ 2010 [84]

Subtotal (95% CI)

Heterogeneity: Tau² = 1.50; Chi² = 3.64, df = 2 (P = 0.16); I² = 45%

Test for overall effect: Z = 3.61 (P = 0.0003)

1.3.3 20-21 Days n=4

He D 2002 [89]

Tang YH 2007 [81]

Tian ZX 2004 [74]

Yuan KZ 2010 [84]

Subtotal (95% CI)

Heterogeneity: Tau² = 9.89; Chi² = 14.64, df = 3 (P = 0.002); I² = 80%

Test for overall effect: Z = 2.70 (P = 0.007)

1.3.4 28-40 Days n=4

Ding HY 2010 [85]

Li JM 2003 [88]

Song Y 2008 [82]

Tian ZX 2004 [74]

Subtotal (95% CI)

Heterogeneity: Tau² = 0.25; Chi² = 4.68, df = 3 (P = 0.20); I² = 36%

Test for overall effect: Z = 12.24 (P < 0.00001)

Test for subgroup differences: Chi² = 40.18, df = 3 (P < 0.00001), I² = 92.5%

Mean

32.03

24.75

23.54

30.02

26.3

21.6

10.28

18.98

13.4

6.15

12.58

9.87

12.2

6.03

6.11

5.03

4.76

SD

5.82

8.42

4.77

6.71

9.81

7.92

6.88

8.56

6.71

2.95

8.47

6.89

6.18

2.15

5.69

1.52

3.23

Total

86

12

55

39

63

67

322

61

39

67

167

12

63

36

67

178

86

55

39

36

216

Mean

31.25

25.28

23.19

33.27

27.8

21.6

13.63

25.09

15.9

10.1

20.23

16.79

13.4

11.56

10.12

10.78

8.57

SD

6.21

12.83

4.09

5.37

9.68

7.33

8.64

4.34

6.36

7.19

9.36

8.37

6.23

3.23

4.27

3.21

5.64

Total

86

12

60

39

63

66

326

60

39

66

165

12

63

36

66

177

86

60

39

36

221

Weight

26.2%

2.0%

29.1%

15.5%

10.8%

16.4%

100.0%

31.5%

28.7%

39.8%

100.0%

21.3%

25.6%

24.2%

28.8%

100.0%

41.4%

15.5%

30.7%

12.4%

100.0%

IV, Random, 95% CI

0.78 [-1.02, 2.58]

-0.53 [-9.21, 8.15]

0.35 [-1.28, 1.98]

-3.25 [-5.95, -0.55]

-1.50 [-4.90, 1.90]

0.00 [-2.59, 2.59]

-0.37 [-1.60, 0.87]

-3.35 [-6.14, -0.56]

-6.11 [-9.12, -3.10]

-2.50 [-4.72, -0.28]

-3.80 [-5.87, -1.74]

-3.95 [-8.35, 0.45]

-7.65 [-10.77, -4.53]

-6.92 [-10.46, -3.38]

-1.20 [-3.31, 0.91]

-4.82 [-8.32, -1.33]

-5.53 [-6.35, -4.71]

-4.01 [-5.86, -2.16]

-5.75 [-6.86, -4.64]

-3.81 [-5.93, -1.69]

-5.15 [-5.97, -4.32]

PNS CT Mean Difference Mean Difference

IV, Random, 95% CI

-10 -5 0 5 10

Favours PNS Favours CT

FIGURE 4 | Meta-analyses of intracerebral hematoma volume (IHV)
among four subgroups with different time length of PNS treatment:
(1) the subtotal group of 6 trials with 4–7 days of PNS treatment
(Ding HY, He D, Li JM, SongY,TangYH,Yuan K) and, (2) the subgroup
of 3 trials with 10–14 days of treatment (Chen KZ, SongY,Yuan KZ)
showed no significant differences in IHV between PNS and CT

groups; (3) the subgroup of 4 trials with 20–21 days of PNS
treatment (He D,TangYH,Yuan KZ,Tian ZX) and, (4) the subgroup of
3 trials with 28–40 days of treatment [40, 78, 108,] (DingYH, Li JM,
SongY,Tian ZX) showed significant improvement in IHV in the PNS
group than in the CT group (P<0.00001, each). PNS, Panax
notoginseng saponin; CT, Current treatment.

Study or Subgroup

Ding HY 2010 [85]

He D 2002 [89]

Song Y 2008 [82]

Total (95% CI)

Heterogeneity: Chi² = 0.46, df = 2 (P = 0.80); I² = 0%

Test for overall effect: Z = 12.33 (P < 0.00001)

Mean

20.06

29.5

21.64

SD

8.46

26.1

9.49

Total

86

12

39

137

Mean

9.56

14.63

10.31

SD

4.45

6.66

4.57

Total

86

12

39

137

Weight

71.9%

1.3%

26.8%

100.0%

IV, Fixed, 95% CI

10.50 [8.48, 12.52]

14.87 [-0.37, 30.11]

11.33 [8.02, 14.64]

10.78 [9.07, 12.49]

PNS CT Mean Difference Mean Difference

IV, Fixed, 95% CI

-50 -25 0 25 50

Favours CT Favours PNS

FIGURE 5 | Results of meta-analyses on intracerebral edema volume (IEV) involving 3 trials. There was statistical difference in IEV values between PNS
and CT groups (MD=10.78; 95% CI=9.07, 12.49; P < 0.00001). PNS, Panax notoginseng saponin; CT, Current treatment.
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Study or Subgroup

Ding HY2008 [83]

Xie GQ 2005 [76]

Total (95% CI)

Heterogeneity: Chi² = 2.60, df = 1 (P = 0.11); I² = 61%

Test for overall effect: Z = 3.04 (P = 0.002)

Mean

90.3

60.31

SD

19.2

20.6

Total

17

22

39

Mean

97.3

80.23

SD

5.3

22.7

Total

15

24

39

Weight

63.4%

36.6%

100.0%

IV, Fixed, 95% CI

-7.00 [-16.51, 2.51]

-19.92 [-32.43, -7.41]

-11.73 [-19.31, -4.16]

CT PNS Mean Difference Mean Difference

IV, Fixed, 95% CI

-100 -50 0 50 100

Favours PNS Favours CT

FIGURE 6 | Results of meta-analyses on Barthel index (BI) (2 trials). PNS treatment significantly increased BI compared to RT (MD= -11.73; 95%
CI= -19.31, -4.16; P =0.002). PNS, Panax notoginseng saponin; CT, Current treatment.

Study or Subgroup

1.6.1 ≤48h n=3

Li JM 2003 [88]

Tian ZX 2004 [74]

Yuan KZ 2010 [84]

Subtotal (95% CI)

Total events

Heterogeneity: Chi² = 0.48, df = 2 (P = 0.79); I² = 0%

Test for overall effect: Z = 1.97 (P = 0.05)

1.6.2 ≥7D n=4

Chen KZ 2013 [87]

Dong YH 2006 [78]

Li JM 2003 [88]

Xu YQ 2003 [72]

Subtotal (95% CI)

Total events

Heterogeneity: Chi² = 2.13, df = 3 (P = 0.55); I² = 0%

Test for overall effect: Z = 2.73 (P = 0.006)

Total (95% CI)

Total events

Heterogeneity: Chi² = 2.93, df = 6 (P = 0.82); I² = 0%

Test for overall effect: Z = 3.32 (P = 0.0009)

Test for subgroup differences: Chi² = 0.32, df = 1 (P = 0.57), I² = 0%

Events

14

1

2

17

2

1

14

1

18

35

Total

60

30

66

156

60

38

60

40

198

354

Events

7

0

1

8

1

1

2

1

5

13

Total

60

36

67

163

61

40

55

42

198

361

Weight

41.4%

2.4%

7.0%

50.8%

7.0%

4.7%

32.9%

4.7%

49.2%

100.0%

Peto, Fixed, 95% CI

2.23 [0.87, 5.69]
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FIGURE 7 | Meta-analyses of number of patients died (NDP) in
6 trials. The total number of patients died (NDP) was 48 out of 715
(6.7%). The mortality of ICH patients was significantly lower in PNS
group (13/361, 3.6%) than in CT group (35/354, 9.9%) (Peto OR=2.78;
95% CI=1.52, 5.08; P =0.0009). The trials were divided into two
subgroups based on the intervention time of PNS: (1) 3 trials with PNS
treatment started within 48 h after ICH onset (Li JM, Tian ZX, Yuan KZ),

(2) 4 trials with PNS treatment started 7 days from ICH onset [25, 41, 78,
131] (Chen KZ, Dong YH, Li JM, Xu YQ), One trial (LI JM) had trials
started both within 48 h and 7 days after ICH onset. All trials assessed
the mortality at the end of treatment course. Both PNS treatment
regimes significantly reduced the mortality of ICH patients compared to
the CT groups (P =0.05; P =0.006, respectively). PNS, Panax
notoginseng saponin; CT, Current treatment.

PNS within 48 h of ICH onset (Peto OR= 3.31; 95% CI= 1.40,
7.83; P = 0.006), but no significant differences between the PNS
and CT groups when PNS treatment started more than 48 h after

ICH onset (Peto OR= 2.34; 95% CI= 1.00, 5.46; P = 0.05), sug-
gesting that early PNS intervention is critical in reducing ICH
mortality.
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META-ANALYSIS ON SAFETY
Seven trials reported incidences of adverse events (73, 76, 77, 84,
85, 88, 90). Only one trial reported three cases of skin rashes related
to PNS injection (56). No severe side effects were reported in the
other six trials.

QUALITY ASSESSMENT
The quality assessment of the 20 included trials was evaluated
in accordance with Jadad’s scale. Four trials were assessed as high-
quality trials (scoring 3–5 marks) (76, 80, 88, 89), and the rest were
assessed as low-quality trials (scoring 1–2 marks) owing to poor
description on randomization and blindness in the papers. All tri-
als mentioned randomization and dropout rate but only three of
them described randomization methods (76, 80, 88) and one trial
mentioned single blinding in their methodological design (89).

FUNNEL PLOTS
To determine potential publication bias, funnel plot based on the
effective rate was elaborated (Figure 8). A total of 13 trials reported
the effect rate, which was categorized into three subgroups by the
treatment outcome evaluating time: (1) 7 trials assessed the ER
at the end of 2 weeks of treatment, (2) 2 trials assessed the ER at
the end of 3 weeks, and (3) 5 trials assessed the ER at the end of
4 weeks.

DISCUSSION
Intracerebral hemorrhage is the leading cause of death and disabil-
ity in people with TBI and stroke. So far, no proven drug is available
for ICH. From the meta-analysis of multiple clinical trials involv-
ing PNS treatment for intracerebral hemorrhage (ICH), we found

that ICH patients treated with PNS exhibited better outcomes
than ICH patients that received current treatments in all aspects
examined including the ER, the NDS, intracranial hematoma vol-
ume (IHV), intracranial edema volume (IEV), BI, and NDP. This
finding is consistent with the knowledge that P. notoginseng is an
effective medical herb for wound healing and bleeding.

INTERVENTION TIME
Because intracerebral bleeding is a major cause of mortality and
morbidity in ICH patients, timely intervention is critical for sav-
ing lives and for better outcomes of the patients. P. notoginseng is
a hemostatic drug that has been used to stop bleeding after gun-
shots and traumatic injuries since the Ming Dynasty (93). The
non-protein amino acid dencichine and notoginsenoside Ft1 of
PNS have been identified as the active hemostatic components of
P. notoginseng (17).

The timing of PNS intervention varied among the 20 clinical
trials examined. The earliest PNS intervention was given within
48 h of ICH onset (74, 80, 82, 84–86). These early treated patients
had the following common characteristics: hemorrhaging of less
than 30 ml, diagnosis of the precise bleeding site, no comas, and
stable vital signs. The last PNS intervention began 3 weeks after
ICH onset (73, 76). The majority of the patients, however, received
PNS between 1 and 2 weeks after ICH onset. Only one trial exam-
ined the timing effect of PNS intervention on the outcome of
ICH (88). In that trial, 60 ICH patients received 600 mg/day of
PNS within 24 h after ICH onset, and 55 ICH patients received
600 mg/day of PNS injection 7 days after ICH onset. Both treat-
ments lasted 14 days and both treatments improved the outcome

FIGURE 8 | A funnel plot was made using the data of effectiveness
rate (ER). A total of 13 trials reported the effect rate, which was
categorized into three subgroups by the evaluating time: (1) 7 trials
assessed the ER at the end of 2 weeks of treatment, (2) 2 trials assessed

the ER at the end of 3 weeks, and (3) 5 trials assessed the ER at the end
of 4 weeks. Because of the small number of trials involved, the imperfect
or asymmetrical funnel plot is not a reliable indication of potential
publication bias in this case.
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of the ICH patients compared to the CT groups. No difference was
found in the ER between the two PNS treatment groups (P > 0.5).

The results show that the death rate was two- to threefold lower
in ICH patients that received PNS treatment within 48 h of ICH
onset than those in the CT group (P = 0.05, Figure 6), suggesting
early PNS intervention can be critical for saving the lives of ICH
patients at risk of death.

Animal studies showed that PNS given at the third day of
acute cerebral hemorrhage produced the best effects in reduc-
ing cerebral edema and hematoma volume in rats when compared
to PNS administration given at other times (94). These authors
reported up regulation of Bcl-2 expression in cerebral tissue after
PNS treatment. Another animal model study showed that early
PNS treatment after ICH onset can significantly suppress brain
inflammation as reflected in reduced level of CAM-1 and TNF-α
expression in PNS-treated rats (95). Thus early PNS intervention
could minimize ICH-induced brain inflammation and neuronal
apoptosis, and facilitate the restoration of normal brain function.

ADVERSE EVENTS, DOSAGE, AND ROUTE OF ADMINISTRATION
Seven clinical trials included in this study reported the observation
of adverse events (73, 76, 77, 84, 85, 88, 90). Only three cases of
skin rash were reported after PNS (XST) injection in one trial (56),
accounting for 5.5% of the 55 PNS-treated patients of that trial
(Table 1). This finding is in agreement with our previous study
that the side effects of PNS use are relatively rare, with skin rash
being the most common side effect of PNS use, accounting for
more than 52% of all its adverse reactions (96).

There were considerable variations in the daily dose and total
dose of PNS administration among the 20 clinical trials included
in this study, with the lowest dose at 140 mg/day, the highest dose
at 800 mg/day, and the average dose at 373.25± 181.57 mg/day.
Most of the trials administered PNS at a dose range between 300
and 400 mg/day, with 12 trials at a dose greater than 300 mg/day.
So far, there is no consensus about the ideal daily dose and total
dose of PNS for ICH although 200–300 mg/day for 2–4 weeks are
usually recommended by the manufacturers of medical PNS.

For the treatment duration and the total dose, some studies
recommend a treatment course of 14 days (78), but others pro-
pose a 30–40-day treatment regime for achieving a better outcome
(74, 97). Of the 20 clinical trials included in this study, 1 trial
treated the ICH patients for 1 week, 2 trials for 11 weeks, 4 trials
for 3 weeks, 3 trials for 4 weeks, and 1 trial for 6 weeks (Table 1).
Our analysis shows that an increased duration of PNS treatment
is linked to a better outcome of the intracerebral hemotoma vol-
ume (Figure 4). Significant improvement in IHV was found only
after 10 or more days of PNS treatment. It appears that a mini-
mum of 2–4 weeks of treatment is required to achieve significant
improvement in the outcome of patients with acute ICH. A longer
treatment could bring additional benefit but with an additional
medical cost.

MORTALITY
Significantly reduced morbidity and mortality are the key indexes
of successful treatment of intracerebral hemorrhage. Of the 20
clinical trials, 3 trials reported short-term mortality in ICH
patients who received PNS treatment within 48 h after ICH onset

(74, 84, 88) (Figure 7), and 4 trials reported short-term mortal-
ity in ICH patients who received PNS treatment 7 days after ICH
onset (Figure 7). Both treatment regimens exhibited a more sig-
nificantly reduced the death rate in the PNS group than in the CT
group (by >2, P < 0.05, and >3-fold, P < 0.01, respectively). This
is consistent with a recent report that certain herbal ingredients of
traditional Chinese medicine (TCM) could stimulate the activa-
tion of blood, resolve hemostasis, and reduce acute ICH-induced
short-term mortality (10).

QUALITY OF LIFE
The quality of life of the ICH patients is closely associated with the
severity of the disease and the efficacy of the treatment (98, 99)
and is often assessed using the NDS and the BI. Of the 20 trials
included in the present study (with a total of 1,891 ICH patients),
only 2 trials measured BI (Figure 4) and reported improved activ-
ities of daily living in the PNS-treated ICH patients compared to
the patients in the CT group.

Neurological deficit score is an important index for the diag-
nosis of symptom severity and functional recovery of the patients.
Three of the trials included in this study reported NDS at 7, 15,
21, 28, and 30 days after PNS treatment (74, 77, 86) (Figure 2).
The results showed that it took at least 21 days for the PNS treat-
ment to produce noticeable improvements in ICH patients when
compared with the CT groups (74, 77, 86). That improvement in
terms of NDS, however, became significant at 28 days in one study
(86) and 40 days in another (74) after the start of PNS treatment
(P < 0.05, P < 0.01, respectively).

FUNNEL PLOTS
The funnel plot is often used to check for the existence of publica-
tion bias in meta-analyses, assuming that the largest studies will be
plotted near the average, and smaller studies will be spread evenly
on both sides of the average, creating a roughly funnel-shaped dis-
tribution. Deviation from this shape can indicate publication bias.
Although the funnel plot appeared asymmetrical in this study, it
may reflect the fact of unbalanced and very limited data of each
group (2W n= 7, 3W, n= 2, 4W, n= 5) (Figure 8) used for the
plot rather than a true publication bias as eight samples from
each group is considered minimal (while more than 20 is pre-
ferred) number required for a meaningful funnel plot, and a less
funnel plot may give a wrong impression of publication bias if
high precision studies are different from low precision studies with
respect to effect size (e.g., due to different populations examined)
(100). The appearance of the funnel plot can also alter substantially
depending on the scale on the y-axis (101).

MECHANISM OF PNS ACTION
Intracerebral hemorrhage can disrupt cerebral blood flow, energy
metabolism, and the integrity of the blood–brain barrier (BBB),
resulting in edema, inflammation, apoptosis, neurological dys-
function, and often death. Acute and chronic macro- and
micro-bleeding and thrombosis are the primary determinants of
hematoma and edema development. Agents that can effectively
control the bleeding and reduce hematoma and edema hold the
promise to become effective therapies for ICH and have been
the major treatment targets of multiple international ongoing
randomized control trials of ICH (102).
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Our meta-analysis shows that total P. notoginseng saponin
extract (PNS) could be a therapeutic agent for ICH because it
can significantly attenuate edema and hematoma in ICH patients.
This is in line with recent reports that PNS (XST) injection treat-
ment (175 mg/day) for 2 weeks significantly improved hematoma
absorption and neurological function in 32 acute ICH patients
compared to 29 RT controls (103). PNS has also been shown to
improve microcirculation around the hematoma ischemic area,
promote the absorption of hematoma, slow down and inhibit
brain edema development, and significantly shorten the time for
the edema to disappear (104).

The mechanism of PNS’ neuroprotection against ICH injury
remains to be fully understood. It may involve differential pro-
tective activities of various ginsenosides and notoginsenosides on
hemostasis, anti-coagulant, anti-thrombotic, platelet aggregation
and complement activation, hemorheology, blood viscosity and
hematocrit, vasodilation, microcirculation, energy metabolism,
oxidative stress, inflammation, and immune function. Some of
the recently published PNS actions are presented below as they
may be relevant or potential mechanisms of PNS in ICH.

HEMOSTATIC EFFECTS OF PNS
Spontaneous acute and chronic macro- and micro-bleeding con-
tribute directly to hematoma growth in TBI and ICH patients and
are linked with symptom severity, recurrence, and poor outcome
(105, 106). Preclinical TBI studies showed that the extent of ICH
acquired during acute and subacute phases (3 h, 3, 9, and 23 days)
post-ICH can predict the functional and histopathological out-
come in rats 6–12 months later and is correlated with the final
cortical atrophy (P < 0.05), hippocampal atrophy (P < 0.01), and
memory deficits (P < 0.01) (107).

At least two PNS components, i.e., dencichine and notogin-
senoside Ft1 have been identified to possess hemostatic properties
that could block or minimize bleeding and hematoma expansion
after ICH onset (17, 108). Dencichine is a bioactive non-protein
therapeutic amino acid found in P. notoginseng. At low concen-
trations, dencichine has hemostatic and platelet-enhancing activ-
ity, but at high concentrations, it is neurotoxic (108). Decichine
enhances hemostasis of activated platelets via AMPA receptors
(109). Notoginsenoside Ft1 is a potent procoagulant that can
induce dose-dependent and ADP-induced platelet aggregation,
increase plasma coagulation indexes, decrease tail-bleeding time,
and increase thrombogenesis and cytosolic Ca (2+) accumu-
lation. Dencichine and notoginsenoside Ft1 may underlie the
hemostatic mechanism of PNS during the acute and subacute
phases of ICH.

ANTI-THROMBOSIS, FIBRINOLYSIS, AND ANTI-COAGULATION
MECHANISM: ROLE OF NITRIC OXIDE
Patients with TBI and resultant intracranial hemorrhage (ICH)
are at high risk for developing venous thromboembolism (VTE)
(110). Intrahematomal blood clotting is also a pathogenetic fac-
tor in hyperacute perihematomal edema formation (111). There
is an increasing use of anti-platelets and/or anti-coagulants in the
treatment of blood clotting and hyperviscosity in ICH and there
is some evidence of therapeutic effects in animal models of ICH

(112–115). Several compounds of PNS including adenosine and
guanosine, ginsenoside Rh1, F1, Rg1, and Rg2 have anti-platelet
and anti-coagulant activities, with adenosine and guanosine and
the ginsenosides as the main anti-platelet aggregation compounds
of PNS (116–118).

One study showed that sanchinoside Rg1 markedly inhibited
experimental thrombosis formation by enhancing the function
of fibrinolysis system and stimulating vascular endothelial cells
to release nitric oxide (NO) (119). Ginsenoside Rb1 can also
reverse oxidative stress- and ischemia-related umbilical endothe-
lial dysfunction and myocardial injury through upregulation of
the endothelia NO synthase (eNOS) pathway in diabetes rat
model (120, 121).

PNS HAS ANTI-HYPERTENSION ACTIVITY
Hypertenison is a critical pathological factor in triggering
ICH onset. Notoginsenoside Ft1 activates both glucocorticoid
and estrogen receptors to induce endothelium-dependent, NO-
mediated relaxations in rat mesenteric arteries (122).

PNS INHIBITS COMPLEMENT ACTIVATION
PNS could improve the outcome of acute ICH by suppressing
the complement 3 (C3)-mediated pathway. Activation of comple-
ment cascades plays an important role in anaphylatoxin-mediated
inflammation, secondary toxicity, and brain damage after ICH
(24, 123). Studies have shown that PNS (co-)therapy inhibited
the enhancement of blood complement C3 levels in experimen-
tal ICH (86). Significant reduction in circulation complement
(C3) was found in 43 rheumatoid arthritis patients treated with
PNS for 28 days, and which was associated with improved clini-
cal symptoms such as joint swelling index when compared to the
control subjects (50). This could be a potential mechanism under-
lying the decreased volume of intracerebral edema in the patients
receiving PNS treatment group reported in the three clinical trials
(Figure 5). In ICH-induced local tissue inflammation, C3 pro-
motes the adhesion, exudation and translocation of inflammatory
cells, and stimulates the secretion of large amounts of inflamma-
tory mediators such as TNF-α and IL-1β, resulting in an increased
inflammatory response and brain damage. These responses are
absent in mice deficient in C3 activity and show reduced inflam-
matory cell infiltration, brain edema formation, and improved
neurologic outcome after experimental ICH (124, 125).

PNS PROTECTS BBB INTEGRATION
Blood–brain barrier disruption is a hallmark of ICH-induced
brain injury and contributes to edema formation, the influx of
leukocytes, and the entry of potentially neuroactive agents into the
perihematomal brain, all of which can contribute to brain injury.
Factors implicated in BBB disruption include: inflammatory medi-
ators (e.g., cytokines and chemokines), thrombin, hemoglobin
breakdown products, oxidative stress, complement proteins, and
matrix metalloproteinases, etc. (126, 127). Two studies have shown
that ginsenoside Rg1 provides neuroprotection against BBB dis-
ruption, edema formation, and neurological injury in rat models
of cerebral ischemia/reperfusion through the downregulation of
aquaporin 4 expression and anti-apoptosis pathways (38, 128).
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PNS PROTECTS AGAINST ISCHEMIA/REPERFUSION, AND STIMULATES
ANGIOGENESIS
Neurons are oxygen sensitive and are vulnerable to ischemic-
reperfusion injury after ICH. Experimental studies have shown
that PNS and ginsenosides Rb1 and Rb3 can provide signif-
icant protection against ischemia/reperfusion injury in rodent
brains (36, 129), cardiomyocytes (130, 131), and kidneys (132).
Ginsenoside Rb1 prevents homocysteine-induced endothelial dys-
function via PI3K/Akt activation and PKC inhibition (133). Gin-
senoside Rg1 enhances angiogenesis after hypoxia ischemia brain
damage in neonatal rats and in diabetic mice, in part through
hypoxia-inducible factor (HIF-1a), glucocorticoid receptor (GR),
and fibroblast growth factor receptor (VEGFR)-mediated path-
ways (134–138), and enhances the resistance of hematopoi-
etic stem/progenitor cells to radiation-induced aging in mice
(38). Notoginsenoside Ft1 promotes angiogenesis via HIF-1α

mediated VEGF secretion and the regulation of PI3K/AKT and
Raf/MEK/ERK signaling pathways (139). PNS also enhances
VEGF signals and promotes angiogenesis derived from rat bone
marrow and mesenchymal stem cells (140) as well as inhibit
ischemia-induced apoptosis by activating the PI3K/Akt pathway
in cardiomyocytes (141).

PNS STIMULATES STEM CELL PROLIFERATION AND DIFFERENTIATION
Cognitive impairment is common and is linked to neuronal
cell loss after ICH (92). PNS could promote functional recov-
ery of ICH patients through stimulating stem cell proliferation
and differentiation. Studies have shown that ginsenoside Rb1 can
improve spatial learning and memory by stimulating neurogenesis
in the hippocampal subregions of rats (22) and that ginseno-
side Rd can stimulate the proliferation of rat neural stem cells
in vivo and in vitro (28). Ginsenoside Rg1 stimulates the pro-
liferation and differentiation of human dental pulp stem cells
and facilitates neural differentiation of mouse embryonic stem
cells via the GR-dependent signaling pathway (31, 32), which
promotes peripheral nerve regeneration in the rat model of
nerve crush injury (142) and improves spatial learning-memory
in dementia rats after bone marrow mesenchymal stem cell
transplant (21). Ginsenoside Rg1 mediates microenvironment-
dependent endothelial differentiation of human mesenchymal
stem cells (143).

PNS PROTECTS MICROCIRCULATION FROM
ISCHEMIA/REPERFUSION-INDUCED INJURY
PNS treatment improved microcirculation around the hematoma
ischemic area, promoted the absorption of hematoma, slowed
down and inhibited brain edema development, and signifi-
cantly shortened the time for the edema to disappear (104).
Notoginsenoside R1 can attenuate ischemia/reperfusion (I/R)-
induced microvascular hyperpermeability, inflammatory cytokine
production, NF-kB activation, leukocyte rolling and adhesion,
the expression of E-selectin in endothelium and CD18 in neu-
trophils, loss of tight junction proteins, and deficit in energy
metabolism during I/R in rats (144, 145). Ginsenosides Rb1
and Rg1, and notoginsenoside R1 have been shown to protect
lipopolysaccharide-induced microcirculatory disturbance in rat
mesentery (146).

PNS HAS ROS-SCAVENGER, ANTIOXIDATION, AND ANTI-APOPTOSIS
PROPERTIES
PNS has been shown to be a potent antioxidant in various
experimental models. PNS induces thioredoxin-1 expression and
prevents 1-methyl-4-phenylpyridinium ion-induced neurotoxi-
city (147). Ginsenoside Rb1 directly scavenges hydroxyl rad-
icals and hypochlorous acid (103) and inhibits apoptosis in
hydrogen peroxide-treated chondrocytes by stabilizing mitochon-
dria and inhibiting Caspase-3 (148). Ginsenoside Rb1 also pre-
vented MPP(+)-induced apoptosis in PC12 cells by activating
estrogen receptors and ERK1/2/Akt pathways, and inhibiting
SAPK/JNK/p38 MAPK pathways (149). Ginsenoside Rb1 protects
against oxidative damage and renal interstitial fibrosis in rats with
unilateral ureteral obstruction (150), and against beta-amyloid
protein(1-42)-induced neurotoxicity in cortical neurons and in
PC12 cells (30, 33) as well as against hypoxia and oxidative stress
in rat retinal ganglion cells (29).

Ginsenoside Rd appears to be a superior neuroprotector with a
wide therapeutic window in experimental stroke (151). Ginseno-
side Rd attenuates redox imbalance, improves stroke outcome fol-
lowing focal cerebral ischemia in aged mice (152), and attenuates
early oxidative damage and sequential inflammatory responses
after transient focal ischemia in rats (153). Ginsenoside Rd pre-
vents glutamate-induced apoptosis in rat cortical neurons (154),
and promotes glutamate clearance by up-regulating the expres-
sion of glial glutamate transporter proteins (155). Ginsenoside-Rd
exhibits anti-inflammatory activities through the enhancement of
antioxidant enzyme activities and the inhibition of JNK and ERK
activation in vivo (156).

Ginsenoside Rg1 protects against hydrogen peroxide-induced
cell death in PC12 cells via the inhibition of NF-kB activation
(157), reduction of nigral iron levels in MPTP-treated C57BL6
mice by regulation of iron transport proteins (158), and protec-
tion against beta-amyloid peptide-induced human endothelial cel-
lapoptosis by activation of the GR-ERK signaling pathway (159).
Oral Rg1 supplementation strengthens the antioxidant defense
system against exercise-induced oxidative stress (160) and pro-
tects the liver against exhaustive exercise-induced oxidative stress
in rats (161).

PNS HAS ANTI-INFLAMMATION PROPERTIES
Ginsenoside Rbl shows anti-neuroinflammation effects in rat
models of Alzheimer’s disease (20) and prevents interleukin-1b-
induced inflammation and apoptosis in human articular chon-
drocytes (162). Ginsenoside Rd inhibits the expression of iNOS
and COX-2 by suppressing NF-kB in LPS-stimulated RAW264.7
cells and in mouse livers (163), and attenuates neuroinflammation
in cultured dopaminergic neurons (164). Ginsenoside Re amelio-
rates inflammation by inhibiting the binding of lipopolysaccha-
rides to TLR4 on macrophages (165). Ginsenoside Rg1 improves
survival in a murine model of polymicrobial sepsis by suppress-
ing the inflammatory response and apoptosis of lymphocytes
(166). Ginsenoside Rg1 improves streptozocin (STZ)-induced
diabetic nephropathy in rats by suppressing inflammatory reac-
tions and expression of ectodermal dysplasia and TGF-beta (167).
PNS also suppresses inflammation in a collagen-induced arthritis
model (146).
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ANTI-HYPERGLYCEMIA AND ANTI-HYPERLIPIDEMIC EFFECTS OF PNS
Hyperglycemia is associated with poor outcome in patients with
TBI and ICH and in experimental models of ICH (93, 168, 169).
PNS has hypolipidemic and antioxidant activities in rats with
high-fat diets (170). Ginsenoside Rb1 has antiobesity and anti-
hyperglycemic effects in rats (171). Ginsenoside Rb2 exerts its
antidiabetic effects via activation of AMPK (172). Ginsenoside Rb2
lowers cholesterol and triacylglycerol levels in 3T3-L1 adipocytes
under high cholesterol or fatty acids culture conditions (173). Gin-
senoside Re reverses insulin resistance in muscles of high-fat diet
rats (174). Ginsenoside Rg1 promotes glucose uptake through the
activated AMPK pathway in insulin-resistant muscle cells (175).

MANY COMPONENTS AND MANY MECHANISMS
Cerebral hemorrhage causes brain damage through multiple
mechanisms, with spontaneous bleeding, hematoma development
and perihematoma edema formation as the main factors con-
tributing to the poor outcome of ICH. Effective therapies for ICH
should be able to target all these factors. Our meta-analysis and
literature review suggest that PNS is an effective therapy for acute
ICH, and potentially functions through multiple mechanisms.
Its most notable effects include hemostatic and anti-thrombotic
effects, hemodynamic and hemorheological effects, angiogenesis
and stem cell promoting effects, anti-hyperglycemia and anti-
hyperlipidemia effects, and antioxidant and anti-inflammation
effects, etc. Additionally, the strong tonic effects of PNS (176) could
be beneficial to ICH patients,who are often weak and fragile during
the recovery phase. A double-blind, double-dummy, randomized,
and parallel-controlled study showed that 8 weeks after the onset
of cerebral infarction, treatment of PNS tablets for 4 weeks sig-
nificantly improved the outcome of the patients compared to the
control treatments (177).

There are limitations to this research. Not all of the clinical trials
analyzed were of high quality nor did they all include each desir-
able outcome evaluation. The number of ICH patients in each
trial was often less than 100 and no long-term outcome data of
the ICH patients were available. These and other factors should
be controlled in further large scale studies so that the therapeutic
effect of PNS can be better evaluated.

In conclusion, meta-analysis of the clinical trials suggests that
PNS is superior to current treatment for acute ICH with minimal
side effects. PNS could be an alternative therapy for acute ICH
patients with a hemorrhagic volume of less than 30 ml. More clin-
ical trials with better experimental designs could be conducted in
the US and Europe to verify and extend the current findings and to
determine the long-term effects of P. notoginseng on the recovery
and recurrence of ICH patients.
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