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Editorial on the Research Topic

Chromatin Spatial Configuration and Function in Metazoans

Discovering that heredity is encoded in DNA sparked relentless efforts to reveal the processes
perpetuating the genetic code and deciphering how it is read and executed. Such efforts have shed
light on the intricate interactions of multiprotein complexes with diverse regulatory elements in
the DNA that dictate where and when genes are activated or shut down. DNAmethylation, histone
modification, chromatin accessibility, repetitive elements, non-coding RNAs, chromatin looping
mediating interaction of distal regulatory elements, and structuring of chromatin into higher-
order structures, add complexity layers to the molecular mechanisms behind transcriptional gene
regulation. Genome-wide approaches applied to an ever-growing diversity of organisms, tissues,
and cell types at multiple developmental stages and under different conditions are helping to
progressively integrate these elements in a multilayered model of genome control. This integrative
and evolving concept is now at the core of our understanding of the fundamentals of cellular
identity and function, embryogenesis, homeostasis, and disease.

The present Research Topic includes 14 reports on key processes and regulators of chromatin
modification and three-dimensional organization of the genome in the nucleus, and their link to
gene control.

A broad perspective of genome organization is provided by Penagos-Puig and Furlan-Magaril,
who walk us through discovery of the processes that control chromatin folding into
heterochromatin and how its repressive activities are key for transcriptional dynamics. The authors
then focus on recent findings suggesting that tethering heterochromatin domains toward the
nuclear lamina instructs large-scale genome organization. Finally, they discuss evidence that
altering such tethering is associated with aging disorders like progeria. This highlights functions of
heterochromatin in multiple cellular processes (Allshire andMadhani, 2018). In this regard, Gerlitz
summarizes emerging evidence of heterochromatin affecting the stiffness of the nucleus in response
to mechanical forces like when the cell migrates through small pores, and in the regulation of
gene expression programs promoting cell migration.Magaña-Acosta andValadez-Graham, provide
a more focused perspective of genome organization. They describe our current understanding
of the mechanisms by which chromatin remodelers control the different levels of chromatin
compaction and looping that dictate nuclear architecture. The authors also provide a close-up of
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how protein complexes including chromatin remodelers act on
nucleosomes on specific promoters to promote transcription.

Given the close link between genome architecture and
chromatin function with physiological processes (Mishra and
Hawkins, 2017; Vilarrasa-Blasi et al., 2021), it is expected that
elements of genome organization, e.g., topologically associated
domains (TADs), are conserved in a wide range of metazoans
(Harmston et al., 2017). This is exemplified by Lezcano et al.,
who summarize evidence of the three-dimensional genomic
organization in mosquitoes. The authors highlight genomic
features that vary in mosquito vs. other insects, suggesting that
the evolution of such features might be constrained amongst
related species. The authors also discuss the contribution of
specific histone modifiers to chromatin looping and chromatin
architecture to gene regulation.

Transmission of histone marks is an important component
of epigenetic inheritance (Skvortsova et al., 2018; Tabuchi
et al., 2018). Torres-Flores and Hernández-Hernández provide
an overview of protamines, histones, histone modifications,
and histone variants in the spermatid as potential markers of
chromatin structure features that are retained in the mature
sperm. The authors stress that understanding histone and
histone modification retention in spermatids could have deep
implications in inter and transgenerational inheritance. This
would involve “readers” of histone marks like the chromodomain
proteins (Cutter Dipiazza et al., 2021), as emphasized by
DasGupta et al. The authors provide a comprehensive overview
of the central function of chromodomain proteins as “readers”
and nucleators of diverse protein and RNA complexes regulating
gene expression and genome architecture locally and globally in
C. elegans.

Specific combinations of histone marks are associated with
transcriptional output (Bannister and Kouzarides, 2011), but
their contribution is still not fully understood. Ntorla and
Burgoyne describe the discovery of histone lysine crotonylation
and the functions of the enzymes catalyzing and reading it. The
authors also highlight its relevance in gene regulation for stem
cell maintenance, and as a marker of metabolic status. Chromatin
modification is prominently emerging as a key metabolic sensor
(Suganuma and Workman, 2018). Asif et al. thoroughly break
down the evidence linking metabolism with dynamic DNA
and histone methylation, and histone acetylation. The evidence
discussed points to changes to such epigenetic modifications as
targets of diet on organ-specific and systemic metabolism.

A deeper understanding of the regulatory landscape genome-
wide challenges the notion of “junk DNA.” Knowledge gaps of
the function of some parts of the genome have been filled up by
non-coding RNAs including long non-coding RNAs (lncRNAs)
(Lee et al., 2019; Statello et al., 2021) and regulatory RNAs (Slack,
2006), which have functions in organizing genome architecture
(Pisignano et al., 2019). Ramírez-Colmenero et al. highlight
different mechanisms of action of lncRNAs with conserved
sequence, genomic location, and structure, as regulators of gene
expression by mediating chromatin looping, and formation of
chromatin domains. Pérez-Molina et al. took a closer look at
the regulation of lncRNAs. Their original research describes
an Alu transposable element within the long non-coding RNA

Linc00441 that attenuates the expression of its host gene. Morf et
al. discuss a differentmode of action of regulatory RNAs, in which
burst of the expression of regulatory RNAs containing protein
binding motifs could favor concentration of protein factors for
regulating nuclear processes locally.

Repeat elements were also considered “junk DNA,” but they
are important regulators of the spatial configuration of the
genome (Slotkin and Martienssen, 2007). This is exemplified
by original research by Konkova et al. They found that
the length of the repeat in the 1Q12 locus determines its
repositioning relative to the nucleolus toward the center of
the nuclei in response to ionizing radiation. Interestingly,
the authors suggest that susceptibility to oxidative stress in
response to radiation favors cells with shorter repeats and higher
expression of satellite DNA in lymphocytes of patients affected
by schizophrenia.

The function of chromatin modifiers and genome
architecture in developmental processes or in physiology
are the subject of active research (Van Der Weide and
De Wit, 2019; Tan et al., 2021). Hernández-Hernández
et al. discuss a multilayered regulatory network in which
myogenic transcription factors interact with histone modifiers
and genome organizers like CTCF to modify chromatin
accessibility and mediate the interaction of distal elements,
e.g., promoter-enhancer to turn on skeletal muscle gene
expression. Yuan et al. provide an overview of cardiogenic
transcription factors and how their activity is coordinated
via interaction with enhancers to establish the logic of
cardiac cell differentiation. The authors then engage in
lively discussion of the evolutionary origin of enhancers
and the use of genome-wide chromatin features coupled to
multi-species alignment as tools for their identification. This
collection of expert contributions highlights the outstanding
progress being made toward our understanding of genome
regulation. Constant technological and conceptual leaps in
single-cell genomics, proteomics, and mutagenesis predict a
more integrative and in-depth insight into the fundamentals
of life.
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Cell migration is a key process in health and disease. In the last decade an
increasing attention is given to chromatin organization in migrating cells. In various
types of cells induction of migration leads to a global increase in heterochromatin
levels. Heterochromatin is required for optimal cell migration capabilities, since various
interventions with heterochromatin formation impeded the migration rate of numerous
cell types. Heterochromatin supports the migration process by affecting both the
mechanical properties of the nucleus as well as the genetic processes taking place
within it. Increased heterochromatin levels elevate nuclear rigidity in a manner that
allows faster cell migration in 3D environments. Condensed chromatin and a more rigid
nucleus may increase nuclear durability to shear stress and prevent DNA damage during
the migration process. In addition, heterochromatin reorganization in migrating cells is
important for induction of migration-specific transcriptional plan together with inhibition
of many other unnecessary transcriptional changes. Thus, chromatin organization
appears to have a key role in the cellular migration process.
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INTRODUCTION

Chromatin is classically divided to euchromatin and heterochromatin. Euchromatin contains
relatively open and active chromatin regions, while heterochromatin includes more condensed,
gene-poor and less active chromatin regions (Carlberg and Molnár, 2019). Heterochromatin
is subdivided to facultative and constitutive heterochromatin. The former contains repressed
genes in a cell type-specific manner, while the latter is formed mainly over repetitive sequences
and transposons localized at constant positions in various cell types such as pericentromeric
regions, which are transcribed, although, at a very low level (Saksouk et al., 2015; Allshire and
Madhani, 2018; Talbert and Henikoff, 2018; Marsano et al., 2019). Heterochromatin formation and
maintenance is achieved by a battery of factors including histone variants, non-coding RNAs, DNA
and histone modifications, factors that read these modifications, chromatin architectural proteins
and chromatin remodeling factors (Allshire and Madhani, 2018). In general, DNA methylation
is found in both types of heterochromatin, while facultative heterochromatin is enriched with
the histone variant macroH2A, and the histone methylation marks H3K27me3, H2AK119Ub,
and to less extent H4K20me1. Constitutive heterochromatin is enriched with H3K9me2/3 and
H4K20me2/3 (Fodor et al., 2010; Fadloun et al., 2013; Mozzetta et al., 2015; Saksouk et al., 2015).
These modifications promote chromatin condensation through the factors that bind them, which
are termed readers (Soshnev et al., 2016). These readers include MeCP2, HP1 proteins, BAHD1
and L3MBTL1 (Canzio et al., 2014; Gozani and Shi, 2014; Mozzetta et al., 2015; Zhao et al., 2016;
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Tillotson and Bird, 2019). Increased nucleosome compaction in
heterochromatin is achieved also by the chromatin architectural
protein histone H1 that can be inhibited by phosphorylation
(Hergeth and Schneider, 2015; Fyodorov et al., 2018) and
chromatin remodeling factors such as ATRX (Clynes et al.,
2013; Dyer et al., 2017). Not less important is the eviction of
euchromatin markers out of heterochromatin regions (Allshire
and Madhani, 2018). Historically, heterochromatin has been
studied mainly in relation to regulation of gene expression during
differentiation and development and to its supportive roles in
cell cycle progression such as the importance of pericentromeric
heterochromatin in cell division (Mozzetta et al., 2015; Saksouk
et al., 2015; Allshire and Madhani, 2018; Talbert and Henikoff,
2018). However, in the last decade it has become apparent
that heterochromatin levels are increased in response to cell
migration signals and support better cell migration capabilities
(Gerlitz and Bustin, 2011).

In animals, cell migration is a fundamental process in
embryogenesis as well as in normal function of various tissues
and systems such as regeneration of colon epithelium and the
activity of the immune response. Mutations and deregulation
of cellular migration processes are linked to various human
diseases varied from intellectual disability to cancer metastasis
(Nourshargh and Alon, 2014; Jiang and Nardelli, 2016; Reiner
et al., 2016; Scarpa and Mayor, 2016; Stouffer et al., 2016; Lambert
et al., 2017; Worbs et al., 2017; Chitty et al., 2018; Schumacher,
2019). In recent years it has been appreciated that the cell nucleus,
which is the largest and most rigid cellular organelle has to
undergo major changes in its position, structure and morphology
during cell migration (Wolf et al., 2007, 2013; Friedl and Wolf,
2009; McGregor et al., 2016; Lele et al., 2018; Yamada and Sixt,
2019). Recent reviews covered thoroughly the emerging research
field of the cell nucleus during migration while concentrating on
the nuclear envelope and its interactions with the cytoskeleton
(Krause and Wolf, 2015; Bone and Starr, 2016; Liu et al., 2016;
McGregor et al., 2016; Madrazo et al., 2017; Calero-Cuenca
et al., 2018; Kengaku, 2018; Lele et al., 2018; Manley et al.,
2018; Salvermoser et al., 2018). Here I focused on the major
inner nuclear component, chromatin and more specifically on
heterochromatin changes and their roles in cell migration.

HETEROCHROMATIN ALTERATIONS IN
MIGRATING CELLS

Induction of cell migration was found to trigger global chromatin
reorganization in several cell types. Initial comprehensive
analysis of global chromatin organization in migrating cells was
carried out in mouse melanoma cells. In these cells, induction of
migration in the wound healing assay led to a rapid increase in
various heterochromatin markers that could be detected already
15–60 min after introducing the migration signals. These markers
included the histone modifications H3K9me3, H3K27me3, and
H4K20me1, a non-phosphorylated form of histone H1 and
DNA methylation (Gerlitz et al., 2007; Gerlitz and Bustin, 2010;
Maizels et al., 2017). In addition, chromatin residence time
of the chromatin architectural proteins HMGA1 and HMGN2

that are involved in chromatin de-compaction turned shorter,
while the chromatin residence time of histone H1 that increases
chromatin compaction was prolonged (Gerlitz et al., 2007; Gerlitz
and Bustin, 2010). In parallel, migrating cells were found to be
more resistant to DNase I treatment compared to non-migrating
cells, indicating an elevation in chromatin condensation levels in
migrating cells (Gerlitz and Bustin, 2010).

Increased global chromatin condensation in response to
migration signals was found in additional cell types: In human
breast cancer cells H3K9me3 levels were increased in response
to expression of the activated form of Amphiregulin (AR). AR is
an EGF family member that upon activation undergoes cleavage
and translocation from the plasma membrane to the inner
nuclear membrane while activating cell migration (Isokane et al.,
2008; Tanaka et al., 2012). In human and mouse CD4+ T-cells
induction of migration by Vascular Cell Adhesion Molecule 1
(VCAM1) led to an increase in H3K9me2/3 levels and to a
higher resistance of the genome to cleavage by DNase I and
MNase (Zhang X. et al., 2016). In rat tenocytes increased DNA
methylation levels and genome resistance to DNase I cleavage
were identified upon induction of migration by mechano-growth
factor E peptide (MGF-C25E) (Zhang B. et al., 2016). In bone
marrow-derived mesenchymal stem cells higher H3K27me3
levels and increased resistance to DNase I cleavage were found
after induction of migration by the chemokine-like extracellular
matrix (ECM)-associated protein Osteopontin (Liu et al., 2018).
In vivo, DNA methyltransferases (DNMTs) levels and DNA
methylation levels were shown to increase during wound healing
of mouse corneal epithelium (Luo et al., 2019) and in colorectal
cancer, H3K9me3 levels were found to be higher in the tumor
invasive front than in non-invasive parts of it (Yokoyama et al.,
2013). Interestingly, heterochromatin reorganization in response
to migration signals was found not only in mammalian cells,
but also in the filamentous fungus Neurospora crassa, in which
accumulation of histone H1 was detected in the leading edge of
migrating nuclei (Freitag et al., 2004; Gerlitz et al., 2007), thus
heterochromatin reorganization in migrating cells may be an
evolutionary conserved feature.

Recently, chromatin in migrating cells has been analyzed
using higher resolution next generation sequencing tools.
Chromosome conformations were captured by the Hi-C
technique in human neutrophil-like cells that migrated through
large pores (14 µm in diameter) and through confined
pores (5 µm in diameter). As anticipated, migration through
narrower pores associated with a higher degree of changes in
chromosome conformations. Interestingly, disruptions of short-
range interactions and of topologically associating domains
(TADs) occurred to a higher extent in heterochromatin regions
(compartment B in Hi-C analysis) than in euchromatin
(compartment A) (Jacobson et al., 2018). Detailed analysis of
heterochromatin was carried out in migrating mouse melanoma
cells by a ChIP-seq analysis of the heterochromatin markers
H3K9me, H3K27me3, and H4K20me1. Interestingly, upon
induction of migration these markers were found to spread
over larger genomic regions, while accumulating to a lesser
extent, in specific genomic loci to form peaks. Though smaller
in number, the migration-specific peaks of H3K9me3 and
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H4K20me1 accumulated over repetitive regions, while the ones
of H3K27me3 accumulated over genes (Segal et al., 2018). Thus,
signatures of both facultative and constitutive heterochromatin
have been found to be highly dynamic in migrating cells.

EFFECTS OF HETEROCHROMATIN
LEVELS ON CELL MIGRATION RATE

Indications that global chromatin condensation is important
for cell migration emerged from numerous experiments in
which interference with heterochromatin formation attenuated
the migration rate of a vast variety of cells. Knockdown or
chemical inhibition of EZH2, which is the catalytic subunit
of the H3K27 methyltransferase complex PRC2, inhibited the
migration rate of various cell types (Table 1). Interfering with
H3K9me2/3 levels by knocking down methyltransferases that
generate these modifications such as G9a, SUV39H1, SUV39H2,
SETDB1, and SETDB2 or by using chemical inhibitors of G9a
and SUV39H1/2 also inhibited the migration rate of many
cell types (Table 1). On the other hand, over-expression of
H3K9me2/3 methyltransferases was shown to enhance the rate
of cell migration (Table 1).

Inhibition of DNA methylation by 5′-aza-2′-deoxycytidine
(AZA) or by knockdown of DNMTs also inhibited cell migration
while over-expression of DNMTs was shown to enhance cell
migration (Table 1). Interference with histone H1 chromatin
binding by over-expression of a dominant form composed of
histone H1 C’-terminal part or of phosphor-mimicking forms
containing T to E mutations also altered cell migration rate
(Table 1). Interference with chromatin condensation can be
achieved also by increasing global histone acetylation through
inhibition of nuclear histone deacetylases (HDACs) either by
chemical inhibitors or by knockdown. As listed in Table 1 and
in a recent review (Wawruszak et al., 2019), such manipulations
also interfere with cell migration.

In most of the described cases the interventions with
heterochromatin formation (e.g., introduction of siRNA or
addition of a chemical inhibitor) were introduced ≥24 h before
induction of migration. In such cases it is challenging to assess
whether migration inhibition was due to failure of the cells to
increase heterochromatin levels only upon receiving migration
signals or due to alterations in their basal transcriptome. Changes
in the basal transcriptome of non-migrating cells can turn it
to a less favorable one for migration even before receiving any
migration signals. This scenario is supported by the findings
that the number of migration-altered genes and the degree
of change at their expression levels are limited (Jacobson
et al., 2018; Segal et al., 2018) as described below. Moreover,
many of these experiments were done in cancer cells, which
acquire a migration-supporting transcriptome already during the
transformation process (Lamouille et al., 2014; Dhamija and
Diederichs, 2016; Huang et al., 2019). Thus, in many cases it is
hard to understand if basal heterochromatin levels or migration-
induced heterochromatin levels are important for the migration
process. Addressing this issue can be achieved by adding chemical
inhibitors in parallel to the induction of migration as done only

in few cases (Gerlitz and Bustin, 2010; Jeon and Lee, 2010; Wang
et al., 2014; Huang et al., 2017; Maizels et al., 2017; Liu et al.,
2018). In the future, this issue could be addressed by using
degron-based systems (Röth et al., 2019) for rapid depletion of
heterochromatin generating enzymes.

Notably, as described above, interference with signatures
of both facultative and constitutive heterochromatin can
interfere with cell migration rate suggesting that both types of
heterochromatin can affect cellular properties important for the
migration process.

HETEROCHROMATIN ROLES IN CELL
MIGRATION

Heterochromatin Mechanical Roles
Increased heterochromatin levels in migrating cells are
spread over large genomic regions as could be detected by
immunostaining of heterochromatin markers in various cells
such as melanoma cells (Gerlitz et al., 2007; Gerlitz and Bustin,
2010; Maizels et al., 2017) as well as by high resolution mapping
of these markers by ChIP-seq analysis in the same melanoma
cells (Segal et al., 2018). This pattern supports global changes
in the physical properties of the nucleus, since a global increase
in heterochromatin levels induced by divalent cations was
shown to elevate the stiffness of the nucleus in both isolated
nuclei (Dahl et al., 2005) and nuclei in whole cells (Stephens
et al., 2019). On the other hand, over-expression of HMGN5 or
HMGA1, chromatin architectural proteins that oppose histone
H1 chromatin binding and compaction, led to a reduction
in nuclear stiffness (Furusawa et al., 2015; Senigagliesi et al.,
2019). Chromatin decondensation by chemical inhibitors such
as HDAC inhibitors and the methyltransferase inhibitor DZNep
also found to reduce nuclear stiffness (Stephens et al., 2017,
2018; Liu et al., 2018; Krause et al., 2019). In agreement with
this, atomic force microscopy (AFM) analysis of tenocytes and
bone marrow-derived mesenchymal stem cells detected an
increase in nuclear stiffness following induction of migration by
chemokine-like agents (Zhang B. et al., 2016; Liu et al., 2018).
Similar phenomenon was also reported in human and mouse
CD4+ T lymphocytes upon activation of migration by VCAM1
(Zhang X. et al., 2016).

A first indication that indeed global heterochromatinization
supports cell migration by altering the nuclear mechanical
properties emerged of the finding that a HDAC inhibitor
inhibited melanoma cell migration during a short period of time
(3 h) in a similar efficiency also when transcription was inhibited
(Gerlitz and Bustin, 2010). More recently, a detailed analysis
of colon cancer migration through confined spaces revealed
that heterochromatin-dependent nuclear stiffness generated a
bigger forward jump of the nucleus once it is extracted from
a narrow pore (Krause et al., 2019). Thus counter-intuitively,
heterochromatin increased nuclear elasticity to generate a better
spring-like behavior of the nucleus that can better support
movement of the whole cell. An additional 3D migration mode
that may benefit from altered nuclear physical properties by
global heterochromatin formation is the nuclear piston model,
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TABLE 1 | Studies identifying the dependence of cell migration on heterochromatin levels.

Heterochromatin alteration and the
effect on migration

Cell type (*-primary cells) Method of manipulation Migration
assay

References

H3K27me3 reduction leading to
inhibition of migration

Bone marrow-derived
mesenchymal stem cells*

EZH2 siRNA TA Liu et al., 2018

Mouse embryonic fibroblasts* EZH2 siRNA TA and WH Kottakis et al., 2011

Endometriotic epithelial cells EZH2 siRNA and inhibitor
(GSK126)

TA and WH Eskander et al., 2013;
Zhang et al., 2017

Squamous cell carcinoma EZH2 siRNA and inhibitors
(GSK126 and EPZ-6438)

WH Adhikary et al., 2015

Immortalized keratinocytes EZH2 siRNA WH Adhikary et al., 2015

Melanoma EZH2 siRNA and inhibitors
(GSK126 and GSK343)

TA and WH Luo et al., 2013;
Maizels et al., 2017

Pancreatic cancer cells EZH2 siRNA TA and WH Ma et al., 2018

Ovarian cancer cells EZH2 siRNA TA Lu et al., 2010; Rao et al., 2010

Breast carcinoma cells EZH2 siRNA TA Varambally et al., 2008

Prostate cancer cells EZH2 siRNA WH Varambally et al., 2008

H3K27me3 enhancement leading to
acceleration of migration

Pancreatic cancer cells EZH2 OE TA and WH Ma et al., 2018

H3K9me2/3 reduction leading to
inhibition of migration

Vascular smooth muscle cells* SUV39H1 siRNA TA Zhang et al., 2019a

Melanoma cells SUV39H1/2 inhibitor
(chaetocin) and SETDB1 siRNA

TA and WH Gerlitz and Bustin, 2010; Maizels
et al., 2017; Orouji et al., 2019

Liver cancer cells SETDB1 siRNA TA Wong et al., 2016;
Zhang et al., 2018

Gastric cancer cells SETDB1 siRNA TA Nishikawaji et al., 2016

Lymphocytes G9a siRNA and inhibitor
(BIX01294)

TA and
Collagen
matrix assay

Zhang X. et al., 2016;
Madrazo et al., 2018

Glioma cells SETDB1 and SUV39H1 siRNA,
SUV39H1/2 inhibitor
(chaetocin)

WH Spyropoulou et al., 2014;
Sepsa et al., 2015

Breast cancer cells SUV39H1 siRNA and
SUV39H1/2 inhibitor
(chaetocin)

TA and WH Yokoyama et al., 2013

Cervical cancer cells G9a inhibitor (BIX01294) TA and WH Chen et al., 2017

Lung cancer cells G9a siRNA, inhibitor (BIX01294)
and DN

TA and WH Chen et al., 2010;
Huang et al., 2017

Colon cancer cells SETDB1 siRNA TA Yu et al., 2019

Melanoma cells SUV39H1/2 inhibitor
(chaetocin)

TA and WH Gerlitz and Bustin, 2010;
Maizels et al., 2017

H3K9me2/3 enhancement leading to
acceleration of migration

Vascular smooth muscle cells* SUV39H1 OE TA Zhang et al., 2019a

Melanoma cells SETDB1 OE TA and WH Orouji et al., 2019

Liver cancer cells SETDB1 OE TA Zhang et al., 2018

Gastric cancer cells SETDB1 OE TA Nishikawaji et al., 2016

Breast cancer cells SUV39H1 OE TA Yokoyama et al., 2013

Lung cancer cells G9a OE TA Chen et al., 2010

Colon cancer cells SETDB1 OE TA Yu et al., 2019

Reduction in DNA methylation leading
to inhibition of migration

Cortical interneurons* DNMT1 KO Organotypic
brain slice
culture

Pensold et al., 2017

Corneal epithelial cells* DNMT1 siRNA WH Luo et al., 2019

Breast cancer cells DNMT inhibitors (AZA, SGI,
C02S)

TA and WH Shafiei et al., 2008; Su et al., 2018;
Yuan et al., 2019

Prostate cancer cells DNMT inhibitor (AZA) WH Strmiska et al., 2019

Ovarian cancer cells DNMT inhibitor (AZA) TA Meng et al., 2013

(Continued)
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TABLE 1 | Continued

Heterochromatin alteration and the
effect on migration

Cell type (*-primary cells) Method of manipulation Migration
assay

References

Lung cancer cells DNMT1, 3a siRNA, DNMT
inhibitor (AZA)

TA and WH Mateen et al., 2013; Yan et al.,
2014; Bu et al., 2018

Glioma cells DNMT3a,b siRNA, DNMT
inhibitor (AZA)

TA and WH Wang et al., 2015; Xu et al., 2015;
Guo et al., 2017

Esophageal cancer cells DNMT inhibitor (AZA) WH Ahrens et al., 2015

Osteosarcoma cells DNMT inhibitor (AZA) WH Gong et al., 2019

Pancreatic cancer cells DNMT3b siRNA TA and WH Wang et al., 2019

Colon cancer cells DNMT inhibitor (AZA) WH Oshima et al., 2019

Trophoblasts DNMT inhibitor (AZA) TA Rahnama et al., 2006

DNA methylation enhancement leading
to acceleration of migration

Lung cancer cells DNMT3a OE WH Yan et al., 2014

Liver cancer cells DNMT3b OE WH Wu et al., 2019

Histone acetylation elevation leading to
inhibition of migration

Bone marrow-derived
mesenchymal stem cells*

HDAC inhibitor (TSA) TA Liu et al., 2018

Neurons in C. elegans
development*

HDAC1 mutations and HDAC
inhibitor (TSA)

Whole animal
development

Zinovyeva et al., 2006; Nambiar
et al., 2007

Schwann cells* HDAC inhibitor (TSA) TA Wang et al., 2014

Endothelial cells* HDAC7 siRNA WH Mottet et al., 2007

Smooth muscle cells* HDAC4 siRNA and HDAC
inhibitor (TSA)

TA Yang et al., 2012; Usui et al., 2014

Cardiac fibroblasts* HDAC1 inhibition (ellagic acid) TA Lin et al., 2019

Dendritic cells* HDAC inhibitor (TSA) TA Kim et al., 2013

Tenocytes* HDAC inhibitor (TSA) WH Zhang B. et al., 2016

Melanoma cells HDAC inhibitor (TSA) TA and WH Gerlitz and Bustin, 2010

Breast cancer cells HDAC2, 5, 8 siRNA, HDAC
inhibitors (MS275, SB939,
LBH, Tub, C02S, PCI-34051,
VPA)

TA and WH Jeon and Lee, 2010; Zhang et al.,
2012; Hsieh et al., 2016; Li et al.,
2016; Su et al., 2018;
Yuan et al., 2019

Ovarian cancer cells HDAC3, 4 siRNA, HDAC
inhibitor (TSA)

TA Hayashi et al., 2010; Ahn et al.,
2012; Meng et al., 2013

Lung cancer cells HDAC inhibitor (Silibinin) TA Mateen et al., 2013

Esophageal cancer cells HDAC inhibitor (MS-275) WH Ahrens et al., 2015

Transformed macrophages HDAC inhibitor (Butyrate) TA Maa et al., 2010

Oral cancer cells HDAC2 siRNA WH Chang et al., 2011

Prostate cancer cells HDAC inhibitor (VPA) TA Wedel et al., 2011

Glioma cells HDAC3 siRNA TA and WH Zhu et al., 2013

Broad histone methylation inhibition
leading to chromatin decondensation
and inhibition of migration

Bone marrow-derived
mesenchymal stem cells*

DZNep TA Liu et al., 2018

Tenocytes* MTA WH Zhang B. et al., 2016

Chondrosarcoma DZNep WH Girard et al., 2014

Melanoma cells MTA TA and WH Gerlitz and Bustin, 2010

Histone H1 alterations leading to
inhibition of migration

Melanoma cells OE of histone H1 DN TA Gerlitz et al., 2007

Glioma, osteosarcoma and
gastric cancer cells

OE of histone H1 DN TA Sang et al., 2019; Zhang et al.,
2019b; Xu et al., 2020

OE, over expression; DN, over expression of a dominant negative form; TA, transwell assay; WH, wound healing assay; SGI, Guadecitabine/SGI-110; MS275, Entinostat;
Tub, Tubastatin A HCL; TSA, Trichostatin A; VPA, Valproic acid; DZNep, 3-Deazaneplanocin-A; MTA, 5′-deoxy-5′-methylthioadenosine.

which was identified in primary human cells and can be
activated in tumor cells by inhibition of matrix metallopeptidases
(MMPs). MMPs cleave the extra cellular matrix to facilitate easier
migration of cells. 3D migration by the nuclear piston mechanism
involves forward pulling of the nucleus by the actomyosin system
in cooperation with the nucleoskeleton linker protein Nesprin 3.

Due to the narrow diameter of a cell migrating inside the ECM,
nuclear pulling divides the cytoplasm into two compartments.
In the anterior compartment, the forward pulling of the
nucleus by the actomyosin system increases the intracellular
pressure. This pressure was found to promote formation of
lobopodial protrusions that support forward movement of the
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cell (Petrie et al., 2014, 2017). Global heterochromatinization
that increases nuclear stiffness may generate a nucleus that will
not collapse and will deform only to the right degree that is
required to compartmentalize the cytoplasm of a migrating cell
(Figure 1). During 2D migration, we hypothesize that increased
nuclear stiffness could improve momentum transfer of forces
generated by the actomyosin network at the back of the nucleus
leading to a more efficient usage of these forces to move the
nucleus forward.

Higher nuclear stiffness in migrating cells might increase
resistance to shear stress that can tear the nucleus. Recent
studies on the cell nucleus during 3D migration showed that
this process is associated with nuclear blebbing, nuclear
envelope rupture and DNA damage that are inversely
linked to the diameter of the pores thorough which cells
migrate (Denais et al., 2016; Raab et al., 2016; Irianto et al.,
2017; Pfeifer et al., 2018; Mistriotis et al., 2019). Notably,
chromatin decondensation by chemical inhibition of HDACs or
methyltransferases was shown to increase nuclear blebbing,
while induction of chromatin condensation by treating
cells with a histone demethylase inhibitor was found to
reduce nuclear blebbing (Stephens et al., 2018, 2019). Thus,
chromatin condensation during cell migration may increase
the whole nucleus resistance to shear stress and reduces the
susceptibility of DNA to breaks (Figure 1). This hypothesis is
supported by the findings that applying mechanical stress on
nuclei either by pulling them into small micropipettes or by
exposing cells to a biaxial extrinsic cyclic mechanical strain
led to global chromatin condensation (Irianto et al., 2016;
Le et al., 2016).

Heterochromatin in Transcriptional
Control
One of the major roles of heterochromatin is considered
to be repression of gene expression and transposons
(Allshire and Madhani, 2018), however, a global reduction
in transcription levels was found only in breast and ovarian
cancer cells that were induced to migrate by an activated
form of AR. This reduction was transient and prolonged
for only 8 h (Isokane et al., 2008; Tanaka et al., 2012). In
other cases such a repression was not identified (Fitsialos
et al., 2007; Demuth et al., 2008; Jacobson et al., 2018; Segal
et al., 2018). Moreover, active transcription is required for
cell migration as the migration process continues for 8 h
and more (Gerlitz and Bustin, 2010; Mason et al., 2019).
Significantly, induction of migration is associated with
specific changes in the cellular transcriptome in the scale
of a few hundreds of genes (Fitsialos et al., 2007; Demuth
et al., 2008; Jacobson et al., 2018; Segal et al., 2018). Using
an EZH2-specific inhibitor to prevent H3K27 methylation
upon induction of migration, in melanoma cells, revealed
that H3K27 methylation is required for 33% of the 182
transcriptome changes in migrating cells. Surprisingly,
H3K27 methylation was also found to prevent changes in
501 other genes that normally do not change upon induction
of migration (Segal et al., 2018). Thus, migration-induced

heterochromatinization is served not only to induce needed
transcriptional changes, but also to prevent or to buffer
unnecessary transcriptional changes. These unnecessary
transcriptional changes may occur due to activation of
transcription factors with multiple target genes of which
only a fraction should be altered (Figure 1). A buffering
role of heterochromatin in migrating cells could be seen
also in migration of neutrophil-like cells, where interference
with 3D genome structures occurred to a higher extent
in heterochromatin regions than in euchromatin regions
(Jacobson et al., 2018).

Overall, recent studies indicate that heterochromatin in
migrating cells has physical roles in nuclear biomechanics as
well as genetic roles in regulation of transcription. Although
it is tempting to speculate that constitutive heterochromatin is
important for the former roles, while facultative heterochromatin
is important for the later roles, a complete analysis to support
such a hypothesis has not been done yet. The findings that
heterochromatin is used both to modify transcription and
to prevent transcriptional changes suggest that altering the
transcriptome of migrating cells should interfere with their
migration rate. Especially, if the interference starts hours before
induction of migration, thus it can alter the basal transcriptome.
Indeed, there are studies in which interference with euchromatin
markers also inhibits cell migration (Kim et al., 2018; Wang et al.,
2018; Liang et al., 2019).

CONCLUDING REMARKS

Cell migration is a key process in metastasis formation in
cancer. Indeed, several heterochromatin generating enzymes
such as the H3K9 methyltransferases G9a and SETDB1 and
the H3K27 methyltransferase EZH2 are considered oncogenes
(Tiffen et al., 2015; Kang, 2018; Batham et al., 2019; Cao
et al., 2019; Torrano et al., 2019), whereas the H3K27
demethylases UTX and JMJD3 are considered tumor suppressor
genes, though exceptions can be found (Arcipowski et al.,
2016; Perrigue et al., 2016). Epigenetic drugs that interfere
with heterochromatin formation such as DNMT inhibitors
and HDAC inhibitors are used in cancer treatment (Castillo-
Aguilera et al., 2017; Pechalrieu et al., 2017; Roberti et al.,
2019). Unfortunately, a first-order link between heterochromatin
and cancer does not always exist. In recent years it has
become apparent that cancer cell proliferation and migration
may be supported by different transcriptional plans (Nair
et al., 2019; Luo et al., 2020) as well as by different
global chromatin organization features; in melanoma it seems
that euchromatin supports better cell proliferation, whereas
increased chromatin condensation (heterochromatin levels)
better supports cell migration (Barsotti et al., 2015; Maizels et al.,
2017). Thus, targeting cancer cells by a single epigenetic drug
might be challenging.

The opposing effects of heterochromatin on cell migration and
proliferation suggest that if a heterochromatin marker is kept
at the end of the migration process as an epigenetic memory, it
may interfere with proliferation. Indeed, in migrating melanoma
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FIGURE 1 | A model of heterochromatin roles in migrating cells. Schematic representation of cells migrating through small pores while (A) increasing their
heterochromatin levels or (B) leaving their heterochromatin levels low as before receiving the migration signals. Higher heterochromatin levels support better the
migration process by the following mechanisms: (i) Heterochromatin-dependent stiffness of the nucleus leads to faster nuclear movement out of the restraining pore.
(ii) Increased nuclear stiffness may help the actomyosin network to increase the intracellular pressure in the anterior of the cytoplasm to induce formation of lobopodial
protrusions. (iii) Increased nuclear stiffness may protect the nucleus of mechanical insults, preventing nuclear envelope rupture and DNA damage such as double
strand breaks (DSBs). (iv) Heterochromatin inhibits transcription of migration inhibitory factors (marked in gray) and of repressors of transcription (TF, marked in red)
thus preventing transcriptional inhibition of migration promoting factors (marked in green). (v) Heterochromatin also prevents unnecessary transcriptional alterations.

cells H3K27me3 levels were shown to drop back to basal levels
once migration ended (Gerlitz and Bustin, 2010). Still, further
studies are required to reveal if epigenetic memory of previous
migration episodes can be formed to enhance future migration
sessions in non-proliferating cells or in cancer cells in which
the proliferation process is not sensitive to high heterochromatin
levels as in melanoma cells.

Heterochromatin spatial organization inside the nucleus is
not uniform; in most differentiated cells a substantial part of
heterochromatin accumulates at the nuclear periphery next to
the nuclear envelope (van Steensel and Belmont, 2017). However,
in relation to migration it was only found that activation of
migration of CD4+ T lymphocytes induced association of the
H3K9 methyltransferase G9a with the nuclear envelope protein
lamin B1 (Zhang X. et al., 2016). Thus, the spatial organization of
heterochromatin in migrating cells is still unknown.

In recent years new links between heterochromatin and
the nucleolus have been found. Pericentric heterochromatin is
in close association with nucleoli while both structures use
similar chromatin architectural proteins for their organization

such as cohesion and HDACs (Bersaglieri and Santoro, 2019;
Lawrimore and Bloom, 2019). Moreover, knockdown of the
nucleolar protein STK35L1 was shown to reduce the migration
rate of human endothelial cells (Goyal et al., 2011) and the
histone acetyl transferase NAT10 was found to translocate from
the nucleolus to the cytoplasm during colorectal transformation
(Zhang et al., 2014). Thus, it is worthwhile to look for changes in
nucleoli organization in migrating cells and for their roles in the
migration process.

An additional important endeavor is to determine if
heterochromatin formation upon induction of migration
prevents DNA and nuclear damage during the migration
process. To better understand the roles of heterochromatin in cell
migration it is crucial to enlarge the pool of cell types and histone
markers analyzed by next generation sequencing methods upon
induction of migration in parallel to transcriptome analysis with
and without interference with heterochromatin formation.

These suggested endeavors are important to further establish
the emerging notion that chromatin in migrating cells is not a
passive passenger, but rather an active player. Heterochromatin
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formation affects both nuclear mechanical properties and
the transcriptome: heterochromatin adjusts the biomechanical
properties of the nucleus for more efficient usage of force
generated by the cytoskeleton as well as fine-tunes the cellular
transcriptome while preventing changes that could impede
cell migration rate.
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Introduction: Genome repeat cluster sizes can affect the chromatin spatial
configuration and function. Low-dose ionizing radiation (IR) induces an adaptive
response (AR) in human cells. AR includes the change in chromatin spatial configuration
that is necessary to change the expression profile of the genome in response to stress.
The 1q12 heterochromatin loci movement from the periphery to the center of the nucleus
is a marker of the chromatin configuration change. We hypothesized that a large 1q12
domain could affect chromatin movement, thereby inhibiting the AR.

Materials and Methods: 2D fluorescent in situ hybridization (FISH) method was
used for the satellite III fragment from the 1q12 region (f-SatIII) localization analysis
in the interphase nuclei of healthy control (HC) lymphocytes, schizophrenia (SZ)
patients, and in cultured mesenchymal stem cells (MSCs). The localization of the
nucleolus was analyzed by the nucleolus Ag staining. The non-radioactive quantitative
hybridization (NQH) technique was used for the f-SatIII fragment content in DNA
analysis. Satellite III fragments transcription was analyzed by reverse transcriptase
quantitative PCR (RT-qPCR).

Results: Low-dose IR induces the small-area 1q12 domains movement from the
periphery to the central regions of the nucleus in HC lymphocytes and MSCs.
Simultaneously, nucleolus moves from the nucleus center toward the nuclear envelope.
The nucleolus in that period increases. The distance between the 1q12 domain and the
nucleolus in irradiated cells is significantly reduced. The large-area 1q12 domains do not
move in response to stress. During prolonged cultivation, the irradiated cells with a large
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f-SatIII amount die, and the population is enriched with the cells with low f-SatIII content.
IR induces satellite III transcription in HC lymphocytes. Intact SZ patients’ lymphocytes
have the same signs of nuclei activation as irradiated HC cells.

Conclusion: When a cell population responds to stress, cells are selected according to
the size of the 1q12 domain (the f-SatIII content). The low content of the f-SatIII repeat in
SZ patients may be a consequence of the chronic oxidative stress and of a large copies
number of the ribosomal repeats.

Keywords: CNVs, satellite III, rDNA, schizophrenia, 1q12

INTRODUCTION

Repetitive elements comprise two-thirds of the human genome
(de Koning et al., 2011). It is known that CNVs could cause
inherited diseases in the absence of coding-sequence alterations
(Freeman et al., 2006; Redon et al., 2006; Henrichsen et al., 2009;
Conrad et al., 2010; Brahmachary et al., 2014; Jackson et al.,
2018; Monlong et al., 2018). Tandem repeats in human genome
are organized in a head-to-tail orientation and are characterized
by increased instability with a pronounced quantitative
polymorphism (Warburton et al., 2008; Brahmachary et al., 2014;
Black and Giunta, 2018; Hannan, 2018; Lower et al., 2018). The
rising roles of satellite tandem repeats in genome organization
and disease development were suggested (Iafrate et al., 2004;
Sebat et al., 2004; Dumbovic et al., 2017). In our previous
studies, we described the CNVs of two tandem repeats in human
blood leukocytes: ribosomal repeat (Chestkov et al., 2018a;
Malinovskaya et al., 2018) and satellite III fragment (f-SatIII),
localized in the largest heterochromatin region 1q12 of the first
chromosome (Ershova et al., 2019a,c).

f-SatIII (1.77-kb fragment) from satellite III (Cooke and
Hindley, 1979) is an AT-rich repeat (with 64% AT pairs). The
human genome contains approximately∼20 pg f-SatIII/ng DNA.
In natural human aging, we observed a significant disproportion
in the content of f-SatIII in blood leukocytes of the different
individuals. We also observed the f-SatIII content disproportion
in DNA samples of people working with the sources of IR
(Ershova et al., 2019c). The cells of the same strain and of
the same body tissue differ significantly in the f-SatIII content
(Ershova et al., 2019c,a).

Ribosomal repeat (rDNA) is localized on acrocentric
chromosomes and consists of a transcribed region that includes
three rRNA genes (18S, 5.8S, and 28S) and a non-transcribed
spacer. In the nucleus, rDNA forms the nucleolus: a special
structure where rDNA transcription occurs and the initial stages
of ribosome biogenesis are realized. The rDNA-transcribed
region contains an unusually low number of AT pairs (28%).
The human genome, on average, contains 400 copies of the

Abbreviations: AR, adaptive response; cfDNA, circulating cell-free DNA; CNVs,
copy number variants; FISH, fluorescent in situ hybridization; f-SatIII, the satellite
III fragment from the 1q12 region; HC, healthy control; HSFs, human skin
fibroblasts; IR, low-dose ionizing radiation; LADs, lamina-associated domains;
MAA, methanol:glacial acetic acid (3:1); MSCs, mesenchymal stem cells; mtDNA,
mitochondrial DNA; NQH, non-radioactive quantitative hybridization; PHA,
phytohemagglutinin; PI, propidium iodide; rDNA, ribosomal repeat; ROS, reactive
oxygen species; SZ, schizophrenia.

ribosomal repeat or∼5 pg of rDNA/ng of total DNA. In contrast
to the f-SatIII repeat, in the older age group, there is a significant
narrowing of the rDNA CN range and the coefficient of variation
decreases (Malinovskaya et al., 2018).

Analysis of rDNA and f-SatIII repeat CNVs in the human
blood leukocytes earlier revealed an interesting effect in SZ
patients. The SZ patients have significantly more rDNA copies
than HC (Veiko et al., 2003; Chestkov et al., 2018a). In contrast,
the f-SatIII repeat content (or 1q12 size) in the SZ patients’
leukocytes is lower compared to the HC (Kosower et al., 1995;
Ershova et al., 2019a). The mechanism regulating the f-SatIII
content in health and SZ remains unknown.

Schizophrenia is a mental illness found in ∼1% of the
population with 70–80% heritability (Cardno et al., 1999).
SZ patients during an exacerbation of the disease experience
severe social and emotional stress (Howes and Murray, 2014).
Oxidative stress and declined antioxidant statuses in the brain
and peripheral tissues of the SZ patients have been reported.
Different mechanisms of oxidative stress in SZ have been
proposed (Barron et al., 2017; Maas et al., 2017; Patel et al., 2017).
However, regardless of the cause, the result is important: in the
SZ patients during an exacerbation of the disease, the level of
ROS is increased.

Previously, we noticed that the response of SZ patients’
leukocytes to endogenous oxidative stress in some parameters is
very similar to the response of healthy cells to the low-dose IR.

For example, the cells of the unmedicated SZ patient as well
as the cells exposed to IR increase the mtDNA amount (Chestkov
et al., 2018b). The level of the lymphocyte DNA damage in SZ
patients is comparable with the DNA damage of the nuclear
workers. In the lymphocytes of∼30% of SZ patients, we observed
DNA damage response, which is a typical response of human
cells to IR (Korzeneva et al., 2015; Ershova et al., 2017). We also
observed very similar changes in the composition of cfDNA in
SZ patients and irradiated nuclear workers. In both cases, cfDNA
accumulated the easily oxidized GC-rich fragments (GC-DNA),
characterized with a pronounced biological activity (Korzeneva
et al., 2016; Ershova et al., 2019b, 2020). In vitro experiments
have shown that GC-DNA stimulates the expression of NOX
family enzymes in human cells, in particular the NOX4, which
catalyzes the hydrogen peroxide synthesis on the cell surface
and in the mitochondria. GC-DNA stimulates the large amounts
of proinflammatory cytokines synthesis in human lymphocytes
(Speranskii et al., 2015). Thus, GC-DNAs accumulating in
cfDNA of irradiated people and SZ patients may be one of the
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sterile inflammation causes, which is often observed both during
irradiation and in SZ.

We found that ∼40% of the irradiated people have
significantly reduced f-SatIII content compared to non-irradiated
people of the same age. We also observed that the f-SatIII
content decreased in the cultured HSFs under oxidizing agent
Cr(VI) (Ershova et al., 2019c). All these facts suggest that there
is a common mechanism leading to the f-SatIII repeat content
decrease in the healthy cells under oxidative stress induced by
environmental factors and in the cells of SZ patients during the
disease exacerbation.

Moderate ROS levels are known to stimulate an AR in the
human cells. AR increases the cells’ resistance to stress (Sokolov
and Neumann, 2015; Sisakht et al., 2020). We have shown earlier
that an important component of the AR is the chromatin spatial
configuration change. We used the 1q12 loci transposition in
interphase nuclei from the periphery to the center as a marker
of chromatin configuration change. The change in the f-SatIII
(1q12) position in the nucleus under the stresses was found in a
number of our studies (Spitkovskii et al., 2003; Veiko et al., 2006;
Ermakov et al., 2009a,b, 2011, 2013). The cells that, for various
reasons, did not change the 1q12 localization in response to IR
frequently died during the cultivation (Spitkovskii et al., 2003;
Ermakov et al., 2009b).

It can be expected that the 1q12 locus sizes (f-SatIII content)
will be important for the realization of the chromatin spatial
configuration necessary for AR. The cells with a very large 1q12
loci, possibly, may not be able to chromatin rearrangement due
to steric obstacles. Such cells should die first in chronic stress
conditions. In this case, the population should accumulate the
cells with small 1q12 loci sizes, and a decrease in the f-SatIII
content should be found in an isolated DNA.

To test this hypothesis, we analyzed the response of human
cultured lymphocytes and MSCs to low doses of IR. In addition,
lymphocytes isolated from the blood of the SZ patients in acute
psychosis were analyzed. As a result, we have shown that the
response to the stress and proliferative stimuli associated with the
1q12 loci movement in the nucleus is not realized in the cells with
a large 1q12 loci size.

MATERIALS AND METHODS

SZ Patients and Healthy Volunteers
The study included 50 drug-naive patients inhabiting Moscow
(men aged, 25–47 years). Patients were hospitalized in connection
with exacerbation of SZ in N.A. Alexeev Clinical Psychiatric
Hospital No

¯1. Patients were diagnosed with paranoid SZ
according to the Diagnostic and Statistical Manual of Mental
Disorders, Fourth Edition (DSM-IV) criteria. The control group
of the volunteers consisted of 42 men of the same age.

The Patients Consent to the Various Analyses
Performed
The investigation was carried out in accordance with the latest
version of the Declaration of Helsinki and was approved by the
Regional Ethics Committees of RCMG, CPH1, and MHRC. All

participants signed an informed written consent to participate
after the procedures had been completely explained.

Isolating of DNA From the Leukocytes
Five milliliters of blood was collected from the peripheral
vein with a syringe flushed with heparin (0.1 ml/5 ml blood)
under strict aseptic conditions. The leukocytes were isolated
from 5 ml of blood by the method of Boyum (1968). To
isolate DNA, we used the standard method described in
detail earlier (Chestkov et al., 2018a). The DNA quantification
is performed fluorimetrically using the PicoGreen dsDNA
quantification reagent by Molecular Probes (Invitrogen, CA,
United States). The DNA concentration in the sample is
calculated according to a DNA standard curve. We use EnSpire
equipment (Finland) at excitation and emission wavelengths of
488 and 528 nm, respectively.

Non-radioactive Quantitative
Hybridization
The NQH method for f-SatIII and rDNA repeats determination
was specified in details previously [Ershova et al., 2019c
(Supplement), (2019c) (Supplement)]. We used this method
without modifications. Relative standard error for NQH was
only 5 ± 2%. The main contribution to the overall error of
the experiment is made by the step of isolating DNA from the
leukocytes. The total standard error was 11± 7%.

The DNA Probe
f-SatIII probe was a 1.77-kb cloned EcoRI fragment of human
satellite DNA (Cooke and Hindley, 1979) labeled with bio-
11-dUTP by nick translation. Dr. H. Cook (MRC, Edinburgh,
United Kingdom) kindly supplied the human chromosome lql2-
specific repetitive satellite DNA probe pUC1.77.

Cell Culture
Lymphocytes were isolated by centrifugation in the Ficoll-
urography system (Paneco, Russia) from heparinized peripheral
blood of men. Lymphocytes were transferred to a culture medium
containing Hanks’ solution, 1 mM HEPES (Fluka), and 10% fetal
calf serum (HyClone, United States).

Mesenchymal stem cells (MSC-2303) were obtained from
adipose tissue (Loseva et al., 2012). MSCs were cultured in
F10 (Invitrogen) complemented with 20% fetal bovine serum
(FBS), 2 mM glutamine, 10 mM HEPES, 100 U/ml penicillin,
100 mg/ml streptomycin, 10−6 M dexamethasone, and 2.5 ng/ml
basic fibroblast growth factor (FGF) (Sigma–Aldrich).

Irradiation of the Cells and Incubation
With Hydrogen Peroxide
The cells were irradiated at 20◦C on the pulsed roentgen radiation
unit ARINA-2 (Spectroflash, Russia). The amplitude of voltage on
the X-tube was 160 kV, peak energy in the radiation spectrum was
60 keV, and dose rate amounted to 0.16 Gy/min. After irradiation,
the cells were incubated for 3 h at 37◦C. H2O2 (30% solution) was
added to the culture medium of lymphocytes at a concentration
of 10 µM for 3 h at 37◦C.
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Preparation of Cellular Samples
The lymphocytes were washed with phosphate-buffered saline
(PBS), subjected to hypotonicity (0.075 M KCl solution) and then
were fixed with MAA on glass slides. The MSCs in slide flasks
were washed with PBS. The slides were removed and placed for
10 min into a cold fixation solution MAA. Having repeated the
procedure three times, the slides were dried and subjected to
2D FISH. A part of the preparation after 10 days was stained
with silver nitrate.

The description of the fixing method selection is provided
in the Supplementary Material. Three reasons to choose MAA
(2D FISH) were the following: (1) the same cellular response
(1q12 loci transposition) to IR observed in 2D and 3D FISH
experiments; (2) higher FISH 1q12 detection efficiency for MAA-
fixed lymphocytes; and (3) inapplicability of the Ag-staining
method for cells fixed with 3.7% formaldehyde. Previously, other
authors have shown that changes in 2D FISH chromosomes
topology correlate with 3D FISH topology (Croft et al., 1999;
Skalníková et al., 2000).

Fluorescent in situ Hybridization
Before the hybridization, the slides were treated with RNAse A
(100 µg/ml). For the hybridization, the protocol and solutions
from Abbott Laboratories (Abbott Laboratories, Abbott Park,
IL, United States) were used. Hybridization was carried out in
the thermostat ThermoBrite (StatSpin, United States) at 42◦.
Lymphocyte nuclei were stained with PI.

f-SatIII FISH probe was a 1.77-kb-cloned EcoRI fragment
of human satellite DNA (Cooke and Hindley, 1979). Labeling
of plasmid pUC1.77 was performed by nick translation using
CGH Nick Translation Kit (Abbott Molecular) under the
manufacturer’s protocol with slight modification. Solutions of
plasmid DNA (3 µg/µl) were labeled with SpectrumGreen. In the
reaction mix, 50% of the deoxythymidine triphosphate (dTTP)
was substituted with the labeled deoxyuridine triphosphate
(dUTP). About 20% of the fluorescent-labeled nucleotide
was incorporated into the DNA, while unincorporated
nucleotides were removed by ethanol precipitation. The
fragment size was in 300–3000-bp range as determined by
electrophoresis in 1% agarose.

Activity of the Nucleolus
Fixed cells were stained with silver nitrate (Howell
and Black, 1980). In each experiment, 150 cells were
scanned on photopanels.

Image Analysis
Cell images were obtained using the AxioScope A1 microscope
(Carl Zeiss) with 40 × and 100 × 1.3 lens. To analyze nucleus
images after 2D FISH and Ag staining of the NORs, we used
two programs: (1) the commercial Carl Zeiss program (Zen 2.6.
Blue edition + modules Image Processing and Image Analysis);
(2) “A computer program for determining the localization
and relative position of chromosome sites in the interphase
nuclei of eukaryotic cells (Ellipse)”; the program is registered
in the Russian Federation register (No. 2019661442). The

Zen 2.6 application translates real signals (spots) and nucleus
multiple color images into a schematic image where the nucleus,
signals, and background are stained in three different colors
[Figure 1A(2)]. The Ellipse program was described earlier
(Ermakov et al., 2011). For each schematic image, it defines the
following parameters: the nucleus center coordinates; FISH or Ag
signal (spots) density distribution on the X- and/or Y-axis; the
parameters associated with the spots density distribution analysis
across sectors; the distance from the cell center to the spot center
(Ri); the angle between the radii R1(FISH) and R2(FISH); the
radius of the nucleus R; the distance between the centers of spots
(d); spots area (Si); and the nucleus area (Sn). An example of
the lymphocyte nucleus analysis (a circle in the cross section) is
shown in Figures 1A(3,4).

An example of the MSC nucleus analysis is shown in
Figure 5A. The shape of the MSCs nuclei may be approximated to
a geometric figure—ellipsoid in the cross-section of which lies an
ellipse. The program “Ellipse” makes it possible to determine the
absolute coordinates of point signals on the plain and values of
the greater and smaller axes of the ellipse (a and b). By the affine
conversions (rotation of the axes, transposition of the origin of
coordinates, and normalization of coordinates of the signal to the
axes of the ellipse), the data are transferred to the scheme shown
in Figure 5A. Alterations in the position of hybridization signals
were tested along two parameters: the normalized radius vector
of the labels (r) and distance between signals (d). The parameter
a/b≥ 1 reflects an alteration in the shape of the nucleus, while its
decrease suggests that it assumes a more spherical shape.

The findings are represented as histograms of the frequency
distribution of the hybridization signal of 1q12 (or Ag-NORs)
by the normalized radius vector (r = Ri/R) or by the normalized
SFISH (SAgNOR) of the cell nucleus. For each distribution, we used
the data obtained from 100–500 cells.

3D–2D Modeling
The lymphocytes immobilized on the glass are similar in shape
to a flattened sphere, so we used a model that includes a
mathematical sphere description. It allows placing the points
that mimic the labeled chromosome regions in a desired way
within the sphere and orthogonally project their position on the
plane. In each projection act, the sphere is randomly oriented
and flattened along the Z-axis (the sphere radius on the Z-axis
may change). On the projection, the distances of each point from
the sphere projection center and the angles (distances) between
the points relative to the center were determined. The obtained
parameter distributions measured in experiments were compared
with the parameters set in the sphere space (Figure 1B, dotted
curve). The 3D image was transformed into a 2D image by means
of an internal algorithm (RCMG, Moscow, Russia).

Quantification of RNA SATIII Levels
Total RNA was isolated from cells using the RNeasy Mini
Kit (Qiagen, Germany). After the treatment with DNAse
I, RNA samples were reverse transcribed by the Reverse
Transcriptase Kit (Sileks, Russia). The expression profiles were
obtained using quantitative reverse transcriptase polymerase
chain reaction (qRT-PCR) with SYBRgreen PCR MasterMix
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FIGURE 1 | ROS induces the movement of 1q12 loci from the membrane into the nucleus. (A) (1) Fiber-FISH chromatin 1q12 analysis with the f-Sat III probe
PUC1.77. Repeat clusters of f-SatIII (green) alternate with other repeats (red, PI) of a given region of the chromosome 1. (2) The example of the FISH result obtained
for the control cells. 1q12 loci are represented in the nucleus (red, PI) by two fluorescent signals (green). Gallery of the cells was formed from multiple photos. Bars,
5 µm. (3) Example of the nucleus image analysis. Image processing includes determining the center of gravity of the FISH signal, the radius vectors of the signals (r1
and r2), the distance and angle between the signals (d and α), the area of the FISH signals (S1 and S2), and radius R and area S of the nucleus. The radius vector r
is normalized to the value of the radius of the nucleus R and varies from 0 (center of the nucleus) to 1 (surface of the nucleus). (4) The total arrangement of FISH
signals on the plane in the control sample (green) and the irradiated sample (violet). In the control nuclei, signals with r > 0.75 are more common. In irradiated nuclei
(10 cGy, 3 h), signals with r < 0.75 are more common. (B) (1) Cumulative histograms of the frequency distribution of the FISH signals by the radius vector r (0: center
of the nucleus) for intact, irradiated (3 and 10 cGy), H2O2-treated, and PHA-stimulated G0 human lymphocytes. Dotted line, 3D–2D simulation under the assumption
that FISH signals are located on the surface of a flattened sphere modeling the cell nucleus located on the slide. Note: distributions of the r values for irradiated HC
(3 and 10 cGy) differ significantly from non-irradiated HC: D = 0.51, α < 10−34 (Kolmogorov–Smirnov); p < 10−50 (U-test). (2,3) The distance and angle between the
two FISH signals for intact and irradiated (10 cGy) human lymphocytes. (C) (1) Cumulative histograms of the frequency distribution of the FISH signals by the radius
vector r for HC (N = 10) and SZ groups (N = 15). (2) The values of the medians of the radius r for the HC group, for irradiated or H2O2-treated HC cells, and for the
SZ cells. Note: Before the FISH nuclei were treated with RNase A.
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(Applied Biosystems). The housekeeping gene TBP was evaluated
as reference gene. The RNA levels were analyzed in several
independent experiments using the StepOne Plus (Applied
Biosystems); the technical error (%CV) was ∼2%. All PCR
products were run in the polyacrylamide gel (PAGE) to confirm
their size. The following primers (Metz et al., 2004; Enukashvily
et al., 2007) were used (Sintol, Russia):

HS3-1 (F: 5′AGTCCATTCAATGATTCCATTCCAGT-3′;
R: 5′GAATAAAATTGATTGAAATCATCATCC-3′)
HS3-9 (F: 5′AATCAACCCGAGTGCAATC-GAATGGAA
TCG3′; R: 5′TCCATTCCATTCCTGTACTCGG 3′).

Statistical Analysis
All the findings reported here were reproduced at least two
times as independent biological replicates. The significance of
the observed differences was analyzed using the non-parametric
Mann–Whitney U-test (p) and Kolmogorov–Smirnov statistics
(D and α). Data were analyzed with StatPlus2007 professional
software1 and Statistica [TIBCO Software Inc. (2018), version
132]. All p-values were two-sided and considered statistically
significant at p < 0.01.

RESULTS

Localization of 1q12 Loci in Human
Lymphocyte Interphase Nuclei
The f-SatIII repeat analyzed by the 2D FISH method is part of
the largest heterochromatin block (1q12) in the human nucleus
(Figure 1A). The blocks of f-SatIII tandem repeats are dispersed
in the 1q12 region, alternating with other genome repeats, which
are clearly visible using spray-FISH method [Figure 1A(1)]. In
the lymphocyte nucleus, the f-SatIII repeat is localized in two
regions corresponding to the location of two first chromosome
homologs. These regions are detected by the FISH method as two
fluorescent signals [FISH signals, Figure 1A(2)]. In lymphocytes,
the position of the FISH signal in the projection plane (circle)
depends on how the nucleus is located on the slide during
the sample preparation. Image processing includes determining
the gravity center of the signal, the signal radius vector (r1
and r2) value, the distance and angle between the signals (d
and α), the signal area, and the radius and the nucleus area
[Figure 1A(3)]. The radius vector r is normalized to the value
of the nucleus radius and changes from 0 (nucleus center)
to 1 (nucleus surface). Figure 1A(4) summarizes the data of
the HC lymphocyte nuclei hybridization signal (green dots)
analysis. Most signals are located in the area corresponding to
r values > 0.75. Computer modeling translation of 3D images
into 2D shows that the signal distribution in the projection
shown in Figure 1A(4) corresponds to the location of these
signals near the surface of the sphere simulating the lymphocyte
nucleus. Thus, in the healthy people lymphocyte nuclei, the 1q12

1http://www.analystsoft.com/
2http://tibco.com

loci detected by the f-SatIII DNA probe are located near the
nuclear envelope.

ROS Induce the 1q12 Loci Movement From Periphery
to the Center of the Nucleus
Figure 1B(1) shows the f-SatIII localization in the HC
lymphocyte nucleus; the data are presented in the form of a
cumulative distribution of the normalized radius vector r (green
curve). In control lymphocytes, the r distribution is similar to the
distribution obtained by modeling (black dotted curve). In the
model, it was assumed that the signals are located exclusively on
the surface of the flattened sphere that simulates the lymphocyte
nucleus. Low-dose IR or hydrogen peroxide (10 µM, 3 h)
significantly changes the 1q12 loci position in the nucleus
[Figures 1A(4),B(1)]. In response to stress, 1q12 loci move from
the perimembrane region (r > 0.75) deep into the nucleus and
converge with each other [Figures 1B(2,3)]. A similar 1q12 loci
movement is also observed when a proliferative stimulus PHA is
applied to the lymphocytes [Figure 1B(1)].

Lymphocytes isolated from the SZ patients’ blood differ
from that of the control by 1q12 loci localization inside
the nucleus [Figure 1C(1), red]. Figure 1C(2) shows the r
median values determined for control irradiated and non-
irradiated lymphocytes and SZ patients’ lymphocytes. The
patients’ lymphocytes occupy an intermediate position between
the control non-irradiated and irradiated lymphocytes. For
some patients, the 1q12 localization coincided with the locus
localization in the lymphocytes irradiated with 3 and 10 cGy
doses. It can be assumed that in the patients’ organisms in acute
disease stage, the lymphocytes are exposed to oxidative stress,
comparable in intensity to the low-dose IR effects.

The 1q12 Loci Movement in Response to Stress
Depends on the Locus Size
The signal area (SFISH) in the control cells varies significantly
(from 2 to 8% of the nucleus projection area on the plane). That
variability may be associated with different f-SatIII content in
cells of the same sample, as well as with different chromatin
compaction degrees. In the irradiated HC lymphocytes and in
the SZ patients’ lymphocytes, the signal areas increase slightly in
about a half of the cells [Figure 2A(2)]. The signal form indicates
chromatin decondensation in activated cells [Figure 2A(1)]. At
the same time, the average f-SatIII repeat content determined by
the NQH method does not change in the cell population for 3 h
after IR exposure (p > 0.05).

Furthermore, we analyzed the dependence of the SFISH signal
area on the radius vector r value (Figure 2B). In the control
cells, we found no differences in the signal area in cells with
r > 0.75 and r < 0.75. However, in activated lymphocytes,
there are significant differences in signal areas, characterized by
different r values. Signals with r < 0.75 occupy a much smaller
area than signals with r > 0.75. Differences in the signal areas of
the two groups are maximal for irradiated cells. The SZ patients’
lymphocytes also differ significantly from the control by that
factor (Figure 2C). Thus, irradiation and PHA stimulation of
healthy donors’ lymphocytes induces the 1q12 loci movement,
which occupies a relatively small volume, deep into the nucleus.
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FIGURE 2 | ROS affect the size of f-SatIII repeat in the cells. (A) The area of FISH signals in the nuclei of activated lymphocytes (SZ or IR) is increased. (1) The photo
of the control nucleus and the nucleus of the activated SZ cell. (2) Cumulative histograms of the frequency distribution of the FISH signals by the total square SFISH

for intact, irradiated (3 and 10 cGy), and PHA-stimulated G0 human lymphocytes and SZ lymphocytes. The signal area increases in about half of the nuclei of the
activated cells. (B) Cumulative histograms of the frequency distribution of the FISH signals by the square SFISH for intact, irradiated (10 cGy), PHA-stimulated HC
lymphocytes, and SZ lymphocytes. Each sample of FISH-signals was divided into two fractions: signals with r > 0.75 and r < 0.75. The data of comparison of two
fractions by the Kolmogorov–Smirnov and Mans–Whitney methods are presented. In the control cells, the two fractions do not differ in the size of the signal areas. In
the samples of activated lymphocytes, there is a disproportionation of the cells in terms of f-SatIII repeat areas, depending on r values. (C) The values of the ratio
median SFISH (r > 0.75)/median SFISH (r < 0.75) for the HC cells, for irradiated HC cells, and for the SZ cells. (D) Prolonged cultivation of irradiated lymphocytes
reduces the number of cells with a high f-SatIII repeat content. (1) Photos of the cell nuclei after 2 h and 7 days after irradiation with a dose of 50 cGy. (2) Change in
the repeat content in the DNA of irradiated and unirradiated HC lymphocytes during cultivation determined by method NQH. Note: Before the FISH nuclei were
treated with RNase A.
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Loci of large size remain close to the membrane of the nucleus.
Lymphocytes of SZ patients subjected to oxidative stress in vivo
are also characterized by a disproportion of the signal area
depending on the signal location.

High f-SatIII Content Lymphocytes Are Less
Resistant to ROS
We analyzed the f-SatIII content change in the irradiated (50 cGy)
lymphocytes DNA during longer cultivation (7 days) after
irradiation (Figure 2D). During cultivation, some cells die and
have signs of apoptosis and necrosis [Figure 2D(1), apoptosis].
The average f-SatIII repeat content in the isolated DNA of
irradiated lymphocytes, determined by the NQH method, is
reduced by almost two times compared to the cultivation start
[Figure 2D(2)]. At the same time, the population mainly contains
the cells with only small 1q12 loci sizes [Figure 2D(1), 7 days].
Thus, in response to oxidative stress, the population cells are
selected by the f-SatIII repeat content. Low repeat containing cells
have an advantage. Since this repeat is distributed throughout
the 1q12 site, it may be assumed that, predominantly, cells
with large 1q12 loci occupying a large nucleus volume die in
response to the stress.

Satellite III Transcription in Lymphocytes in Response
to ROS
Comparing the FISH-signal areas during hybridization of
lymphocyte nuclei treated and untreated with RNase A, we found
that the f-SatIII DNA-probe hybridizes not only with DNA but
also with RNA (HS3-1). Figure 3A(2) shows a comparison of
signal areas for the same lymphocyte population. In control cells,
we found no differences in the signal area in the RNase A treated
and untreated nuclei. However, in RNase-treated stimulated cells
(irradiated control lymphocytes and SZ patients’ lymphocytes),
we found a significant total SFISH reduction. This indicates the
RNA HS3-1 contribution in the nuclear DNA with the f-SatIII
probe hybridization. The maximum SFISH increase in RNase
A-untreated nuclei was found in irradiated lymphocytes (50 cGy)
after 72 h of cultivation [Figure 3A(1)].

Reverse transcriptase quantitative PCR (RT-qPCR) was
applied to test an assumption about studied fragment
transcription under irradiation stress [Figure 3B(1)]. The
amount of RNA HS3-1 significantly changed after 72 h of
irradiated lymphocytes cultivation. A small dose (10 cGy) and a
large dose (1 Gy) reduced the HS3-1 RNA amount; the effect was
maximal for a 1-Gy dose. A 50-cGy dose increased HS3-1 RNA
by several times.

In the same cells, we also studied a satellite III fragment
transcription that is localized on chromosome 9 and is often used
to analyze the satellite DNA transcription under stress caused
by various factors (Valgardsdottir et al., 2008). In contrast to the
f-SatIII fragment from the 1q12 region, the satellite fragment of
chromosome 9 is maximally transcribed even under the low IR
dose [Figure 3C(1)]. An increase in the dose (50 cGy and 1 Gy)
decreases the level of HS3-9 RNA. The RNA HS3-9 amount in
the cells is several times higher than the HS3-1 transcript. Thus,
the satellite III transcription profile in lymphocytes depends
on the location of the satellite on chromosomes and on the

stress intensity. Low-dose IR exposures activate transcription of
satellite III on chromosome 9.

Satellite III Transcription in SZ Patients’ White Blood
Cells
We compared the HS3-1 and HS3-9 RNA levels in the white
blood cells of SZ patients and HCs [Figures 3B(2),C(2,3),D].
The HS3-9 RNA amount in human white blood cells was an
order of magnitude higher than the amount of HS3-1 RNA.
The patients’ white blood cells contained more RNA HS3-1
and RNA HS3-9 than the control white blood cells. We found
a negative relationship between RNA HS3-1 and RNA HS3-
9 levels (Figure 3D). It confirms the assumption that HS3-9
transcription is predominant under weak stresses. Figure 3C(3)
shows data on the HS3-9 RNA amount in the white blood
cells of 50 SZ patients and 42 healthy people. In the control
group, satellite III transcription was observed only in 40% of
the samples. In the group of patients, the satellite transcription
was much higher.

Thus, stress in the SZ patient’s organism in acute disease
stage is accompanied by an increase in satellite III sequences
transcription in blood leukocytes.

Ribosomal DNA Localization in Human
Lymphocytes
Ribosomal repeats in the eukaryotic cell form a special
structure—the nucleolus. Various methods may be applied to
analyze the rDNA in the lymphocyte nucleus localization: FISH,
nucleolus proteins analysis with antibodies, etc. We chose the
simplest method using silver nitrate staining of argentophilic
nucleolus proteins. This method requires the same nucleus
preparation as the 2D FISH method used for f-SatIII fragment
analysis. To analyze the image, we used the same algorithm
as for the f-SatIII repeat (Figure 4A). The signal radius vector
values (dark brown silver spot) and the spot area (SAgNOR)
were determined.

Figure 4A(2) compares the radius vector value distributions
of FISH signals and AgNOR signals in the nuclei of control
lymphocytes, irradiated control lymphocytes, and SZ patient
lymphocytes. In contrast to f-SatIII, rDNA in the nucleolus
of HC are localized in the central nucleus regions—within a
sphere with a normalized radius of 0.4–0.5 inside the nucleus
(simulation data). In irradiated cells (10 cGy, 3 h), the nucleolus
moves from the center of the nucleus (a sphere with a
radius of 0.5–0.6), approximately to the same regions of the
nucleus where 1q12 loci are localized, which shifted from the
nuclear envelope to the center of the nucleus in response to
IR. A similar movement of the 1q12 loci and nucleolus was
observed in the SZ patients’ lymphocyte nuclei [Figure 4A(2),
red curves]. Generalized data for several cell samples are shown
in Figure 4B(1). The median values of the Ag-signal radius in
activated lymphocytes are significantly higher than in control
lymphocytes. The rDNA movement in the nucleolus in activated
lymphocytes (irradiated control cells and cells of SZ patients) is
accompanied by a significant increase in the total nucleoli area
[Figures 4A(3),B(2,3)].
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FIGURE 3 | Transcription of satellite III in human cells. (A) Processing the nuclei with RNase A reduces the FISH-signal area. (1) Examples of the nuclei of SZ patients
and nuclei of irradiated HC cells treated and untreated with RNase A before the FISH. (2) Cumulative histograms of the frequency distribution of the FISH signals by
the square SFISH for treated and untreated with RNase A intact HC, irradiated HC (50 cGy, 48 h), and SZ lymphocytes. (B) Transcription of f-SatIII DNA (HS3-1).
(1) Irradiated lymphocytes (72 h after exposure). (2) White blood cells of SZ and HC groups. (C) Transcription of satellite III located on chromosome 9 (HS3-9).
(1) Irradiated lymphocytes (72 h after exposure). (2,3) White blood cells of SZ and HC groups. (D) Dependence of the amount of RNA HS3-1 on the amount of RNA
HS3-9 for two groups.

Thus, in activated lymphocytes, there is an increase in the
nucleolus area and its displacement to approximately the same
nucleus area where the 1q12 loci are localized.

Localization of f-SatIII and rDNA in the
Human MSC
To confirm the universality of the human cell response to
oxidative stress, we analyzed the effect of IR on the cultured

adipose tissue MSCs. Subconfluent MSC culture was used for
the analysis. The algorithm for analyzing cells with nuclei using
the model with a rotation ellipsoid (projection on a plane is an
ellipse) was described earlier on the example of endothelial cells
(Ermakov et al., 2011). Figure 5A provides examples of cells after
the FISH procedure. Nucleoli were determined by Ag staining
[Figure 5B(1)]. To analyze the 1q12 loci position and AgNORs,
the values of the radius vector r normalized to the axes of the
ellipse were determined.
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FIGURE 4 | ROS change the location and size of the nucleolus in lymphocyte. (A) (1) The example of Ag staining of the nucleolus (AgNOR). Gallery of the nuclei was
formed from multiple photos. (2) Cumulative histograms of the frequency distribution of the Ag signals by the radius vector r (0: center of the nucleus) for intact,
irradiated (10 cGy), and SZ lymphocytes. For comparison, the graph shows the data for the FISH signals of the same samples. (3) Cumulative histograms of the
frequency distribution of the Ag signals by the total square SAgNOR for intact HC, irradiated HC (10 cGy), and SZ lymphocytes. The result is confirmed on five HC and
five SZ samples. (B) (1) The values of the medians of the radius r (AgNOR) for the HC cells, for irradiated HC cells and for the SZ cells. (2) The values of the medians
of the area S (AgNOR) for the groups. (3) The median of the AgNOR copy number for the groups.

Figure 5A(1) shows the histograms reflecting the loci 1q12
localization and AgNORs in subconfluent non-irradiated and
irradiated (10 cGy) cells. We found the same response as in
the lymphocytes. In irradiated cells, 1q12 loci move from the
periphery to the center of the nucleus in the region where the
nucleoli are predominantly localized. This reduces the distance
and the angle between 1q12 homologs [Figures 5A(2,3)].

Analysis of the FISH-signal areas revealed the same pattern as
in the case of lymphocytes: in the central nuclei regions (r< 0.75),
the 1q12 loci localized with a smaller area [Figure 5A(4)]. Loci
with a large area do not change their location in the nucleus
in response to stress. The differences observed for control cells
appear to be due to the fact that a small portion of the cells
are in the G1 phase of the cycle and respond to proliferative

stimuli by moving 1q12 from the membrane to the center of
the nucleus. In response to the IR, there is also an increase in
the total AgNOR area, which indicates an increase in the rDNA
volume in the nucleus.

Mesenchymal stem cells turned out to be a convenient object
where it is possible to simultaneously analyze the nucleus and
1q12 locus. Using the PI dye (forms complexes with GC-rich
DNA sequences) after FISH allows contrasting the nucleolus in
the nucleus (Figure 5A, photo). We determined the distance
between the FISH signal (green) center and the surface of the
nucleoli (red) in non-irradiated and irradiated cells (Figure 5C).
The distance between the signals is significantly reduced in
the irradiated cells, which indicates that the 1q12 and rDNA
loci are converging.
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FIGURE 5 | The effect of IR on the localization of 1q12 and nucleolus in MSCs. (A) Foto: The example of the FISH result obtained for the MSCs. 1q12 loci are
represented in the nucleus (red, PI) by two fluorescent signals (green). Gallery of the cells was formed from multiple photos. The nucleoli contrast in the nucleus.
Bars, 5 µm. Colorless drawing: Schematic representation of the MSC nucleus after carrying out affine transformations, where r1 and r2 are normalized radius
vectors of the FISH signals. (1) Cumulative histograms of the frequency distribution of the FISH and Ag signals by the radius vector r (0: center of the nucleus) for
intact and irradiated (3 and 10 cGy) cells. (2,3) The distance and angle between the two FISH signals for intact and irradiated (10 cGy) cells. (4) Cumulative
histograms of the frequency distribution of the FISH signals by the square SFISH for intact and irradiated (10 cGy) MSCs. Each sample of FISH signals was divided
into two fractions: signals with r > 0.75 and r < 0.75. (B) (1) The example of the Ag staining obtained for the MSCs. Gallery of the cells was formed from multiple
photos. (2) Cumulative histograms of the frequency distribution of the Ag signals by the total square SAgNOR for intact and irradiated (10 cGy) MSCs. (C) The total
distance between the center of the FISH signal and the surface of the nucleolus in the intact and irradiated (10 cGy) MSCs. (D) The effect of MSC irradiation on the
content of f-SatIII, rDNA, and cell number. Doses are shown in the figure. Irradiated cells were cultured for 72 h.

Thus, in irradiated MSCs, 1q12 loci with a small area move
from the membrane to the center of the nuclei. In this case, the
nucleoli increase in size and approach the 1q12 loci.

Change in the MSC f-SatIII Content
Under IR
The f-SatIII repeat content in cell DNA determined by the NQH
method depends on the proportion of cells with high and low
repeat content in a population. When low doses of IR are applied

(10 cGy, 72 h of cultivation), the repeat content increases in
the population, which reflects an increase in the number of cells
with an increased f-SatIII content (Figure 5D). Under the large
radiation doses (1 Gy), the repeat content reduces, while some
cells die. It is logical to assume that the cells with a large f-SatIII
repeat number die. In that case, the ribosomal repeat content
in the cells does not change. A similar response we observed in
a cultured skin fibroblasts population exposed to the different
genotoxic agent Cr(VI) concentrations (Ershova et al., 2019c).
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DISCUSSION

Oxidative Stress Induces the Movement
of Two Large Tandem Genome Repeats
in the Cultured Human Cells Nuclei
In this study, we investigated how the mutual localization of two
large genome tandem repeats in human cell nuclei changes under
IR. The satellite domain at chromosome 1q12, detected with the
probe for f-SatIII, contains the largest heterochromatin site in
the genome, comprising a megabase stretch of satellite II and III
DNA repeats. The amount of f-SatIII in DNA appears to reflect
the size of this large genome region. The higher is the content
of f-SatIII in DNA, the greater is the volume that this part of
the genome occupies in the nucleus. We found that the f-SatIII
content in the human leukocyte genome varies from 6 to 44 pg/ng
of DNA (Ershova et al., 2019c,a), i.e., the size of the 1q12 site may
vary several times. It should be mentioned that the cells of one
person or one cultured strain also differ in the f-SatIII content.
We have shown that HSFs contain cell subpopulations that differ
in f-SatIII repeat content by more than three times (Ershova et al.,
2019c). The heterogenic cellular f-SatIII content (by 1q12 loci
size) is even more pronounced in polyploid cancer cells (Ermakov
et al., 2009b; Schwarz-Finsterle et al., 2013 and Supplementary
Material) and in cells of various brain regions of the SZ patient
(Ershova et al., 2019a). Obviously, such a significant change in
the content of a large genome fragment affects the higher order
genomic architecture.

In response to stress, these large chromatin fragments move
from the surface into the nucleus (Figures 1, 5). The satellite
domain (1q12) translocation is the cells’ universal response to
various types of stress. We observed this process in human
lymphocytes (Ermakov et al., 2009a, 2013; Figure 1), endothelial
cells (HUVECs) (Ermakov et al., 2011), MSCs (Figure 5),
and cancer cells (Ermakov et al., 2009b; Supplementary
Material). Our data on the transposition and convergence
of heterochromatin 1q12 loci of homologous chromosomes
in response to IR confirm the data of other authors. It has
been shown that IR induces instant human-cell homologous
chromosomes heterochromatin pairing (Dolling et al., 1997;
Abdel-Halim et al., 2004).

The main condition for 1q12 loci movement in response to
environmental factors is the presence of ROS in the intercellular
environment or on the cell surface (Ermakov et al., 2009a,
2013). The nature of the ROS source is not significant. It
may be low-dose IR or hydrogen peroxide [Figure 1B(1)],
NOX family enzymes inductors—fragments of cell-free DNA
(Ermakov et al., 2013; Ershova et al., 2020) and endogenous
stress caused by SZ disease (Figures 1B,C). ROS inhibition with
antioxidants blocks the 1q12 movement in the interphase nucleus
(Ermakov et al., 2009a).

However, the forces and molecular mechanisms that shape
the radial configuration of the 1q12 loci under the ROS action
remain largely elusive. Many authors believe that anchoring of
chromosomes to the nuclear lamina via LADs at the nuclear
periphery is a key regulator of the radial configuration of
chromatin. Genome fragments similar to the analyzed 1q12 loci

belong to LADs. LADs are gene poor, heterochromatic, and
transcriptionally silent. They are typically AT-rich sequences,
possess heterochromatin marks like H3K9me3 and H3K9me2,
and overlap with the late replicating regions of DNA during
S phase (Guelen et al., 2008; Collas et al., 2019; Sivakumar
et al., 2019). Dynamic interactions of chromatin with the
nuclear lamina-associated protein complexes provide ways of
radially repositioning chromatin in the nucleus (Reddy et al.,
2008; Solovei et al., 2013; Gordon et al., 2015; Kind et al.,
2015). Knockout of the proteins of the nuclear lamina led
to condensation of heterochromatin in the nuclear interior
(Solovei et al., 2013). Knockdown of the lamina protein emerin
resulted in chromosome repositioning inside the nucleus and
reduction in H3K9me3 levels and distribution (Le et al., 2016;
Ranade et al., 2019). Earlier, we demonstrated an increase in the
activity of caspase-3 after irradiation of lymphocytes at a dose
of 10 cGy. Caspase-3 activity inhibition abolishes the observed
translocations of the 1q12 loci in the irradiated human cells
(Ermakov et al., 2009a). One cannot exclude that the protease
activity of caspase-3 is necessary for the observed structural
rearrangement of chromatin on exposure to IR. Caspase-3
may participate in freeing 1q12 loci from the connection with
the nuclear lamina.

Histone modifications might also play a role in shaping
chromatin configuration. The treatment of the cells with a histone
deacetylase inhibitor resulted in the relocation of the chromatin
loci from the nuclear periphery toward the center (Strasák et al.,
2009). In addition, it was recently proposed that transcriptional
activity of the genome represents the main force that changes
the radial chromatin configuration in the nucleus (Cook and
Marenduzzo, 2018). Some authors believe that the mechanisms
of chromatin configuration change involve a phase separation
process, which has been shown to be implicated in the formation
of heterochromatin and in driving the transition of euchromatin
to heterochromatin (Larson et al., 2017; Strom et al., 2017).

Domain 1q12 transposition is an important component of
the adaptive cellular response to oxidative stress induced by IR.
The absence of 1q12 displacement is associated with AR block
and increased cell death under stronger exposure. Previously,
we observed 1q12 displacement block in lymphocytes of breast
cancer patients with a BRCA1 gene mutation (Spitkovskii et al.,
2003) and in 1q12 polyploid primary stem cancer cells of the
breast tumor (Ermakov et al., 2009b). The primary cancer cell
population at the beginning of cultivation contained 70% of
cells with a polyploid 1q12 loci set (data are given in the
Supplementary Material). In polyploid set cells, 1q12 did not
move in response to irradiation. The loci were “bound” to the
nucleus membrane. During long-term cultivation, these cells died
first, and the population was enriched with cells with a normal
1q12 diploid set, which is in response to irradiation-transposed
1q12 loci from the periphery to the nucleus center.

In a study of a high radiation dose (10 Gy) effect on the
triploid by 1q fragment content cells of the Hela cancer line,
the authors found an increase in the content of 1q fragment in
the nuclei on the fifth day (Schwarz-Finsterle et al., 2013). With
longer cultivation, the survival advantage was found in cells with
reduced 1q fragments content. One of the reasons for increased
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survival may be the ability of these cells to proliferate and respond
adaptively, in contrast to cells with a high 1q content.

Previously, we considered domain 1q12 translocation in
response to low-dose IR only as a marker that reflects a
change in the nucleus architecture for genome expression profile
modulation in response to the damage. In this paper, for the first
time, we analyzed the possible active role of the 1q12 domain size
in the process of nucleus architecture changes in stress response.
We studied two types of the cells: spherical lymphocyte nuclei,
which may be placed randomly on the slide, and ellipsoid MSC
nuclei, which occupy a fixed position on the carrier. In both
cases, we found a similar effect: in response to ROS, only 1q12
domains of relatively small size moved to the nucleus center from
the nuclear envelope (Figures 2, 5).

Ribosomal repeat is also represented in the human genome
by a large number of copies. In our sample, the rDNA content
ranged from 3 to 11 pg/ng DNA (Chestkov et al., 2018a;
Malinovskaya et al., 2018). In the absence of stress in the
interphase nucleus, rDNA copies are located compactly in the
nucleolus in the central nucleus regions. In response to stress, the
area occupied by rDNA may increase several times. We observed
an increase in the NOR area in response to stress for human
lymphocytes (Ermakov et al., 2009a, 2013) and endothelial cells
(Ermakov et al., 2011).

In irradiated cells, two large domains (nucleolus and 1q12
heterochromatin) seemingly move toward each other and
are localized in the spherical ring area with a radius of
about 0.5–0.6 of the nucleus radius. Some other researchers’
data show the rDNA and 1q12 loci interaction in the
interphase nuclei. It was shown that 1q12 regions contribute
to the perinucleolar chromatin. During the cell cycle, the
heterochromatic band 1q12 is dynamically rearranged with
regard to the nucleoli. A relationship between the association
of the chromosome 1 pericentromeric region with nucleoli and
the nuclear transcriptional activity was suggested (Léger et al.,
1994). These facts are confirmed by the other authors, who have
shown the emergence of numerous new contacts of rDNA with
1q12 region, under cellular stress (Tchurikov et al., 2019). The
nucleolus and 1q12 domain convergence also occurs due to a
significant increase in the nucleolus area and the nucleolus’s
number (Figure 4). Presumably, the large-volume 1q12 domain
will not be able to move from the membrane to the desired
nucleus sector, and the chromatin transformations necessary to
change the genome expression profile in response to stress are
not implemented. If the nucleolus is very large (e.g., the genome
contains many rDNA copies) and occupies a large nucleus
volume, then the requirement for the 1q12 domain size increases.
Only small-sized 1q12 loci will be able to localize in the “right”
nucleus sector. Thus, it can be assumed that, in the cell, there is a
balance between the sizes of rDNA clusters and the sizes of 1q12
heterochromatin region. Disruption of this balance may lead to
abnormal cell functioning.

Figure 6A summarizes the facts obtained in the study.
Consider a population of cells that are heterogeneous in terms
of f-SatIII DNA content. Cells with a low repeat number (small
1q12 domain size) are able to proliferate and develop an adaptive
stress response. Both processes require 1q12 movement in the

nucleus and bringing it closer to the nucleolus that increases
with stress response or a proliferative stimulus. The AR increases
the cells’ resistance to stress (Sokolov and Neumann, 2015;
Sisakht et al., 2020). Thus, cells with a low f-SatIII content have
a large proliferative potential and genotoxic stress resistance
(Ershova et al., 2019c).

The transition of satellite III heterochromatin to euchromatin
and the activation of the satellite transcription occurs in some
cells (Figure 3). This process leads to the f-SatIII content increase
in the cell’s DNA (Bersani et al., 2015), and these cells replenish
the cells fraction with a large f-SatIII repeat size. Cells with a high
f-SatIII content accumulate in the population during natural and
replicative aging (Ershova et al., 2019c) and under low IR doses
(Figure 5D). Such cells are not able to proliferate and die under
more intense exposure being not capable to an AR.

White Blood Cells of SZ Patients Show a
Response Comparable to the Low-Dose
IR Effect on Healthy Cells
Schizophrenia is considered as a systemic disorder (Kirkpatrick,
2009). The available biomaterial studies, e.g., of blood leukocytes,
helps to understand the possible disease mechanisms (Chan et al.,
2011; Lai et al., 2016; Sabherwal et al., 2016; Perkovic et al.,
2017). Oxidative stress and declined antioxidant statuses in the
brain and peripheral tissues of the SZ patients have been reported
(Barron et al., 2017; Maas et al., 2017; Patel et al., 2017).

Analysis of rDNA and f-SatIII CNVs in the blood leukocytes
earlier revealed an interesting effect in SZ patients. The patients
have significantly more rDNA copies than HC (Veiko et al., 2003;
Chestkov et al., 2018a). In contrast, the f-SatIII repeat content in
the SZ patients’ leukocytes is significantly lower compared to the
HC (Kosower et al., 1995; Ershova et al., 2019a). The results of the
present study may explain these facts (Figure 6B).

The lymphocytes isolated from the blood of SZ patients
have activation signs typical also for control lymphocytes
irradiated with low-dose IR (Figures 1–4). Small-sized 1q12
domains translocated to the central nucleus area; the nucleoli
occupied a large area and approached the 1q12 region. SZ
patients’ lymphocytes activation has been repeatedly described
in a number of papers (Hirata-Hibi et al., 1982; Kloukina-
Pantazidou et al., 2010; Uranova et al., 2017). Some authors
have described the nucleolus increase (Uranova et al., 2017). It
may be assumed that in the patients’ organism oxidative stress
chronically stimulates an AR for reparative, antioxidative, and
antiapoptotic systems activation. The source of oxidative stress in
SZ is not yet reliably determined, but its intensity is comparable
to the effect of low-dose IR. Earlier, in a third of SZ patients, we
described an AR that allows survival of cells with damaged DNA.
We also found a significant increase in cell death in patients,
indicated by abnormally high amounts of cfDNA and increased
endonuclease blood plasma activity (Ershova et al., 2017, 2019b).

Perhaps, in the patients’ organism, the process of blood
cells selection by the f-SatIII repeat content is significantly
accelerated in comparison with the control. A similar process was
observed during long-term irradiated healthy donor lymphocytes
cultivation (Figure 2D). An additional factor of cells selection
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FIGURE 6 | (A) Scheme showing a change in the content of f-SatIII in a cell population under stress. A detailed description is given in the text. (B) Illustration of
f-SatIII and rDNA tandem repeats sizes in HC and SZ groups.

with only a low f-SatIII amount is the large size of the
nucleolus that contains more rDNA than the control cells
nucleolus. It is assumed that rDNA in the nucleus stabilizes
heterochromatin regions (Paredes and Maggert, 2009). A large
rDNA amount shifts the heterochromatin–euchromatin balance
toward heterochromatin. It has also been shown that a change
in the rDNA clusters size leads to a significant change in the
expression profile of many genes located at a significant distance
from the rDNA (Paredes et al., 2011).

Thus, the low f-SatIII content in white blood cells DNA of SZ
patients may be explained by three reasons:

(1) Large rDNA cluster sizes stabilize 1q12 heterochromatin,
reducing the satellite transcription intensity that
contributes to f-SatIII content increase.

(2) Chronic oxidative stress induces an AR only in cells with a
low f-SatIII content.

(3) Cells with a high f-SatIII content, in which the AR is
blocked, are less resistant to damage effects and die.

Processes leading to f-SatIII content (1q12 region size)
changes in blood cells also occur in the SZ patients’ brain cells.
We have shown that the f-SatIII repeat content varies significantly
in eight different brain structures of the SZ patient (Ershova
et al., 2019a). Regions with a high f-SatIII repeat content at
the same time contained lower amounts of telomeric repeat.
The accumulation of brain cells with a high f-SatIII content,
apparently, may change the normal functional activity of various
brain structures cells.

Further research is needed to explain the combination of
high rDNA and low f-SatIII in the genomes of SZ patients. In
particular, it would be important to get answers to the following
questions:

1. Are very large rDNA CN in the human genome capable of
blocking the heterochromatin–euchromatin transition in
the 1q12 region that we detect with the f-SatIII probe? It
is interesting to compare the RNA SATIII synthesis during
response of cells with different combinations of f-SatIII and
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rDNA CN to replicative aging and genotoxic stress. It
is also important to compare RNA SATIII transcription
levels in the genomes of SZ patients and control
persons with different combinations of f-SatIII and rDNA
CN indices.

2. How is the variation in the two repeats content in different
human brain cells associated with pathology? What is the
difference of repeats content in the brain cells between
mentally healthy and SZ suffering people?

3. What other diseases may be associated with a particular
f-SatIII and rDNA CN combination? Most likely, it may be
some multifactorial diseases. Perhaps, some diseases may
manifest (or not manifest) itself only in case of a specific
combination of the two repeats content.

4. Does the rDNA content in the human cell genome correlate
with the content of other genome satellite repeats that are
able to be transcribed?

CONCLUSION

When a cell population responds to stress, cells are selected
according to the size of the 1q12 domain (according to
the content of the f-SatIII repeat). The low content of
the f-SatIII repeat in SZ patients may be a consequence
of the chronic oxidative stress and of a large copies number of
the ribosomal repeats.
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The genome of eukaryotes is highly organized within the cell nucleus, this organization
per se elicits gene regulation and favors other mechanisms like cell memory throughout
histones and their post-translational modifications. In highly specialized cells, like sperm,
the genome is mostly organized by protamines, yet a significant portion of it remains
organized by histones. This protamine-histone-DNA organization, known as sperm
epigenome, is established during spermiogenesis. Specific histones and their post-
translational modifications are retained at specific genomic sites and during embryo
development these sites recapitulate their histone profile that harbored in the sperm
nucleus. It is known that histones are the conduit of epigenetic memory from cell to
cell, hence histones in the sperm epigenome may have a role in transmitting epigenetic
memory from the sperm to the embryo. However, the exact function and mechanism
of histone retention remains elusive. During spermatogenesis, most of the histones
that organize the genome are replaced by protamines and their retention at specific
regions may be deeply intertwined with the eviction and replacement mechanism. In
this review we will cover some relevant aspects of histone replacement that in turn may
help us to contextualize histone retention. In the end, we focus on the architectonical
protein CTCF that is, so far, the only factor that has been directly linked to the histone
retention process.

Keywords: histones, histone replacement, histone retention, histone post-translational modifications,
protamines, CTCF, epigenetic memory, transgenerational inheritance

INTRODUCTION

In many organisms including mammals, spermatogenesis is a highly conserved process. Inside the
seminiferous tubules in the testes, germ line cells undergo spermatogenesis to produce mature
sperm. Spermatogenesis can be divided in three phases: a mitotic, a meiotic and a post-meiotic
phase (Rathke et al., 2014). The meiotic phase ensures haploidization of the genome as well as
an independent assortment of recombined genetic information within individual germ cells. In
the post-meiotic phase, also known as spermiogenesis, cells undergo a series of morphological
transformations that lead to the typical swimming torpedo-like shape of the sperm. According
to their nuclear changes in shape, cells in the post-meiotic phase can be distinguished as early
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spermatids with round nuclei (round spermatids), intermediate
spermatids with elongating nuclei (elongating spermatids)
and spermatids with condensed nuclei (elongated spermatids)
(Dadoune, 2003; Rathke et al., 2014).

Development of spermatids into mature sperm is a process
that has been divided into 16 and 12 steps in mice and
humans respectively (Ventela et al., 2002; Muciaccia et al., 2013).
Throughout these steps, cells have a marked adjustment in
their shape and size. Inside the nucleus, chromatin organization
and compaction dramatically change during mid- to late-
spermiogenesis, leading to a highly condensed genome in mature
sperm (Dadoune, 2003). This is accomplished by a genome wide
histone replacement by the transition nuclear proteins 1 and
2 and subsequently by the protamine 1 and 2 (TNP1, TNP2,
PRM1, and PRM2; respectively) (Steger, 1999; Govin et al.,
2004; Brunner et al., 2014). However, between 1–10% and 10–
15% of the mouse and human genomes respectively, remain
associated to histone-specific nucleosomes (Erkek et al., 2013;
Jung et al., 2017; Yamaguchi et al., 2018). These retained histones
are mostly on gene promoters with high content of unmethylated
CpG regions and on regulatory elements, suggesting a role
in the transcriptional regulation of these genes and genome
organization after fertilization of an egg (Erkek et al., 2013;
Jung et al., 2017).

At the stage of round spermatids there are several ongoing
molecular mechanisms that may impact the organization
of the sperm genome or epigenome. Thus, even though
round spermatids-specific transcriptional profiles, replacement
of canonic histones for testis specific and histone variants,
specific histone post-translational modifications (PTMs) and
formation of genomic domains may have a direct impact in the
establishment of the sperm epigenome, the mechanism remains
poorly understood. Histones, the architectonic protein CTCF
and cohesin complexes seem to be orchestrating this mechanism
(Jung et al., 2017). Thus, despite compacting most of the sperm
genome in a protamine-based core, the remaining histones and
architectonical regulators are shaping the sperm epigenome.

ARE HISTONES THE MAYOR PLAYER IN
THE ESTABLISHMENT OF THE SPERM
EPIGENOME?

Nucleosomes with canonical histones and histone PTMs are
retained in gene promoters, enhancers and super-enhancers.
In addition, almost exclusively enhancers and super-enhancers
also contain CTCF and cohesin complexes in mouse sperm
(Jung et al., 2017). Histone PTMs and architectonical proteins
profiles in the sperm epigenome are established early in the
spermiogenesis process, nevertheless the interdependency of
these factors is not clear. Conditional depletion of CTCF before
spermiogenesis, leads to histone H2B retention defects in mature
sperm (Hernandez-Hernandez et al., 2016). Although it is not
known whether other histones display failures in their retention
process, it seems that loss of CTCF has an impact in this process.
Nonetheless, the fact that not all the histone-associated sites
contain architectonical proteins suggests that histones themselves

contribute to their retention process or that there are other factors
that contribute to the establishment of the sperm epigenome, or
both. In this regard, long non-coding RNAs have been suggested
to have a role in histone modifications in mature sperm, perhaps
influencing their replacement or retention processes (Zhang et al.,
2017). Furthermore, the interaction of some histone variants with
RNA molecules seems to stabilize a histone-protamine-based
chromatin structure that is retained in mature sperm (Hoghoughi
et al., 2020). Therefore, it seems that, at least in some genomic
regions, histones either alone or throughout their histone-readers
and effectors are the major player in the establishment of the
sperm epigenome.

HISTONE REPLACEMENT IN THE
SPERM GENOME

Histones are widely replaced from the sperm genome and
depending of the analyzed specie, the rate of retention varies.
As we will describe below, it seems that histone replacement in
the sperm genome has become a more understood mechanism
(broadly reviewed in Bao and Bedford, 2016; Wang et al., 2019),
whereas a nucleosome retention mechanism is still at large.

TESTIS-SPECIFIC HISTONES AND
HISTONE POST-TRANSLATIONAL
MODIFICATIONS CONTRIBUTE TO THE
NUCLEOSOME EVICTION PROCESS

The DNA of all eukaryotes is packaged into chromatin through
its association with histone proteins (Wolffe, 1998; Fan et al.,
2005). There are five major classes of somatic histones: the
core histones H2A, H2B, H3, and H4 and the linker histone
H1 (Brunner et al., 2014). During mammalian spermiogenesis,
some of these proteins are partially replaced by testis-specific
histone variants. Therefore, round spermatids contain the core
somatic-type histones plus the testis-specific histones and histone
variants: H1T, H1T2, HILS1, TH2A, H2AL1, H2AL2, H2BL1,
TH2B, TH3, and H3.3 (Figure 1; Dadoune, 2003; Govin et al.,
2007; Bao and Bedford, 2016).

It has recently been demonstrated that, contrary to what
was originally thought, histone to protamine exchange is not
fully completed after the sperm leaves the testis. In fact, histone
replacement continues during sperm movement throughout the
epididymis (Yoshida et al., 2018); therefore, the full replacement
of histones by PRMs should be recognized as an event that
occurs in epididymis. For this process to succeed, histone variants
have a key role in the eviction process because they have the
potential to relax nucleosome structure and create an interaction
interface required for the assembly of specific structural
non-histone proteins on the DNA (Tachiwana et al., 2011;
Barral et al., 2017).

Testis-specific histone variants H2AL1, H2AL2, and
H2BL1 are expressed during late spermiogenesis, the stage
at which the displacement of histones by PRMs takes place,
suggesting their involvement in the organization of the
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FIGURE 1 | A model for histone replacement and retention during spermiogenesis in mammals. (A) Histone replacement: at the beginning of spermiogenesis, 100%
of the genome of round spermatids is associated to nucleosomes with canonical histones (H2A, H2B, H3, H4, and H1) plus nucleosomes with testis specific histone
variants (H1t, TH2A, TH2B, TH3, H2AL1, H2AL2, and H2BL1). Nucleosomes with canonical histones undergo post-translational modification (PTMs) as
ubiquitination (Ub), Crotonylation (Kcr). Additionally, H4 can display Acetylation (A) or Butyrylation (B). These PTMs and the presence of nucleosome with
testis-specific histone variants facilitate histone eviction by the transition proteins 1 and 2 (TNP1 and TNP2) and subsequently by protamines 1 and 2 (PRM1 and
PRM2). As result of this finely regulated process of histone replacement, 92% of the mature sperm genome is associated to protamines, in a structure called toroid.
(B) Histone retention: genome regions with nucleosomes containing 3K4me3, H3.1K27me3, and H3.2K27me3 have a reduced intrinsic affinity for PRMs, suggesting
that these PTMs are factors that promote histone retention. Additionally, Acetylation and Butyrylation in H4 may be playing a role in the processes of histone eviction
and retention. Finally, CTCF bound to unmethylated DNA regions favors the positioning and retention of nucleosomes in the mouse epigenome. Around 8% of the
sperm genome remains associated to histones. Partially based on Braun (2001) and Ferran Barrachina et al. (2018).

genome (Govin et al., 2007). Indeed, recent studies have found
that H2AL2 is inserted into the nucleosome core creating a
flexible local structure that can be recognized by TNPs and
further displaced by PRMs (Figure 1A). Accordingly, in an
H2AL2-null mouse model, genome-wide compaction defects
in sperm have been reported (Barral et al., 2017). On the
other hand, TH2B partially replaces H2B in male germ cells,
setting a nucleosome environment that ensures a genome-wide
chromatin-to-nucleoprotamine transition (Montellier et al.,
2013; Figure 1A). However, not all the eviction events produce
full histone replacement. In elongating spermatids, the testis-
specific nucleosomes containing H2AL2–TH2B dimers allow
the invasion of nucleosomes by TNPs, permitting protamines
to bind to those sites. Since the displaced histones are unable to
remain as octamers, protamine–DNA and displaced transition

nuclear protein–histone complexes constitute a relatively stable
transitional state thereby generating small subnucleosomal
structures (Barral et al., 2017), suggesting that even the histone
replacement mechanism produces partial histone retention in
nucleosomes with specific structure.

Histone eviction by TNPs is also influenced by histone PTMs
(Braun, 2001). Acylation (i.e., acetylation and butyrylation)
of H4 tails was reported to balance histone retention
(Figure 1A) and removal through the acetyl lysine binding
domain-containing protein (BRDT), a testis-specific double
bromodomain containing chromatin remodeling factors. BRDT
uses the histone hyperacetylation signal to bind chromatin
and induce a “chromatin squeezing” process through a
BRDT–BRDT interaction facilitating histone eviction and their
replacement by TNPs (Dhar et al., 2012; Gaucher et al., 2012,
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Goudarzi et al., 2016). The importance of histone acetylation
in the histone replacement process is also supported by studies
where conditional depletion of the histone acetyl transferase
Gcn5 in testis leads to an increased histone retention in sperm
(Luense et al., 2019).

Additionally, it has been suggested that histone crotonylation
plays a role in a second wave of histone removal in a BRDT-
independent manner (Figure 1A; Liu et al., 2017). On the other
hand, Ubiquitination of histones can stimulate or repress several
cellular processes, as well as being associated with DNA damage
responses (Huen et al., 2007; Weake and Workman, 2008).
Strikingly, histone ubiquitination seems to be also crucial for the
appropriate histone-to-protamine exchange process (Figure 1A),
as elimination of factors responsible for this PTM during
spermiogenesis (i.e., RNF8 and Piwi proteins) leads to chromatin
compaction defects and abnormal histone retention in mature
sperm (Lu et al., 2010; Gou et al., 2017).

H3K79 methylation is another histone PTM detected before
histone eviction and correlates with the hyperacetylation of H4
that is directly associated with the eviction process in drosophila
and rat, suggesting that these two PTMs act together facilitating
histone eviction (Dottermusch-Heidel et al., 2014). Finally the
poly ADP-ribosylation, also known as a PARylation, is a PTM
produced in response to DNA strand breaks that naturally
occur during spermiogenesis. These PTMs produce chromatin
relaxation and allow for proper histone removal (Meyer-Ficca
et al., 2011; Ihara et al., 2014).

TRANSITION PROTEINS CONTRIBUTE
TO HISTONE EVICTION IN MOUSE
SPERMATIDS

TNPs are present in many mammals including mouse (Meistrich
et al., 2003) and human (Steger et al., 1998), they belong
to a heterogeneous group of DNA-binding proteins that are
more basic than histones but less basic than PRMs (Dadoune,
2003). TNPs are first detected in the condensing nucleus of
spermatids slightly before than protamines (Heidaran et al.,
1989). Whereas TNP2 is a 13 kDa protein with distinct structural
domains, containing about 10% arginine, 10% lysine, and 5%
cysteine (Meistrich et al., 2003; Zhao et al., 2004); TNP1 is a 6.2
KDa protein with 54 residues of amino acids, of which about
40% are arginine and lysine distributed uniformly and do not
contain cysteine (Lanneau and Loir, 1982; Kleene et al., 1988;
Alfonso and Kistler, 1993; Meistrich et al., 2003; Zhao et al.,
2004). Some studies have suggested different functions for the
TNPs like in nuclear shaping, histone removal, transcriptional
repression, chromatin condensation and repair of the DNA
strand breaks that transiently occur during the displacement of
the nucleosomes (Caron et al., 2001; Zhao et al., 2004). Some
reports indicate that TNP1 decreases the melting temperature
of the DNA, releasing it from nucleosomes in vitro (Singh and
Rao, 1988; Alfonso and Kistler, 1993; Meistrich et al., 2003). On
the other hand, TNP2 is about twice the size of TNP1 and has
distinct structural domains. For example the carboxyl region of
the molecule is enriched in basic residues and is likely to be

a major site of electrostatic DNA binding, whereas the amino
terminal region has two putative zinc fingers (Baskaran and
Rao, 1991; Zhao et al., 2004). The preferential binding activity
of TNP2 to CpG sequences, which are often associated with
promoter regions, is dependent on Zinc (Zhao et al., 2004).
The time of apparition of each of these two proteins during the
spermiogenesis is variable from specie to specie. In the case of
mouse spermiogenesis, TNP1 and TNP2 appear in the nuclei
of elongating spermatids at identical times, very close to the
border between steps 12 and 13 of spermiogenesis (Alfonso and
Kistler, 1993). However, some studies have reported the presence
of TNP2 at the beginning of step 10 (Wu et al., 2000).

Bad sperm quality and reduced counts have been found in
single or double null mice for Tnp1 and Tnp2. Morphological
analysis in these mice have revealed altered sperm morphology
(Shirley et al., 2004). Neither Tnp1 or Tnp2 alone are
haploinsufficient; in fact, mutants homozygous for either gene
are fertile, however, reduction of the total Tnp dosage by 75%
in either Tnp1 or Tnp2 null mice lacking one copy of the other
Tnp, or 100% elimination of both transition protein in double
null mutants, results in more severe abnormalities in nuclear
condensation and sterility (Braun, 2001). Direct evidence of the
interplay between histones and TNPs has been recently reported.
Histone variant H2AL2 is crucial for the correct loading of
TNPs onto the nucleosomes and for efficient PRMs assembly
(Barral et al., 2017), highlighting the interplay among histones,
TNPs and PRMs to achieve a proper genome compaction.
Furthermore, post-translational modifications on TNPs may also
contribute to the histone to protamine replacement mechanism
(Gupta et al., 2015).

FROM TRANSITION PROTEIN TO
PROTAMINES

The histones that help to pack the DNA in early spermatids
are evicted during spermiogenesis by other positive proteins
like sperm variants histones, TNPs or PRMs. In mammals,
PRMs do not evict the core canonical histones directly. Instead,
this eviction is carried out by TNPs that bind to the DNA
prior the PRMs (Balhorn, 2007). In mouse testis, it has been
reported that expression of Tnp1 starts slightly before than
Prm1 and Prm2 during step 7 of spermiogenesis (Mali et al.,
1989), and their newly synthetized mRNAs are stored until their
translation (Steger and Balhorn, 2018). PRMs synthesis and their
deposition into chromatin begins when TNP1 and TNP2 have
successfully evicted the majority of the histones (Steger and
Balhorn, 2018). It has been described two types of PRMs in
mouse, protamine 1 and 2 (PRM1 and PRM2, respectively). The
first one was identified in many vertebrates, while PRM2 it was
found just in some mammals like human and mouse (Oliva,
2006). The main proposed function of these proteins are: (1)
neutralize the charge of the DNA (Mali et al., 1989) aiding the
compaction of the paternal genome into a 1/20 of the volume of a
somatic nucleus, making the sperm nucleus highly hydrodynamic
(Oliva, 2006; Steger and Balhorn, 2018), and (2) protecting
the paternal genome from nucleases or environmental factors.
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Additionally, these proteins could confer an epigenetic mark on
some regions of the sperm genome, affecting their reactivation
upon fertilization (Oliva, 2006).

PRM1 is synthetized as a mature protein (Balhorn, 2007),
is composed by 50 amino acid and displays three domains.
A central arginine-rich domain, another domain with DNA-
binding capabilities flanked on both sides by short serine residues
and the last domain with threonine-containing segments with
several phosphorylation sites. Furthermore, it contains cysteine
residues which are able to form disulfide bridges between
protamines, resulting in a tight link between them (Steger and
Balhorn, 2018). On the other hand, PRM2 is synthetized as
a precursor, when its processing is completed about 40% of
the N-terminal of the molecule has been removed. The fully
processed form of PRM2 is slightly larger than PRM1 (63 amino
acids in mouse) and is the predominant form of PRM2 in the
mature sperm head (Balhorn, 2007). Additionally, PRM2 displays
from 50 to 70% of sequence identity with PRM1 and it is able
to bind one zinc atom per molecule (Steger and Balhorn, 2018).
The actual knowledge about the importance and expression
time of PRMs during mouse spermatogenesis was obtained from
functional studies. Deletion of either Prm1 or Prm2 lead to the
production of sperm with abnormalities in morphology, like
flagellum tightly wrapped around the head and morphological
abnormalities in the nuclei. Furthermore, haploinsufficiency of
any of these protamines causes infertility in mice (Cho et al.,
2001). Moreover, in male chimeric mice that produced 70%
of PRM2, DNA damage, morphological abnormalities in sperm
and increased embryo death have been reported (Cho et al.,
2003). The distribution of PRM1 overlaps with TNPs at step
10 of spermiogenesis, then progressively increased from step
11 through steps 13 or 14 and persisted through the rest of
spermiogenesis. PRM2 is first detected in the spermatid nucleus
at step 12, although it remains at low levels until step 14 (Zhao
et al., 2004). There is evidence showing that alterations in the
PRM1/PRM2 ratio, or deficiencies in zinc, or its replacement by
other metals are related to infertility (Oliva, 2006; Balhorn, 2007).

HISTONE RETENTION

In human and mouse sperm, different histone retention rates
have been reported. Gatewood and cols, found a 15% of the
human genome with histone retention (Gatewood et al., 1987;
Oliva, 2006), whereas Hammoud and cols, reported only from 3
to 5% (Hammoud et al., 2009, 2010). Furthermore, Brykczynska
and cols, reported a 10% of the genome with nucleosome
presence in mature male sperm (Brykczynska et al., 2010).
In the case of mouse sperm, the reported percentages vary
from 8.5% to 1–10% (Jung et al., 2017; Yamaguchi et al.,
2018). Furthermore, histone enrichment has been differentially
detected in some sets of genes and loci, for example in
the Prm1-Prm2-Tnp2 locus (Wykes and Krawetz, 2003), in
telomeres (Zalenskaya et al., 2000), in sequences around the
transcription start sites (TSSs) (Brykczynska et al., 2010; Jung
et al., 2017), in intergenic regions and in poor-gene regions
(Jung et al., 2017; Yamaguchi et al., 2018). Some discrepancies

in data have been attributed to the extraction methodology of
the histones, since massive nucleosome degradation in sperm
chromatin has been reported when using MNase treatment
(Carone et al., 2014). To overcome this problem, a recently
developed methodology, in which elimination of PRMs with
nucleoplasmin prior ChIP-seq analysis, has been used to find
clear localization patterns of histones in sperm chromatin,
such as the enrichment of H3K4me3 in CpG-rich promoters
and H3K9me3 in satellite repeats (Yamaguchi et al., 2018).
In agreement with this, enrichment of H3K4me3 in TSSs of
developmental genes with CpG-rich promoters have been found
in independent studies (Hammoud et al., 2009; Brykczynska
et al., 2010; Erkek et al., 2013; Xu and Xie, 2018; Yamaguchi
et al., 2018). Another aspect that has contributed to the
conflict of histone retention in different sequences of the
genome, has been solved by demonstrating that replacement
continues throughout the different portions of the epididymis
(Yoshida et al., 2018).

The mechanism by which histones are retained during
spermiogenesis is still unknown. However, some findings support
a model in which histone variants H3.1, H3.2, and H3.3 are
stably incorporated into nucleosomes at CpG islands (CGIs).
Then PTMs on these histones, like H3K4me3 in late round
spermatids, produce a global cessation of histone turnover and
transcription. Furthermore, a reduced nucleosome turnover of
H3K27me3 at CGIs would promote retention of canonical H3.1
or H3.2 variants. The presence of these histone variants at
CG-rich in DNA could reflect a reduced intrinsic affinity to
PRMs. On the other hand, a variation on this model is that
transcription factors, chromatin factors/remodelers and histone
H3.3 nucleosomes would continue competing for binding to
CGIs during the eviction of histones by TNPs and then by PRMs,
leading to regions in the sperm genome where histones are
retained (Figure 1B; Erkek et al., 2013).

Additionally, it has been described that acetylation and
butyrylation of H4 tails lead either to histone eviction or
retention, respectively (Figures 1A,B; Goudarzi et al., 2016).
Thus, it seems that histone PTMs are also important for
histone retention throughout regulatory elements. Moreover,
there are some genomic regions where histone variants (that
usually produce eviction) lead to retention. Histone retention on
pericentric heterochromatin seems to be favored by the ability of
H2A.L.2 to interact with RNA (Hoghoughi et al., 2020). Thus, it
seems that variations in the process of histone replacement lead
rather to a retention mechanism.

There are evidences suggesting that other factors, like the
transcription factors CTCF and BORIS, might be influencing
histone retention in the sperm genome (Pugacheva et al., 2015).
Rivero-Hinojosa and cols, found that bimodal occupancy of
CTCF/BORIS and BORIS/BORIS on genomic regions associated
with testis-specific transcriptional regulators was strongly linked
to histone-retaining regions in mature sperm (Rivero-Hinojosa
et al., 2017). Remarkably, these regions were also associated with
highly expressed genes in testis and H3.3 occupancy in sperm
(Erkek et al., 2013; Rivero-Hinojosa et al., 2017), suggesting
a role for CTCF and BORIS in promoting high levels of
transcription and histone retention. However, it is unclear if
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BORIS is expressed in sperm (Johnson et al., 2016), therefore
these regions might be bound only by CTCF homodimers.
Furthermore, despite the existence of both Ctcf and Boris
knock-out mice models, only the first displays defects in
chromatin organization and histone retention (Suzuki et al., 2010;
Hernandez-Hernandez et al., 2016).

CTCF AS A CANDIDATE FOR THE
HISTONE RETENTION PROCESS
DURING MICE SPERMATOGENESIS

The DNA-binding factor CTCF is considered to be an
architectural protein that orchestrates the three-dimensional
organization of the genome with a direct impact in the fine
regulation of gene expression in somatic cells. In mouse sperm,
it seems that CTCF regulates chromatin organization and
epigenome establishment, both of which are important for
correct packaging and functionality of the paternal genome to
fertilize and inherit information to the newly created embryo.
This factor has been described as a zinc finger protein composed
by a central zinc finger domain that binds to different sequences
in the DNA molecule, while the N- and C- domains have been
reported to interact with other proteins and cohesin complexes
(Arzate-Mejia et al., 2018; Li et al., 2020). An approximate
of ∼326,840 CTCF-binding sites in 38 different cell lines, in
which the majority are ubiquitous, have been reported (Chen
et al., 2012). These sites are located in intergenic regions and
introns that overlap with enhancers and promoters (Arzate-
Mejia et al., 2018). In mice sperm, around 23,000 CTCF binding
sites overlapping with cohesin-complexes binding regions have
been identified, suggesting that both proteins contribute to the
3D architecture of the sperm epigenome (Carone et al., 2014;
Jung et al., 2017).

The sperm-retained histone PTMs H3K4me3, H3K4me2, and
H3K27me3 have been found in promoters of early development
genes, but also in regulatory elements like enhancers and super
enhancers that are also occupied by CTCF (Samans et al.,
2014; Jung et al., 2017). Furthermore, it has recently been
shown that a small portion of CTCF sites in the genome
of sperm and oocytes are maintained in preimplantation
embryos. These sites are flanked by H3.3 and H2A.Z in which
H3K27ac and H3K4me1 are also associated, showing that
transcriptional stages between gametes and the first stages of
the embryo are inherited (Jung et al., 2019). Therefore, apart
from histones and histone variants, CTCF may have a role
in histone retention in the sperm epigenome (Figure 1B).
Concordantly, CTCF depletion at the onset of the meiotic
phase during spermatogenesis, leads to mature sperm with
defects in genome compaction and altered histone retention
(Hernandez-Hernandez et al., 2016). However, recently it has
been reported that CTCF is not present in human sperm
and in consequence the 3D organization of the human sperm
epigenome is not as it is in mice sperm (Chen et al., 2012,
2019; Johnson et al., 2016; Jung et al., 2019). Still, histones
are retained in both epigenomes, suggesting that CTCF is not
entirely (or not all) responsible for the histone retention process.

Thus, more studies aiming to understand a role of CTCF or
other architectonical factors in the histone retention process
are still needed.

ALTERED HISTONE RETENTION AND
TRANSGENERATIONAL INHERITANCE

It has been widely documented that histones and their PTMs (and
other epigenetic factors not covered in this review) are carriers
of epigenetic memory (Rathke et al., 2007; Kaufman and Rando,
2010; Jung et al., 2019; Sarkies, 2020). In the nematode C. elegans
and in the fruit fly D. melanogaster, it has been shown that
histones’ PTMs are responsible for inter- and transgenerational
epigenetic inheritance (Skvortsova et al., 2018). In mammals, it
is known that retained histones and other architectonical factors
shape the sperm genome, and that this epigenome is necessary to
recapitulate chromatin structure during the embryo development
(van de Werken et al., 2014; Jung et al., 2017). Thus, the fact that
it has been shown that proper histone retention in mammal’s
sperm has a role in inter- and transgenerational epigenetic
inheritance, it is not so unexpected (Siklenka et al., 2015).
Strikingly environmental and toxicant factors as well as dietary
exposures, can alter histone retention profiles in sperm, which
may influence the epigenetically inherited traits (Terashima et al.,
2015; Ben Maamar et al., 2018a,b; Skinner et al., 2018). However,
what is the full impact of sperm’s altered histone retention in the
offspring remains to be elucidated. Histone retention in sperm,
a mechanism that is tightly intertwined with the establishment
of the sperm epigenome, seems to have an impact in inter- and
trans-generational epigenetic inheritance. Any alteration in the
sperm epigenome seem to be enough to produce altered inherited
epigenetic traits (Champroux et al., 2018; Blanco Rodriguez and
Camprubi Sanchez, 2019; Cavalli and Heard, 2019; Hart and
Tadros, 2019; King et al., 2019; Perez and Lehner, 2019; Shukla
et al., 2019; Lewens, 2020).

DISCUSSION

The information presented here shows the importance of histone
variants and PTMs that have to occur on histones. Firstly, for the
correct displacement by transition proteins and secondly, because
in some cases these chemical tags indicate which nucleosomes
are going to be retained. Histone replacement by protamines is
a better understood mechanism, whereas histone retention is a
process that has only lately being studied. However, it seems that
transcriptional programs that lead to sperm specialization and
sperm epigenome establishment are codependent mechanisms
that have a direct role in the histone replacement and retention
processes in the mammal’s sperm.

Histones and their PTMs seem to be crucial for eviction
but also for retention of histones at certain genomic regions.
However, especially in regulatory elements, it seems that
histones variants and PTMs are not enough to signal their
retention process. Instead architectonical proteins like CTCF,
may be functioning as barriers to avoid histone evection or as
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competitors that keep recruiting histones and thus, competing
with transition proteins producing histone-containing genomic
regions. Whatever the mechanism is, it seems that these retained
histones play a role in transmitting memory to the embryo.
Understanding how this retention is produced and its function
in epigenetic memory from the sperm to the embryo may
have deep impact in the current knowledge of inheritance of
acquired traits throughout several generations. Furthermore, it
will also shed light on how our lifestyles are shaping future
generations without the need of changes in the genome as
stated in the theory of evolution. Undoubtedly, more efforts to
understand the mechanism of histone retention in the sperm
epigenome are needed.
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Alu elements are primate-specific repeats and represent the most abundant type of 
transposable elements (TE) in the human genome. Genome-wide analysis of the enrichment 
of histone post-translational modifications suggests that human Alu sequences could 
function as transcriptional enhancers; however, no functional experiments have evaluated 
the role of Alu sequences in the control of transcription in situ. The present study analyses 
the regulatory activity of a human Alu sequence from the AluSx family located in the 
second intron of the long intergenic non-coding RNA Linc00441, found in divergent 
orientation to the RB1 gene. We observed that the Alu sequence acts as an enhancer 
element based on reporter gene assays while CRISPR-Cas9 deletions of the Alu sequence 
in K562 cells resulted in a marked transcriptional upregulation of Linc00441 and a decrease 
in proliferation. Our results suggest that an intragenic Alu sequence with enhancer activity 
can act as a transcriptional attenuator of its host lincRNA.

Keywords: repeat sequences, Alu elements, intragenic enhancer, long intergenic non-coding RNAs, 
transcription attenuation, transposable elements

INTRODUCTION

Repetitive elements constitute ~50% of the human genome (Lander et  al., 2001; Bannert and 
Kurth, 2004). Different lines of research suggest that they can affect transcriptional regulation, 
however, most evidence supporting a direct regulatory activity of repetitive elements has been 
correlative at best (Mallona et  al., 2016). The Alu subfamily of repetitive elements is a class 
of primate-specific Short Interspaced Nuclear Elements (SINEs) of ~300 base pair (bp) length 
that is present in more than 1  million copies in the human genome and hence constitutes 
the most abundant class of transposable element in humans (Lander et  al., 2001). Nevertheless, 
their role in regulating gene expression and chromatin structure remains poorly characterized.

Alu elements are located preferentially in the proximity of gene-rich regions (Batzer and 
Deininger, 2002; Kim et  al., 2016) and are rich in Transcription Factor Binding Sites (TFBS), 
which suggests a possible function as regulatory platforms for the transcriptional control of 
host or neighboring genes (Polak and Domany, 2006). In this regard, Alu elements have been 
suggested to nucleate epigenetic silencing via the acquisition of DNA methylation and histone 
post-translational modification H3K9me3, resulting in transcriptional silencing of neighboring 
genes (Graff et  al., 1997; Baylin et  al., 1998; Estecio et  al., 2012). Recent reports have put 
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forward the idea that Alu elements have evolved toward enhancer 
elements in the human genome. This concerns particularly 
old Alu families like AluSx, AluJo, and AluJb, as they are 
enriched for the histone post-translational modifications 
H3K4me1, H3K27ac and have gained transcription factor binding 
motifs over time (Su et  al., 2014). These enhancer-like 
characteristics are present in a tissue-specific manner and 
preferentially engage in long-range interactions with gene 
promoters and with Alu sequences thereof. Although these 
lines of evidence implicate that Alu elements, or at least a 
subset of them, can exert direct regulatory effects in gene 
transcription, direct characterization of the biochemical regulatory 
capacity of Alus (Chuong et al., 2017) and their function in situ 
need to be  explored.

Here, we  characterize the regulatory activity of an intronic 
Alu element of the AluSx family in the transcriptional gene 
regulation of the human Linc000441-RB1 locus in the K562 
erythroleukemic cell line. By employing plasmid-based reporter 
assays of stably transfected pools of cells and single clones 
coupled with Fluorescence-Activated Cell Sorting (FACS), 
we show that this Alu sequence behaves as an enhancer element 
protecting against epigenetic silencing for over 100  days of 
continuous cell culture. Remarkably, CRISPR-Cas9 deletion of 
the Alu element results in strong transcriptional upregulation 
of the long intergenic non-coding RNA (lincRNA) Linc000441 
with consequences in cell proliferation, suggesting that the 
Alu sequence behaves as a transcriptional in situ attenuator. 
Overall, our results reveal that a single Alu sequence can affect 
gene transcription and cell proliferation. Importantly, biochemical 
and in situ activities could differ and highlight the importance 
of analyzing both when characterizing repeat sequences. 
Furthermore, our results underscore the possibility that Alu 
elements have a more widespread role for transcriptional 
regulation of lincRNAs than previously anticipated.

MATERIALS AND METHODS

Plasmid Constructs
pRB1prom-GFP plasmid contains RB1 promoter already 
characterized and cloned into pEGFP plasmid (pEGFP-1; 
Clontech, Palo Alto, CA; De La Rosa-Velazquez et  al., 2007), 
which is the intergenic region between Linc00441 and the human 
RB1 gene (chr13:48,877,623-48,878,023; h19 version). The closest 
Alu repeat upstream of RB1 gene promoter (AluSx1 repeat 
chr13: 48,874,474-48,874,760) was amplified (Supplementary 
Table S1) from human lymphocyte genomic DNA and subcloned 
into the pRB1prom-GFP in two orientations to generate 
pAlu(5'-3')-RB1prom-GFP and pAlu(3'-5')-RB1prom-GFP plasmids. 
All the plasmids contain a neomycin-resistance cassette, which 
allows G418 selection of stably transfected cells. The integrity 
of all plasmid constructs was verified by DNA sequencing.

Cell Culture
K562 human erythroleukemic cells were cultured in ISCOVE 
medium (Invitrogen). K562 cells (K562 ATCC®CCL-243™) were 
provided by Gary Felsenfeld (National Institutes of Health, 

Bethesda, Maryland, USA) and were cultured in DMEM. All 
media contained 10% (v/v) fetal bovine serum (FBS) and 1% 
penicillin/streptomycin and were maintained in an incubator 
at 37°C with 5% CO2. Human lymphocytes were obtained 
from peripheral blood of a healthy donor, isolated with 
Ficoll-Paque Plus 2 (Amersham) following the manufacturer’s 
instructions. Written informed consent was obtained from this 
healthy donor.

Stable Transfection of K562 Cells
K562 cells were washed twice with phosphate buffered saline 
(PBS) and resuspended in DMEM. A total of 3  ×  105 K562 
cells were then transferred to a 6-well plate and transfected 
with 1 μg (1 μg/μl) of corresponding linearized plasmids using 
Lipofectamine 2000 (Invitrogen, MA, USA) according to the 
manufacturer’s instructions. After 6  h, 4  ml of non-selective 
medium was added to transfected cells. Following 48  h of cell 
recovery, the cells were transferred to media containing 0.9 mg/ml 
of G-418 (Geneticin, Calbiochem) for selection. Geneticin-
resistant pools were analyzed by FACS at different time points 
(day 0, day 15, day 25, day 40, and day 60) to obtain the 
percentage (%) of GFP-positive cells and the mean fluorescence 
intensity from each construct at every time point. Data were 
analyzed with BD CellQuest Pro software (BD Biosciences). 
We  performed four independent experiments and computed 
using the Graphpad Prisma Software 7.0. Statistically significant 
differences in mean fluorescence intensity values between the 
Alu-containing constructs and the one without it were computed 
using a two-tailed Mann-Whitney test (p  <  0.05).

Cell Clone Isolation
After 48  h of cell recovery, ~5  ×  105 (500  μl) of transfected 
cells were transferred to a cellulose matrix (Methocel, FLuka) 
containing 0.9 mg/ml of G-418. Individual colonies were picked 
after 2–3  weeks and expanded in G-418 containing liquid 
DMEM to perform subsequent experiments. For each construct, 
we  isolated and analyzed 14 independent clones at different 
points (day 0, day 15, day 30, day 45, day 60, day 80, and 
day 100) of continuous cell culture for 100  days. The integrity 
of the transgene was verified by PCR (Supplementary Figure S1C) 
and Southern blot (data not shown).

CRISPR/Cas9-Mediated Targeted Deletion
AluSx element (chr13: 48,874,474-48,874,760, Figure  1A) 
upstream of the RB1 gene promoter locus was deleted in K562 
cells by co-transfecting two Cas9 containing plasmids 
plentiCRISPRv2 (Addgene Cat. 52961; Cambridge, MA, USA), 
each carrying a unique single guide RNA (sgRNA) flanking 
the Alu sequence.

We designed the CRISPR-Cas9 sgRNAs using CRISPOR1, 
as described (Haeussler et  al., 2016), to minimize off-target 
effects. Bsmb1 linkers were added to sgRNAs. The oligonucleotides 
were then annealed following a standard protocol 
(Sambrook and Russell, 2006), ligated into the vector and 

1 http://crispor.tefor.net/
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confirmed by sequencing prior transfection. See Supplementary 
Table S1 for the list of sgRNAs sequences.

The plasmidic vectors were transfected into cells by using 
Lipofectamine 2000 (Invitrogen) as per manufacturer protocol. 
Cultures were then selected for 3–4  days with puromycin 
(5 μg/ml; Sigma). We obtained genomic DNA from CRISPR-Cas9 

pools of transfected cells and screened by PCR to confirm 
the deletion of the evaluated fragment.

Then, CRISPR-Cas9 pools of transfected cells were seeded at 
low density to isolate monoclonal cell clones with respective 
mutations through serial dilution in a 96-well plate. Forty-eight 
randomly selected puromycin-resistant colonies were individually 

B

A

C

FIGURE 1 | The intrinsic regulatory function of AluSx over a promoter. (A) Schematic representation of Linc00441-RB1 locus (chr13: 48,869,960-48,885,679) 
and localization of Alu repeat sequences (purple rectangles). The AluSx (highlighted in pink) selected for our analysis is located within the second intron of 
LincRNA00441, about 3 kb upstream of retinoblastoma promoter (RB1prom). Both fragments, AluSx (283 pb) and RB1prom (401 pb) were cloned in GFP 
reporter plasmid. (B) Workflow of the reporter assays showing pRB1prom-GFP and pAlu-RB1prom-GFP plasmid constructs transfected into K562 cells. After 
selection, we isolated two different cell pools that were analyzed by flow cytometry at different time points of continuous cell culture (Day 0, Day 15, Day 30, Day 
45, and Day 60) source icons ©Biorender.com. (C) Boxplots that summarize the expression of the GFP reporter gene in K562 cells transfected with different 
constructs over time. Percentage of fluorescent cells defined by fluorescence-activated cell sorting (FACS) was plotted for each construct for 60 days (left graph). 
The same cell pools with the corresponding transgenes were evaluated in terms of GFP mean fluorescence intensity (right graph). These graphs represent the 
data collected from four independent assays (n = 4).
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expanded and splitted for future culture and genomic DNA isolation. 
A hundred nanograms of genomic DNA from these cell clones 
or K562 genomic DNA (control) were screened by PCR with 
primer pairs annealing to the region outside of the double-strand 
break (DSB) sites. See Supplementary Table S1 for the list of 
screening primers used to confirm targeted deletions. PCR reactions 
were evaluated on 1% agarose gels. Bands were excised from the 
gel and purified using the QIAquick Kit (QIAGEN) and the status 
of the deletion was confirmed by Sanger sequencing. We  selected 
three homozygous clones for two different deletions of the AluSx 
repeat, for further analysis (ΔAlu-C1, ΔAlu-C2, and ΔAlu-C3).

RNA Extraction and Real-Time 
Quantitative PCR
Total RNA was extracted from K562 cells with TRIzol Reagent 
(Invitrogen) according to the manufacturer’s instructions. RNA 
concentrations were determined using the NanoDrop ND-1000 
spectrophotometer (NanoDrop Inc., DE, USA).

Real-time quantitative PCR (RT-qPCR) was carried out with 
KAPA SYBR® FAST One-Step qRT-PCR kit and specific primers 
for RB1, Linc00441, and α-tubulin as an endogenous normalization 
control (Supplementary Table S1). The qPCR reactions were 
carried out in the StepOne detection system (Applied Biosystems) 
at 42°C for 5  min, 95°C for 30  s, followed by 40 three-step 
cycles of 95°C for 3  s, 62°C for 10  s, and 72°C for 10  s, in 
triplicate for each sample. Relative RNA levels were calculated 
using the comparative ΔΔCt method (Schmittgen and Livak, 
2008). Statistically significant differences in gene expression between 
the wild-type and the CRISPR mutants were computed using a 
t-test (p  <  0.05) and the Graphpad Prisma Software 7.0.

Cell Proliferation Assay
We used Trypan Blue assay to determine cell viability by 
counting viable cell numbers with a microscope in the following 
cell lines: K562 WT vs. ΔAlu-C1, ΔAlu-C2, and ΔAlu-C3 
(Strober, 2015). On day 0, we  started with 1  ×  105 cells in a 
volume of 3  ml by triplicate. We  counted in a hemocytometer 
the cell number for each condition every 24  h during 4  days. 
Finally, we  plotted the average values from triplicates of cell 
number counts as a function of time for the different cell lines.

Bioinformatic Analysis
Motif Data Analysis
Identification of binding sites for TFs was done using the 
JASPAR (Fornes et  al., 2020) Vertebrate Database using a 
threshold p  <  0.0001.

RESULTS

An Intronic Alu Element Behaves as an 
Enhancer and Protects Against Epigenetic 
Silencing in Reporter Constructs
To investigate the regulatory function of Alu sequences, we chose 
the well-characterized RB1 gene locus. We  and others have 
previously shown, different epigenetic mechanisms are at 

play  to  ensure proper control of RB1 gene expression 
(De La Rosa-Velazquez et  al., 2007; Dávalos-Salas et  al., 2011). 
We  hypothesized that the Alu sequences closest to the RB1 gene 
promoter could impact its transcriptional regulation via two general 
mechanisms. Firstly, induced epigenetic silencing, as it has been 
reported that young Alu elements are epigenetically repressed (ref) 
and Alu sequences can gain DNA methylation in cancer cells 
(Akers et  al., 2014; Bakshi et  al., 2016; Jorda et  al., 2017) and 
secondly, transcription boosting by acting as enhancers, as has 
been proposed for old Alu families (Su et  al., 2014). Therefore, 
we retrieved the location of Alu sequences surrounding the minimal 
RB1 gene promoter including sequences 5  kb upstream and 
downstream of the transcription start site (TSS), based on the 
annotation by Repeat Masker (Stirzaker et  al., 1997; Figure  1A). 
The two Alu repeats closest to the RB1 gene promoter are an 
AluSx and an AluJr element. The AluSx element is located 3  kb 
upstream of the RB1 TSS and lies within the second intron of 
Linc00441, a lincRNA divergent to RB1, that has been shown to 
affect RB1 transcription in cancer cells (Tang et  al., 2017). The 
AluJr element is positioned in the first intron of RB1 gene, about 
2.5  kb downstream of the RB1 TSS. Both Alu elements are 
characterized by multiple TFBS (Supplementary Figure S1) and 
are enriched for the euchromatin and associated histone post-
translational modification H3K9ac. Notably, the H3K9ac, a histone 
mark associated with active enhancers, was recently found enriched 
in Alu elements expressed in a cell-type specific manner (Zhang 
et  al., 2019). However, only AluJr partially overlaps with a region 
annotated as a promoter in the RB1 locus based on Chromatin 
Segmentation by HMM from ENCODE (ENCODE Project 
Consortium, 2012). Additionally, it is immediately next to a FLAM 
SINE element, posing technical challenges for the manipulation 
of this sequence (Supplementary Figure S1C). Due to the AluJr 
sequence overlapping with other potential regulatory elements in 
the RB1 locus, we  dismissed working with the latter and decided 
to focus our study on the regulatory activity of the AluSx element 
upstream of RB1 TSS.

Initially, to characterize the regulatory activity of the AluSx 
in  vitro, we  cloned the Alu element in both orientations (5'-3' 
and 3'-5') in a reporter plasmid containing the RB1 promoter 
sequence (RBprom) and GFP as a reporter gene (Figure  1B). 
We have previously employed this reporter plasmid to monitor 
the epigenetic silencing of the RB1 gene promoter (De La 
Rosa-Velazquez et al., 2007). Reporter constructs were transfected 
into K562 cell line and selected with geneticin to obtain pools 
of cells with stable integrants that were then evaluated by 
FACS. As expected, more than 50% of cells transfected with 
the pRB1prom-GFP construct were GFP-positive [GFP(+); 
Figure  1C, left, day 0], which is consistent with the promoter 
activity of this sequence. Unexpectedly, the mean number of 
GFP(+) cells carrying the Alu-containing construct in both 
orientations (pAlu(5'-3')-RB1prom-GFP and pAlu(3'-5')
RB1prom-GFP) was higher than the one observed in 
pRB1prom-GFP cells (89 and 82%, pAlu-RB1prom vs. 71%, 
pRB1prom; Figure 1C, left, day 0). A similar trend was observed 
when analyzing mean fluorescence intensity (86 and 66, 
pAlu-RB1prom vs. 64, pRB1prom Figure  1C, right, day 0). 
Importantly, we  observed this regulatory effect in four 
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independent experiments, strongly suggesting that the AluSx 
sequence behaves as an enhancer element in this reporter assay. 
The increase in the number of GFP(+) cells irrespective of 
the Alu sequence orientation is an effect well-characterized 
for enhancer elements.

We have previously described the progressive epigenetic 
silencing of stably integrated transgenes over time in cell cultures 
(Dávalos-Salas et  al., 2011). Since the acquisition of epigenetic 
silencing can be  a time-dependent process, it was evaluated 
if the Alu element could still enhance transcription of the 
reporter gene despite their epigenetic silencing over time. 
Therefore, we  followed pools of cells with stable integrants for 
the pRB1prom-GFP and pAlu-RB1prom-GFP transgenes over 
60 days and quantified the number of GFP(+) cells. As expected 
for the RB1 gene promoter, we  observed a time-dependent 
reduction in the mean number of GFP(+) cells (71%, day 0 
vs. 52%, day 60) and mean fluorescence intensity (64, day 0 
vs. 50, day 60) indicative of epigenetic silencing of the RB1 
gene promoter as we have reported before (Dávalos-Salas et al., 
2011). Remarkably, the presence of the Alu sequence upstream 
of the RB1 gene promoter protected against epigenetic silencing. 
Accordingly, 92% of the pAlu-RB1prom-GFP cells were GFP(+) 
on day 60, in sharp contrast to just 52% GFP(+) cells containing 
the pRB1prom-GFP construct (Figure  1C, left). This effect is 
less evident at the level of mean fluorescence intensity, which 
is highly maintained in the pAlu-RB1prom-GFP cells during 
the first 25  days, and then decreases to the levels of 
pRB1prom-GFP cells (Figure  1C, right).

Finally, we  also evaluated the regulatory activity of the AluSx 
in cell clones with stably integrated constructs and analyzed them 
for 100  days of continuous cell culture. Consistent with our 
results in pools of cells, we  observed that the Alu sequence 
behaves as an enhancer and protects against epigenetic silencing 
although showing an increased variability, probably reflecting 
the effect of integration into different chromatin environments 
(Supplementary Figure S2). In summary, plasmid-based reporter 
assays suggest that the Alu sequence can act as an enhancer 
increasing the probability that more cells will become more 
transcriptionally active, opposed to promoting the number of 
transcription events in a specific population or acting as a protector 
against epigenetic silencing (Blackwood and Kadonaga, 1998).

In situ Deletion of the Intronic Alu 
Sequence Results in Changes in 
Transcription
To assess the in situ function of the AluSx element, we  employed 
the CRISPR-Cas9 system to generate a deletion of the Alu sequence 
in K562 cells. Using two sgRNAs targeting flanking sequences 
of the AluSx element, we generated a deletion of 353 bp (Figure 2A). 
After transfection, drug selection, and clonal dilution, we  isolated 
three homozygous clonal cell lines that showed two different 
molecular lesions (Figures  2B,C). The mutant clone ΔAlu-C1 is 
characterized by a deletion of 186  bp that removes 172  bp of 
the 3' region of the AluSx. In contrast, the mutant clones ΔAlu-C2 
and ΔAlu-C3 have a deletion of 460  bp that removes the Alu 
sequence completely, as well as an additional 150  bp  5' upstream 

of the repeat (Figure  2C and Supplementary Figure S2). Next, 
we  evaluated the effect of the deletion on the transcription of 
RB1 and the host gene Linc00441 of the deleted AluSx sequence. 
We  found that in the three mutant clones the transcription of 
RB1 gene is only marginally affected, showing a tendency toward 
an increase that did not reach statistical significance. Unexpectedly, 
Linc00441 expression was strongly upregulated; in particular, the 
increase was higher in the clones that lack the entire AluSx element 
(Figure 2D). Given our results in reporter constructs that suggest 
that AluSx possesses an intrinsic enhancer activity, the intragenic 
AluSx could be  acting as an intragenic enhancer of Linc00441, 
which attenuates the host gene expression. Similar observations 
have been made for intragenic enhancers of protein-coding genes 
in humans (Cinghu et  al., 2017).

Since Linc00441 has been involved in cancer (Tang et al., 2017), 
we  evaluated the effect of the AluSx element deletion on cell 
proliferation in mutant clones. The deletion of the AluSx element 
resulted in a decrease of K562 proliferation (Figure  2E). It is 
worth mentioning that when we  analyzed the effect that Alu 
removal had on our three mutant clones, we observed different 
behaviors between ΔAlu-C1 and ΔAlu-C2/ΔAlu-C3 both on 
the level of gene expression levels and cell proliferation.

It was proposed that Alu elements could also participate 
in transcription regulation by providing multiple TFBS when 
inserted in gene-rich regions (Polak and Domany, 2006). 
Therefore, we  carried out an analysis of TFBS on the AluSx, 
identifying the ones that remained intact in clone C1 and not 
in clones C2 and C3 (Supplementary Figure S3). As we expected, 
we  found several TFBS previously reported to be  enriched in 
Alu sequences (Norris et  al., 1995; Polak and Domany, 2006; 
Bouttier et  al., 2016). Interestingly, the six TFBS that were 
absent in clones C2 and C3 was SREBF1, ESR1, Gfi1b, CTCFL, 
VDR, and TFAP2C that could have an essential role for these 
AluSx functioning in transcriptional regulation of Linc00441.

Taken together, the in situ deletion of the AluSx sequence 
promotes the transcription of the Linc00441 gene, but not RB1 
gene, and importantly inhibits cell proliferation. This strongly 
suggests that Alu sequences can impact transcription and thereby 
change cellular phenotypes, such as cell proliferation.

DISCUSSION

Recent studies have revealed a link between Alu elements and 
the control of gene expression (Hanke et  al., 1995; Mallona 
et  al., 2016; Chen et  al., 2018). Many of these findings came 
from extensive computational analyses of genome-wide 
epigenomic and transcriptomic data (Goerner-Potvin and 
Bourque, 2018; Zhang et al., 2019); however, the direct functional 
testing of Alu sequences and their contribution repeat to gene 
regulatory networks have remained poorly explored.

Here, we  provide evidence that an Alu repeat can behave 
as an enhancer and protect against epigenetic silencing using 
reporter assays. Furthermore, partial deletion or the complete 
removal of the AluSx from its endogenous locus increases the 
transcription of its host lincRNA, affecting cell proliferation. 
These findings contribute to our understanding of the regulatory 

50

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles


Pérez-Molina et al. Alu Element Attenuates the Transcription

Frontiers in Genetics | www.frontiersin.org 6 August 2020 | Volume 11 | Article 928

A
B

C

D

E

FIGURE 2 | Functional contribution of AluSx to the Linc00441 expression levels. (A) Design of CRISPR/Cas9 mediated deletion of AluSx in the Linc00441-RB1 locus. 
The purple rectangle represents the Alu repeat. Scissors indicate the target sites of sgRNAs used to generate the deletion. The gray bar depicts the fragment amplified by 
the genotyping primers (arrows). (B) Genotyping of CRISPR mutant clones with deletions spanning the AluSx repeat. Expected wild type amplicon size, 844 base pairs 
(bp). Three CRISPR mutant clones ΔAlu-C1, ΔAlu-C2, and ΔAlu-C3 homozygous for two different deletions of the Alu repeat. (C) Schematic representation of CRISPR 
mutant clones ΔAlu-C1, ΔAlu-C2, and ΔAlu-C3 with deletions of the AluSx repeat. Pink rectangles represent the deleted sequence in each mutant. The electropherogram 
of the sequencing at the deletion breakpoints of ΔAlu-C2 and ΔAlu-C3 mutant clones is shown. Δ = the number of base pairs deleted in each CRISPR mutant clone. (D) 
Gene expression analyses of Linc00441 and RB1 gene by real-time quantitative PCR (RT-qPCR). Transcriptional quantifications in each CRISPR mutant compared to wild 
type using Linc00441 Exon 1 (upper graph) and RB1 (bottom graph) gene specific primers. Significant differences between wild type and CRISPR mutants were calculated 
using a t-test n = 3, **p < 0.01, ***p < 0.001. Error bars represent the standard deviation (SD) of three independent experiments at least (n = 3).  (E) Quantification of cell 
proliferation by a trypan blue cell counting assay. The graph shows the average viable cell numbers of three replicates counted for 4 days on the three CRISPR mutant 
clones (ΔAlu-C1, ΔAlu-C2, and ΔAlu-C3) compared to wild type.
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potential these primate-specific sequences have in gene expression 
on the human genome.

In this study, we  focused on the AluSx repeat located 
upstream  of the RB1 gene promoter and within Linc00441.  
The presence of this Alu repeat increases both the number of 
GFP-positive cells and the mean fluorescence intensity, suggesting 
that it acts as an enhancer element. In support of the 
aforementioned, a recent study analyzed genome-wide 
nucleosome occupancy, histone modification, and sequence 
motif features at Alu elements, concluding that Alu elements 
showed enhancer features (Su et  al., 2014). Interestingly, the 
effect of the AluSx was more evident in the increase of 
GFP-positive cells instead of the mean fluorescence intensity. 
This supports the idea that AluSx repeat increases the burst 
frequency of transcription according to the binary model, where 
enhancers increase transcriptional levels of associated promoters 
(Blackwood and Kadonaga, 1998). Of note, while our data 
using plasmid-based reporters to test the regulatory potential 
of the AluSx suggest an effect in transcription and protection 
against epigenetic silencing, we  cannot discard that the AluSx 
sequence, outside of its genomic context, could act as a 
non-specific DNA spacer that affect epigenetic silencing of the 
RB-1 promoter.

Although we  demonstrated the cis-regulatory effect of the 
Alu in reporter assays, these experiments are naturally limited 
by the fact that the repeat sequence is investigated independently 
of its native chromosomal context. Therefore, we  chose to 
determine its role in the regulation of its host and neighboring 
genes and its implications in cell proliferation, through a 
combination of CRISPR-Cas9 mediated deletions and gene 
expression analysis. Contrary to the classical function of an 
enhancer element, we observed in mutants lacking the AluSx 
sequence a significant increase in the expression of Linc00441, 
but not RB1. From this, we conclude that AluSx must attenuate 
its host gene expression as reported for intragenic enhancers 
of protein-coding genes in humans (Cinghu et  al., 2017). 
Notably, this attenuator effect was observed specifically for 
intragenic enhancer-containing genes with low-to-moderate 
expression levels in embryonic stem cells, reasoning that the 
enhancer’s dominant function is presumably the one of an 
attenuator at these genes.

A recent report raised another important aspect for enhancer 
activity of TE that depends on the cooperative action of 
multiple TFs, whose binding motifs appear to have been already 
present in the corresponding ancestral TE insertions (Sundaram 
et  al., 2017). We  performed an analysis of the motifs of TFBS 
present in the AluSx repeat element. We  found that many of 
the TFBS identified, are binding sites for nuclear factors, 
hormones ligands as well as other TFs related to differentiation 
processes, which correlates with motifs that have been reported 
to be  enriched on Alu sequences (Polak and Domany, 2006). 
Interestingly, we  found that six TFBS remain intact in the 
mutant that carry a partial deletion of the AluSx, probably 
related to the modest effect observed on expression and 
proliferation, compared with the mutants that have a complete 
removal of AluSx. Among these TFBS, we  identified binding 
motifs related with metabolic pathways (SREBF1; sterol 

biosynthesis), hormone response elements (ESR1 and VDR) 
and differentiation processes (Gfi1b in hematopoietic lineage 
and TFAP2C in early morphogenesis). Interestingly, we  also 
identified a TFBS for CTCF paralog (CTCFL) that can be related 
with the protective effect against epigenetic silencing observed 
to this AluSx. However, how these TFs are involved in the 
enhancer activity of this Alu repeat is currently unknown. 
Trying to identify differential contribution of each TFBS related 
to the attenuator activity may help to get a better understanding 
of this novel function of repeat elements.

Given the recent observations that Alu sequences present 
enrichment of histone post-translational modifications associated 
with enhancer elements or the binding of RNA Pol II/III in 
a tissue or cell-type-specific manner (Su et  al., 2014; Zhang 
et  al., 2019), it would be  of great interest to investigate the 
role of the AluSx in other cell-types. Such an experiment would 
inform on the presence of specific factors, such as cell-type 
specific transcription factors that impact the regulatory activity 
of an Alu sequence.

Further studies are required to investigate, on a genome-
wide scale, the net impact of intragenic Alu in lincRNA 
expression. Nevertheless, our findings suggest that these repeat 
elements may be  part of the complex machinery fine-tuning 
transcriptional regulation, highlighting the need for more 
functional assays to unravel the mechanisms of these 
enigmatic elements.
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SUPPLEMENTARY FIGURE S1 | Alu elements surrounding the Linc00441-
RB1 locus are enriched for TF binding sites and show enrichment for H3K9ac. 
(A) Genomic landscape surrounding the Linc00441-RB1 locus. Data derived from 
the UCSC Genome Browser. (B) Genomic landscape of the AluSx element 
upstream of the RB1 gene promoter and located in the intron 2 of Linc00441.  
(C) Genomic landscape of the AluJr element located in the intron 1 of RB1.

SUPPLEMENTARY FIGURE S2 | The intrinsic regulatory effect of AluSx on a 
promoter. (A) Representative flow cytometry profiles of K562 cellular pools 
expressing the transgenes described in Figure 1B after 0, 15, 30, 45, and 60 

days of continuous cell culture. (B) Schematic workflow of the isolation of 
individual cell lines carrying each one of the transgene reporter constructs. 
Fourteen cell independent clones were isolated after selection and the integrity of 
transgenes in each cell line was confirmed by PCR and Southern blotting (data 
not shown). Fourteen independent clones from each GFP-transgene were 
analyzed by FACS at different time points (Day 0, Day 15, Day 30, Day 45,  
Day 60, Day 80, and Day 100) of continuous cell culture (Source icons 
©Biorender.com). (C) Amplification using three different primer pairs (depicted as 
blue, green, and orange arrows) was performed on genomic DNA obtained from 
each cell line. The blue and green primers were used to verify the integrity of the 
transgenes. Single and multi-copy integrants were determined using the orange 
primers. The expected amplicon lengths are indicated below the arrows. At the 
bottom a representative gel for the three PCRs is shown. (D) Boxplots that 
summarize the expression of the GFP reporter gene in the 14 isolated cell lines 
(n = 14) obtained for each construct over time. The percentage (%) of fluorescent 
cells (upper graph) and the mean fluorescence intensity (bottom graph) 
determined by flow cytometry are shown. Significant differences between the 
different constructs were calculated using a Mann-Whitney test, with confidence 
level set as 95%. **p < 0.01.

SUPPLEMENTARY FIGURE S3 | Analysis of motifs in AluSx and their removal 
in CRISPR mutants. Schematic representation of the region (chr13: 48,874,274-
48,874,960) that contains the AluSx element upstream of the RB1 gene 
promoter. Light purple rectangles represent the deleted region in each mutant 
(top panel). Motif binding sites in AluSx (chr13: 48,874,474-48,874,760) by 
MEME (p < 0.0001) are shown as boxes in light purple. Highlighted region in pink 
corresponds to the non-deleted sequence in the ΔAlu-C1 mutant allele, with a 
partial deletion of the AluSx, containing six TFBS (middle panel). Logo motifs 
from each TFBS with their corresponding p are shown (bottom panel).
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Heterochromatin is a constituent of eukaryotic genomes with functions spanning from
gene expression silencing to constraining DNA replication and repair. Inside the nucleus,
heterochromatin segregates spatially from euchromatin and is localized preferentially
toward the nuclear periphery and surrounding the nucleolus. Despite being an abundant
nuclear compartment, little is known about how heterochromatin regulates and
participates in the mechanisms driving genome organization. Here, we review pioneer
and recent evidence that explores the functional role of heterochromatin in the formation
of distinct chromatin compartments and how failure of the molecular mechanisms
forming heterochromatin leads to disarray of genome conformation and disease.

Keywords: heterochromatin, genome organization, phase separation, chromatin compartments, lamins

INTRODUCTION

While working on cytological preparations of liverwort chromosomes, botanist Emil Heitz coined
the term ’heterochromatin’ to distinguish regions that remained strongly stained throughout the
cell cycle from those that became invisible during interphase (Heitz, 1928). Due to its highly
compacted state, Heitz hypothesized that heterochromatin zones were genetically inactive, laying
the foundations to study the interplay between chromatin compaction and gene expression
regulation (Berger, 2019).

The first link between gene silencing and heterochromatin came from observations made by H.
J. Muller in the fruit fly. He identified a series of X-ray induced chromosome rearrangements that
caused a variegated phenotype in the pigmentation of the fly’s eyes due to white gene expression
inactivation, without alterations in the gene sequence (Muller, 1930; Muller and Altenburg, 1930).
Schultz (1936) later demonstrated that this inactivation resulted from relocation of the gene into
proximity of a heterochromatic region, suggesting that heterochromatin could influence gene
activity (Schultz, 1936). Subsequent research on heterochromatin formation de novo during cell
differentiation prompted the idea of a dynamic state of chromatin compaction that is responsive
to developmental and environmental cues and the distinction between constitutive and facultative
heterochromatin (Brown, 1966).

Transposable elements were the first genetic elements identified within heterochromatin
that require silencing in a healthy cell (McClintock, 1951). Similarly, silenced satellite repeated
sequences were mapped to the pericentromeric regions of chromosomes, providing further
evidence of heterochromatin comprising a repressive compartment (Britten and Kohne, 1968;
Jones, 1970).

The following decades were marked by important breakthroughs characterizing mechanisms
underlying gene inactivation, mainly, DNA methylation (Holliday and Pugh, 1975; Riggs, 1975),
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nucleosome composition and post-translational histone
modifications (Kornberg and Thomas, 1974; Brownell et al.,
1996; Luger et al., 1997). In the following years and up to
today, extensive molecular profiling of heterochromatin
has been possible through chromatin immunoprecipitation
(ChIP) technologies (Nakayama et al., 2001; Boyer et al., 2006;
Li and Zhou, 2013).

In the last decade, an increasing amount of evidence has
shown that the nuclear location of DNA sequences coincides with
particular transcriptional states. Heterochromatin aggregates in
discrete bodies inside the nucleus and at the nuclear periphery,
and repositioning of a gene from the nuclear periphery toward
the interior often correlates with changes in its expression levels
(Kosak et al., 2002; Pickersgill et al., 2006).

Furthermore, the development of Chromosome
Conformation Capture technologies, in particular Hi-C,
based on the proximity-dependent ligation and sequencing
of restricted DNA fragments confirmed that the genome
is indeed spatially partitioned in chromatin compartments
corresponding to euchromatin and heterochromatin and led
to the discovery of Topological Associated Domains (TADs),
which have an important role delimiting functional interactions
between distant regulatory elements and genes regulating their
expression (Lieberman-Aiden et al., 2009; Dixon et al., 2012;
Rao et al., 2014).

However, there are still many questions on how
heterochromatin can restrain or promote specific DNA
interactions and contribute to the formation of distinct
chromatin domains and compartments. In this review, we
address stimulating current evidence that implies an active role
of heterochromatin in 3D genome organization establishment
and maintenance and the proposed molecular mechanisms of
heterochromatin mediated structure in health and disease.

HETEROCHROMATIN TYPES AND
ESTABLISHMENT

Heterochromatin is categorized into two major types,
constitutive and facultative. Constitutive heterochromatin
(CH) refers to condensed regions that are consistently silenced
in all cell types of an organism and comprises pericentromeric
and telomeric repeated sequences, transposons and some gene-
poor regions of the genome. CH is molecularly defined by the
presence of H3K9me3, a modification carried out by the histone
methyltransferases (HMT) Suv39h in mammals, Su(var)3-9 in
Drosophila and Clr4 in yeast (Rea et al., 2000; Peters et al., 2001).
These HMTs are able to self-propagate heterochromatin since
they recognize H3K9me3 and methylate adjacent nucleosomes
(Al-Sady et al., 2013; Muller et al., 2016). Heterochromatin
protein 1a (HP1a) in Drosophila and its orthologs in mammals
(HP1α) and S. pombe (Swi6) are composed by two domains
separated by a hinge region: an N-terminal chromodomain that
binds H3K9me3 and a C-terminal chromo-shadow domain
that serves as a platform for HP1 dimerization and binding of
numerous chromatin-modifying proteins and components of
the nuclear envelope thus promoting heterochromatin spreading

through large domains (Kwon and Workman, 2008; Eissenberg
and Elgin, 2014).

Facultative heterochromatin (FH) consists of cell-type-specific
heterochromatic regions that retain their potential to switch
into euchromatin under certain cues and is frequently present
at developmental genes. FH is marked by the presence of the
Polycomb repressive complexes 1 and 2 (PRC1 and PRC2),
the latter being responsible for the deposition of H3K27me3, a
histone mark associated with FH (Cao et al., 2002).

Although it is referred to as a repressive compartment,
there is still low RNA synthesis in heterochromatin and RNA
molecules are required to recruit the machinery necessary
for heterochromatin formation. Some examples are: siRNAs
processed from pericentromeric sequences in S. pombe and the
long non-coding RNA Xist from the mammalian X chromosome
are required for gene inactivation (Volpe et al., 2002; Chu
et al., 2015). Also major satellite repeat transcripts sequester
HP1α to promote heterochromatin maturation in mESC (Novo
et al., 2020). Finally, piwi-interacting RNAs (piRNAs), small
RNAs involved in post-transcriptional silencing of transposons
in the animal’s germline, arise from clusters of repeated elements
embedded in heterochromatin (Brennecke et al., 2007; Aravin
et al., 2008) and their transcription is enforced by the HP1
variant Rhino dependent recruitment of transcription factors in
Drosophila (Andersen et al., 2017).

In S. pombe, heterochromatin maintenance is regulated by
RNA in a dosage-dependent manner as both overexpression and
depletion of RNAse H disrupt heterochromatin (Nakama et al.,
2012). Similarly, defects in RNA decapping and degradation in
cells lacking Caf1, a member of the Cccr4-Not complex, provoke
transcriptional activation of subtelomeric regions and a decrease
in H3K9me2 at CH loci (Bronner et al., 2017). Depletion of
components of the Cccr4-Not complex also cause derepression
of transposons in Drosophila and C. elegans (Fischer et al., 2013;
Morgunova et al., 2015; Kordyukova et al., 2020) and RNAseA
treatment alters heterochromatin stability and localization in
mice (Thakur et al., 2019). Thus, RNA-mediated regulation might
be a conserved mechanism to maintain heterochromatin stability.

The mechanisms involved in heterochromatin formation,
spread and maintenance are complex and act coordinately
to assure gene expression silencing. The detailed molecular
signals that trigger heterochromatin formation de novo have not
been fully characterized, hence further studies are needed to
define the function of new actors implicated in heterochromatin
remodeling leading to better understanding of, or even control
of, its formation.

EMERGING FUNCTION OF
HETEROCHROMATIN IN GENOME
TOPOLOGY

Heterochromatin Positioning Within the
Cell Nucleus
Electron microscopy images of the cell nucleus prompted the
idea of heterochromatin forming large-scale compartments
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occupying distinct positions, particularly at the nuclear
periphery and around the nucleolus. These genomic domains
have been named Lamina-Associated Domains (LADs) and
Nucleolus-Associated Domains (NADs) respectively and suggest
a relationship between heterochromatin positioning and gene
expression regulation.

LADs are defined as chromatin regions associated with
components of the nuclear envelope that tether them to the
nuclear periphery. They are rich in H3K9me2/3 and have low
gene density and/or lowly expressed genes (Guelen et al., 2008).
In mammalian cells, LADs are present in all chromosomes
and can make up to 30% of the genome, comprising a major
heterochromatin compartment (Meuleman et al., 2013).

Although the mechanisms of LAD formation remain unclear,
it seems to depend on the activity of adapter proteins able to
bind H3K9me2/3 and interact with components of the nuclear
envelope. HP1α, for example, binds the Lamin B Receptor (LBR)
and both Lamin A and B in mammals. In C. elegans CEC-
4 protein localizes stably in the nuclear envelope and binds
directly to H3K9me (Ye and Worman, 1996; Gonzalez-Sandoval
et al., 2015; Gesson et al., 2016). Accordingly, elimination of
the genes encoding Lamin A/C, LBR, or CEC-4 result in LAD
disruption, heterochromatin mislocalization and in some cases
aberrant gene transcriptional activation (Solovei et al., 2013;
Gonzalez-Sandoval et al., 2015).

Heterochromatin positioning in the interphase nucleus is, to
some extent, influenced by the chromosome arrangement during
cell division. Centromeres and telomeres cluster on opposite sides
of the nuclear periphery in plants, yeast, and Drosophila (Cowan
et al., 2001). This distribution is termed Rabl configuration
and depends on the association between the centromeres and
microtubules of the cytoskeleton and seems to preserve the
chromosome orientation observed in anaphase (Jin et al., 2000;
Therizols et al., 2010). In mammals, the lamina-associated
polypeptide LAP2α binds chromosomes during anaphase and
mediates LADs re-assembly in concert with other proteins of the
nuclear envelope (Samwer et al., 2017).

Notably, heterochromatin sequestering to the nuclear
periphery is also responsible for the conventional segregation
pattern of euchromatin and heterochromatin. Rod photoreceptor
cells of nocturnal mammals have an inverted nuclear architecture
with euchromatin located at the periphery and heterochromatin
at the center (Figure 1A; Solovei et al., 2009). In mouse rod
cells, this unique chromatin distribution pattern is due to the
downregulation of LBR expression around post-embryonic
day 14 and absence of Lamin A/C expression (Solovei et al.,
2009, 2013). Transgenic expression of LBR is sufficient to
restore the conventional architecture in these cells, highlighting
the importance of heterochromatin tethering as a large-
scale organizing mechanism (Solovei et al., 2013). A similar
segregation pattern is observed in human neutrophils where
after Lamin B1 downregulation most of the accessible genome
is located at the nuclear periphery, serving as focal points
for global chromatin opening during NETosis (Chen et al.,
2016). Heterochromatin segregation from euchromatin and its
tethering to the nuclear lamina are therefore able to instruct
global nuclear architecture.

A recent study explored the mechanisms underlying the
inversion of heterochromatin positioning on mouse thymocytes
before and after the deletion of LBR through Hi-C (Falk
et al., 2019). Chromatin segregation can be observed in Hi-C
interaction matrices since regions that share the same chromatin
state tend to interact with each other frequently, forming
distinguishable euchromatic and heterochromatic compartments
(Lieberman-Aiden et al., 2009). Interestingly, relocating
heterochromatin to the nuclear center after LBR depletion does
not alter genome compartmentalization (Falk et al., 2019), hence
the spatial segregation of euchromatin and heterochromatin
probably depends on a higher affinity between regions with the
same epigenetic marks rather than heterochromatin tethering to
the nuclear periphery. A computational model that represents
chromosomes as polymers of euchromatin, FH and CH, allowed
measuring the effect of different affinities between chromatin
states in the nuclear organization in order to reproduce the
compartmentalization observed in Hi-C data and the inverted
chromatin organization in LBR-null thymocyte microscopy (Falk
et al., 2019). This model demonstrated that both the normal
and the inverted architecture observed in LBR-null thymocytes
are reproduced if CH regions exhibit a high affinity among
themselves, whereas interactions between euchromatin regions
are dispensable (Falk et al., 2019).

These findings show that heterochromatin-driven interactions
are sufficient to determine global organization of the genome
within the cell nucleus and alteration of heterochromatin
positioning leads to dramatic reorganization, opening exciting
new questions in the field as the exact mechanisms that mediate
the highly frequent interactions between heterochromatin are
largely unknown.

The nucleolar periphery constitutes a smaller heterochromatin
compartment formed by NADs. NADs are enriched in satellite
repeat clusters, inactive rDNA repeats, H3K9me3 repressed genes
and some developmentally regulated genes rich in H3K27me3
(Vertii et al., 2019). Sequencing of DNA located around the
nucleolus showed that some of these regions can alternate
their location between NADs and LADs if one heterochromatic
compartment is disrupted in order to maintain gene repression
(van Koningsbruggen et al., 2010; Ragoczy et al., 2014), hence
both heterochromatic compartments may be, to some extent,
functionally redundant.

Heterochromatin positioning to the nucleolar periphery
is mediated by nucleophosmins 1/2, as knockout of these
proteins causes heterochromatin disruption and produces
aberrant nucleolar morphology accompanied by transcriptional
deregulation of ribosomal genes (Burns et al., 2003; Holmberg
Olausson et al., 2014). Therefore, heterochromatin organization
and stability not only assure proper gene regulation but assist
genome large-scale organization and formation of subnuclear
specialized compartments such as the nucleolus.

Chromatin Compartments and Phase
Separation
As stated previously, the spatial segregation of heterochromatin
can be recovered in Hi-C data. Chromatin compartments were
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FIGURE 1 | Distinct types of heterochromatin-driven genome organization. (A) Constitutive heterochromatin (red) tethering to the nuclear lamina forms LADs and
instructs the conventional organization of the genome with euchromatin (green) located at the center of the nucleus adjacent to facultative heterochromatin (blue).
Loss of heterochromatin tethering causes heterochromatin repositioning and inversion of the conventional organization in rod cells and the formation of SAHF in
oncogene-induced senescence. (B) The chromodomain (CD) of HP1α recognizes and binds H3K9me3 histone mark. HP1α-bound heterochromatin comes together
after local accumulation of HP1α promotes phase-separation mediated by its unstructured regions in the N-terminal (NTE), hinge and C-terminal (CTE) domains.
Phase separation favors the exclusion of the transcriptional machinery from the heterochromatic phase and the inclusion of other heterochromatic factors.
(C) RING1B, a member of PRC1, structures long-range interactions between promoters of Polycomb-repressed genes. Loss of RING1B causes loop disruption and
concomitant gene activation.

initially visualized in 1-Mb resolution Hi-C matrices as a
characteristic plaid pattern of long-range interactions that reflect
how euchromatic and heterochromatic regions interact with
themselves forming two distinct genome-wide compartments
(Lieberman-Aiden et al., 2009). Compartment A is enriched

in actively transcribed genes, open chromatin and activating
epigenetic marks like H3K36me3, H3K27ac and H3K4me3,
whereas compartment B correlates with heterochromatic marks
(Lieberman-Aiden et al., 2009). Identification of compartments
in high-resolution heat maps showed that A/B compartments
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can be further subdivided into six smaller subcompartments
each with particular chromatin modification signatures (Rao
et al., 2014). Resolving the radial position of the genome by
gradual chromatin digestion from the nuclear lamina toward
the center coupled with sequencing, confirmed that euchromatic
subcompartments are located more centrally than the H3K27me3
rich subcompartment, while the CH is retained at the nuclear
periphery (Girelli et al., 2020). Thus, despite belonging to the
same heterochromatic compartment, FH and CH can selectively
mediate long-range chromatin interactions, reinforcing the idea
that shared chromatin marks mediate chromatin segregation.

The molecular mechanisms responsible for chromatin
compartmentalization have not been fully determined, however,
recent evidence suggests that some chromatin components
are able to induce Liquid-Liquid Phase Separation (LLPS) that
results in the formation of supramolecular liquid droplets
(i.e., chromatin compartments) immersed in a different, more
diluted phase (i.e., the nucleoplasm), like oil droplets in water
(Banani et al., 2017). Proteins with low complexity intrinsically
disordered domains (LCDR) are able to form multivalent weak
interactions among several partners that promote and stabilize
LLPS (Erdel and Rippe, 2018).

HP1α is one of the best examples of a chromatin component
able to phase-separate and drive LLPS of human, mouse
and Drosophila heterochromatin (Larson et al., 2017; Strom
et al., 2017). HP1α possesses unstructured regions in the
N-terminal tail and the hinge domain can form liquid droplets
in vitro and liquid-like droplets in vivo and can nucleate
and fuse with other droplets as heterochromatin maturates,
providing a novel mechanism of heterochromatin spreading
(Strom et al., 2017). Moreover, HP1α droplets can selectively
favor the inclusion of fluorescent-tagged HP1 interacting
proteins into the heterochromatic phase while excluding
others (Figure 1B; Larson et al., 2017), which raises the
possibility that phase separation contributes to heterochromatin
compartmentalization and stability. However, in vivo HP1α

clusters do not show all the expected characteristics of liquid
condensates as they do not have a round shape and are only
partially susceptible to 1,6-hexanediol, an aliphatic alcohol that
disrupts weak hydrophobic interactions (Strom et al., 2017), thus
further studies are required to determine if these clusters are
stabilized through LLPS or other phase separation mechanisms
(Erdel et al., 2020).

Expression of an HP1α mutant that cannot be phosphorylated
at the N-terminal tail or mutation of a lysine patch present
in the hinge domain, reduce droplet formation (Larson et al.,
2017). However, the effect of phase separation disturbance on
chromatin compartmentalization has not been addressed. The
identification of HP1α mutants that do not phase-separate
may prove useful to study the role of heterochromatin LLPS
in gene expression regulation, chromatin compartmentalization
and heterochromatin assembly and stability.

Microscopy studies have proved that Polycomb-bound FH
tends to aggregate in discrete foci, named Polycomb bodies
(Cheutin and Cavalli, 2014). Interestingly, Chromobox 2 (CBX2),
a member of the canonical PRC1 complex, has a LCDR domain
that promotes phase separation in vivo and forms condensates

with liquid-like properties (Tatavosian et al., 2019). Moreover,
point mutations on the LCDR ablates Polycomb body assembly in
NIH3T3 fibroblasts (Plys et al., 2019). Of note, other members of
the CBX family are not able to phase-separate, which implies that
the composition of PRC1 can regulate Polycomb body formation
(Plys et al., 2019). In a different study, Polycomb bodies were
disrupted after mutation of the sterile alpha motif of the PRC1
protein Polyhomeotic, which has not been shown to phase-
separate (Wani et al., 2016). Thus formation of Polycomb bodies
depends to a certain extent on LLPS.

Phase separation is a promising candidate to explain genome-
wide compartmentalization as it has been shown to promote
the condensation of chromatin regions with the same epigenetic
marks, however, the principles of chromatin phase separation
remain poorly understood as are the functional consequences
of disturbing these phases. Whether heterochromatin LLPS
is sufficient to induce global chromatin compartmentalization
or whether it acts coordinately with other proteins or RNA
belonging to the heterochromatin or euchromatin compartments
is still unknown. In fact, there is evidence of LLPS properties in
transcriptional factory assembly in vivo driven by interactions
between the LCDR present in the CTD of RNA Pol II and
transcription factors, though these interactions are short-lived
(Chong et al., 2018).

Recent studies pointed out that genome compartmentalization
can be regulated by cohesin, a protein involved in chromatin
looping and TAD formation together with CTCF in mammalian
cells (Haarhuis et al., 2017; Schwarzer et al., 2017). Hi-
C experiments in mouse hepatocytes lacking the cohesin-
loading factor Nipbl show an enhanced plaid pattern and
compartmentalization and genome-wide loss of TAD structures
(Schwarzer et al., 2017). Furthermore, cohesin removal in mESC
enhances interactions between regions enriched in H3K27me3
and occupied by PcG proteins (Rhodes et al., 2020). In a study
carried out in human HAP1 cells, increased cohesin association
with DNA caused by knockout of the cohesin releasing factor
WAPL, weakened genome compartments as noted by a fainted
plaid pattern in Hi-C matrices and a decrease in far-cis
interactions (Haarhuis et al., 2017). The observed strengthening
of genome compartments after Nipbl depletion cannot be
attributed to the loss of TAD organization since compartments
remain unchanged after TAD loss caused by CTCF degradation
in an auxin-inducible degron system in mESC (Nora et al., 2017).
Cohesin antagonizes chromatin compartmentalization possibly
restricting or altering the stability of heterochromatin-driven
phase separation although the contribution of other mechanisms
cannot be out ruled.

Heterochromatin-Driven Chromatin
Interactions
As previously stated, regions of Polycomb-bound
heterochromatin can interact despite being located a significant
linear distance apart to form PcG clusters. There are numerous
examples of long-range loops between Polycomb-repressed
regions that suggest Polycomb complexes can mediate
chromatin interactions (Bantignies et al., 2011; Wani et al., 2016;
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Kundu et al., 2018). Recent evidence has revealed Polycomb-
mediated long-range interactions between regions enriched in
H3K27me3 that appear to be independent of cohesin and CTCF
and finely regulated during development (Kundu et al., 2018; Du
et al., 2020; Rhodes et al., 2020). Thus heterochromatin-driven
genomic interactions, formed by possibly different mechanisms
than the loop-extrusion model, act as important regulators of
gene expression during development.

Promoter capture Hi-C of mESC showed a prominent
network of long-range promoter-promoter interactions mediated
by RING1B, a member of PRC1, with enriched interactions
between the Hox gene clusters and genes encoding important
developmental transcription factors rich in bivalent chromatin
marks (Schoenfelder et al., 2015). RING1A/1B knockout
abrogated this promoter network and caused gene expression
upregulation, indicating that this global PRC1-dependent
promoter network contributes to maintaining the silent state
of developmentally regulated genes (Figure 1C; Schoenfelder
et al., 2015). The strength of these interactions decreases
during neuronal differentiation, as does RING1B occupancy,
highlighting its implication regulating developmental processes
(Bonev et al., 2017).

High-resolution Hi-C experiments in hematopoietic stem
progenitor cells identified a group of long-range interactions
between regions up to 117 Mb apart (Zhang et al., 2020).
Conversely, the anchors of these interactions consist of regions
with low levels of DNA methylation and are highly enriched in
H3K27me3 with little or no detectable CTCF enrichment and are
sensitive to H2K27me3 levels (Zhang et al., 2020), representing
a class of interactions distinct from the ones mediated by CTCF
and cohesin. These interactions are not present in differentiated
cells and their disruption can alter the expression of nearby genes
suggesting they may have a role in multipotency maintenance
(Zhang et al., 2020).

Given the diversity of PcG proteins and their role in
developmental processes, Polycomb-mediated interactions have
emerged as topological regulators with major implications in
cell-fate decisions. The mechanisms that underlie PcG mediated
interactions however, are poorly understood. It will be interesting
to evaluate the ability of other PcG proteins to mediate genomic
interactions and/or phase-separate to expand our current
knowledge on the mechanisms and functional importance of
heterochromatin organization.

CHANGES IN HETEROCHROMATIN
ORGANIZATION IN AGING AND DISEASE

Senescence-Associated
Heterochromatin Foci
Oncogene-induced senescence (OIS) is accompanied by
large-scale rearrangements of heterochromatin positioning
forming nuclear structures known as Senescence-Associated
Heterochromatin Foci (SAHF) (Narita et al., 2003). SAHF
are heterochromatic domains with a distinctive organization
consisting of a core of CH enriched in H3K9me3 and HP1

proteins encircled by a ring of FH rich in H3K27me3 (Figure 1A;
Chandra et al., 2012). Other proteins shown to accumulate
in SAHF are the histone variant macroH2A and the High-
Mobility Group A (HMGA) proteins (Zhang et al., 2005; Narita
et al., 2006). SAHF formation is largely diminished using
shRNAs against HMGA1 or HMGA2, allowing cells to bypass
senescence, thus SAHF are thought to aid cell-cycle arrest
(Narita et al., 2006).

Notably, ChIP-seq experiments in growing and senescent
cells showed that the distribution of H3K9me3 and H3K27me3
histone marks remain largely unchanged after OIS, thus SAFH
formation reflects changes in the spatial positioning of pre-
existing heterochromatin (Chandra et al., 2012). SAFH contain
heterochromatic late-replicating regions with high A-T content
that correspond to identified LADs (Chandra et al., 2015),
consistent with the observed decrease in Lamin B1 levels in
senescent cells (Shah et al., 2013). Moreover, a polymer model
similar to the one used by Falk et al. (2019) predicts that SAHF
establishment requires a high affinity among heterochromatic
regions and a weak association between the nuclear lamina
and chromatin (Chiang et al., 2019). Therefore SAFH form
by heterochromatin-driven interactions between LADs detached
from the nuclear periphery during senescence. Of note, ectopic
expression of a dominant-negative form of HP1β unable to bind
chromatin and that depletes all endogenous HP1 proteins from
chromatin did not prevent SAFH formation (Zhang et al., 2007),
hence the mechanisms driving SAFH assembly are probably
different from HP1α-mediated phase separation.

Hi-C experiments conducted in growing and senescent cells
showed that although TADs are conserved after senescence
induction, the domains within SAHF lose insulation strength and
interactions inside the TADs are reduced whereas interactions
between distant heterochromatic regions are enhanced, thus the
regions contained inside the SAHF experience local remodeling
of their interactions landscapes (Chandra et al., 2015; Iwasaki
et al., 2019). Whether these topological changes are related to
changes in the levels of chromatin-bound CTCF or cohesin
remains to be tested. Furthermore, a subset of genes activated
upon OIS are located adjacent in the linear genome to regions
that form SAHF and depend on SAHF formation to engage
in TSS-TSS interactions that enhance their transcription (Sati
et al., 2020), therefore heterochromatin repositioning during
senescence causes upregulation of nearby genes by altering their
interaction profiles.

OIS triggers extensive heterochromatin reorganization inside
the nucleus and SAHF formation. Some cells are able to bypass
senescence after SAHF disruption (Narita et al., 2006) and it
has been suggested that SAHF ensure oncogene silencing and
proper activation of senescence genes (Iwasaki et al., 2019; Sati
et al., 2020) underscoring the importance of heterochromatin-
mediated organization in the senescent phenotype.

Heterochromatin Disorganization in
Laminopathies
Laminopathies are a group of heterogeneous genetic diseases
caused by mutations of the genes encoding nuclear lamins

Frontiers in Cell and Developmental Biology | www.frontiersin.org 6 September 2020 | Volume 8 | Article 57913760

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-08-579137 September 16, 2020 Time: 15:12 # 7

Penagos-Puig and Furlan-Magaril Heterochromatin Drives Genome Architecture

that cause lamin mislocalization, abnormal nuclear morphology
and defects in chromatin organization which has led to
the postulation of distinct non-mutually exclusive structural
and transcriptional mechanisms responsible for laminopathies
(Osmanagic-Myers and Foisner, 2019).

Heterochromatin detaches from the nuclear lamina in
cells derived from patients with Hutchinson-Gilford Progeria
Syndome (HGPS), a premature aging disorder caused by a
mutation in LMNA that results in a form of Lamin A with
an internal deletion of 50 amino acids (Eriksson et al., 2003).
Furthermore, a decrease in heterochromatin marks is observed
in HPGS cells before any detectable changes in the nuclear
shape, which leads to transcriptional activation of normally
repressed regions suggesting that HGPS cells fail to maintain
heterochromatin identity and positioning contributing to the
premature aging in HPGS patients (Shumaker et al., 2006;
McCord et al., 2013).

Hi-C matrices of HGPS cells show a striking global loss of
chromatin compartments and segregation, in agreement with
the absence of heterochromatic clusters observed under the
microscope (McCord et al., 2013). Interestingly the loss of
chromatin compartmentalization cannot be explained solely by
LAD detachment since both rod and OIS cells show chromatin
compartments despite lacking heterochromatin tethering to the
nuclear lamina (Chandra et al., 2015; Falk et al., 2019). Further
investigation of the nuclear architecture of progeroid cells may
unveil novel mechanisms driving chromatin segregation.

Chromatin segregation is also affected in Drosophila S2
cells after siRNA-mediated knockdown of the B-type lamin
Dm0, which causes detachment and transcriptional activation
of LADs (Ulianov et al., 2019). Expression of an N-terminally
truncated version of Lamin C, the only A-type lamin in the
fruit fly, or mutants modeled after the disease-causing forms of
LMNA in humans resulted in alterations in nuclear morphology
and muscle defects resembling the phenotype of muscular
laminopathies (Schulze et al., 2009; Dialynas et al., 2010). This
suggests that the pathological processes triggered after lamin loss
and chromatin disorganization are conserved to some extent
between Drosophila and mammals.

CLOSING REMARKS

Besides its role in gene expression silencing, heterochromatin
plays an important role in 3D genome organization
instructing the global positioning of the genome and
the formation of chromatin compartments via strong
interactions between heterochromatic regions and LLPS,
though an extensive characterization of the factors able to
induce and regulate heterochromatin LLPS is still needed.
Heterochromatin factors also mediate long-range interactions
independent of CTCF and cohesin, providing a mechanism
of chromatin folding that regulates gene expression. Further
work on the interplay between heterochromatin-driven
organization and other known structural proteins may
uncover new principles of genome organization that expand
our current understanding of the forces driving chromatin
segregation and structure.
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Cellular commitment and differentiation involve highly coordinated mechanisms by which 
tissue-specific genes are activated while others are repressed. These mechanisms rely 
on the activity of specific transcription factors, chromatin remodeling enzymes, and higher-
order chromatin organization in order to modulate transcriptional regulation on multiple 
cellular contexts. Tissue-specific transcription factors are key mediators of cell fate 
specification with the ability to reprogram cell types into different lineages. A classic 
example of a master transcription factor is the muscle specific factor MyoD, which belongs 
to the family of myogenic regulatory factors (MRFs). MRFs regulate cell fate determination 
and terminal differentiation of the myogenic precursors in a multistep process that 
eventually culminate with formation of muscle fibers. This developmental progression 
involves the activation and proliferation of muscle stem cells, commitment, and cell cycle 
exit and fusion of mononucleated myoblast to generate myotubes and myofibers. Although 
the epigenetics of muscle regeneration has been extensively addressed and discussed 
over the recent years, the influence of higher-order chromatin organization in skeletal 
muscle regeneration is still a field of development. In this review, we will focus on the 
epigenetic mechanisms modulating muscle gene expression and on the incipient work 
that addresses three-dimensional genome architecture and its influence in cell fate 
determination and differentiation to achieve skeletal myogenesis. We will visit known 
alterations of genome organization mediated by chromosomal fusions giving rise to novel 
regulatory landscapes, enhancing oncogenic activation in muscle, such as alveolar 
rhabdomyosarcomas (ARMS).

Keywords: MyoD, myogenic regulatory factors, satellite cells, myogenesis, muscle regeneration

INTRODUCTION

Skeletal Muscle Commitment and Differentiation: The Pioneer 
Factor Pax7
During development, progenitors are specified by the action of specific genes that establish 
the cellular fate of a plethora of cell lineages. Being the most abundant tissue in the vertebrate 
body, skeletal muscle plays a major role in physiological functions, such as locomotion, breathing, 
and energy metabolism (Morrison et al., 2008). In response to disease or injury, postnatal skeletal 
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muscle has the remarkable ability to regenerate. This regenerative 
capacity of skeletal muscle relies on a subpopulation of cells, 
termed satellite cells that function as muscle stem cells. Satellite 
cells are marked by Pax3 and Pax7 expressions, regulators that 
belong to the Paired box DNA binding proteins. Pax proteins 
are divided into subgroups which Pax3 and Pax7 share due 
to their very similar roles in organ specification as well as 
similar binding targets (Seale et  al., 2000; Kuang et  al., 2006). 
Pax3 and Pax7 are two transcription factors essential for 
myogenesis as their ectopic expression alone is sufficient to 
induce a myogenic fate in mouse embryonic stem cell, and 
facilitate engraftment into muscle after transplantation (Darabi 
et  al., 2011). Although Pax3 and Pax7 are co-expressed during 
embryonic development, in postnatal myogenesis, their function 
is significantly different (Kuang et al., 2006; Relaix et al., 2006). 
The most striking difference is that Pax7-null mice display 
severe characteristics such as a 50% reduction in weight compared 
to their wildtype counterparts and a reduction in muscle fiber 
size. Most importantly, Pax7-null mice do not possess satellite 
cells, leading to their death around the 2-week mark due to 
a lack of muscle regeneration and lack of functioning diaphragm 
(Seale et  al., 2000). On the contrary, Pax3 was shown to 
be dispensable for the adult satellite cell function (Relaix et al., 
2006). Pax7 is undoubtedly a master regulator of early myogenesis 
as its expression is essential for satellite cell and myoblast cell 
cycle progression and proliferation. Molecular differences on 
the function of Pax3 and Pax7 may be  partially explained by 
their respective affinities for a DNA binding site. Indeed, by 
over-expressing TAP-tagged Pax3 and Pax7 constructs into 
mouse primary myoblasts, Soleimani et al. (2012a) generated 
a genome-wide Pax3 and Pax7 binding repertoire, where 
important differences arose. For instance, they reported that 
Pax7 binds nearly 52,600 sites, whereas Pax3 binds to 4,648 
sites in the genome. In addition, they reported co-binding at 
1,200 genomic sites. Mechanistically, these differences in the 
number of binding sites were attributed to the dominant ability 
of Pax7 over Pax3 to recognize the element – TAAT – at its 
cognate binding site, through its homeodomain (Soleimani et 
al., 2012a). Therefore, while Pax3 binds a subset of Pax7 target 
genes that are mainly involved in the regulation of embryonic 
functions and maintenance of an undifferentiated phenotype, 
Pax7 specifically activates genes involved in the maintenance 
of adult satellite cell phenotype, from the regulation of 
proliferation to inhibition of differentiation (Soleimani et al., 
2012a; Hernández-Hernández et al., 2017). Despite this emerging 
genomic characterization of Pax7 and Pax3, there is no further 
biological insight into the mechanistic function of these two 
factors over chromatin organization in satellite cells or mouse 
embryo development. One important question to be addressed 
in future experiments would be  the potential relationship 
between Pax3/Pax7 and MyoD during myogenesis. Would it 
be an overlap between Pax3/Pax7 and MyoD? If so, what would 
be  the potential effects in terms of molecular hierarchy and 
progression of gene expression during differentiation of 
muscle progenitors?

A critical question related to gene transcription and cell 
reprogramming is how transcription factors gain access to their 

cognate DNA-binding motifs within condensed chromatin to 
activate lineage programs. Pioneer transcription factors are 
characterized by having the unique property of enabling the 
opening of closed chromatin sites, for implementation of genetic 
cell fates (Soufi et  al., 2012). Pax7 has been reported to be  a 
pioneer factor in the context of pituitary melanotrope development 
(Budry et al., 2012). Although Pax7 does not play a maintenance 
role in the pituitary, as it does in muscle satellite cells, melanotrope 
Pax7-positive cells are engaged in the differentiation pathway 
but need another fundamental component to complete the 
process, the T-box transcription factor Tpit (Mayran et  al., 
2019). Thus, Pax7 preferentially recognizes a motif composed 
of binding sites for its two DNA binding domains, the homeo 
and paired domains, recognizing its entire target sequence on 
nucleosomal DNA (Mayran et  al., 2019). This leads to greater 
binding stability and allows for pioneer action. Then after Pax7 
recognizes and engages pioneering sites, Tpit later provides the 
chromatin opening ability and melanotrope terminal differentiation 
through deployment of melanotrope-specific enhancer repertoire 
(Budry et  al., 2012). Whether any assistant co-factor of Pax7 
is needed in the case of satellite cells in order to induce gene 
expression is still unknown, partially due to limitations in the 
number of muscle stem cells available in the muscle tissue, 
leading to technical difficulties to address this unknown aspect 
of muscle stem cells function. A plausible strategy to identify 
new co-factors involved in the Pax7 regulatory networks of 
myogenesis would be  the analysis of putative composite paired 
and homeo motifs derived from previous studies, such as that 
of Soleimani et al. (2012a).

Molecular Determinants of Muscle 
Regeneration, MyoD as Master Epigenetic 
Regulator
Highly regulated transcriptional gene regulatory networks 
hierarchically control myogenic differentiation, each under the 
precise control of a master regulator present at specific temporal 
and spatial developmental stages (Figure  1; Hernández-
Hernández et al., 2017). The activation of the myogenic regulatory 
factor Myf5 marks the commitment of satellite cells to enter 
the pathway toward terminal differentiation. One of the best 
characterized genes regulated by Pax7  in muscle stem cells is 
Myf5. Binding of Pax7 to enhancer elements 57 and 111  kb 
upstream of the Myf5 transcription start site marks the 
recruitment of the Trithorax complex, which is composed of 
Ash2l, Wdr5, Rbbp5, and MLL1/2 to establish a permissive 
epigenetic state through trimethylation of histone 3 lysine 4 
(H3K4me3; McKinnell et  al., 2007; Soleimani et al., 2012a). 
An additional molecular switch to engage myogenic commitment 
in satellite cells is driven by the methylation of the amino-
terminus domain of Pax7 by the action of the arginine 
methyltransferase Carm1. This results in the subsequent 
recruitment of MLL1/2 and the Trithorax complex composed 
of Ash2l and Wdr5 at the Myf5 locus (McKinnell et  al., 2007; 
Kawabe et  al., 2012). Importantly, the absence of Carm1 
methylation activity in satellite cells is enough to dramatically 
reduce the regenerative potential of muscle stem cells. However, 
it is still unclear whether this dramatic effect is only due to 
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the Carm1 action over Pax7 itself or a combined effect on 
global histone methyltransferase activity (Kawabe et  al., 2012). 
While activating Myf5 expression, it has also been suggested 
that Pax7 may antagonize myogenic progression by repressing 
genes needed for muscle differentiation. Indeed, it has been 
reported that Pax7 over-expression is enough to downregulate 
MyoD expression (Olguin and Olwin, 2004; Zammit et  al., 
2006). However, there is limited mechanistic evidence of how 
Pax7 might induce expression of certain set of genes while 
keeping repressive signals over others.

Once the activation of terminal myogenic program is triggered, 
the progression of development and differentiation of muscle 
lineage is regulated by the family of the basic helix-loop-helix 
(bHLH) myogenic regulatory factors (MRFs), composed by 
MyoD, Myf5, myogenin, and MRF4 (Hernández-Hernández 
et al., 2017). Structurally, the four MRFs share a similar genomic 
organization, and the proteins have highly conserved 65 amino 
acid bHLH domains of which three specific residues encode 
myogenic specificity (Davis and Weintraub, 1992). The helix-
loop-helix region allows dimerization with the E-proteins E12, 
E47, or HEB (Murre et  al., 1989; Hu et  al., 1992), while the 
basic domains of the heterodimers recognize E-box sites of 
the consensus sequence CANNTG enriched at gene regulatory 
elements of muscle specific genes (Rudnicki and Jaenisch, 1995). 
An additional conserved alpha-helical domain (helix III), located 
in the C-terminal portion of each MRF, is key to induce 
differentiation. The helix III on the C-terminal domain of 
MyoD is key for the interaction with the bHLH domain and 
for the recruitment of complexes with chromatin remodeling 
activity in order to allow the access to repressed loci through 
the N-terminal transactivation domain (Ishibashi et  al., 2005). 
A classic example of this is represented by the factors Pbx/Meis, 
which have been observed constitutively bound at inactive and 
repressed myogenic MyoD target loci (Berkes and Tapscott, 
2005). Through helix III, MyoD binds to Pbx/Meis, and this 
triggers the recruitment of complexes with histone acetyl-
transferase activity. Interestingly this association not only 

culminates with acetylation of surrounding histones but also 
with the acetylation of MyoD (Dilworth et  al., 2004; Berkes 
and Tapscott, 2005). Notably, by swapping experiments, it has 
been observed that the myogenin helix III acts more like a 
traditional activation domain and cannot substitute for that 
of MyoD in this sequence of molecular events, whereas the 
Myf5 and MRF4 helix IIIs are more similar to that of MyoD 
than that of myogenin (Bergstrom and Tapscott, 2001). In 
activated satellite cells, which do not express MRF4, this model 
therefore places Myf5 and MyoD in a key position upstream 
of myogenin in providing myogenic specification.

Despite their structural similarities, MRFs share limited 
functional redundancy; while a partial redundancy exists 
between Myf5 and MyoD (Braun et  al., 1992; Rudnicki et  al., 
1992), the combined knock-out of both genes results in a 
complete absence of skeletal muscle (Rudnicki et  al., 1993). 
In addition, muscle progenitors in the double-mutant MyoD−/−: 
Myf5−/− mice acquire non-myogenic cell fates, indicative that 
either MyoD or Myf5 protein is required for muscle specification. 
In the single MyoD−/− mice, myogenic cells compensate by 
upregulating Myf5 resulting in delayed differentiation, suggesting 
that Myf5 is initially insufficient for myogenic progression 
(Kablar et  al., 1997). In contrast, while otherwise normal, 
Myf5−/− mice display delayed myotome formation until MyoD 
activation (Braun et  al., 1994). In addition, through genetic 
lineage tracing studies using Myf5nLacZ reporter mice, it was 
demonstrated that Myf5 is expressed in all embryonic muscles, 
indicating an essential role for this MRF in myogenic 
specification (Tajbakhsh et  al., 1996).

Myogenin and MRF4 follow MyoD and Myf5 expressions in 
the muscle developmental program, and are required for myoblast 
fusion and terminal differentiation (Rudnicki and Jaenisch, 1995). 
While myogenin−/− mice initiate myogenesis, they possess a perinatal 
lethal defect in terminal differentiation while retaining a normal 
number of undifferentiated mononuclear myoblasts (Hasty et  al., 
1993; Nabeshima et al., 1993). On the other side, while expressing 
higher levels of myogenin, MRF4−/− mice develop normal muscle, 

FIGURE 1 | Schematic representation of skeletal muscle differentiation. Muscle regeneration is possible thanks to the functionality of adult muscle stem cells and 
the satellite cells. In homeostatic conditions, satellite cells are in a quiescent state, and after different stimulus caused by damage, they proliferate to generate 
myogenic precursors and to repopulate the satellite cell niche. Myoblasts express markers of muscle identity and fuse to each other to generate myotubes and 
myofibers, to eventually repair the damaged muscle fiber.
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suggesting a functional overlap (Zhang et al., 1995). This is further 
evident in MyoD−/−: MRF4−/− mice, which display normal myogenin 
expression but phenocopy myogenin knock-out mice (Rawls et al., 
1998). However, MRF4 may have a significant role in embryonic 
myogenesis with deficient mice exhibiting a range of phenotypes 
consistent with commitment, differentiation, and maintenance 
(Braun and Arnold, 1995; Kassar-Duchossoy et  al., 2004). 
Cooperative function of additional coactivators during myogenesis 
includes the activity of MEF2 transcription factors (Molkentin 
and Olson, 1996). Indeed, it has been reported that all MRFs 
increase their transactivation activities when interacting with MEF2 
(Buchberger et  al., 1994; Black et  al., 1995).

The early development of the C2 cell line (Yaffe and  
Saxel, 1977) as well as the cloning of the transcription factor 
MyoD (Lassar et  al., 1986) were two initial contributions that 
set the foundations for our understanding behind muscle 
differentiation; being these abilities: (1) the development of a 
cell line model capable to form contractile myotubes in vitro 
and (2) the discovery of a factor whose introduction into 
many different lineages is able to induce a muscle cell phenotype 
(Buchberger et  al., 1994; Black et  al., 1995; Molkentin and 
Olson, 1996). Based on these observations, it is possible to 
include MyoD on the list of pioneering factors.

Classical studies were performed trying to explore the ability 
of MyoD to remodel chromatin from an inaccessible and 
repressed environment. From this, it was conclusive that only 
after MyoD expression, muscle-specific loci started to allow 
access to nucleases (Gerber et  al., 1997). How this remodeling 
happens greatly depends on the recruitment of complexes with 
histone acetyl-transferase activities. Indeed, MyoD interacts 
with p300 and with the p300/CBP-associated factor (PCAF; 
Yaffe and Saxel, 1977; Puri et  al., 1997a,b; Sartorelli et  al., 
1997), with the final outcome of not only direct histone 
acetylation but also acetylation of the MyoD DNA binding 
domain as well (Sartorelli et  al., 1999; Dilworth et  al., 2004). 
switching defective/sucrose non-fermenting (SWI/SNF) 
chromatin remodeling complex is also recruited by MyoD in 
a p38-MAPK-dependent manner (Simone et al., 2004). Conclusively, 
inhibition of either histone acetyl transferases activity or p38 
activity leads to failure to initiate muscle specific loci activation 
(Serra et  al., 2007). A MyoD dependent recruitment of SWI/
SNF to target loci initially consist on the association with 
Brg1/Brm-associated factors (BAFs), which are alternatively 
incorporated into specific SWI/SNF complexes with patterns 
of tissue-specific expression (Wang et al., 1996). BAF60c followed 
by the core components Baf47, Baf155, and Baf170 are required 
for MyoD-initiated chromatin remodeling activity on myogenic 
loci (Forcales et  al., 2011).

A requisite for myogenesis to occur is the removal of repressive 
marks surrounding chromatin at muscle promoters. Catalyzed 
and deposited by the activity of enhancer of zeste homolog 2 
(Ezh2), the enzymatic subunit of the polycomb repressive complex 
2 (PRC2), trimethylation of lysine 27 of histone 3 (H3K27me3) 
is one of the inhibiting signals for myogenic genes to 
be transcribed (Caretti et al., 2004; Hernández-Hernández et al., 
2013). At the Pax7 promoter, Ezh2 is recruited during proliferation 
of committed myogenic cells. Upon treatment with anti-TNFα 

antibodies in dystrophic muscle, p38α mitogen activated protein 
kinase (MAPK) pathway resulted inhibited (Palacios et al., 2010). 
The authors show that in a regenerative context, inflammation-
activated p38α promotes phosphorylation of Ezh2, which induces 
the formation of an Ezh2-transcription factor Ying Yang-1 (YY1) 
repressor complex at the Pax7 promoter. As mentioned earlier, 
as myoblasts progress on the differentiation program, Pax7 
expression is downregulated. Participation of YY1 is also relevant 
for the spatial-temporal regulation of muscle genes. As a direct 
target of NF-κB, YY1 is expressed and recruited to genes 
activated at late times of differentiation, such as myosin heavy 
chain and muscle creatine kinase, in a complex with HDAC1 
and Ezh2 (Wang et  al., 2007). A mechanism by which YY1/
Ezh2 repressor complexes are removed from muscle loci depends 
on the action of specific microRNAs (miRNAs). It has been 
shown that YY1 is a direct target of the miRNAs miR-34c, 
miR-29, and miR-1, leading to reduction of YY1 levels (Wang 
et  al., 2008, 2017; Lu et  al., 2012). This allows the deposition 
of an activator complex containing PCAF, SRF, and MyoD to 
induce transcription of muscle genes (Wang et  al., 2007). 
Additional mechanism to reduce H3K27me3 marks is mediated 
by the demethylase UTX. For instance, at the enhancer element 
of myogenin and muscle creatine kinase genes, binding of the 
transcription factor Six4 initiates the recruitment of UTX with 
the concomitant reduction of H3K27me3. In addition, UTX 
spreads the activation signal into the coding region of the 
genes via a transcriptionally active RNA-Pol II mediated 
mechanism (Seenundun et  al., 2010). The authors propose that 
Six4 is recruited by Mef2d, which in conjunction are able to 
recruit the demethylase UTX at muscle-specific genes.

During myogenesis, a specific set of genes is actively 
transcribed, such as those involved in specialized functions, 
whereas others need to be  silenced; for instance, cell cycle 
regulation genes. Experimental evidence shows that MyoD has 
this dual activity in muscle differentiation by acting as a modular 
scaffold to assemble molecular switches to activate or repress 
gene expression (Tapscott, 2005). It has been shown that the 
activity of MyoD is impeded by the action of transcriptional 
repressors Snai1/2 through direct binding to E-boxes in 
undifferentiated myoblasts. Then Sna1/2 recruits HDAC1 to 
exclude MyoD from promoters and enhancers of muscle -specific 
loci (Soleimani et  al., 2012b). As differentiation goes on, 
induction of miR30-a and miR206 negatively regulates Sna1/2 
levels, leading to the replacement of Snai1/2-HDAC1 repressive 
complex for MyoD binding at E-boxes (Soleimani et al., 2012b). 
A similar mechanism was described in the case of the histone 
H3 lysine-9 specific methyltransferase, Suv39h1. Association 
of MyoD with Suv39h1 not only inhibits MyoD activity, but 
also spreads the repressive histone mark H3K9me3 at the 
myogenin promoter (Mal, 2006). In addition, HDAC1 is able 
to recruit Suv39h1 at MyoD regulated promoters to establish 
a repressor complex to control the spatial-temporal expression 
of muscle genes (Giacinti et al., 2006; Mal, 2006). How different 
classes of HDACs regulating myogenesis leave muscle promoters 
upon differentiation to allow muscle specific gene expression 
is dictated by several mechanisms. These include reduction in 
expression levels, nuclear export, or differential protein-protein 
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interactions with co-activators or co-repressors. For example, 
HDAC1 interacts with MyoD in myoblasts at silenced muscle 
specific genes, whereas HDAC1expression is reduced as 
differentiation proceeds (Puri et  al., 2001). A mechanism for 
the dissociation of the MyoD-HDAC1 complex is illustrated 
by the hypophosphorylation of the tumor suppressor pRb 
protein. In this scenario, multiple differentiation signals  
mimicked in vitro by serum removal, which induce pRb 
hypophosphorylation. As a consequence, pRb then recruits 
HDAC1, and this event allows the disassembling of the MyoD-
HDAC1 complexes at muscle-specific regulatory elements and 
terminal differentiation (Puri et al., 2001). Additional signaling 
regulating the formation of repressive complexes is exemplified 
by the calcium/calmodulin-dependent protein kinase (CaMK; 
McKinsey et  al., 2000; Zhang et  al., 2002). As a promyogenic 
signal, CaMK phosphorylates HDAC4 and HDAC5, making 
them targets for nucleus exporting, and thus promoting the 
replacement of repressive complex with activating complex for 
muscle gene expression (McKinsey et  al., 2000).

Critical events in the process of cell commitment and 
differentiation are regulated by the coordinated action of distal 
regulatory elements, typically enhancers that respond to tissue-
specific transcription factors and co-activators (Heinz et  al., 
2015). Active enhancers are marked by H3K4me1, by the 
presence of histone acetyl transferases, relative enrichment in 
H3K27Ac, and by DNase hypersensitivity, which reflects 
chromatin accessibility (Visel et  al., 2009; Krebs et  al., 2011; 
Sartorelli and Puri, 2018). ChIP-seq analyses of H3K4me1, 
H3K27ac, p300, and RNA polymerase II in myoblasts and 
myotubes revealed that the total number of muscle loci with 
potential to be enhancer elements increased in a differentiation 
dependent manner. In undifferentiated cells, approximately 4,000 
enhancers were predicted versus around 6,000  in myotubes. 
Nearly 3,000 of these putative enhancers were active only before 
differentiation, whereas 5,000 contained enhancer marks after 
induction of differentiation. An interesting observation was 
that the median enhancer-promoter distance for differentiated 
cells was shortened by 13 kb, compared with myoblasts, suggesting 
that changes in genomic distances could be  an indicative of 
gene activation and muscle differentiation, and perhaps by the 
formation of higher-order chromatin contacts between distal 
regulatory elements and promoters. Interestingly, the overlap 
of these enhancer data sets with experimentally determined 
MyoD-binding events revealed that only approximately 30% 
of active enhancers were bound by MyoD (Blum et  al., 2012; 
Blum and Dynlacht, 2013). In a subsequent study using C2C12 
myoblasts and myotubes, Cao et al. (2010) performed a genome-
wide analysis of MyoD binding during myogenic differentiation. 
They found that MyoD binds at a high number of DNA sites 
where no identifiable E-boxes at the binding sites. They found 
23,000 and 26,000 MyoD binding sites in myoblasts and 
myotubes, respectively. In the vast majority of sites, MyoD 
binding was stable regardless the differentiation status, which 
was reviewed in Hernández-Hernández et al. (2017). It is worth 
to mention that the functionality as putative regulatory elements 
of most of these sites remain unexplored. In a more recent 
study, Mousavi et al. (2013) found nearly 39,000 sites bound by 

MyoD in C2C12 myotubes and close to 18,000  in C2C12 
myoblasts. An interesting aspect of this work was the use of 
RNA-seq to show that the important fractions of the MyoD 
binding sites are bound by RNA polymerase II, are marked 
by H3K4me1and H3K27Ac, and are also actively transcribed 
in both senses in myoblasts and myotubes in the form of 
enhancer RNAs (eRNAs; Mousavi et  al., 2013).

MyoD locus contains two main distal regulatory elements 
whose transcripts were detected in myotubes, one located 
approximately 20  kb from the MyoD promoter, called core 
enhancer (CE), and a distal regulatory region (DRR) at 5  kb 
upstream of MyoD transcriptional start site (Asakura et  al., 
1995; Chen et  al., 2001; L’honore et  al., 2003; Chen and 
Goldhamer, 2004; Gonçalves and Armand, 2017). Mousavi et al. 
(2013) determined that the CE-derived eRNA is recruited to 
the MyoD promoter region, suggesting a mechanism of regulation 
in -cis. This was confirmed by the use of small interfering 
RNAs (siRNAs)-based strategies to inhibit expression of these 
eRNAs. Interestingly, ablation of the MyoD-DRR did not affect 
MyoD expression but dramatically reduced mRNA levels of 
myogenin, whose gene is located at a different chromosome. 
On the contrary, overexpression of a DNA construct 
corresponding to MyoD-DRR was enough to induce myogenin 
expression. This argues in favor of a mechanism of regulation 
in -trans mediated by eRNAs in muscle differentiation (Mousavi 
et  al., 2013). In a subsequent study, Tsai et  al. (2018) used 
chromatin isolation by RNA purification sequencing (ChIRPseq; 
Chu et  al., 2011) and single-molecule RNA fluorescent in-situ 
hybridization (smRNAFISH; Femino et  al., 1998) to further 
confirm the binding of the eRNA MyoD-DRR at the myogenin 
locus. Furthermore, they demonstrated that MyoD-DRR binds 
to SCM, the core subunit of the cohesin complex and interacts 
with proteins important for biogenesis of eRNAs, such as 
WDR82 and members of the integrator complex (INT; Austenaa 
et  al., 2015; Lai et  al., 2015). Upon DRR-eRNA depletion, 
cohesin occupancy at myogenin promoter is reduced along 
with its mRNA levels. Interestingly, the authors did not find 
evidence of physical proximity between DRR enhancer regions 
of MyoD with myogenin promoter, making unfeasible the 
existence of a looping-mediated mechanism of myogenin 
expression under these experimental conditions (Tsai et  al., 
2018). A mechanism of how trans-acting eRNAs identify their 
cognate targets remains elusive; the authors proposed that the 
eRNAs polyadenylation signal may afford enough stability to 
explore the nuclear space and identify target sequences on 
which to act. For example,  compared to the half time of  7 
min observed for some eRNAs (Santa et al., 2010; Schaukowitch 
et  al., 2014), the DRR-eRNA has a half-life of 30 min (Tsai 
et  al., 2018), which may provide enough time to be directed 
toward its genomic target in the nucleus.

Growing body of evidences suggests a possible participation 
of MyoD in regulating the three-dimensional organization of 
chromatin during muscle differentiation. A first evidence emerged 
by demonstrating a physical and functional interaction between 
MyoD and the CCCTC-binding factor (CTCF) that results in 
activation of muscle-specific genes (Delgado-Olguín et al., 2011). 
In fact, CTCF depletion by morpholinos lead to somite 
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disorganization in zebrafish, along with reduced muscle fibers 
and overall decrease in expression levels of muscle-specific markers 
(Delgado-Olguín et  al., 2011). This shows that CTCF could act 
as a mediator necessary for transactivation of MyoD target genes 
and overall in myogenic differentiation. A second evidence is 
the observation that MyoD binding corresponds to CTCF sites 
at many distal regulatory elements identified by Cao et al. (2010). 
A third evidence is the fact that CTCF can also induce long-
range chromatin interactions that culminate in silencing of genes 
important for muscle differentiation. This is illustrated by the 
gene p57 whose product, a cdk inhibitor important for many 
cellular processes, and that has been shown deficient in cancer 
and other developmental disorders (Pateras et  al., 2009).

Mechanistically, the imprinting control regulatory region 
KvDMR1, located around 150 kb away of the p57 transcriptional 
start site, contacts p57 promoter region in a CTCF-Rad21 
dependent manner (Battistelli et  al., 2014). As myogenic 
differentiation proceeds, MyoD binds to the KvDMR1 region, 
inducing the progressive loss of Rad21. Interestingly, CTCF 
remains at the sites of interactions, meaning that the locus is 
primed for looping and responsive to either MyoD or Rad21 
(Busanello et  al., 2012; Battistelli et  al., 2014). These examples 
suggest that CTCF might have a crucial role during myogenic 
differentiation by establishing long-range chromatin interactions 
important in delimitating and constraining genes for expression 
at defined times of myogenesis (Battistelli et  al., 2014).

MyoD and the Three-Dimensional 
Organization of Chromatin
Additional experimental efforts showing MyoD-regulated chromatin 
interactions suggest that MyoD could regulate gene expression 
also by altering the three-dimensional genome architecture 

(Figure  2; Busanello et  al., 2012; Battistelli et  al., 2014;  
Harada et  al., 2015). For instance, a 3C– and FISH-based study 
showed that a group of genes meant to be  expressed at late 
times of differentiation are in close physical proximity, even when 
they are located at different chromosomes, and that share a 
repressed transcriptional state. However, interactions between 
these late genes with early expressed genes such as myogenin 
were not detected. The authors proposed a mechanism by which 
the formation of such interactions is dependent on the presence 
of MyoD and its association with HDAC1and the SWI/SNF 
ATPase, Brg-1 at poised myogenic genes (Harada et  al., 2015). 
However, a plausible explanation of how a chromatin remodeling 
enzyme contributes to overall genome organization remains elusive 
and incomplete.

A more recent study took advantage of two biological 
properties of MyoD: (1) the ability that MyoD possess to 
virtually reprogram all somatic cells into skeletal muscles after 
ectopic expression and (2) the fact that MyoD-mediated trans-
differentiation also permits the study of two separate and 
sequential stages of trans-differentiation: lineage commitment 
and terminal differentiation (Davis et al., 1987; Weintraub et al., 
1989). This implies that MyoD possesses properties that enable 
epigenetic and transcriptional events necessary to coordinate 
repression of cell-of-origin gene expression and the transcription 
of new lineage-specific genes. In their study, Dall’Agnese et  al. 
(2019) introduced an inducible MyoD transgene into human 
primary fibroblasts and interrogated by ChIP-seq whether it 
regulates gene expression by direct DNA binding. Among their 
findings, they report that MyoD binds to nearly 50,000 sites 
in myoblasts and 80,000 sites in differentiated myotubes. 
Importantly, only 5% of these MyoD binding sites were located 
at promoters of differentially expressed genes during 
differentiation. In addition to promoter elements, MyoD binding 

FIGURE 2 | MyoD dependent trans-differentiation drives changes in chromatin interaction. Schematic representation of chromatin changes that MyoD drives during 
somatic reprogramming toward trans-differentiation. While MyoD erases the cell of origin transcriptional program by altering insulated neighborhoods that 
allow – among many others – TGF-β promoter-enhancer contacts in fibroblasts, it also activates skeletal myogenesis through reconfiguration of chromatin 
interactions that involves cis-regulatory and structural genomic elements and temporally precedes transcriptional regulation of muscle genes.

70

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles


Hernández-Hernández et al. Chromatin Landscape During Muscle Differentiation

Frontiers in Genetics | www.frontiersin.org 7 September 2020 | Volume 11 | Article 578712

was detected at CTCF-binding sites and H3K27ac regions in 
both myoblasts and myotubes (Dall’Agnese et  al., 2019). 
Importantly, upon MyoD expression in fibroblasts, inhibition 
of the original transcriptional program was observed, similar 
to what is seen in fibroblast reprogramming to induced-pluripotent 
stem cells (iPSCs) by over-expression of OCT4, SOX2, and 
NANOG (Ciglar et al., 2014; Chronis et al., 2017). These results 
indicate that master transcription factors share the ability to 
coordinately activate and repress specific transcriptional programs 
during reprogramming (Ciglar et  al., 2014).

Further, in situ Hi-C (Rao et al., 2014) experiments revealed 
a pattern of co-regulation of genes within MyoD-bound 
topologically associated domains (TADs), where the 14% of 
the genome interacts in -cis within these elements during 
MyoD-dependent myogenic commitment and differentiation. 
In fact, the authors found a significant enrichment of MyoD 
binding at chromatin interactions involving promoter-promoter 
and promoter-enhancers pairs, indicating that MyoD is able 
to rewire chromatin architecture at promoter, enhancers, and 
insulators during fibroblast trans-differentiation into skeletal 
muscle. This MyoD-directed reconfiguration of chromatin 
interactions largely occurs at the subTAD level, by altering 
the structure of insulated neighborhoods, via binding at CTCF-
anchored boundaries, as well as by targeting interactions inside 
insulated neighborhoods. Insulated neighborhoods, which are 
regions of the DNA that contain one or more genes and whose 
boundaries are co-bound by CTCF and cohesin, are important 
constituents of TADs or subTADs (Hnisz et  al., 2013; Dowen 
et  al., 2014; Ji et  al., 2015; Narendra et  al., 2015; Flavahan 
et  al., 2016). Insulated neighborhoods also constrain gene 
regulation within their boundaries, by harboring interactions 
between cis-regulatory elements, such as promoter-enhancer 
communication (Sun et al., 2019). Since higher genomic structures 
such as TADs appear to be  generally conserved, the fact that 
chromatin interactions within insulated neighborhoods could 
rather be  cell-type-specific and dynamic (Dixon et  al., 2015; 
Javierre et  al., 2016; Bonev et  al., 2017; Phanstiel et  al., 2017; 
Siersbæk et  al., 2017) is then relevant to note that MyoD is 
able to reconfigure insulated neighborhoods as nearly as 90% 
of its interaction sites with CTCF result higher at insulated 
neighborhoods boundaries (Dall’Agnese et  al., 2019).

As MyoD is able to reconfigure chromatin in order to 
activate myogenic gene expression, it is also capable to repress 
inhibitors of muscle differentiation (Dall’Agnese et  al., 2019). 
For example, TGF-β is a negative regulator of muscle 
differentiation (Liu et  al., 2001; Hernández-Hernández et  al., 
2009) and is active in fibroblast. Importantly, its promoter was 
observed to interact with high frequency with its cognate 
enhancer in fibroblasts. Interestingly, this locus is contained 
within an insulator neighborhood whose boundaries are bound 
by MyoD in myoblasts after trans-differentiation. After MyoD 
introduction, interactions between these boundaries decreased 
along with TGF-β expression levels. On the contrary, upon 
MyoD expression in fibroblasts, increasing levels of the muscle 
specific genes ITGA7 and RDH5 were detected as well as 
binding of CTCF and MyoD at ITGA7 and RDH5 promoters. 
These observations showed that steady expression of MyoD is 

required for the maintenance of the three-dimensional chromatin 
landscape in order achieve myogenic commitment and 
differentiation (Dall’Agnese et  al., 2019).

Higher-Order Chromatin Organization and 
Muscle Disease
Chromosomal translocations causing gene fusions between FKHR 
(Foxo1) and Pax3 or Pax7 are characteristic of alveolar 
rhabdomyosarcoma (ARMS), a pediatric soft tissue cancer derived 
from the muscle lineage (Douglass et al., 1987). The translocation 
events fuse the transactivation domain of FHKR to the DNA 
binding domain of Pax3 or Pax7, leading to increased transcription 
from Pax3 or Pax7 response elements (Galili et  al., 1993; 
Bennicelli et  al., 1996; Barr, 2001). These chimeric proteins are 
expressed at high levels in ARMS tumors. Histologically, the 
tumors contain collections of poorly differentiated tissue, and 
weak evidence of muscle differentiation as marked by scant 
MyoD and desmin staining. Studies on the transcriptional 
behavior of Pax3-FKHR and Pax7-FKHR suggest that the 
chromosomal translocations exaggerate the normal function of 
Pax3 and Pax7  in myogenic progenitor cells, leading to 
dysregulation of growth, apoptosis, differentiation, and motility 
(Galili et  al., 1993; Bennicelli et  al., 1996; Barr, 2001).

The relevance of genomic translocations and rearrangements 
affecting how TADs organize is that they also alter networks 
of gene regulation relevant for the correct execution of many 
developmental programs (Li et  al., 2018). In addition to its 
implication in Rhabdomyosarcoma, misregulation of Pax3 is 
also related with limb malformations. This occurs when deletions 
of complete parts of TADs and their telomeric boundaries 
promotes interactions between the enhancer element of the 
otherwise repressed gene Epha4, with Pax3. The resulting effect 
of Pax3 over-expression is a brachydactyly phenotype in mutant 
mice models (Lupiáñez et  al., 2015). In the muscular context, 
the fusion of Pax3 and FKHR genes associated with ARMS, 
promotes interaction of their regulatory elements and also 
generates a new TAD (Vicente-García et  al., 2017). Finally, 
more comprehensive and detailed studies are needed in order 
to dissect the global effect of Pax3/7-FKHR fusions on the 
pathophysiology of Rhabdomyosarcomas.

CONCLUDING REMARKS

Despite our current knowledge about the molecular and 
epigenetic mechanisms of myogenic commitment and 
differentiation, there is still a lack of precise information of 
how distal regulatory elements operate in the context of three-
dimensional chromatin organization. Emerging studies and 
strategies are shedding light into these questions by the use 
of trans-differentiation cultures as well as primary cells. However, 
interrogating these aspects of genome regulation in freshly 
isolated muscle stem cells will be  necessary in the attempt 
to translate new knowledge into regenerative medicine strategies. 
Although experimentally challenging, there are emerging 
attempts to perform genome-wide studies on global gene 
expression by single-cell RNA sequencing and chromatin 
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accessibility assays by ATAC-seq. Perhaps, it is only a matter 
of time to capture the in vivo picture of how skeletal muscle 
commitment, differentiation, and regeneration are regulated 
in health and diseases.

Despite the advances in our understanding of key cellular 
processes mediating muscle regeneration at the molecular and 
epigenetic levels, translating these into therapeutic practices is 
still limited. Epigenetic modulators such as HDAC inhibitors 
have been used to promote regeneration and to reduce fibrosis 
in muscular dystrophies. However, a more precise and direct 
strategy is needed. Without the study and the complete 
understanding of heterogeneity of muscle stem cells and their 
relationship with niche-specific resident cells in homeostatic and 
regenerative contexts, we  will be  facing limited results in our 

attempt to tackle today’s most devastating muscle diseases. Single-
cell transcriptomic analysis along with metabolome, proteome 
and epigenome information are only a part of the integrative 
approach that is until recently, being incorporated into experimental 
programs with the aim of more comprehensively understand 
the mechanisms of muscle regeneration and to design more 
effective therapeutics.
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The global prevalence of metabolic disorders, such as obesity, diabetes and fatty liver
disease, is dramatically increasing. Both genetic and environmental factors are well-
known contributors to the development of these diseases and therefore, the study of
epigenetics can provide additional mechanistic insight. Dietary interventions, including
caloric restriction, intermittent fasting or time-restricted feeding, have shown promising
improvements in patients’ overall metabolic profiles (i.e., reduced body weight, improved
glucose homeostasis), and an increasing number of studies have associated these
beneficial effects with epigenetic alterations. In this article, we review epigenetic changes
involved in both metabolic diseases and dietary interventions in primary metabolic
tissues (i.e., adipose, liver, and pancreas) in hopes of elucidating potential biomarkers
and therapeutic targets for disease prevention and treatment.

Keywords: non-alcoholic fatty liver disease, type 2 diabetes, obesity, dietary interventions, intermittent fasting,
caloric restriction, DNA methylation, histone modification

INTRODUCTION

The continuous rise in metabolic diseases, such as obesity, type 2 diabetes (T2D; Table 1) and
non-alcoholic fatty liver disease (NAFLD), is one of the leading causes of patient morbidity and
mortality worldwide (Saklayen, 2018) and cannot be solely explained by the contribution of genetic
and environmental factors. Indeed, epigenetics, which constitutes the reversible and heritable
change in gene expression without modification of the underlying nucleotide sequence, serves as a
mechanistic bridge. Epigenetic changes influenced by environmental cues can result in altered gene
expression associated with metabolic function and dysfunction.

Overnutrition, especially of highly processed foods (Hall et al., 2019), accompanied by erratic
diurnal eating patterns, constitute the major environmental contributors to the epidemic state
of metabolic diseases today. As such, switching to a regular, nutritious diet can promote
processes of maturation and restoration, and protect against the development of chronic
metabolic disorders (Di Francesco et al., 2018). Since the applicability of pharmacological
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TABLE 1 | Description of commonly used acronyms.

Acronym Description

AcAc Acetoacetate

ADF/EODF Alternate day fasting or Every-other-day fasting

BAT Brown adipose tissue

BHB β-hydroxybutyrate

BMI Body mass index

CR Caloric restriction

DNL de novo lipogenesis

DNMT DNA methyltransferase

FA Fatty acid

FAO Fatty acid oxidation

FMD Fasting-mimicking diet

GSIS Glucose-stimulated insulin secretion

GWAS Genome-wide association study

HAT Histone acetyltransferase

HCC Hepatocellular carcinoma

HDAC Histone deacetylase

HDM Histone demethylase

HFD High-fat diet

HMT Histone methyltransferase

HSC Hepatic stellate cell

IF Intermittent fasting

KD Ketogenic diet

NAFLD Non-alcoholic fatty liver disease

NASH Non-alcoholic steatohepatitis

ROS Reactive oxygen species

SCFA Short-chain fatty acid

SNP Single-nucleotide polymorphism

T2D Type 2 diabetes

TG Triglyceride

TRF Time-restricted feeding

VLDL Very-low-density lipoprotein

WAT White adipose tissue

interventions in the treatment of metabolic disorders
is limited by issues regarding off-target effects, patient
compliance and tolerability, as well as lack of sufficiency
in disease management (Longo and Panda, 2016); dietary
interventions have become a promising, low-risk alternative
or supplementary form of therapy. By adjusting meal
timing and/or content, dietary interventions have shown
continued success in reducing risk factors, inducing
beneficial pleiotropic effects and ameliorating disease states
(Longo and Panda, 2016).

These dietary interventions involve limiting food intake
of entire (i.e., fasting interventions) or selected nutrient
compositions (i.e., nutritional interventions), without disturbing
energy balance or inducing malnutrition. Specifically, fasting
interventions can be categorized into intermittent fasting (IF)
and periodic fasting (PF), where food intake is limited either on
a daily/weekly basis or on a monthly basis, respectively (Anton
et al., 2018; Yong-Quan Ng et al., 2019; Figure 1). IF cycles
typically last 24 h and are separated by one or more days, whereas

PF cycles last two or more days and are separated by at least a
week (Longo and Mattson, 2014). Different forms of IF vary in
their timing of meals and include the daily time-restricted feeding
(TRF), and the weekly 5:2, 2:1, or 1:1 IF regimens. Moreover,
nutritional interventions vary in their meal content and include
caloric restriction (CR), dietary restriction (DR), ketogenic diet
(KD), and fasting-mimicking diet (FMD).

Dietary interventions, such as CR and IF, extend lifespan
and healthspan in various animal models, including yeast (Lin
et al., 2000, 2002; Wu et al., 2013), worms (Wei et al., 2008;
Honjoh et al., 2009; Uno et al., 2013), fruit flies (Grandison
et al., 2009; Catterson et al., 2018; Villanueva et al., 2019),
rodents (Goodrick et al., 1982; Hatori et al., 2012; Chaix et al.,
2014; Rusli et al., 2017; Mitchell et al., 2019), and monkeys
(Bodkin et al., 2003; Colman et al., 2009; Mattison et al., 2017).
Studies done in humans also demonstrate beneficial effects
of dietary intervention, specifically regarding overall metabolic
improvements in body weight and fat mass (Heilbronn et al.,
2005; Johnson et al., 2007; Varady et al., 2009; Harvie et al.,
2011; Klempel et al., 2013; Varady et al., 2013; Redman et al.,
2018; Anton et al., 2019; Ravussin et al., 2019; Stekovic et al.,
2019; Wilkinson et al., 2020), circulating triglyceride (TG) and
cholesterol levels (Johnson et al., 2007; Varady et al., 2009; Harvie
et al., 2011; Klempel et al., 2013; Varady et al., 2013; Stekovic
et al., 2019; Wilkinson et al., 2020), insulin sensitivity and glucose
homeostasis (Halberg et al., 2005; Harvie et al., 2011; Sutton et al.,
2018; Jamshed et al., 2019), and oxidative stress and inflammation
(Johnson et al., 2007; Meydani et al., 2011; Redman et al., 2018;
Sutton et al., 2018; Stekovic et al., 2019). Notably, the metabolic
benefits of dietary interventions are not completely dependent
on total caloric intake. For instance, the 2:1 IF regimen in
mice provides comparable metabolic outcomes against obesity
and associated metabolic dysfunctions, despite no difference in
caloric intake (i.e., isocaloric) in comparison to ad libitum (i.e.,
normal feeding) (Kim K.H. et al., 2017; Kim R.Y. et al., 2019;
Kim Y.H. et al., 2019).

These benefits conferred by dietary interventions involve
cellular adaptations within various metabolic tissues, which are
mediated by epigenetic modifications. Due to the plasticity
of epigenetic factors, environmental changes, such as dietary
interventions, which alter food intake and composition, have
a significant impact on the epigenome. In this article, we
will first review epigenetic changes in metabolic disease
with a particular emphasis on adipose tissues, liver, and
pancreas. We will primarily focus on DNA methylation and
post-translational histone modifications (Figure 2), with the
exception of non-coding RNAs reviewed elsewhere (Deiuliis,
2016; Green et al., 2017). Next, we will discuss how fasting
as a component of most dietary interventions and caloric
restriction modulate epigenetic regulation in these tissues. To
conclude, we will also briefly review the epigenetics of gut
microbiota and ketone body metabolism in the context of dietary
interventions. Overall, the understanding of both metabolic
diseases and dietary interventions from an epigenetic perspective
will provide new insights for metabolic disease prevention,
management and treatment.
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FIGURE 1 | Classification of dietary interventions. Dietary interventions can be broadly categorized according to varied meal timing (fasting interventions) and meal
content (nutritional interventions). Fasting interventions can be further subdivided into periodic fasting (PF) on a monthly basis and intermittent fasting (IF) on a weekly
(5:2, 2:1, 1:1 IF) or daily (TRF) basis. ADF, alternate-day fasting; EODF, every-other-day fasting.

EPIGENETIC REGULATION IN ADIPOSE
TISSUES DURING METABOLIC DISEASE
AND DIETARY INTERVENTION

Adipose Tissue in Health and Metabolic
Disease
Obesity is a serious metabolic disease that has reached worldwide
rates of over 27.5% for adults and 47.1% for children (Ng et al.,
2014). It has been estimated that obesity is 40−70% inheritable,

where genome-wide association studies (GWAS) account for 20%
of the variation (Locke et al., 2015). As such, it is becoming
increasingly clear that epigenetic modifications serve as a link
between environmental and genetic causes of obesity.

Uncontrolled adipose tissue expansion and accompanying
dysfunction drive obesity and associated metabolic pathogenesis
(Choe et al., 2016). Adipocytes initially expand in size (i.e.,
hypertrophy) to accommodate increases in energy intake relative
to energy expenditure. When adipocytes become lipid-engorged
and can no longer store the excess energy, adipogenesis,
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FIGURE 2 | Description of the epigenetic change and its transcriptional modulators and markers in DNA methylation, histone methylation, and histone acetylation.
Simplified diagrams show the forward and reverse reactions to each epigenetic mechanism.

the process by which pre-adipocytes differentiate into mature
adipocytes, expands adipocyte number (i.e., hyperplasia) (Choe
et al., 2016; Chait and den Hartigh, 2020).

Adipose tissue is classified into white adipose tissue (WAT)
and brown adipose tissue (BAT). WAT stores excess energy
in the form of TG and is localized to subcutaneous (i.e.,
“beneath the skin”) and visceral depots (i.e., “surrounding
internal organs”). BAT, by contrast, utilizes stored energy to
produce heat in response to stimuli like cold stress, primarily
via the uncoupling protein-1 (UCP-1), in a process known as
non-shivering thermogenesis (Figure 3). BAT is also distributed
subcutaneously (e.g., under the clavicles and in the interscapular
region) and viscerally (e.g., perivascular, periviscus and around
solid organs) (Sacks and Symonds, 2013; Jung et al., 2019);
however, the initial distribution and size of BAT, as found
in infants and young children, decreases with age. Moreover,

as the “whitening” of brown adipocytes via dysregulated
adipogenesis is associated with the development of obesity
(Shimizu et al., 2014; Pellegrinelli et al., 2016; Longo et al.,
2019), the “browning” of white adipocytes leading to increased
thermogenesis may have therapeutic potential in the treatment of
obesity (Choe et al., 2016).

Under feeding conditions, adipocytes take up and store
circulating glucose and fatty acids (FA) through processes
mediated by insulin-stimulated glucose transporter type 4
(GLUT4) translocation to the adipocyte cell surface and
lipoprotein lipase (LPL) activity, respectively. Under fasting
conditions, adipocyte lipolysis leads to FA release into circulation
for use in other metabolic tissues, including muscle, kidney,
gut and liver (Ahima and Flier, 2000; Choe et al., 2016;
Figure 3). Adipose tissues also function as endocrine organs
through secretion of cytokines (e.g., TNFα, IL-1, and IL-6) and
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FIGURE 3 | Epigenetic changes of adipose tissue in metabolic disease and dietary intervention. Adipose tissue in metabolic disease (i.e., obesity) predominantly
consists of white adipocytes and presents with increased lipid content, inflammation and insulin resistance. Adipose tissue in dietary intervention is interspersed with
both white and beige adipocytes and presents with reduced lipid content and inflammation as well as increased insulin sensitivity and thermogenesis. These
physiological differences in adipose can be explained by epigenetic changes involving DNA methylation, histone methylation and histone and non-histone acetylation.

hormones (e.g., leptin, adiponectin), to mediate pathways of
energy homeostasis, adipocyte differentiation, insulin sensitivity
and inflammatory control (Wozniak et al., 2009). The reduction

in insulin receptor density within the expanded adipose tissue
and the subsequent development of insulin resistance both
promote the uncontrollable release of FA, leading to aberrant
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lipid accumulation and lipotoxicity in peripheral tissues (Choe
et al., 2016; Muir et al., 2016; Longo et al., 2019). Lipotoxicity,
in combination with reduced anti-inflammatory adiponectin
and increased pro-inflammatory cytokine secretion, promotes
systemic inflammation associated with obesity, T2D and NAFLD.

Epigenetic Changes in Adipose Tissues
in Metabolic Disease
DNA Methylation/Demethylation
DNA methylation is a key epigenetic modification involved in
adipose development and function. Changes in DNA methylation
in adipocytes have been associated with both the cause and effect
of metabolic dysregulation in obesity, where hypomethylation
appears to be the dominating change (Sonne et al., 2017).
A genome-wide screen has identified 625 significant differentially
methylated regions (DMRs) associated with diet-induced obesity
phenotypes, of which 232 DMRs correlate with high-fat diet
(HFD) alone, and 249 regions are conserved in adipose
tissue from obese subjects. Among these, 30 single-nucleotide
polymorphisms (SNPs) are associated with T2D (Multhaup et al.,
2015). As shown in Table 2, increased and decreased DNA
methylations generally correspond to genes involved in positively
(i.e., glucose homeostasis) and negatively (i.e., inflammation)
regulating adipocyte metabolism, respectively. Additionally,
DNA methylation profiles of diet-induced and genetically obese
(i.e., ob/ob) mice revealed that methylation changes are more
abundant in visceral than subcutaneous adipocytes (Sonne et al.,
2017), with visceral fat being the greater contributor to obesity
and its associated metabolic dysfunctions (Fox et al., 2007;
Neeland et al., 2013).

Regulators of DNA methylation
DNA methyltransferases (DNMTs) catalyze DNA methylation.
In contrast, ten-eleven translocation (TET) proteins catalyze
the initial step of the reverse reaction (Figure 2; Jin and
Robertson, 2013; Yong-Quan Ng et al., 2019). Altered expression
of these DNA methylation modulators in adipose tissue can
cause metabolic disease development and/or progression. High
DNMT1 expression is found in adipocytes of obese humans (Kim
et al., 2015). Similarly, increased Dnmt1 mRNA level is found
in WAT of HFD-fed and genetically obese (i.e., db/db) mice
compared to chow-fed and wild-type lean mice (Kim et al., 2015).
Dnmt1 expression and activity in mouse 3T3-L1 adipocytes
are induced by the pro-inflammatory cytokines TNFα and IL-
1β (Kim et al., 2015). A known target of DNMT1 is Adipoq,
which encodes the key anti-diabetic and anti-inflammatory
adipokine, adiponectin (Stern et al., 2016). Over-expression of
Dnmt1 in 3T3-L1 adipocytes increases methylation and decreases
expression of Adipoq, while its knockdown results in the reverse
(Kim et al., 2015), suggesting that direct hypermethylation and
heterochromatin formation by DNMT1 at the Adipoq gene
promoter is involved in obesity pathogenesis. In addition, the
expression of Dnmt3a, not Dnmt3b, is increased in WAT of both
diet- and genetically induced obese (i.e., ob/ob) mice (Parrillo
et al., 2016; You et al., 2017) and the adipose-specific deletion
of Dnmt3a in HFD-fed mice improves insulin sensitivity and
glucose tolerance, independent of adiposity (You et al., 2017).

Using an unbiased screen, the authors have identified Fgf21
as a key target gene of DNMT3A. Correspondingly, adipose-
specific Dnmt3a deletion leads to a decrease in the methylation
and an increase in the expression of adipose Fgf21 in both
WAT and BAT (You et al., 2017). However, experiments using
adipose tissue-specific Dnmt3a and Fgf21 double knockout mice
are still required to determine the mechanism of enhanced
insulin sensitivity. Additionally, higher DNA methylation levels
of FGF21 have been observed in the WAT of T2D patients, which
negatively correlated to FGF21 mRNA expression, although
DNMT3A levels were not measured (You et al., 2017).

Histone Methylation/Demethylation
Histone methylation, mediated by histone methyltransferases
(HMTs) and reversed by histone demethylases (HDMs)
(Figure 2), regulates adipogenesis through the addition and
removal of activating and repressing histone methylation marks
in adipocytes. Dysregulated adipogenesis through histone
methylation impairs adipose tissue development and function
and is associated with the maladaptive obesogenic condition.

H3K4 methylation (MLL3/MLL4, LSD1)
In adipose tissue of morbidly obese pre-diabetic patients,
trimethylation of histone H3 at lysine 4 (H3K4me3), a gene
activation mark, is found to be enriched at the promoters
of genes associated with adipogenesis and lipid metabolism
(e.g., LPL, SREBF2, SCD1, PPARG) (Castellano-Castillo et al.,
2019), as well as at the E2F transcription factor 1 (E2F1), a
contributor of obesity pathogenesis (Fajas et al., 2002; Haim
et al., 2015; Denechaud et al., 2017). This finding suggests that
the maintenance of H3K4me3 at promoters of adipogenic genes
by HMTs and HDMs can be implicated in the development
of obesity. MLL3/MLL4 (KMT2C/KMT2D) are H3K4 mono-
and di-methyltransferases that mediate H3K4me3 transcriptional
activation of adipogenic genes (e.g., Pparg, Cebpa) in association
with the pax transactivation domain interacting protein (PTIP)
co-factor (Lee et al., 2008, 2013; Cho et al., 2009). Additionally,
LSD1 (KDM1A) catalyzes H3K4 mono- and di-demethylation to
activate BAT-selective genes and to repress WAT-selective genes,
in association with either nuclear receptor factor 1 (NRF1) or
PR domain containing 16 (PRDM16), respectively (Hino et al.,
2012; Duteil et al., 2014, 2016; Sambeat et al., 2016; Zeng et al.,
2016). LSD1 also promotes BAT thermogenesis by repressing the
glucocorticoid-activating enzyme, HSD11B1, thereby preventing
the accumulation of excess glucocorticoid in adipose tissue (Zeng
et al., 2016). Increased levels and secretion of glucocorticoid
in adipose tissues are associated with obesity, insulin resistance
and dyslipidemia (Akalestou et al., 2020). Notably, both mice
lacking MLL3/MLL4 co-factor PTIP in adipose tissues (aP2-Cre;
Paxipflox/flox) and LSD1 in adipose tissues or BAT specifically
(Adipoq-Cre; Lsd1flox/flox, Ucp1-Cre; Lsd1flox/flox) exhibit similar
obesogenic phenotypes with increased body weight and fat mass
as well as dysfunctional BAT, indicated by lipid accumulation
and reduced mitochondrial fatty acid oxidation (FAO) (Duteil
et al., 2016; Zeng et al., 2016). Altogether, these results suggest
that the H3K4 HMT/HDM balance is necessary for maintaining
adipocyte function.
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TABLE 2 | Changes in DNA methylation and gene expression in adipose tissue associated with obesity and high-fat feeding.

Gene Function in adipose tissue Direction of methylation change Change in gene expression References

Aacs Fatty acid and cholesterol synthesis ↓ ↓ Sonne et al., 2017

Abcd2 Fatty acid transport ↑ ↓ Multhaup et al., 2015

Adipoq Glucose utilization and insulin sensitivity ↑ ↓ Kim et al., 2015

ADRBK1 Insulin and G protein-coupled receptor signalling ↓ ↑ Multhaup et al., 2015

Akt2 Insulin-mediated glucose uptake ↑ ↓ Multhaup et al., 2015

Ankrd26 Feeding behaviour and obesity development ↑ ↓ Raciti et al., 2017

As3mt Methyltransferase, arsenic metabolism ↓ ↑ Multhaup et al., 2015

Ehd2 Regulation of adipocyte function ↓ ↓ Sonne et al., 2017

Fbxw8 Development ↑ ↓ Multhaup et al., 2015

FGF21 Glucose uptake ↑ ↓ You et al., 2017

FOXO1 Adipocyte differentiation ↑ ↓ Multhaup et al., 2015

Hoxa5 Adipocyte differentiation ↑ ↓ Parrillo et al., 2016

Irf8 Inflammation ↓ ↑ Sonne et al., 2017

Kctd16 Obesity risk ↓ ↓ Sonne et al., 2017

Lipe Lipolysis ↓ ↓ Sonne et al., 2017

Mkl1 Negative regulator of WAT browning ↓ ↑ Multhaup et al., 2015

Nrp2 Lymphatic vessel development ↓ ↑ Sonne et al., 2017

Pck1 Gluconeogenesis ↑ ↓ Multhaup et al., 2015

Plekho1 Glucose uptake ↓ ↑ Multhaup et al., 2015

Prcp Regulation of body weight ↓ ↑ Sonne et al., 2017

Reep6 ER trafficking ↓ ↓ Sonne et al., 2017

Rgs3 G protein signaling ↓ ↑ Multhaup et al., 2015

Setd6 Methyltransferase, inflammation ↓ ↑ Sonne et al., 2017

Shank3 Synaptic function ↓ ↑ Sonne et al., 2017

Sorbs1 Insulin signaling ↑ ↓ Multhaup et al., 2015

Tcf7l2 WNT signaling ↑ ↓ Multhaup et al., 2015

Tnfaip8l2 Glucose uptake, inflammation ↓ ↑ Multhaup et al., 2015

Vps13c Adipocyte differentiation ↑ ↓ Multhaup et al., 2015

↑ = indicates increased DNA methylation and/or gene expression; ↓ = indicates decreased DNA methylation and/or gene expression.

H3K9 methylation (EHMT1/EHMT2, LSD1, JHDM2A)
Both G9a (EHMT2, euchromatic histone lysine
N-methyltransferase 2) and EHMT1 are histone H3 lysine
9 (H3K9) di- and tri-methyltransferases involved in maintaining
the H3K9me2/me3 repressive mark. G9a inhibits adipogenesis
while promoting the activation of Wnt/β-catenin signaling
(Wang L. et al., 2013; Zhang et al., 2014) involved in brown/beige
adipocyte development (Chen and Wang, 2018), and Ehmt1
regulates BAT-selective gene programs for BAT development and
function in association with Prdm16 (Ohno et al., 2013). G9a
(aP2-Cre; Ehmt2flox/flox) and Ehmt1 (Adipoq-Cre; Ehmt1flox/flox)
knockout mice develop increased adiposity (Ohno et al., 2013;
Wang L. et al., 2013), while adipose tissue-specific Ehmt1
knockout mice also present with reduced BAT thermogenesis
and insulin resistance (Ohno et al., 2013). Interestingly, patients
with Kleefstra syndrome can have a 9q34 chromosomal deletion
containing the EHMT1 gene and display childhood obesity, thus
suggesting a plausible role for EHMT1 in obesity development
(Cormier-Daire et al., 2003; Willemsen et al., 2012). In contrast,
both LSD1 in association with the zinc finger protein 516
(Zfp516) (Sambeat et al., 2016), and Jhdm2a/Jmjd1a (KDM3A)
in association with the chromatin remodeling complex SWI/SNF
(Tateishi et al., 2009; Abe et al., 2015, 2018) catalyze the

demethylation of H3K9me2/me3 to mediate transcriptional
activation of BAT-selective genes (e.g., Ucp1, Pgc-1α) and
stimulate thermogenic function. Consequently, abrogation of
Lsd1 (Ucp1-Cre; Lsd1flox/flox) (Sambeat et al., 2016) or Jhdm2a
(Jhdm2a−/−) (Inagaki et al., 2009; Tateishi et al., 2009) in
mice results in increased body weight, fat accumulation, and
impaired glucose homeostasis, as well as “whitening” of BAT and
dysregulated fatty acid metabolism. Taken together, these results
suggest an important role for these H3K9 HMTs and HDMs in
obesity resistance.

H3K27 methylation (EZH2)
Trimethylation of histone H3 at lysine 27 (H3K27me3), a
repressive mark, is increased in the WAT of HFD-fed mice
and obese patients (Yi et al., 2016). H3K27me3 is mediated by
the Polycomb-Repressive Complex 2 (PRC2), which contains
the Enhancer of Zeste Homolog 2 (EZH2) as the enzymatic
component, catalyzing di- and tri-methylation of H3K27. EZH2
epigenetically represses Wnt genes (e.g., Wnt1, −6, −10a,
−10b) to inhibit Wnt/β-catenin signaling while simultaneously
promoting adipogenesis through the upregulation of Pparg and
Cebpa (Wang L. et al., 2010; Yi et al., 2016; Jang et al., 2017).
GSK126-mediated inhibition of EZH2 in HFD-induced obese
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mice reduces fat accumulation, improves glucose homeostasis,
and increases adipose thermogenesis (Wu et al., 2018).

H3K36 methylation (NSD2)
Dimethylation of histone H3 at lysine 36 (H3K36me2), an
activation mark, is found to be protective against impaired
adipose tissue function associated with obesity. The nuclear
receptor binding SET domain protein 2 (NSD2) HMT mediates
dimethylation at H3K36 for the activation of PPARγ-dependent
gene programs, critical for mature brown and white adipocyte
function. The depletion of the Nsd2-mediated H3K36me2
mark in adipocytes disrupts thermogenic function with
“whitening” of BAT and increases insulin resistance of WAT
(Zhuang et al., 2018).

Histone Acetylation/Deacetylation
Class I/II HDACs
Histone acetylation and deacetylation involve the addition and
removal of acetyl groups to lysine residues on histone tails, and
are mediated by histone acetyltransferases (HATs) and histone
deacetylases (HDACs), respectively (Figure 2). Total HDAC
activity is decreased in the adipose tissue of obese individuals
and HFD-fed mice (Bricambert et al., 2016), and mutations in
HDAC4, a class II HDAC, have been associated with obesity
(Williams et al., 2010). This reduced HDAC activity is mainly
attributed to decreased HDAC5 and HDAC6 (class II HDAC)
levels in WAT, which are accompanied by a decrease in inducible
cAMP early repressor (Icer) function and an increase in its target
activating transcription factor 3 (Atf3), associated with insulin
resistance (Bricambert et al., 2016). Additionally, HDAC5 can
interact with the GLUT4 enhancer factor (GEF) in adipocytes for
the repression of Glut4 promoter activity (Sparling et al., 2008;
Weems and Olson, 2011), suggesting a plausible mechanism by
which Glut4 expression and insulin-mediated glucose uptake are
dysregulated in obesity and T2D. Moreover, the expression of
class I HDACs, HDAC1 and HDAC3, is reduced in the adipose
tissue of obese female patients (Jannat Ali Pour et al., 2020),
however, their role in adipose tissue is not yet well understood.

Class III HDAC (SIRT1)
Sirtuin 1 (SIRT1), the mammalian ortholog of the yeast silent
information regulator 2 (Sir2) protein, is a nuclear NAD+-
dependent class III HDAC that catalyzes the removal of acetyl
groups from protein substrates. SIRT1 is often termed the
“master metabolic regulator” due to its ability to modulate the
expression of several key metabolic transcription factors and co-
factors in response to environmental stimuli (Schug and Li, 2011;
Li, 2013). SIRT1 gene and protein expression is significantly
reduced in adipose tissue of HFD-fed mice (Yoshizaki et al.,
2009, 2010) as well as in chronically obese patients in which it
negatively correlates with their body mass index (BMI) (Costa
Cdos et al., 2010; Gillum et al., 2011; Perrini et al., 2020).
SIRT1 knockdown in human adipose progenitor cells results
in a significant increase in cellular lipid content with elevated
expression of adipogenic genes (PPARG2, SREBF1C, FASN,
ADIPOQ, SLC2A4) (Perrini et al., 2020). Moreover, HFD-fed
Sirt1 heterozygous mice (Sirt1+/−) (Xu et al., 2016), adipose-
specific Sirt1-KO mice (aP2-Cre; Sirt1flox/flox), and obese patients
with decreased adipose SIRT1 expression (Gillum et al., 2011)

all exhibit increases in proinflammatory cytokine levels (IL-1β,
TNFα, IL-10) and macrophage infiltration (Gillum et al., 2011;
Xu et al., 2016) in WAT. Increased inflammation upon Sirt1
deficiency is associated with increased H3K9 acetylation of TNFα

and IL-1β promoter sites (Vaquero et al., 2004; Yoshizaki et al.,
2009; Gillum et al., 2011; Liu et al., 2011) and reduced adiponectin
levels (Qiao and Shao, 2006; Gillum et al., 2011). In addition,
the HFD-fed Sirt1 heterozygous mice (Sirt1+/−) present with
more severe insulin resistance, compared with wild-type mice
(Xu et al., 2016), which may be mediated by reductions in adipose
GLUT4 translocation and insulin-stimulated glucose transport
(Yoshizaki et al., 2009). These HFD-fed Sirt1+/− mice also
exhibit reduced BAT thermogenesis as well as BAT degeneration
indicated by mitochondrial dysfunction and loss. Taken together,
these studies suggest a protective role of adipose SIRT1 in
maintaining lipid and glucose homeostasis and inflammatory
control, which is otherwise abrogated in the development of
obesity and T2D.

Class III HDAC (SIRT2)
Sirtuin 2 is another NAD+-dependent class III HDAC, which
in contrast to the nuclear SIRT1, is primarily cytoplasmic,
but can transiently shuttle to the nucleus for deacetylation of
transcription factors (de Oliveira et al., 2012; Gomes et al., 2015).
SIRT2 expression is found to be decreased in the adipose tissue
of HFD-fed mice and obese patients (Krishnan et al., 2012;
Perrini et al., 2020) and negatively correlates with their BMI,
similar to SIRT1 (Perrini et al., 2020). In obesity, adipose SIRT2
expression is suppressed by adipose hypoxia-induced cellular
hypoxia-inducible factor 1-α (HIF1α), which prevents SIRT2-
mediated post-translational deacetylation and activation of PGC-
1α and its FAO transcriptional gene program (Zhang X. et al.,
2010; Krishnan et al., 2012). Similarly, SIRT2 knockdown in
isolated human adipose stem cells promotes adipogenesis and
lipid accumulation through the induction of PPARG2, SREBF1C,
FASN, ADIPOQ, and SLC2A4 gene expression (Perrini et al.,
2020), whereas SIRT2 over-expression inhibits this process.
Therefore, hypoxia-induced reductions of SIRT2 in obesity
may contribute to adipocyte dysregulation by limiting oxidative
capacity and increasing lipid mass.

Whether these functions of SIRT2 in adipocytes are mediated
by its HDAC activity or cytoplasmic role remains unclear.
Previous studies have demonstrated that SIRT2 regulates
adipocyte differentiation through direct modulation of FOXO1
acetylation (Jing et al., 2007; Wang and Tong, 2009). On the
other hand, SIRT2 controls mitosis by modulating histone H4K16
acetylation (Vaquero et al., 2006) and since mitotic clonal
expansion is critical for adipocyte differentiation (Tang and
Lane, 2012), this suggests that SIRT2 may regulate adipogenesis
through histone modifications. Indeed, it has recently been
shown that SIRT6, another class III HDAC, controls mitotic
clonal expansion during adipogenesis by repressing kinesin
family member 5C (KIF5C) expression with deacetylation of
H3K9ac and H3K56ac at its promoter (Chen et al., 2017). Since
the loss of Sirt6 blocks adipogenesis and Sirt6 mutant mice are
extremely lean and die early with numerous severe metabolic
abnormalities (Xiao et al., 2010), these results emphasize that
proper development of adipocytes is critical for maintaining
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metabolic balance. Altogether, the lack of SIRT1-, SIRT2- and
SIRT6-dependent deacetylation and activation of specific adipose
gene programs can contribute to the development of metabolic
conditions, including obesity and T2D.

Epigenetic Changes in Adipose Tissues
in Dietary Intervention
Modulation of lipid compartmentalization and efficient
utilization of excess energy in adipose tissues are critical targets
for the treatment of obesity and related metabolic dysfunctions.
Dietary interventions, including IF and CR, markedly reduce
adipocyte size and depot weights in rodent models of obesity
(Wheatley et al., 2011; Kim K.H. et al., 2017; Liu B. et al., 2019;
Miyamoto et al., 2019), and confer improvements in adipose
tissue inflammation and insulin sensitivity (Anson et al., 2003;
Wheatley et al., 2011; Duncan et al., 2016; Gotthardt et al., 2016;
Kim K.H. et al., 2017; Li et al., 2017; Kim Y.H. et al., 2019; Liu B.
et al., 2019; Figure 3). Additionally, adipose thermogenesis via
the induction of WAT “browning”(beige fat) and activation of
BAT appear to be predominant pathways (Hatori et al., 2012;
Hatting et al., 2017; Kim K.H. et al., 2017; Li et al., 2017), which
elevate energy expenditure, mitochondrial biogenesis and energy
dissipating capacity (Harms and Seale, 2013; Cypess et al., 2015).
Here, we summarize evidence for epigenetic links between
dietary interventions and resulting metabolic improvements.

DNA Methylation/Demethylation
Female obese patients subjected to bariatric surgery with
significantly reduced body weight (∼27%) and food intake show
reductions in global DNA methylation levels and differentially
methylated genes associated with obesity and T2D in adipose
tissues (Benton et al., 2015; Dahlman et al., 2015), thus
providing context for weight loss and adipocyte reprogramming.
These genes are associated with the regulation of body weight
(LEPR, FTO), cholesterol homeostasis (CETP, LCAT), blood
glucose (IRS1, INSR) (Benton et al., 2015), adipose tissue
function (mTOR, RPTOR) (Macartney-Coxson et al., 2017), and
epigenetics (FOXP2, HDAC4, DNMT3B) (Benton et al., 2015).
Studies investigating DNA methylation changes in adipose tissue
upon dietary interventions, however, are limited. In one study,
obese women on a 6-month CR diet (1100−1800 kcal/day)
who lost >3% of their body fat showed hypermethylation
at three genomic loci in their subcutaneous adipose tissue.
Genes at these loci were associated with lipid (e.g., PLCL4) and
glucose (e.g., ENC1) homeostasis and epigenetic regulation (e.g.,
PRDM8) (Bouchard et al., 2010). In particular, the ectodermal-
neural cortex gene 1 (ENC1), previously associated with obesity
(Zhao et al., 2000; Gerlini et al., 2018), was both differentially
methylated (increased) and expressed (decreased) after CR
treatment (Bouchard et al., 2010). In another study, 36-h of
fasting in young, healthy men increased DNA methylation at
the promoter site of LEP in subcutaneous adipose tissue, leading
to a 3-fold decrease in plasma leptin levels (Hjort et al., 2017).
Additionally, rosiglitazone, a PPARγ agonist, and a plausible CR-
mimetic, mediates TET2-dependent demethylation of promoter
regions of PPARγ target genes, such as ADIPOQ and FABP4, and
results in enhanced insulin-stimulated glucose uptake in 3T3-L1

adipocytes (Bian et al., 2018). Altogether, these CR-related DNA
methylation changes in adipose tissue can potentially be used as
biomarkers of improved adiposity.

Histone Methylation/Demethylation
Histone methylation changes in adipose tissue as a result of
dietary interventions have not yet been studied. Thus, studies
showing similar alleviation of the disease state can be used to
suggest analogous epigenetic mechanisms. For example, histone
demethylases LSD1 of H3K4 (Duteil et al., 2014), JMJD1A
of H3K9 (Abe et al., 2018), and UTX (KDM6A) (Zha et al.,
2015), and JMJD3 (KDM6B) (Pan et al., 2015) of H3K27
mediate the induction of BAT-selective genes (e.g., Ucp1, Pgc-1α,
Ppara, Cidea) in WAT for the development of thermogenically
active beige adipocytes. Consequently, whole-body Lsd1 over-
expressing mice (Rosa26-Lsd1) present with reduced body weight
gain and increased energy expenditure, associated with smaller
adipocyte size and greater mitochondrial content in WAT (Duteil
et al., 2014). These epigenetic mechanisms of thermogenesis
are in response to cold stress. As adipose thermogenesis is
a key adaptation seen with the implementation of dietary
interventions, such as IF and TRF (Hatori et al., 2012; Hatting
et al., 2017; Kim K.H. et al., 2017; Li et al., 2017), these epigenetic
modulators may be involved in this process, but require further
investigation to establish a causal link.

Histone Acetylation/Deacetylation
Class I/II HDACs
Although direct evidence of adipose class I/II HDAC
participation in dietary interventions is currently lacking,
histone acetylation and deacetylation in adipose tissues are
associated with the beneficial metabolic effects seen with dietary
interventions. For example, 30% CR in HFD-fed mice leads
to a significant increase in histone 4 acetylation (H4ac) at
the Glut4 promoter, which is associated with increased Glut4
mRNA expression in WAT and decreased plasma glucose levels
(Wheatley et al., 2011). Additionally, a number of HATs and
HDACs are involved in regulating adipose thermogenesis,
which is one of the primary beneficial mechanisms of dietary
interventions (Hatori et al., 2012; Hatting et al., 2017; Kim K.H.
et al., 2017; Li et al., 2017). The HATs Gcn5/Pcaf (KAT2A)
acetylate H3K9 while CBP/p300 acetylate H3K18 and H3K27
for the activation of BAT-selective genes (e.g., Pparg, Prdm16,
Angptl4) (Jin et al., 2011, 2014). In contrast, HDAC1 (class I
HDAC) (Li et al., 2016), HDAC3 (class IIa HDAC) (Ferrari et al.,
2017b; Liao et al., 2018), HDAC9 (class IIa HDAC) (Chatterjee
et al., 2014a,b) and HDAC11 (class IV HDAC) (Bagchi et al.,
2018) negatively regulate BAT differentiation and thermogenesis.
In separate studies, treatment with an HDAC1 inhibitor (i.e., MS-
275) (Ferrari et al., 2017a; Rajan et al., 2018) and genetic ablation
of HDAC9 (Chatterjee et al., 2014a,b) and HDAC11 (Bagchi et al.,
2018) in HFD-fed mice alleviate the obesity phenotype as a result
of reduced body weight (Chatterjee et al., 2014a,b; Ferrari et al.,
2017a; Rajan et al., 2018), improved glucose tolerance (Ferrari
et al., 2017a; Rajan et al., 2018), and increased thermogenesis
and “browning” of WAT (Chatterjee et al., 2014a,b; Ferrari
et al., 2017a; Rajan et al., 2018). These metabolic benefits were

Frontiers in Genetics | www.frontiersin.org 9 October 2020 | Volume 11 | Article 59036984

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-11-590369 October 11, 2020 Time: 10:20 # 10

Asif et al. Epigenetic Modifications in Dietary Interventions

partially mediated by the hyperacetylation and activation of
BAT-selective genes (e.g., Ucp1, Pparg, Ppara, Prdm16, Pgc-1α,
Cidea) (Chatterjee et al., 2014a,b; Ferrari et al., 2017b; Bagchi
et al., 2018). Therefore, as fasting affects the expression and
function of class I/II HDACs in the liver (Mihaylova et al., 2011)
and hypothalamus (Funato et al., 2011), it would be promising to
explore and identify a causal regulator and mechanism of histone
acetylation in fasting- and dietary intervention-mediated adipose
tissue remodeling and thermogenesis.

Class III HDAC (SIRT1)
Sirtuin 1, a class III HDAC that is upregulated in WAT of mice
upon CR (Chen et al., 2008) and fasting (Picard et al., 2004),
acts as a negative modulator of adipogenesis. SIRT1 complexes
with NCoR/SMRT at the Pparg promoter to co-repress target
genes involved in TG storage (Picard et al., 2004) and also post-
translationally deacetylates FOXO1 to increase the expression of
its target gene Atgl in TG hydrolysis (Chakrabarti et al., 2011).

Another role of SIRT1 is in the attenuation of adipose
inflammation, as seen with dietary interventions, such as CR
and IF (Wheatley et al., 2011; Kim K.H. et al., 2017; Liu B.
et al., 2019). SIRT1, in association with FOXO1 and C/EBPα,
forms a transcriptional activator complex at the Adipoq promoter
(Qiao and Shao, 2006) for increased stimulation of the anti-
inflammatory adiponectin upon CR and IF (Zhu et al., 2004;
Kim K.H. et al., 2017). SIRT1-dependent deacetylation of NF-
kB and IL-1β promoter sites have also been reported (Yoshizaki
et al., 2009; Liu et al., 2011). Similarly, over-expression of SIRT1
(Gillum et al., 2011) and the use of SIRT1 activators (SRT1720,
SRT2379, resveratrol) (Yoshizaki et al., 2009; Yoshizaki et al.,
2010; Liu et al., 2016) in HFD-fed or genetically obese mice,
suppress NF-kB signaling and gene expression (e.g., IL-6, Tnfa,
Mcp-1) (Yoshizaki et al., 2009, 2010; Gillum et al., 2011) and
reduce macrophage infiltration in WAT (Yoshizaki et al., 2010;
Gillum et al., 2011). Altogether, these studies suggest that
the anti-inflammatory effects of dietary interventions may be
mediated by SIRT1.

Moreover, SIRT1 expression is increased in BAT of mice
upon a 48-h fast (Cordeiro et al., 2013) and 40% CR (Wei
et al., 2020). Genetic over-expression (Boutant et al., 2015)
and activation (SIRT1720) (Feige et al., 2008) of SIRT1
in mice induces BAT thermogenesis and lipid catabolism,
which are mediated by increased expression of BAT-selective
transcriptional regulators (PPARα, PPARγ, PGC-1α, PGC-
1β, FOXO1, FOXO3a), uncoupling and detoxification factors
(UCP1, UCP3, SOD1, SOD2) and FAO genes (Mcad, Lcad,
Cpt1b, Cpt1a) (Feige et al., 2008; Boutant et al., 2015).
Additionally, SIRT1 gain-of-function mice exhibit a greater
“browning” phenotype of WAT, indicated by the appearance of
smaller adipocytes and elevated brown adipocyte marker genes
(Ucp1, Dio2, Cebpb, Cox7a1, Cidea) upon cold exposure, in
comparison to wild-type mice. The post-translational SIRT1-
dependent lysine deacetylation of PPARγ and its interaction
with the browning co-factor Prdm16 allow for this thermogenic
remodelling of WAT (Qiang et al., 2012). These studies thereby
suggest that the upregulation of SIRT1 may mediate the
increased thermogenesis and WAT “browning” seen upon dietary

interventions (Hatori et al., 2012; Hatting et al., 2017; Kim K.H.
et al., 2017; Li et al., 2017), however further studies are still
required to establish a mechanistic link.

Class III HDAC (SIRT2)
Sirtuin 2, another class III HDAC, is also upregulated by CR
and fasting in WAT (Wang et al., 2007) and can reduce cellular
lipid stores and oxidative stress as seen with dietary interventions
(Jing et al., 2007; Wang et al., 2007; Wang and Tong, 2009;
Perrini et al., 2020). In adipocytes, the post-translational SIRT2-
mediated deacetylation of FOXO1 inhibits the transcriptional
activation of PPARγ target genes involved in adipogenesis (Wang
and Tong, 2009; Perrini et al., 2020). Additionally, SIRT2
can mediate the post-translational deacetylation of FOXO3a to
promote the expression of FOXO target genes involved in the
reduction of cellular reactive oxygen species (ROS) (MnSOD), the
apoptotic clearance of damaged cells (Bim) and the inhibition
of cell proliferation and propagation of mutations (p27kip1)
(Wang et al., 2007).

EPIGENETIC REGULATION IN LIVER
DURING METABOLIC DISEASE AND
DIETARY INTERVENTION

The Liver in Health and Metabolic
Disease
Fatty liver disease is closely associated with both obesity and
T2D, with 82% of NAFLD patients presenting with obesity
and 48% with T2D, in America (Younossi et al., 2016; Purnell
et al., 2017). Intimately linked to systemic energy utilization
and storage, the liver functions differently in the fed and fasted
states, and its dysregulation can cause NAFLD. During feeding
conditions, insulin promotes the storage of glucose into FA
and TG or as glycogen through glycogenesis. During fasting,
glucagon stimulates the mobilization of TG and glycogen stores
for fuel delivery to extra-hepatic tissues, while simultaneously
activating hepatic FAO and gluconeogenesis, fueled by adipocyte
lipolysis and muscle proteolysis, respectively (Rui, 2014).
Under conditions of metabolic dysregulation or disease, insulin
resistance of the liver promotes inappropriate upregulation of
gluconeogenesis while de novo lipogenesis (DNL) pathways
remain insulin sensitive, contributing to hyperglycemia and
hepatic lipid accumulation, respectively (Brown and Goldstein,
2008; Figure 4). Impaired FAO and very-low-density lipoprotein
(VLDL) secretion as a result of insulin resistance further increase
fat deposits in the liver (Bhatt and Smith, 2015). NAFLD
develops when hepatic lipid stores exceed 5% of tissue mass,
leading to increased inflammation, collagen deposition, fibrosis
and cell death. If left untreated, NAFLD can progress to non-
alcoholic steatohepatitis (NASH) and may continue to cirrhosis
and hepatocellular carcinoma (HCC) (Byrne and Targher, 2015;
Friedman et al., 2018). Altogether, the metabolic role of the
liver in integrating these endogenous and exogenous fuel sources
requires constant transcriptional modulation. Below we highlight
some epigenetic changes regulating hepatic gene expression in
both disease and dietary interventions.
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FIGURE 4 | Epigenetic changes of liver in metabolic disease and dietary intervention. Liver in metabolic disease (i.e., NAFLD/NASH) presents with increased lipid
content, inflammation, insulin resistance and fibrosis. The liver in dietary intervention has reduced lipid content and improved insulin sensitivity. These physiological
differences of the liver can be explained by epigenetic changes involving DNA methylation, histone methylation and histone and non-histone acetylation.

Epigenetic Changes in the Liver in
Metabolic Disease
DNA Methylation/Demethylation
Hepatic methylome and transcriptome studies have identified
epigenetic links to the differentially expressed genes underlying

the development of hepatic insulin resistance, T2D, and NAFLD
(Ahrens et al., 2013; Nilsson et al., 2015; Kirchner et al.,
2016; de Mello et al., 2017; Abderrahmani et al., 2018;
Gerhard et al., 2018; Hotta et al., 2018). Notably, in the
liver of T2D patients, the majority of significant differentially
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methylated CpG sites show reduced DNA methylation (Nilsson
et al., 2015; Kirchner et al., 2016; Abderrahmani et al., 2018).
Hypomethylation of a CpG site within or proximal to the
activating transcription factor (ATF)-binding motif of hepatic
genes accounts for increased expression of these genes involved
in glycolysis (PFKL), DNL (ACACA, FASN), and insulin signaling
(PRKCE) in obese and T2D patients (Kirchner et al., 2016).
Moreover, the epigenetic induction of PDGFA, which encodes
platelet-derived growth factor α (PDGF-AA), appears to be
central to hepatic disease progression, as PDGF-AA causes
insulin resistance by reducing hepatic insulin receptor density
in a protein kinase C (PKC)-dependent manner (Thieringer
et al., 2008). In patients with T2D, a CpG site (cg14496282)
within PDGFA is found to be hypomethylated, leading to
increased hepatic PDGFA expression and PDGF-AA secretion
from insulin-resistant human hepatocytes (Abderrahmani et al.,
2018). Additionally, PDGFA expression is positively correlated
with hepatic fibrosis and NASH risk, and as such, the over-
expression of PDGF-AA in mouse liver results in spontaneous
liver fibrosis (Thieringer et al., 2008). Since the degree of hepatic
fibrosis is an indicator of morbidity and mortality of liver diseases
including NAFLD (Dulai et al., 2017), a DNA methylation study
conducted with liver samples with NAFLD-related cirrhosis has
identified genes enriched in ligand-activated nuclear receptor
signaling pathways, involving farnesoid X receptor (FXR), liver
X receptor (LXR), and retinoid X receptor (RXR), that play
roles in fatty liver disease (Tanaka et al., 2017; Gerhard et al.,
2018). Other DNA methylation studies (Ahrens et al., 2013;
Nilsson et al., 2015; de Mello et al., 2017; Abderrahmani et al.,
2018; Hotta et al., 2018) have also found a number of common
differentially methylated sites, including the fibroblast growth
factor receptor 2 (FGFR2) involved in liver fibrosis (Thieringer
et al., 2008). In addition, hypomethylation of CpG sites within
TGFβ1, Collagen 1A1, and PDGFα as well as hypermethylation
of CpG sites within PPARα and PPARδ are frequently associated
with the increased risk of fibrosis in NAFLD patients (Zeybel
et al., 2015; Abderrahmani et al., 2018).

However, the question remains as to why hypomethylation
is often found in metabolically dysfunctional livers as well as
adipose tissues? Circulating folate levels are reduced in T2D
patients compared with non-diabetic subjects (Nilsson et al.,
2015). Since folate is a methyl donor in the methylation cycle,
hypomethylation in the liver as well as in the pancreas of
T2D patients (Dayeh et al., 2014) can be explained by a
methyl donor supply consumption imbalance (Zhou et al.,
2011; Nilsson et al., 2015). This is supported by a previous
study using mice fed with a methyl-deficient diet (Pogribny
et al., 2009). Lack of methyl donors accompanied by a loss of
genomic cytosine methylation and a change in the expression
of hepatic DNA methyltransferases, causes NAFLD and even
NASH in mice, highlighting the role of hypomethylation in
hepatic steatosis.

While hypomethylation is more common in hepatic tissues
of metabolic disease, patients with NASH exhibit higher
hepatic expression of DNMT1, which increases methylation and
decreases expression of mitochondrial NADH dehydrogenase 6
(MT-ND6), leading to ultrastructural defects in mitochondrial

morphology (Pirola et al., 2013). In addition, increased
methylation at a CpG site (cg11669516) and reduced gene
expression of insulin-like growth factor binding protein 2
(IGFPB2) are often found in mice and patients with NAFLD
and NASH (Ahrens et al., 2013). Consistently, HFD feeding in
young mice induces hypermethylation of Igfbp2 and reduces its
expression prior to diet-induced obesity and hepatic steatosis
development. This epigenetic inhibition of Igfbp2 becomes stable
over time in adult mice, suggesting Igfbp2 methylation as a
predictable risk indicator of liver disease development (Kammel
et al., 2016). Together, genome-wide DNA methylation studies
combined with ex vivo and in vitro analyses provide key
epigenetic mechanisms underlying NAFLD development and
progression in obese and T2D patients, by linking differential
methylation states with the regulation of hepatic glucose and lipid
metabolism, insulin resistance, and hepatic fibrosis.

Regulators of DNA methylation
In addition to changes in genomic DNA methylation, differential
expression of DNA methylation regulators has been associated
with the development of hepatic diseases, particularly the TET
proteins involved in hydroxymethylation, the initial step in the
reversal of DNA methylation. TET1 expression is reduced in
both in vitro (HepG2 cells containing FA medium) and in vivo
(HFD-fed mice) models of NAFLD (Wang et al., 2020). Loss
of Tet1 (Tet−/−) in mice further exacerbates HFD-induced
NAFLD, indicated by increased intrahepatic TG levels. This
study suggests that hepatic Tet1-mediated hydroxymethylation
of the PPARα promoter enhances FAO and thereby prevents
NAFLD development.

Furthermore, hepatic fibrosis is a critical pathological process
that affects clinical management, as its advancement determines
the therapeutic reversibility of NAFLD by leading to irreversible
cirrhosis and even HCC (Stal, 2015; Thiele et al., 2017). Abnormal
activation of the inflammatory transforming growth factor-beta
(TGF-β) signaling pathway along with the transdifferentiation
of hepatic stellate cells (HSCs) into proliferative, fibrogenic
myofibroblasts, primarily drive hepatic fibrosis through the
production of the extracellular matrix (ECM) (Tsuchida and
Friedman, 2017). TET3 expression is increased in hepatocytes
and HSCs of human fibrotic livers (Xu et al., 2020). In
HSCs, TET3 mediates demethylation at specific CpG sites
of genes involved in the TGF-β pathway, including TGFB1,
to promote profibrotic gene expression and subsequent ECM
production. In contrast, siRNA-mediated TET3 knockdown
ameliorates liver fibrosis in mice, suggesting its crucial role in
the pathological development and progression of hepatic fibrosis.
This transdifferentiation of HSCs, largely regulated by a number
of epigenetic processes including DNA methylation as described
here, and post-translational modification of histones, is reviewed
in detail elsewhere (Barcena-Varela et al., 2019).

Histone Methylation/Demethylation
The development of metabolic dysfunction in liver diseases
accompanies global histone modifications including acetylation
and methylation (Nie et al., 2017). Notably, alterations in global
histone methylation patterns and expression of the regulators,
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such as HMTs and HDMs, during development and progression
of NAFLD have been reported in a number of recent studies.

H3K9 methylation (EHMT2, JMJD1C, JMJD2B, PHF2)
The hepatic expression of G9a (EHMT2), a H3K9 HMT,
is markedly reduced in genetically induced (i.e., db/db) and
HFD-fed obese mice (Xue et al., 2018). The liver-specific
loss of G9a is associated with a selective decrease in hepatic
H3K9me2/me1 and an increase in serum cholesterol levels
(Lu et al., 2019). Upon liver injury (e.g., lipopolysaccharide
and acetaminophen overdose), G9a mutant mice exhibit
severe liver phenotypes associated with increased immune cell
infiltration, ROS production and cell death (Zhang et al.,
2020), suggesting an epigenetic protective role of G9a in the
liver. On the other hand, the H3K9 demethylase, JMJD1C
(KDM3), a candidate gene associated with T2D and plasma
TG levels (Chasman et al., 2009; Teslovich et al., 2010;
Zhang H. et al., 2016), regulates hepatic lipogenic gene
expression (e.g., FAS, ACC, SREBF1) by demethylating the
H3K9me2/me3 transcriptional repressor marks and leading to
increased chromatin accessibility (Viscarra et al., 2020). Over-
expression of JMJD1C in the liver increases DNL, whereas
liver-specific deletion of Jmjd1c protects mice from diet-induced
hepatic steatosis and insulin resistance. Similarly, the H3K9 di-
and tri-demethylase JMJD2B (KDM4B), involved in establishing
the H3K9me activation mark, is upregulated in livers of diet-
induced obese mice, resulting in increased hepatic PPARγ2
expression and induction of hepatic steatosis (Kim et al., 2018).
Moreover, Phf2, another H3K9 HDM, specifically demethylates
H3K9me2 on the promoter of carbohydrate-responsive element-
binding protein (ChREBP) (Bricambert et al., 2018), a major
regulator of glycolytic and lipogenic genes (Ortega-Prieto
and Postic, 2019). Interestingly, while glucose homeostasis
remains preserved, liver-specific Phf2 over-expression results in
hepatosteatosis, mediated by increased stearoyl-CoA desaturase
(Scd1) expression and accumulation of monounsaturated fatty
acids. Conversely, Phf2 silencing leads to liver fibrosis upon a
high-fat, high-sucrose diet. With supporting human data, this
study suggests Phf2 as a targetable epigenetic checkpoint to
prevent NAFLD progression (Bricambert et al., 2018). Together,
these studies demonstrate the critical and dynamic implications
of H3K9 HMTs and HDMs in the development and progression
of liver diseases.

H3K27 methylation (EZH1/EZH2)
Another HMT EZH2, which catalyzes trimethylation of H3K27
(H3K27me3) for transcriptional repression, also plays a key role
in liver diseases. EZH2 expression is reduced in the liver of
NAFLD rats and FA-treated HepG2 hepatocytes and is inversely
correlated with lipid accumulation and inflammatory marker
expression (Vella et al., 2013). The steatosis-related phenotypes
are recapitulated when treated with 3-Deazaneplanocin A, an
EZH2 inhibitor, suggesting a causal role of EZH2 in NAFLD
development. In addition, EZH1, a homolog of EZH2, has H3K27
methyltransferase activity and can partially compensate for the
loss of EZH2 (Ezhkova et al., 2011). Notably, when both Ezh1
and Ezh2 are deficient in the liver, the mutant mice develop liver

fibrosis with increased fibrogenic gene expression (Fstl1, Fbn1
and Col1a1) (Grindheim et al., 2019).

H3K4 methylation (MLL4)
While PPARγ2 is a master transcriptional factor of adipogenesis
in adipocytes, its expression is elevated in the fatty livers of
obese animal models and NAFLD patients (Vidal-Puig et al.,
1996; Westerbacka et al., 2007). Hepatic PPARγ2 stimulates
the uptake and re-esterification of FA into lipid droplets
by upregulating Cd36, Fabp4, Mag, Plin2, and Fsp27/Cidec,
and thereby promoting steatosis (Kim et al., 2016; Kim K.
et al., 2017). This upregulation of hepatic PPARγ2 can
be epigenetically achieved by H3K4 methyltransferase MLL4
(KMT2D) (Kim et al., 2016) as well as through defective
HDAC3, which normally associates with retinoic acid receptor-
related orphan receptor alpha (RORα) to repress PPARγ2
transcription (Kim K. et al., 2017). Together, these studies
provide multimodal histone modulatory mechanisms of NAFLD
via methyltransferase- and deacetylase-mediated transcriptional
regulation of hepatic PPARγ2.

Histone Acetylation/Deacetylation
The modulation of hepatic histone acetylation, achieved through
HATs and HDACs, contributes to the development of NAFLD.
Among HATs, the transcriptional coactivator p300 is activated in
mouse models of obesity and T2D, leading to post-translational
hyperacetylation of ChREBP, involved in the transcriptional
activation of lipogenic (e.g., Acc, Fas) and glycolytic (e.g.,
Pepck, G6Pase) genes (Bricambert et al., 2010). The activity
of hepatic p300 is negatively regulated by salt-inducible
kinase 2 (SIK2), thus, liver-specific SIK2 knockdown results in
increased transcriptional activity of ChREBP via p300-mediated
acetylation. In addition, hepatic p300 over-expression is sufficient
to induce NAFLD and insulin resistance. Conversely, inhibition
of HAT activity prevents NAFLD: the novel HAT inhibitor, tannic
acid, binds to p300 and disrupts its occupancy on lipogenic
genes (e.g., Fasn, Acly), leading to hypoacetylation of H3K9ac and
H3K36ac (Chung et al., 2019). Together, these findings suggest a
role for acetyltransferase p300 in NAFLD development.

Class I/II HDACs
Histone deacetylases also have key implications in the regulation
and dysregulation of hepatic metabolism. As a significant
metabolic hub, the functions of the liver in lipid, carbohydrate
and amino acid metabolism as well as detoxification are
regulated throughout the day by circadian clocks (Reinke and
Asher, 2016). This rhythmic hepatic metabolism is orchestrated
by epigenetic modulation, mainly through HDAC3, which is
recruited by a key circadian clock component, Rev-ebrα (Feng
et al., 2011). Upon hepatic Hdac3 depletion, mice develop
hepatosteatosis with increased DNL, suggesting a critical role of
histone acetylation-mediated circadian changes in the prevention
of NAFLD. Additionally, HDAC8 has been identified as a
commonly upregulated gene in dietary and genetic obesity-
promoted HCC mouse models as well as in human HCC cells and
tissues (Tian et al., 2015). HDAC8 promotes insulin resistance as
well as cell proliferation, while its knockdown inhibits NAFLD-
HCC tumorigenicity. Specifically, HDAC8, in association with
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the HMT EZH2, epigenetically regulates the Wnt pathway via
decreased histone H4 acetylation and increased H3K27me3
methylation. This finding suggests an epigenetic mechanism
involving HDAC8 in the progression of NAFLD-associated HCC.

Class III HDAC (SIRT1)
Sirtuin 1, a class III HDAC, acts on hepatic metabolic regulators
in response to hormonal and nutritional signals. Sirt1 levels are
reduced in a HFD-induced NAFLD rodent model (Deng et al.,
2007) and are significantly lower in obese patients with severe
steatosis (Wu et al., 2014; Mariani et al., 2015). Liver-specific
deletion or knockdown of Sirt1 in mice leads to fatty liver disease
even without a HFD challenge (Rodgers and Puigserver, 2007;
Wang R.H. et al., 2010; Xu et al., 2010; Yin et al., 2014). Upon
HFD or an alcoholic diet, these Sirt1 mutant mice develop severe
liver injury and fibrosis (Purushotham et al., 2009; Yin et al.,
2014; Ramirez et al., 2017). Moreover, these mice lacking hepatic
Sirt1 exhibit elevated gluconeogenesis, leading to hyperglycemia
and insulin resistance, which suggests that hepatic SIRT1 plays
a role in not only protecting the liver from steatosis, but also in
maintaining whole-body glucose metabolism.

Epigenetic Changes in the Liver in
Dietary Intervention
Hepatic lipid accumulation is the primary characteristic and
key contributor to NAFLD pathogenesis. Several dietary
interventions, such as IF, CR, and KD, have shown protection
against and improvement in hepatosteatosis with increased
FAO, ketogenesis, and reduced lipogenesis in both obese or
diabetic mice (Badman et al., 2009; Baumeier et al., 2015;
Kim K.H. et al., 2017; Marinho et al., 2019) and humans
(Larson-Meyer et al., 2008; Browning et al., 2011; Sevastianova
et al., 2012; Yu et al., 2014; Drinda et al., 2019; Johari et al.,
2019; Luukkonen et al., 2020). Additionally, in both rodents
and humans, dietary interventions prevent and alleviate the
onset of hepatic inflammation (Horrillo et al., 2013; Marinho
et al., 2019) and fibrosis (Horrillo et al., 2013; Johari et al.,
2019), associated with the more severe NASH and cirrhosis
condition of the liver (Figure 4). Taken together, the success
of dietary interventions in halting and, in some cases, reversing
NAFLD progression, makes it a promising alternative to
current therapeutics. Thus, an improved understanding of both
accompanying and causal epigenetic changes in the prevention
and/or treatment of NAFLD will be necessary for determining
novel molecular biomarkers and specific pharmaceutical targets
for clinical translation.

DNA Methylation/Demethylation
Consistent with its anti-aging effect in humans and other model
organisms (Fontana and Partridge, 2015; Redman et al., 2018),
40% CR can protect against the age-related increase in global
hepatic DNA methylation (Miyamura et al., 1993) and reduce
the epigenetic age of the mouse liver by approximately 1.7 years
(Maegawa et al., 2017; Wang et al., 2017). In particular, a
study comparing young and aged female mice showed that 40%
CR delays the epigenetic aging of hepatic lipid metabolism by
inducing hypermethylation and down-regulation of key enzymes

involved in hepatic insulin resistance (e.g., Srebp1), lipid synthesis
(e.g., Acly, Mel, Aacs2, Acac, Pklr, Gpam) and lipid elongation
(e.g., Elov15, Elov16). These changes increase insulin sensitivity
while reducing lipid content and chain length of TG-associated
FA in the livers of old female mice (Hahn et al., 2017). More
specifically, the reduction in the level of FA elongases and
the subsequent shift in the hepatic TG pool from long-to
medium-chain TG (Hahn et al., 2017) is associated with the
prevention of diet-induced insulin resistance and liver disease
(Ronis et al., 2013; Geng et al., 2016). Sterol regulatory element-
binding protein 1 (SREBP1) contributes to insulin resistance by
interfering with the binding of FOXO1 to the insulin receptor
substrate 2 (Irs2) promoter, thereby repressing Irs2 expression.
CR has been shown to improve insulin resistance in mice
through hypermethylation and downregulation of Srebp1 as
well as through hypomethylation and upregulation of Irs2, the
direct target of SREBP1 (Hahn et al., 2017). Moreover, in a
separate study, CR-treated mice with a 25% reduction of body
weight, exhibit decreased methylation and increased expression
of hepatic Igfbp2 – an effect that is abolished by HFD re-feeding
(Kammel et al., 2016). Since the reverse, increased methylation
and decreased expression of IGFBP2, is found in both mice
and humans with NAFLD and NASH (Ahrens et al., 2013),
this CR-mediated change in Igfbp2 levels indicates metabolic
improvements (Nam et al., 1997; Heald et al., 2006; Carter et al.,
2014). CR also regulates the expression of DNA methylation
modulators. In both young and old female mice, 40% CR
increased Tet3 and Dnmt3a and decreased Tet2, Dnmt1 and
Dnmt3b expression in the liver (Hahn et al., 2017). While altered
hepatic expression of DNMT and TET enzymes in regulating
DNA methylation is not well understood, this finding suggests
that CR may modulate hepatic transcripts via dynamic regulation
of DNA methylation machinery.

Histone Methylation/Demethylation
Dietary interventions, such as fasting, can modulate hepatic
histone methylation and subsequent gene transcription.
In particular, fasting-induced protein expression of JMJD3
(KDM6B), a H3K27me3 HDM (Seok et al., 2018; Byun et al.,
2020), stimulates the expression of β-oxidation (e.g., Fgf21,
Cpt1a, Mcad) (Seok et al., 2018) and autophagy genes (e.g., Tfeb,
Ulkl, Atgl) (Byun et al., 2020) in the liver, thereby promoting
the removal of hepatic lipid stores via increased lipolysis and
lipophagy. This histone modulation by hepatic JMJD3 in
response to fasting is mediated by its association with two
transcriptional activating complexes; JMJD3 in complex with
PKA-phosphorylated SIRT1 (Ser434) and PPARα (Seok et al.,
2018) or PKA phosphorylated JMJD3 (Thr1044) in complex
with FGF21 (Byun et al., 2020). The fasting-induced JMJD3-
SIRT1-PPARα complex additionally forms a feed-forward
regulatory loop, which auto-induces the expression of its
genes, including Fgf21, Jmjd3, Sirt1 and Ppara, to amplify
the cellular responses under fasting conditions. Importantly,
the downregulation of Jmjd3 and its associated factors (Sirt1,
Fgf21, Ppara) in the mouse liver results in reduced hepatic
β-oxidation and increased steatosis. These data suggest a critical
role for histone methylation modulators in mediating the

Frontiers in Genetics | www.frontiersin.org 14 October 2020 | Volume 11 | Article 59036989

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-11-590369 October 11, 2020 Time: 10:20 # 15

Asif et al. Epigenetic Modifications in Dietary Interventions

metabolic improvements associated with fasting-related dietary
interventions against liver metabolic dysfunction.

Histone Acetylation/Deacetylation
Class I/II HDACs
Hepatic histone acetylation in the context of dietary interventions
mainly involve HDACs. Specifically, under fasting conditions,
class IIa HDACs upregulate the hepatic gluconeogenic gene
program. Fasting-induced glucagon-secretion in primary
mouse hepatocytes promotes protein kinase A (PKA)-mediated
phosphorylation and inactivation of SIK2, thereby allowing for
the nuclear translocation of unphosphorylated class IIa HDACs
(Wang et al., 2011). Nuclear HDAC4 and HDAC5 (class IIa
HDACs) in association with HDAC3 (class I HDAC) deacetylate
and activate FOXO transcription factors for the induction of
gluconeogenic genes (Mihaylova et al., 2011).

Class III HDACs (SIRT1)
Under low nutrient conditions (i.e., IF, CR), an increase
in the NAD+/NADH ratio activates hepatic SIRT1, a class
III HDAC. The genetic over-expression of SIRT1 or its
activation by resveratrol treatment protects against HFD-induced
hepatosteatosis and glucose intolerance (Rodgers and Puigserver,
2007; Pfluger et al., 2008) as well as alcoholic diet-induced
liver injury and fibrosis (Ajmo et al., 2008; Ramirez et al.,
2017). Mechanistically, SIRT1 post-translationally deacetylates
and activates PGC-1α, which interacts with its co-factor HNF4α

to stimulate the expression of gluconeogenic (e.g., G6pase,
Pepck, Fbp1, G6pc) and β-oxidation (e.g., Mcad, Cpt-1a, Dgat2)
genes, while repressing glycolytic genes (e.g., Lpk, Gck) (Nemoto
et al., 2005; Rodgers et al., 2005; Rodgers and Puigserver,
2007). SIRT1-deacetylated PGC-1α also regulates PPARα target
genes involved in hepatic FAO and ketogenesis (Rodgers
and Puigserver, 2007; Purushotham et al., 2009; Hayashida
et al., 2010). Hepatocyte-specific deletion of Sirt1 results in
the hyperacetylation of PGC-1α at PPAR response element
(PPRE) sites on target genes, thereby inhibiting PPARα signaling
(Purushotham et al., 2009). Additionally, fasting-induced hepatic
SIRT1 can post-translationally deacetylate SREBP1 at its DNA-
binding domain, leading to its ubiquitin-mediated proteasomal
degradation (Hirano et al., 2001; Sundqvist and Ericsson, 2003;
Walker et al., 2010). Inhibition of hepatic SREBP activity
promotes fat mobilization through the activation of lipolytic
and FAO pathways, thereby reducing hepatic fat stores and
protecting against hepatic steatosis (Walker et al., 2010). SIRT1
also mediates the acetylation of histones H3 and H4 (i.e.,
H3K9Ac, H3K56Ac, H3K18Ac and H4K16Ac) (Bosch-Presegue
and Vaquero, 2015), for the regulation of chromatin structure and
transcriptional activation.

However, the necessity of SIRT1 in IF, TRF, and FMD has not
been mechanistically tested yet. Interestingly, a study comparing
transcriptomic changes by IF (i.e., ADF) and Sirt1 over-
expression in mice concluded that despite functional similarities
such as improved insulin sensitivity, Sirt1 gain-of-function does
not mimic nor boost the metabolic effects of IF (Boutant et al.,
2016). This suggests that Sirt1 may not be the only mediator
of fasting-involved dietary interventions. Moreover, the current

literature has conflicting results in regard to hepatic SIRT1
expression under fasting and nutritional interventions (i.e., CR).
Although most studies show an upregulation of hepatic SIRT1
upon fasting or CR (Cohen et al., 2004; Rodgers et al., 2005;
Deng et al., 2007; Rodgers and Puigserver, 2007; Hayashida
et al., 2010; Ding et al., 2017), some studies have reported a
decrease (Chen et al., 2008) or no change (Barger et al., 2008)
in expression. In particular, it was reasoned that the decreased
level and activity of Sirt1 in the livers of CR mice was due to low
cellular NAD+/NADH levels (Hagopian et al., 2003; Lin et al.,
2004; Chen et al., 2008; Kawakami et al., 2012). Furthermore,
the liver-specific down-regulation of Sirt1 in these studies
resulted in reduced hepatic fat synthesis and improved glucose
homeostasis (Chen et al., 2008; Erion et al., 2009) – an effect
that contradicts other studies showing increased hepatic FA and
cholesterol, impaired glucose tolerance, hepatic inflammation
and steatosis (Rodgers and Puigserver, 2007; Purushotham et al.,
2009) upon Sirt1 deficiency. Aside from variation in animal
species, strain or age used in the studies, differences in hepatic
SIRT1 expression may also be attributed to differences in length
of fasting or extent of food restriction. Particularly, SIRT1 has
been shown to be upregulated in the liver of mice upon long-
term fasting (18−24 h), but not short-term fasting (6−8 h), and
thus may play a role in the later stages of nutrient depletion
(Liu et al., 2008). Some discrepancies might also originate from
different experimental settings. Although metabolic phenotyping
(e.g., indirect calorimetry) and tissue harvesting are commonly
performed after an overnight fast post-feeding day, the metabolic
benefits of dietary interventions can take place during fasting
and/or refeeding. For example, both the elevation of energy
expenditure via adipose thermogenesis by IF (Kim K.H. et al.,
2017) and pancreatic β-cell regeneration by FMD (Cheng et al.,
2017) occur during the refeeding period after fasting and
nutritional interventions. Regardless, these conflicting studies do
not undermine the importance of SIRT1 in the liver and the use
of SIRT1 agonists or fasting-like mimetics as possible therapeutic
options for patients with metabolic syndrome. Overall, the liver-
specific epigenetic mechanisms described herein are important
in understanding the pathophysiological development of NAFLD
and its possible alleviation via dietary interventions.

EPIGENETIC REGULATION IN
PANCREAS DURING METABOLIC
DISEASE AND DIETARY INTERVENTION

The Pancreas in Health and Metabolic
Disease
The pancreas is a secretory organ with both exocrine (acinar) and
endocrine (islet) function. Among the pancreatic islet cell types,
the glucagon-secreting α-cells and the insulin-secreting β-cells
are primarily involved in regulating the metabolic pathways of
the fed and fasted states. Under fasting conditions, glucagon is
released to increase blood glucose levels through the promotion
of hepatic gluconeogenesis and glycogenolysis, whereas under
feeding conditions, insulin is secreted to promote the uptake
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of glucose, amino acids and FA and to stimulate processes
of glycogenesis, protein synthesis and DNL in insulin-sensitive
metabolic tissues (Piciucchi et al., 2015; Roder et al., 2016;
Weisbeck and Jansen, 2017). In the setting of insulin resistance,
β-cells increase their insulin secretion (i.e., hyperinsulinemia) to
maintain normal glucose levels (Johnson and Alejandro, 2008;
Figure 5). However, when β-cells can no longer sustain the
increased demand (i.e., hypoinsulinemia), glucose levels rise and
initially present as impaired glucose tolerance (Kahn et al., 2014).

As β-cell dysfunction progresses, hyperglycaemia and diabetes
arise (Weisbeck and Jansen, 2017). Eventually, the hyperactivity
of β-cells and high levels of blood glucose and lipids contributing
to glucotoxicity and lipotoxicity, can stimulate β-cell apoptosis
and further propagate the pathogenesis of T2D (Deng et al.,
2010). In addition to the genetic component, T2D is also
largely influenced by environmental stressors, such as prolonged
physical inactivity and an unhealthy diet (i.e., fatty foods high
in dioxins) (Hoyeck et al., 2020; Ibrahim et al., 2020), which

FIGURE 5 | Epigenetic changes of pancreas in metabolic disease and dietary intervention. In metabolic disease (i.e., T2D), the initial proliferation of pancreatic β-cells
increase insulin secretion, but eventual β-cell failure leads to hypoinsulinemia and hyperglycemia. In dietary intervention, pancreatic β-cells are preserved through
reduced inflammation and oxidative stress and present with increased function (i.e., GSIS) and regeneration. These physiological differences in the pancreas can be
explained by epigenetic changes involving DNA methylation, histone methylation and histone and non-histone acetylation.
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result in changes in metabolic gene expression, mediated through
epigenetics. Herein we discuss some of the epigenetic changes
involved in both T2D development and alleviation via dietary
interventions in the pancreas; the key organ regulating both
plasma insulin and glucose levels.

Epigenetic Changes in the Pancreas in
Metabolic Disease
DNA Methylation/Demethylation
As pancreatic islets are central to T2D development, the
methylation status of the promoters of critical genes in islet
function and development have been investigated. In islets of
T2D patients, the increased DNA methylation of the insulin gene
promoter (INS) at 4 CpG sites, correlates negatively with insulin
mRNA levels and positively with glycated hemoglobin HbA(1c)
levels, which reflect the cumulative blood glucose concentration
(Yang et al., 2011). Similarly, in an in vitro model of a rat
β-cell line (INS 832/13), 72-h of high glucose exposure (16.7
mmol/L), which recapitulates conditions of hyperglycemia in
T2D, increases DNA methylation within the Ins promoter (Yang
et al., 2011). Likewise, in another study, 48-h of high glucose
exposure (19 mM) in isolated human islets results in differential
methylation and expression of genes involved in islet function,
including GLRA1, RASD1, VAC14, SLCO5A1, CHRNA5, and
PDX1, and a decrease in glucose-stimulated insulin secretion
(GSIS) (Hall et al., 2018). A 48-h exposure to palmitate (1 mM),
a saturated fatty acid, also reduces GSIS in human islets while
inducing methylation changes and differential expression of 290
genes, including the TCF7L2 and GLIS3, markers of T2D risk
(Hall et al., 2014). These methylation changes in islets upon
high glucose and lipid exposures may be analogous to the effects
of glucotoxicity and lipotoxicity in pre-diabetic and diabetic
conditions. Moreover, the expression of insulin promoter factor 1
(PDX1), a master transcriptional regulator of β-cell development
and function, is reduced with increased methylation in pancreatic
islets of T2D patients, which also corresponds to increased
HbA1c levels (Yang et al., 2012). Similarly, the expression of the
glucagon-like peptide-1 receptor (GLP1R), involved in enhanced
GSIS upon GLP-1 peptide binding (Muller et al., 2019), is
decreased in pancreatic islets of T2D patients and hyperglycemic
rats (Xu et al., 2007; Shu et al., 2009; Taneera et al., 2012).
In particular, the methylation level of a CpG site within the
GLP1R promoter correlates negatively with its gene expression,
but positively with BMI and HbA1c (Hall et al., 2013), suggesting
that the obesogenic and diabetic conditions can impact the DNA
methylation profile of GLP1R and possibly lead to changes in
pancreatic β-cell insulin secretion (Hall et al., 2013).

GWAS have identified multiple loci associated with the T2D
risk and accounting for∼10% of heritable diabetes (Voight et al.,
2010). These include loci related to impaired insulin secretion
and insulin sensitivity (Ruchat et al., 2009). Additionally, among
40 SNPs previously associated with T2D in human pancreatic
islets (McCarthy, 2010), 19 of them (48%) are involved in
either introducing or removing a CpG site (Dayeh et al., 2013).
Importantly, these CpG-SNP sites are differentially methylated
and result in changes in gene expression, alternative splicing

events and hormone secretion in human islets. Altered expression
of genes associated with T2D risk include TCF7L2, HHEX,
CDKN2A, SLC30A8, CDKAL1, ADCY5, and FS1 (Ruchat et al.,
2009; McCarthy, 2010). Moreover, in a separate study, genome-
wide DNA methylation quantitative trait locus (mQTL) analysis
in human pancreatic islets (Olsson et al., 2014) has identified
over 67,000 CpG-SNP pairs, with several mQTLs associated
with differential expression of T2D- and insulin secretion-related
genes (e.g., ADCY5, KCNJ11, INS, PDX1 and GRB10) in human
islets. Together, these studies demonstrate that DNA methylation
may provide a causal link between SNPs and pancreatic
gene function, thereby contributing to T2D development and
progression (Dayeh et al., 2013).

Men are at higher risk for T2D than women (Kautzky-Willer
et al., 2016). In isolated islets, GSIS is greater in female versus
male donors, independent of β-cell number (Sharp et al., 2011).
Differences in the DNA methylome also exist in pancreatic islets
between men and women; specifically, significant sex-specific
differences have been observed in 61 X-chromosome genes and
18 autosomal genes, including NKAP, SPESP1 and APLN, which
are expressed at lower levels in female islets. The methylation of
NKAP and SPESP1 promoters decreases their expression, and the
silencing of Nkap and Apln in clonal cells reduces GSIS (Sharp
et al., 2011), suggesting that differential DNA methylation may
explain sex differences in insulin secretion and T2D risk.

Histone Methylation/Demethylation
Compared to the implications of DNA methylation in
pancreatic metabolic conditions, our understanding of histone
modifications in the onset and progression of diseases is limited.
Yet, as many studies focus on the regeneration of pancreatic
β-cells for the treatment of T2D, histone methylation via
transcriptional programming in pancreatic development and
function have been studied. While insulin-secreting β-cells and
glucagon-secreting α-cells have different physiological functions,
a study revealed that human α, β, and exocrine cells share similar
profiles of histone methylation of H3K4me3 and H3K27me3,
suggesting an epigenomic plasticity of islet cells and their
reprogrammable potentials to treat diabetes (Bramswig et al.,
2013). For example, the activation of the S6K1 kinase promotes
α to β-cell transition by activating β-cell genes while repressing
α-cell genes through histone methylation of the activating
H3K4me3 and repressing H3K27me3, respectively (Yi et al.,
2018). Human pancreatic α-cells can also be reprogrammed
into insulin-producing cells by PDX1, and when transplanted,
can treat diabetic mice (Furuyama et al., 2019). Pancreatic
β-cell proliferation and expansion are highly active early in
life in humans and mice (Meier et al., 2008) and decays with
maturation and aging (Teta et al., 2005). Interestingly, expression
of EZH2, a HMT of H3K27me3 and a key regulator of cell
differentiation and growth, also decreases with aging in mouse
pancreatic β-cells, whereas its expression is increased with
adaptive β-cell proliferation after streptozotocin-mediated
β-cell destruction (Chen et al., 2009). EZH2 can regulate β-cell
proliferation by epigenetically repressing the Ink4a/Anf locus,
which encodes the cyclin-dependent kinase inhibitor p16INK4a
and tumor suppressor p19Arf (Chen et al., 2009). Consequently,
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mice lacking Ezh2 in pancreatic β-cells exhibit mild diabetes,
suggesting a role for pancreatic Ezh2 in β-cell function.

Histone Acetylation/Deacetylation
Altered pancreatic histone acetylation plays a part in the
development of T2D. Specifically, the expression of HDAC7, a
class IIa HDAC, is increased in pancreatic islets from patients
with T2D (Daneshpajooh et al., 2017) and over-expression of
Hdac7 in rat islets and clonal β-cells reduces insulin content
and increases apoptosis, leading to impaired GSIS of β-cells
(Daneshpajooh et al., 2017). Conversely, treatment with a class
II HDAC inhibitor (MC1568) rescues the dysfunctional insulin
release of Hdac7-over-expressed β-cells and human islets from
T2D donors (Daneshpajooh et al., 2018). Interestingly, the over-
expression of HDAC7 in islets from T2D patients is likely
mediated by hypomethylation of HDAC7’s CpG site (Dayeh et al.,
2014), suggesting a cooperative epigenetic action.

Pancreatic β-cell SIRT1 (Ramsey et al., 2008) and its genetic
polymorphisms are associated with the development of T2D
(Dong et al., 2011; Maeda et al., 2011). Additionally, a SIRT1
mutation (L107P), which mildly reduces HDAC activity, has
been found in type 1 diabetes (T1D) patients and leads to
hyperinflammation with elevated expression of nitric oxide,
cytokines (i.e., TNFα), and chemokines in a β-cell line (MIN6)
(Biason-Lauber et al., 2013). Pancreas-specific Sirt1-deficient
mice (Pdx1-Cre; Sirt1flox/flox) present with glucose intolerance
and impaired GSIS of β-cells (Luu et al., 2013; Wang R.H.
et al., 2013; Pinho et al., 2015). SIRT1-mediated deacetylation
and subsequent repression of Ucp2 normally activates GSIS
(Tordjman et al., 2002; Bordone et al., 2006; Chan and
Kashemsant, 2006; Brun et al., 2015), however, the absence or
reduction of pancreatic SIRT1 results in increased acetylation and
expression of Ucp2 (Bordone et al., 2006) and other downstream
target genes, such as Pgc-1α, Pparγ (Luu et al., 2013), and Pparα
(Maiztegui et al., 2018), leading to decreased GSIS. Similarly,
upon high glucose exposure (Brun et al., 2015), or the addition
of sucrose (10%) to a normal diet (Maiztegui et al., 2018),
pancreatic SIRT1 expression is decreased, while Ucp2 and Pparα
expression is increased in human and rodent islets, leading to
reductions in insulin content and GSIS of β-cells (Brun et al.,
2015; Maiztegui et al., 2018). Moreover, as FOXA2 activation
by post-translational SIRT1-mediated deacetylation stimulates
the expression of its target gene Pdx1, essential for pancreatic
β-cell development and maturation, SIRT1 insufficiency reduces
β-cell formation (Wang R.H. et al., 2013). Furthermore, the
age-related decline in SIRT1 activity and the accompanying
decrease in GSIS from diminished NAD+ biosynthesis suggest
an association with age-related metabolic diseases, including
T2D (Ramsey et al., 2008). Collectively, these data indicate
that genetic and dietary components can have profound effects
at the epigenetic level, contributing to β-cell dysfunction and
T2D development.

Epigenetic Changes in the Pancreas in
Dietary Intervention
Caloric restriction treatment (30−50%) in rodent models of
diabetes (i.e., db/db, aged mice or Zucker diabetic fatty rat)

improves glucose tolerance and insulin sensitivity (Colombo
et al., 2006; Kanda et al., 2015; Sheng et al., 2016; Rosa et al.,
2018), β-cell mass (Ohneda et al., 1995; Bates et al., 2008; He
et al., 2012; Kanda et al., 2015) and insulin secretion (Ohneda
et al., 1995; Colombo et al., 2006; He et al., 2012; Kanda et al.,
2015; Figure 5). These physiological benefits are accompanied
by a reduction in the expression of genes related to oxidative
and ER stress (i.e., Nox1, Chop10, Tnfa, Sod, Cat, Gpx1) (He
et al., 2012; Kanda et al., 2015). In particular, isocaloric 2:1 IF in
genetically obese (i.e., ob/ob) mice improves glucose homeostasis
with increased postprandial insulin secretion, particularly GSIS
(Kim Y.H. et al., 2019). As IF increases plasma GLP-1 levels,
this suggests a possibility of an incretin-mediated insulinotropic
effect of dietary interventions. Moreover, a FMD in diabetic
(i.e., db/db) mice confers improvements in β-cell function as
indicated by decreased plasma glucose and increased plasma
insulin levels, as well as a reduction in insulin resistance (Cheng
et al., 2017). Notably, this study demonstrated that a FMD
protects against β-cell failure in late-stage T2D by promoting
regeneration of insulin-producing β-cells from Ngn3+ pancreatic
progenitor cells, particularly during the re-feeding period. These
improvements in β-cell development and function are also seen
in T2D patients on CR (Malandrucco et al., 2012; Jackness et al.,
2013; Sathananthan et al., 2015).

The limited studies investigating the epigenetic effects of
dietary interventions in the pancreas mainly pertain to histone
acetylation changes. According to one study, 6 days of TRF
(12-h fasting/feeding) in mice enhances GSIS in isolated islets
without affecting body weight (Wortham et al., 2019) and is
accompanied by histone acetylation of pancreatic islets during
the re-feeding period. This epigenetic modulation takes place
at sites occupied by the HDM LSD1 (KDM1A), which silences
enhancers by removing mono- and dimethyl marks from H3K4
and is implicated in pancreatic endocrine cell development
(Vinckier et al., 2020). The β-cell specific loss of Lsd1 results in
histone hyperacetylation accompanied by insulin hypersecretion,
indicating that the adaptive insulin secretory response to dietary
interventions is regulated by the modulation of the epigenome in
the pancreas (Rosen et al., 2018).

Another important epigenetic factor mediating the pancreatic
response to dietary interventions is SIRT1. CR increases and
activates SIRT1 in β-cells, thereby promoting pancreatic insulin
secretion and ameliorating the T2D phenotype (Liang et al.,
2009; Chen et al., 2010; Deng et al., 2010). Similar to the
metabolic benefits conferred by dietary interventions (Chen
et al., 2010, 2013), Sirt1 over-expression in mice preserves
glucose homeostasis through improvements in insulin secretion
and glucose tolerance (Moynihan et al., 2005; Ramsey et al.,
2008). Mechanistically, pancreatic SIRT1-mediated repression
of Ucp2 increases cellular ATP to promote vesicular exocytosis
and release of insulin from β-cells (Moynihan et al., 2005;
Bordone et al., 2006; Chan and Kashemsant, 2006; Ramsey et al.,
2008). Additionally, to accommodate CR-mediated increases in
insulin secretion, β-cells proliferate and increase their mass,
resulting in larger pancreas size (Chen et al., 2013) – an effect
that is also seen with SIRT1 activation (Wu et al., 2019).
CR also lowers pancreatic inflammation and oxidative stress
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(Deng et al., 2010; Lanza-Jacoby et al., 2013; Harvey et al.,
2014), which can otherwise lead to β-cell death and failure
associated with T2D pathogenesis. This is likely mediated by
SIRT1 activation since SIRT1 over-expression or resveratrol (CR-
mimetic) treatment post-translationally deacetylate both p65
for inhibition of the NF-kB inflammatory signaling pathway
(Lee et al., 2009) and FOXO1 for defense against oxidative
stress (Kitamura et al., 2005; Zhang T. et al., 2016). While
limited in number, studies investigating epigenetic changes with
dietary interventions in the pancreas highlight key factors and
mechanisms involved in ameliorating the T2D condition, and
warrant further research on this topic.

THE METABOLIC AND EPIGENETIC
INTERPLAY BETWEEN GUT
MICROBIOTA AND DIET

The gut is host to trillions of microorganisms, including bacteria,
archaea, viruses, and eukaryotes. The combined genome (∼150
times larger than the human genome) and the function of these
microorganisms make up the microbiome (Ley et al., 2006a;
Qin et al., 2010). While the microbiome influences digestion,
gut-hormone secretion, intestinal immunity and inflammation,
it is also largely shaped by diet; specifically, diet alterations

account for 57% of the changes in gut microbiota populations,
whereas genetic mutations only account for 12% (Zhang C. et al.,
2010). Cumulating evidence places the gut microbiome and its
metabolites at the origin of diet-induced metabolic dysregulation
(Ley et al., 2006b), therefore, positive modulations of the gut
microbiota by dietary interventions are of therapeutic interest.

Gut microbiota influences the host metabolism through
various microbial-derived metabolites, which induce epigenetic
alterations of key genes involved in the initiation and progression
of diseases (Figure 6). Metabolites, such as folate, choline,
vitamin B12, and betaine, can function as methyl donors and
participate in DNA methylation processes via the generation of
S-adenosylmethionine (SAM). In addition, the gut microbiota
ferments complex carbohydrates from the diet to produce small
organic acids, most of which are short-chain fatty acids (SCFA)
(<95%), such as butyrate, propionate, acetate and lactate (den
Besten et al., 2013). These SCFA, particularly butyrate and acetate,
inhibit HDACs, leading to transcriptional activation via increased
histone acetylation. Additional epigenetic roles of the gut
microbiome are well discussed elsewhere (Sharma et al., 2019).

Importantly, fasting-feeding cycles can directly impact the
gut microbiota (Thaiss et al., 2014). In particular, dietary
intervention-mediated (i.e., IF, FMD, CR, KD) remodeling
of gut microbial populations confers various health benefits
(Li et al., 2017; Beli et al., 2018; Cignarella et al., 2018;

FIGURE 6 | Epigenetic modulation by dietary intervention-induced ketogenesis and gut microbial metabolites. Dietary interventions stimulate ketone body
production such as β-hydroxybutyrate, which can modulate gene expression through histone modification (bhb) and inhibition of histone deacetylases (HDACs).
Dietary interventions also modulate the gut microbiota, through the release of short-chain fatty acids (SCFA) acetate and butyrate which inhibit HDACs, and folate
which provides methyl donors for DNA methyltransferase (DNMT) activity.
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Fabbiano et al., 2018; Wang et al., 2018; Rangan et al., 2019; Ang
et al., 2020; Liu et al., 2020). The causal and functional roles of
these favorable microbes in dietary interventions are supported
by microbiota transplantation and elimination (e.g., antibiotic
treatment) studies. For example, IF-induced WAT browning
and associated metabolic benefits are abolished in microbiota-
depleted mice and subsequently restored with IF-microbiota
transplantation (Li et al., 2017). This is in part mediated by
the expansion of the Lactobacillus bacteria population, resulting
in increased levels of serum lactate (Vergnes and Reue, 2014)
and acetate (Hernandez et al., 2019), which are taken up by
the upregulated monocarboxylate transporter 1 (Mct1) in WAT
(Iwanaga et al., 2009; Carriere et al., 2014; Li et al., 2017).
Lactobacillus, populated upon IF, CR and FMD, is a probiotic
bacterium with health-promoting properties against metabolic
diseases (Sharma et al., 2019) and is involved in the production of
folate and the fermentation of pyruvate to acetate and lactate. IF
can also increase plasma butyrate levels through greater butyrate-
producing Odoribacter (Liu et al., 2020). Notably, these health
benefits of IF can be achieved through the direct administration
of SCFA (Liu et al., 2020), suggesting that metabolites from a
re-established microbiome mediate the health benefits of dietary
interventions. Although studies of dietary intervention, such as
CR and KD, have shown epigenetic-mediated mechanisms of
improved gut stem cell homeostasis (Igarashi and Guarente,
2016; Cheng et al., 2019), the association with gut microbiota is
still not fully understood and thus warrants further research.

KETONE BODIES AS EPIGENETIC
REGULATORS IN DIETARY
INTERVENTION

Many of the benefits related to fasting and nutritional
interventions, such as IF, CR, FMD and KD, may stem from the
activation of the ketogenic pathway and the increased production
of ketone bodies (i.e., ketosis). This metabolic switch to ketosis,
associated with improvements in lipid and glucose metabolism,
contributes to a healthier metabolic state of the tissues discussed
in this review. Dysregulation or insufficiency of ketogenesis, by
contrast, can be associated with hepatic metabolic abnormalities
and may contribute to NAFLD (Cotter et al., 2014; Mannisto
et al., 2015; d’Avignon et al., 2018; Fletcher et al., 2019) and liver
fibrosis (Puchalska et al., 2019).

Fasting stimulates hepatic ketogenesis to increase systemic
ketone body levels. Mitochondrial 3-hydroxy-3-methylglutaryl-
CoA synthase 2 (HMGCS2) is the rate-limiting enzyme of the
ketogenic pathway and catalyzes the conversion of acetoacetyl-
CoA to HMG-CoA – the first step in β-hydroxybutyrate (BHB)
synthesis. HMGCS2 is a downstream target gene of FOXA2,
a key transcription factor of hepatic lipid metabolism. Under
feeding conditions, insulin/PI3K/Akt-mediated phosphorylation
of FOXA2 reduces its transcriptional activity by nuclear exclusion
(Wolfrum et al., 2004; von Meyenn et al., 2013; Newman
and Verdin, 2014). Conversely, under fasting conditions,
glucagon signaling inhibits SIK2 kinase and allows for p300-
mediated post-translational acetylation and activation of FOXA2,

resulting in the induction of HMGCS2 transcription (von
Meyenn et al., 2013; Newman and Verdin, 2014). In addition
to the SIK2-p300-FOXA2 axis, SIRT3, the mitochondrial
class III HDAC, directly increases the enzymatic activity of
HMGCS2 under fasting conditions through post-translational
deacetylation of lysine residues (Shimazu et al., 2010; Newman
and Verdin, 2014). Mice lacking Sirt3 exhibit a reduction in
fasting-induced BHB production, indicative of hypoketonemia,
along with impaired IF-mediated neurological improvements
(Liu Y. et al., 2019).

Acetone, acetoacetate (AcAc) and BHB are the three ketone
bodies produced by the liver, from which AcAc and BHB
are transported primarily to skeletal muscle and the brain as
carriers of additional energy, while acetone is mainly released
through exhalation. Among the three ketone bodies, BHB is
the most abundant in mammals. Notably, recent studies have
demonstrated that ketone bodies play a pivotal role as direct or
indirect signaling mediators of cellular and metabolic functions,
including epigenetic gene regulation (Newman and Verdin,
2014, 2017; Puchalska and Crawford, 2017). Similar to butyrate
(Candido et al., 1978; Cousens et al., 1979; Louis and Flint,
2009), BHB inhibits HDACs, particularly HDAC 1, 3, and 4
(class I and IIa) (Shimazu et al., 2013; Figure 6). Both HDAC3
and HDAC4 are responsible for stimulating the expression
of gluconeogenic genes (Mihaylova et al., 2011), hence their
inhibition by BHB would result in a reduction in plasma glucose
levels, as seen in Hdac3-deficient mice (Knutson et al., 2008).
In addition, ketosis stimulated by either BHB treatment, 40%
CR or overnight fasting in cells and mice all result in histone
hyperacetylation, particularly at H3K9 and H3K14, thereby
promoting the expression of genes, such as Foxo3a – a core
regulator of cellular homeostasis (i.e., cell cycle progression),
stress response, and longevity induction (Shimazu et al., 2013).
Since both butyrate treatment and HDAC inhibition improve
hepatic steatosis (Endo et al., 2013; Zhou et al., 2017, 2018) and
glucose homeostasis (Gao et al., 2009; Xiao et al., 2011; Cho
et al., 2018; Lee et al., 2018) in both mice and humans, enhancing
BHB levels through dietary interventions may provide similar
beneficial effects.

Furthermore, elevated BHB levels result in increased histone
lysine β-hydroxybutyrylation (kbhb), a novel type of histone
post-translational modification (Xie et al., 2016; Figure 6). BHB
produced from ketogenesis can be complexed with free molecules
of Coenzyme A to form BHB-CoA, the donor for kbhb histone
modifications (Sabari et al., 2017). A total of 44 histone kbhb
sites have been determined in human embryonic kidney cells
(HEK293) and mouse liver. These kbhb marks are found in
the promoter sites of target genes and result in transcriptional
activation. In particular, kbhb on H3K9 (H3K9bhb) is found
in fasted liver (Xie et al., 2016). The H3K9bhb acylation mark
targets and leads to the upregulation of genes involved in
amino acid catabolism, redox balance and circadian rhythm –
mediating these specific processes in the switch from feeding to
fasting state (Xie et al., 2016). It is thus tempting to speculate
that the metabolic benefits by ketogenic dietary interventions,
such as IF, CR, FMD and KD, involve histone kbhb-mediated
epigenetic modulation.
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Pharmaceutical therapeutics stimulating a state of ketosis
similar to that with dietary interventions, such as sodium-
glucose co-transporter 2 (SGLT2) inhibitors, are being clinically
used in the treatment of NAFLD and T2D (Polidori et al.,
2018). SGLT2 inhibitors have shown metabolic improvements
in hyperglycemia, adiposity, oxidative stress and inflammation
(Komiya et al., 2016; Scheen, 2019). While it has not been
clearly understood, increased circulating ketone bodies by SGLT2
inhibitors has been considered one of the mechanisms of
action mediating the metabolic benefits (Prattichizzo et al.,
2018; Wojcik and Warden, 2019). In addition, in a recent
study, loss of the G protein-coupled receptor 43 (Gpr43),
activated specifically by AcAc in mice, abolishes IF- and KD-
mediated metabolic benefits, including those associated with lipid
metabolism (i.e., body weight and fat mass reduction) (Miyamoto
et al., 2019). This finding suggests that the improvements seen
with dietary interventions are indeed mediated at least in part
by ketone body metabolism. Further studies on the ketone body-
mediated epigenetic changes in dietary interventions will provide
additional mechanistic understanding.

CONCLUSION AND DISCUSSION OF
FUTURE PERSPECTIVES

In this review, we summarized key tissue-specific epigenetic
changes implicated in both metabolic diseases and dietary
interventions, with a focus on adipose, liver and pancreas. While
most of the epigenetic studies have been conducted separately
in these metabolic tissues, it is important to recognize that
the integrated tissue cross-talks can drive systemic changes
in metabolic gene expression and function. For example,
secretion of tissue-respective metabolites and hormones, such
as adipokines (i.e., leptin, adiponectin), hepatokines (i.e., Fgf21)
and pancreatic glucagon and insulin, which as we have discussed
are all subject to epigenetic changes, are key mediators of
tissue cross-talk and systemic homeostasis (Rosen, 2016; Stern
et al., 2016). Therefore, the global metabolic changes seen in
several tissues upon disease and dietary intervention make it
difficult to not only characterize the adaptive or pathological
role of these epigenetic events but, to also pinpoint the
primary insult that triggers secondary, systemic aspects of
these responses. Temporally identifying the whole-body, tissue-
specific epigenetic changes throughout both disease progression
and dietary intervention-mediated metabolic improvements
will require further investigation. We further discuss some
limitations, benefits and potentials to epigenetic modification by
dietary intervention.

Limitations of Epigenetic Modification by
Dietary Intervention
Sex Differences
One of the key limitations of dietary interventions arises from
sex differences. Despite the successful outcomes of dietary
interventions seen in humans and animal models (Di Francesco
et al., 2018; de Cabo and Mattson, 2019), it is not clear whether
and to what extent sex differences contribute to the impact

of dietary interventions. For example, in the liver, males favor
energy utilization by oxidizing FA, whereas females tend to
prefer energy storage by converting FA into TG (Tramunt et al.,
2020). Furthermore, females primarily store excess energy in
subcutaneous fat, which in comparison to visceral fat, allows
for greater and longer storage, prevents ectopic fat deposition in
other tissues and resists the development of male-predominant
metabolic diseases, such as diabetes and NAFLD (Tramunt et al.,
2020). Thus, these sex differences in metabolism could lead
to different outcomes when subject to dietary interventions.
Indeed, unlike male mice showing reduced lipid accumulation,
IF increases the hepatic lipid content of female mice (Piotrowska
et al., 2016). This result can be further explained by the sex
difference in the fasting response of the liver. Upon a short-
term fast (6 hr), male mice maintained steady-state metabolism
with reductions in anabolic pathways, such as hepatic lipogenesis
and gluconeogenesis, whereas females continued to use amino
acids for the synthesis of hepatic TG (Della Torre et al.,
2018). While it has been suggested that sex differences in the
liver are established postnatally via testosterone-mediated DNA
methylation (Reizel et al., 2015), this study with transcriptome
and metabolomic analyses has demonstrated that the sexual
differentiation of the liver exists when mice are born and is largely
mediated by the sexually dimorphic hepatic estrogen receptor
α (ERα) (Della Torre et al., 2018). Together, this evidence
suggests that a comprehensive understanding of sex differences
in metabolism is required for safe and efficacious utilization of
fasting-involved dietary interventions in both males and females.
Particularly, epigenetic changes and their regulatory roles in
sexual differentiation in response to dietary interventions remain
to be elucidated.

Age Differences
Aging is a key risk factor for metabolic disease development.
Extension of lifespan and healthspan by dietary interventions
has thus led to an interest in their application for the treatment
of metabolic diseases in the elderly (Gensous et al., 2019). At
the other extreme, pediatric obesity is also an emerging public
health priority; dietary interventions are being considered for this
population as well (Vidmar et al., 2019). However, as discussed in
this review, most human and animal dietary intervention studies
are conducted in young adult and middle-aged individuals, with
very limited work in the elderly or pediatric population. Due to
the stark differences in the metabolism and physiology among
children, young adult and aged individuals, it is necessary to
test the safety and efficacy of dietary interventions in these
populations. For example, in contrast to young adult or middle-
aged individuals, mildly increased body weight and/or BMI in
the elderly is often associated with a lower risk of mortality. This
finding, known as the “obesity paradox,” suggests a protective
role of body fat in the elderly against certain illnesses (i.e., T2D)
(Hainer and Aldhoon-Hainerova, 2013). In one study, weight
loss (>7.5% body weight) was strongly associated with a reduced
survival outcome in T2D elderly patients with a mean age of
62 years (Doehner et al., 2012). Thus, dietary interventions
resulting in body weight loss could be detrimental in the elderly
(Thorpe and Ferraro, 2004; Locher et al., 2016). Moreover,
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a study has demonstrated that 4 weeks of TRF in juvenile mice
(4-week-old) causes adverse effects including delayed puberty,
fatty liver disease and an abnormal gut microbiota shift (Hu
et al., 2019). Therefore, the overall risk-to-benefit ratio of
dietary interventions in different age populations still remains
uncertain and requires further research. Moreover, it would
be interesting to see how epigenetic mechanisms govern the
differential response to dietary interventions among different age
populations with metabolic disease.

Benefits of Epigenetic Modification by
Dietary Intervention
Despite the limitations of sex and age, the epigenetic modulation
of dietary intervention is still a promising avenue. Due to the
reversible nature of epigenetic modifications, the utilization of
epigenetic therapies in the treatment of metabolic diseases is
encouraging. Both in vitro and in vivo mechanistic studies of
current epigenetic therapies, such as inhibitors of DNMT (e.g.,
5-aza-2′-deoxycytidine) (Mann et al., 2007, 2010), HDAC (e.g.,
Trichostatin A) (Zhang et al., 2009) and HAT (e.g., Tannic acid)
(Chung et al., 2019) have shown promising preclinical results in
targeting hepatic disease processes. However, the low specificity
and broad range of outcomes associated with epigenome-
targeting agents could lead to side effects (Gius et al., 2004).
Interest has also emerged in epigenetic dietary components
including the DNMT/HAT inhibitor epigallocatechin-3-gallate
(EGCG) found in green tea and the DNMT/HDAC inhibitor
resveratrol found in peanuts, grapes and berries (Hardy and
Tollefsbol, 2011). Resveratrol, commonly known as a SIRT1
activator, is used as a CR-mimetic in several studies, showing
improvements in health and longevity (Baur et al., 2006).
Although these natural compounds are associated with several
benefits, they do not yet provide the same efficacy in achieving
balanced and global effects as with dietary interventions against
metabolic diseases. It will, however, be interesting to see

whether combining these pharmacological or natural epigenetic
modulators with dietary interventions could provide greater
efficacy and reduced side effects – a perspective that can be
explored in future studies. Overall, the numerous metabolic
benefits associated with dietary interventions and their ability
to reverse the disease state, makes them encouraging for
clinical translation. Although current treatments are mainly
associated with risk prevention and disease management, these
dietary interventions, in combination with their epigenetic
modulators, can serve to effectively improve the prognosis of
metabolic diseases.
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In most eukaryotes, the genome is packaged with histones and other proteins to
form chromatin. One of the major mechanisms for chromatin regulation is through
post-translational modification of histone proteins. Recognition of these modifications
by effector proteins, often dubbed histone “readers,” provides a link between the
chromatin landscape and gene regulation. The diversity of histone reader proteins for
each modification provides an added layer of regulatory complexity. In this review, we
will focus on the roles of chromatin organization modifier (chromo) domain containing
proteins in the model nematode, Caenorhabditis elegans. An amenability to genetic
and cell biological approaches, well-studied development and a short life cycle make
C. elegans a powerful system to investigate the diversity of chromo domain protein
functions in metazoans. We will highlight recent insights into the roles of chromo domain
proteins in the regulation of heterochromatin and the spatial conformation of the genome
as well as their functions in cell fate, fertility, small RNA pathways and transgenerational
epigenetic inheritance. The spectrum of different chromatin readers may represent
a layer of regulation that integrates chromatin landscape, genome organization and
gene expression.

Keywords: histone methylation, chromodomain, histone reader, genome organization, epigenetic inheritance,
C. elegans, chromatin architecture, CEC

INTRODUCTION

Eukaryotic chromatin is highly regulated to ensure proper gene expression in different cell types
and across developmental stages. The combined application of high-resolution microscopy and
genome-wide sequencing approaches now provides a comprehensive view of the organization of the
genome into more transcriptionally active and accessible regions of euchromatin or less active and
more compact regions of heterochromatin. These chromatin states are characterized by different
patterns of histone modifications and spatial separation within the nucleus [reviewed in Hildebrand
and Dekker (2020)]. Understanding the interplay between the histone modification landscape and
the three-dimensional conformation of the genome will provide insight into the establishment and
maintenance of cell type-specific gene expression programs.

Patterns of histone post-translational modifications are associated with functionally distinct
chromatin states. One key modification is methylation of lysine residues on the N-terminal tails of
histone H3. The mono-, di- or tri-methylated lysine residues form a binding site for a diverse group
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of “reader” domains [reviewed in Patel (2016)]. These
include chromo domains, which will be the focus of this
review, and other members of the structurally related
“Royal family,” such as tudor, PWWP and MBT (Malignant
Brain Tumour) repeat domains (Maurer-Stroh et al., 2003).
The two founding chromo domain families are defined by
Polycomb (Pc) and Heterochromatin Protein 1 (HP1). These
proteins have well-characterized and conserved roles in
maintaining facultative and constitutive heterochromatin,
respectively, through their recognition of methyllysine
residues on histone H3 (H3K27me3 and H3K9me3) [reviewed
in Eissenberg (2012)].

Chromo domain-containing proteins from diverse eukaryotes
have been grouped by multiple sequence alignment into thirteen
families (Tajul-Arifin et al., 2003), many of which encode
chromatin modifiers and remodeling enzymes. Here we will
focus on the “single chromo domain” proteins, a subset
of these protein families without an accompanying catalytic
domain. In C. elegans, these include two homologs of HP1
(HP1-Like-1, HPL-2), a homolog of the euchromatin-associated
Mortality Factor-Related Gene (MRG-1), and a diverse group
of C. elegans chromo domain (CEC) proteins (Table 1).
Additional CEC proteins have also been identified by sequence
homology and await characterization (Aasland and Stewart, 1995;
Agostoni et al., 1996).

Numerous chromo domain-containing proteins play
roles in gene regulation as part of multi-protein chromatin
regulation complexes [reviewed in Eissenberg (2012)]. The
two C. elegans HP1 homologs have both shared and distinct
functions in development and fertility (Couteau et al., 2002;
Schott et al., 2006; Meister et al., 2011; Studencka et al.,
2012a) and physically associate with transcriptional repression
complexes. HPL-1 has been found in an LSD-1/CoREST-
like complex (lysine-specific demethylase-1, Corepressor for
REST) (Vandamme et al., 2015). HPL-2 interacts with the
zinc-finger protein LIN-13 and the H3K9me-binding MBT
domain protein LIN-61, forming a complex that is part of
the synthetic multi-vulva (synMuv) B group (Coustham
et al., 2006; Harrison et al., 2007; Koester-Eiserfunke and
Fischle, 2011; Wu et al., 2012). The synMuv B group of
genes includes transcriptional repressors and chromatin-
associated factors that influence cell fate decisions and
were named for their role in repressing ectopic vulva
formation [reviewed in Fay and Yochem (2007), Gonzalez-
Aguilera et al. (2014)]. MRG-1 plays numerous roles in
the germline (Takasaki et al., 2007; Dombecki et al., 2011;
Gupta et al., 2015; Hajduskova et al., 2019) and interacts
with several chromatin regulatory factors, including the
histone methyltransferase SET-26 and the SIN (Switch
Independent)-3 histone deacetylase complex (Beurton et al.,
2019; Hajduskova et al., 2019). The cooperation of HPL-
2 and MRG-1 with multiple regulatory pathways likely
contributes to their roles in spatial genome regulation, as
discussed below.

In addition to the HP1 homologs, the single chromo
domain proteins recognizing heterochromatin-associated
histone modifications include a diverse group of CEC

proteins. The chromo domains of several CECs are highly
similar to the Polycomb/Chromobox (Pc/CBX) proteins
or to M-phase phosphoprotein 8 (MPHOSPH8/MPP8)
(Table 1). However, outside the chromo domain, the
CECs diverge from these putative homologs. In flies and
mammals, Pc/CBX recognizes H3K27 methylation as
part of the canonical Polycomb Repressive Complex 1
(cPRC1), which participates in the maintenance of silenced
chromatin domains [reviewed in Kuroda et al. (2020)].
In human cells, MPP8 recognizes H3K9 methylation as a
component of the Human Silencing Hub (HUSH) complex,
which regulates heterochromatin maintenance and position
effect variegation [reviewed in Timms et al. (2016)]. The
interactions of CEC proteins with the methylated residues
of histone tails are highly suggestive of roles in chromatin-
associated complexes. However, at present, it remains
to be seen if any CECs are part of PRC1- or HUSH-
like complexes, or if such complexes are conserved in
C. elegans.

The recruitment and regulation of chromatin-modifying
complexes are important for the establishment and maintenance
of chromatin landscapes. In addition, there is a growing
appreciation for the significance of three-dimensional
chromosome conformation as a layer of genome organization
that is interconnected with transcription and chromatin
state regulation [Figure 1; reviewed in Rowley and Corces
(2018)]. Examples across species point to conserved roles
of heterochromatin regulators in genome topology (Klocko
et al., 2016; Veluchamy et al., 2016; Falk et al., 2019),
including the Pc/CBX chromodomain proteins [reviewed
in Kim and Kingston (2020)]. Chromo domain proteins can
therefore affect both local and global genome architecture.
Recent findings reveal the importance of both of these
regulatory mechanisms for C. elegans single chromo
domain proteins.

In this review, we highlight recent studies revealing
how C. elegans chromo domain proteins provide a
connection between chromatin landscape and three-
dimensional genome architecture. We also discuss the
functional importance of chromo domain proteins in
maintaining the balance between heterochromatin and
euchromatin and the consequences for cell fate, fertility
and epigenetic inheritance.

CHROMO DOMAIN PROTEINS AND
SPATIAL ORGANIZATION OF THE
GENOME

Across metazoans, individual chromosomes occupy discrete
territories within the nucleus, and can be further separated
into compartments that differ in transcriptional activity.
The more active “A” compartments are gene-rich and more
accessible, whereas the less active “B” compartments bear
hallmarks of heterochromatin such as histone H3K9 and
H3K27 methylation [reviewed in Hildebrand and Dekker
(2020); Figure 1). Spatial organization, including association
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TABLE 1 | Characteristics of C. elegans chromodomain proteins discussed in this review.

Protein Domains Histone modification interactions Expression pattern Similarity to human proteins

Full length: (% query
coverage,% identity;
OrthoList 2)

Chromodomain only:
(% query coverage,%
identity)

HPL-1 CD, CSD H3K9me
H1K14me
H3K23me

me3 (in vitro)
me1 (in vitro, co-IP)
me1/2/3 (in vitro),
me2 (co-IP)

Embryo (Tg): from 50
cell stage
Larva – Adult (Tg):
broad, enriched in
head, tail, hypodermis,
and some neurons

CBX3/HP1γ (77, 36; 4)
CBX5/HP1α (75, 36; 4)
CBX1/HP1β (70, 34; 5)

CBX3 (88, 49)
CBX5 (92, 49)
CBX2 (96, 43)

HPL-2 CD, CSD H3K9me

H3K27me

me1/2/3 (in vitro,
co-IP),
me1/2 (ChIP-seq)
me3 (in vitro),
me2/3 (co-IP)

Embryo (Tg): broad,
strong expression from
20-24 cell stage
Adult (Tg): broad

CBX5 (47, 36; 2)
CBX3 (52, 32; 2)
CBX1 (45, 37; 3)

CBX5 (96, 46)
CBX3 (88, 48)
SUV39H1 (96, 38)

CEC-1 CD H3K27me me2/3 (in vitro) Embryo (Tg): broad,
from ∼50 cell stage
Larvae-Adult: broad in
soma, proximal
germline

CBX2 (16, 51; 2)
CBX4 (18, 47; −)
CBX7 (17, 43; −)

CBX2 (98, 50)
CBX4 (98, 48)
CBX8 (98, 40)

CEC-3 (EAP-1) CD H3K9me me1/2/3 (in vitro),
me3 (ChIP-seq)

Embryo: broad
Adult: enriched in head
regions and germline

MMP8 (16, 47; 0)
CDYL2 (15, 41; −)

MMP8 (98, 50)
CDYL2 (90, 41)

CEC-4 CD H3K9me me1/2/3 (in vitro) All stages (Tg): broad,
enriched in muscles

CBX5 (30, 34; −) CBX5 (92, 42)

CEC-6 CD H3K9me
H3K27me

me2/3 (in vitro)
me2/3 (in vitro)

Enriched in primordial
germ cells and germline

CDYL (5, 47; −)
CBX7* (6, 33; −) *DB

CDYL (86, 47)
CDY1 (79, 47)
CBX2 (98, 35)

HERI-1 (CEC-9) CD,
Ser/Thr
kinase-like

not known Embryo: germ and
soma blastomeres
Larvae - Adult:
primordial germ cells
and germline

NRBP1 (26, 27; −)
CDK2* (37, 16; −) *DB

CBX2 (39, 42)
CBX8 (37, 47)

MRG-1 CD, MRG H3K36me
H3K4me

me2/3 (ChIP-seq)
me3 (ChIP-seq)

Early embryo: broad
Late embryo: enriched
in primordial germ cells
Adult: enriched in
germline, neurons,
intestine

MORF4L1/MRG15 (96,
26; 5)
MOR4FL2/MRGX (68,
27; 2)

ARID4A (55, 52)

Histone modification interaction and expression pattern data were collected from the publications listed below ‡. Expression patterns are based on GFP knock-in alleles
or immunofluorescence, or transgenes where indicated (Tg). Homology searches were performed using BLASTP (Altschul et al., 1990) or DELTA-BLAST (Boratyn et al.,
2012) against the human RefSeq protein database. Chromo domains were mapped using the Simple Modular Architecture Research Tool (SMART) (Letunic et al., 2015).
Predicted orthologs from Ortho List 2 (Kim et al., 2018) are denoted by the number of supporting orthology-prediction programs for the indicated protein (0 denotes
only supported by legacy gene set; −, not identified). CD, chromo domain; CSD, chromo shadow domain; ChIP, chromatin immunoprecipitation; in vitro, in vitro peptide
binding assay; co-IP, co-immunoprecipitation; Tg, transgene; DB, DELTA-BLAST. ‡HPL-1, HPL-2: (Couteau et al., 2002; Schott et al., 2006; Koester-Eiserfunke and
Fischle, 2011; Studencka et al., 2012a,b; Towbin et al., 2012; Garrigues et al., 2015; Vandamme et al., 2015; McMurchy et al., 2017); CEC-1: (Agostoni et al., 1996;
Saltzman et al., 2018); CEC-3: (Greer et al., 2014); CEC-4: (Gonzalez-Sandoval et al., 2015); CEC-6: (Saltzman et al., 2018); HERI-1: (Perales et al., 2018); MRG-1:
(Takasaki et al., 2007; Cabianca et al., 2019; Hajduskova et al., 2019).

with the nuclear membrane-associated lamina, plays a key
role in distinguishing these compartments [reviewed in
Pueschel et al. (2016)]. In the C. elegans genome, the
heterochromatic B compartments and lamina-associated
domains (LADs) are enriched on the arms of the autosomes
and the left end of the X chromosome [reviewed in Ahringer
and Gasser (2018)]. Ostensibly, this variation in spatial
localization and transcriptional activity may be influenced
by the deposition and recognition of histone modifications.

Indeed, recent studies have identified roles for three C. elegans
chromo domain proteins, CEC-4, MRG-1, and HPL-2, in
regulating genome architecture (see below). The application
of genome-wide chromosome conformation capture (Hi-
C) and chromatin immunoprecipitation assays along with
high resolution microscopy approaches have together
revealed cell type- and developmental stage-specific effects
of chromo domain proteins on LADs, compartments and
chromosome compaction.
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FIGURE 1 | Model outlining connections between chromo domain regulation and genome architecture in C. elegans. (Left) Cartoon representing genome regulation
at different scales, from transcription to chromatin state and chromosome compartmentalization. Arrows represent the mutual influence of regulatory layers.

(Continued)
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FIGURE 1 | Continued
A/B compartments correspond to euchromatin and heterochromatin, which have characteristic patterns of histone modification enrichment. (Right) Overview of
heterochromatin- and euchromatin-associated chromo domain-containing proteins, including selected physical and genetic interactions discussed in the text.
Chromo domain proteins may function within a network of regulatory pathways that influence genome expression at local and global scales. (Bottom) Chromatin
mechanisms play key roles in regulating cell fate plasticity in different developmental contexts, the maintenance of fertility, and the inheritance of small RNA-initiated
silencing. See text for details on the roles of specific chromo domain proteins. Simplified embryonic lineage adapted from Sulston et al. (1983). AGO, Argonaute
protein; HMT, histone methyltransferase, RNAPII, RNA polymerase II, PGC, primordial germ cell.

Lamina-Associated Domains and
Compartments
The perinuclear anchoring of lamina-associated domains
in C. elegans is facilitated by the chromo domain proteins
CEC-4 and MRG-1 (Gonzalez-Sandoval et al., 2015; Cabianca
et al., 2019). The role of CEC-4 was initially characterized by
monitoring the localization of a heterochromatic transgene
at the inner nuclear membrane using a lacO/lacI-GFP live
imaging approach (Gonzalez-Sandoval et al., 2015). The
repetitive lacO-containing reporter was enriched for H3K9
and H3K27 methylation and its localization was dependent
on the histone H3K9 methyltransferases met-2 and set-25,
making it an effective readout for altered heterochromatin
anchoring (Towbin et al., 2012). In embryonic cell nuclei,
loss of cec-4 disrupted lamina localization of this reporter as
well as the association of the endogenous heterochromatin-
enriched chromosome arms with the conserved lamin-associated
protein lem-2 (Gonzalez-Sandoval et al., 2015). Intriguingly,
in the nuclei of intestinal cells in L1 larvae, MRG-1, which in
contrast to CEC-4 associates with euchromatin, functioned
in a partially redundant manner with CEC-4 to localize
the heterochromatin reporter and chromosome arms to
the nuclear lamina (Cabianca et al., 2019). Delocalization
of the reporter from the lamina in mrg-1 mutants was
associated with a gain of histone acetylation, and perinuclear
anchoring of the reporter could be partially rescued by
depletion of the transcriptional coregulator and histone
acetyltransferase CBP-1/p300 (CREB-binding protein)
(Cabianca et al., 2019). These data led to a model wherein
enrichment of MRG-1 and H3K36 methylation at euchromatin
sequesters CBP-1 activity, consequently preventing the
mistargeting of CBP-1 activity to heterochromatin, which
can lead to delocalization and transcriptional derepression.
Thus, pathways depending on both heterochromatin
and euchromatin reader proteins have overlapping and
developmental stage-specific roles in the anchoring of
lamina-associated domains. Furthermore, heterochromatin
anchoring is not simply driven by heterochromatin-associated
factors. Their actions must be balanced by the activity of
euchromatin regulators to ensure the spatial organization of
heterochromatin.

Two recent studies have investigated the role of cec-4 in
genome compartmentalization using high resolution microscopy
and HiC. These approaches enable complementary insights
from single-chromosome and population average perspectives,
respectively. In the imaging approach, chromosomes I and
V were visualized by chromosome tracing, a high-throughput
DNA-fluorescence in situ hybridization (FISH) strategy, which

revealed that A/B compartments emerge upon gastrulation (Sawh
et al., 2020). Prior to this stage, the most prevalent chromosome
configuration in early embryos was a barbell-like shape, with
more densely folded “pre-B” compartment arms and a less
compact pre-A central region. When lamina attachment was
disrupted by mutation of cec-4, chromosomes occupied less
space, were more disorganized, and, in particular for the larger
chromosome V, exhibited less separation between the distal
pre-B arms. These results suggest that CEC-4-mediated lamina
anchoring stretches the chromosomes in the early embryo (Sawh
et al., 2020). The effects of anchoring may vary by chromosome,
sequence, or developmental context, as cec-4 mutation leads to
decompaction of the X chromosome in differentiated cells of the
adult [see below; (Snyder et al., 2016)].

To separate the contributions of lamina tethering and H3K9
methylation, the HiC study combined mutation of cec-4 and
the histone methyltransferases met-2 and set-25 (Bian et al.,
2020), the loss of which leads to undetectable H3K9 methylation
(Towbin et al., 2012; Zeller et al., 2016). Overall, CEC-4-
dependent anchoring strengthened autosome compartments by
enhancing the separation of the B compartment arms from
the central A compartment regions and by promoting inter-
chromosomal interactions among A compartments. Anchoring
also promoted intra-chromosomal interactions between the distal
arms (B compartments) specifically on the smaller chromosomes
(I, II, III). Notably, H3K9 methylation also promoted the
compaction of B compartments (intra-arm interactions), but in
a cec-4-independent manner (Bian et al., 2020). It is plausible
that HP1 homologs are effectors of this cec-4-independent arm
compaction, as described in the context of small RNA regulation
[see below; Fields and Kennedy (2019)]. Moreover, loss of
H3K9me did not eliminate compartments, leaving the door open
for other chromatin pathways.

Chromatin Compaction in Dosage
Compensation and Nuclear RNA
Interference
In addition to lamina association, chromosome compaction
is a key feature of genome architecture that is mediated by
chromo domain proteins in coordination with other pathways.
In C. elegans hermaphrodites, X chromosome compaction is
one of the mechanisms through which the dosage compensation
complex (DCC) facilitates downregulation of the two X
chromosomes in the soma [reviewed in Albritton and Ercan
(2018)]. This compaction was assayed by X chromosome-
paint DNA-FISH and found to depend on the nuclear lamina-
anchoring factor cec-4 and several histone methyltransferases
including the H3K9 methyltransferases met-2 and set-25 (Snyder
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et al., 2016). Surprisingly, in cec-4 mutant animals, the
heterochromatic left domain of the X chromosome remained
anchored, whereas the more gene-rich euchromatic regions
exhibited more pronounced decondensation and aberrant central
localization in the nucleus. Therefore, at least in the context
of the dosage-compensated X chromosome, CEC-4 facilitates
compaction of euchromatic regions, in addition to its role in
anchoring heterochromatin at the nuclear lamina (Gonzalez-
Sandoval et al., 2015). Although loss of cec-4 had limited
effects on gene expression in embryos (Gonzalez-Sandoval
et al., 2015), there was a subtle but significant upregulation
of genes on the X chromosome in L1 larvae, a timepoint
when dosage compensation is normally fully established
(Snyder et al., 2016). Thus, compaction is one of several
mechanisms important in dosage compensation. It will also
be of interest to determine the potential relationships among
cec-4-dependent compaction, the parallel mrg-1-dependent
mechanism described above (Cabianca et al., 2019), and
additional chromatin factors implicated in the spatial regulation
of the X chromosome (Crane et al., 2015; Brejc et al., 2017;
Weiser et al., 2017).

The interplay between chromo domain proteins and genome
architecture is further illustrated by the role of hpl-2 in nuclear
RNA interference (RNAi)-mediated chromatin compaction.
Small interfering RNAs (siRNAs) can direct cytoplasmic
silencing that targets mRNA or nuclear co-/transcriptional
gene silencing that targets the genomic locus (Figure 1).
Nuclear RNAi is accompanied by deposition of histone
H3K9me3 and H3K27me3 (Guang et al., 2010; Gu et al.,
2012; Luteijn et al., 2012; Mao et al., 2015) and chromatin
compaction that is dependent on chromatin remodelers and
nuclear RNAi (NRDE) factors (Weiser et al., 2017; Fields
and Kennedy, 2019). The HP1 homolog hpl-2 has been
implicated in the maintenance of nuclear RNAi-induced
transcriptional silencing in the germline (Ashe et al., 2012;
Shirayama et al., 2012) and the soma (Grishok et al., 2005;
Juang et al., 2013). A role for hpl-2 in nuclear RNAi-
mediated compaction was demonstrated using a DNA-FISH
approach to assess the spatial distribution of an integrated
repetitive transgene that was targeted by nuclear RNAi
(Fields and Kennedy, 2019). Notably, HP1-related proteins
play conserved roles in heterochromatin regulation. HPL-2-
mediated compaction may likewise involve nucleosome bridging
through its chromo shadow domain, phase separation, or other
compaction mechanisms (Erdel et al., 2020) [reviewed in Sanulli
and Narlikar (2020)]. In addition, hpl-2 might interact with
other chromatin readers and pathways, such as factors involved
in H3K27 methylation, which also mediate compaction in
terminally differentiated hypodermal cells (Fields et al., 2019)
and during embryogenesis (Yuzyuk et al., 2009). Although hpl-
2 was dispensable for X chromosome compaction in adult
cells (Snyder et al., 2016), it will be of interest to investigate
the role of compaction at other HPL-2-bound sites and in
H3K9 methylation-mediated genome compartmentalization (see
above) (Bian et al., 2020).

The mechanisms and biological significance of the spatial
organization of metazoan genomes remain exciting and

active areas of investigation. The studies above indicate
numerous connections between chromo domain proteins, H3K9
methylation and genome topology. Beyond chromatin readers,
higher-order chromosome structure has also been implicated in
stress response and lifespan regulation in C. elegans (Anderson
et al., 2019; Fields et al., 2019). The investigation of LADs in
C. elegans has also made it a powerful and tractable model for
understanding the mechanisms of human disease caused by
lamin protein dysfunction (Harr et al., 2020).

FUNCTIONAL CONSEQUENCES OF
REGULATION BY CHROMO DOMAIN
PROTEINS

Chromo Domain Proteins in the
Maintenance of Cell Fate
In metazoan development, coordinated regulation of
transcription and chromatin architecture is important for
the transition from cell fate plasticity to commitment [reviewed
in Yadav et al. (2018)]. During C. elegans embryogenesis, the
transition to a more differentiated state is accompanied by a
progressive increase in chromatin compaction (Mutlu et al.,
2018; Costello and Petrella, 2019). Furthermore, multiple
chromatin-based mechanisms, including both repressive and
activating chromatin-modification and chromatin remodeling
activities, ensure proper cell-type- and developmental-stage-
specific gene expression in the germline and soma (Cui et al.,
2006; Petrella et al., 2011; Wu et al., 2012; Rechtsteiner et al.,
2019) [reviewed in Robert et al. (2015)]. Thus, a network of
chromatin-associated factors governs the maintenance of cell
fate in C. elegans.

Cell fate maintenance can be countered by both naturally-
occurring cell fate conversions (transdifferentiation) and
experimentally-induced reprogramming. Ectopic expression
of cell fate-determining transcription factors in C. elegans has
revealed an important role for histone modification pathways
[reviewed in Rothman and Jarriault (2019)]. Chromo domain
proteins can modulate the susceptibility of embryonic and
differentiated cells to induced reprogramming (see below).
These findings highlight the roles of chromo domain proteins in
linking chromatin organization to transcriptional regulation and
cell fate.

In early development, the blastomeres of the C. elegans
embryo are susceptible to cell fate conversion by forced
expression of the transcription factor HLH-1, the homolog
of the master regulator of myogenesis, MyoD [reviewed in
Rothman and Jarriault (2019)]. This assay revealed that cec-
4 mutant embryos were less susceptible than wild-type to
ectopic cell fate reprogramming (Gonzalez-Sandoval et al.,
2015). Whereas all wild-type embryos were reprogrammed to
muscle, ∼25% of cec-4 mutant embryos hatched. However,
this “escape” from induced muscle fate was incomplete, as
these hatched embryos were fragile, expressed muscle markers
ectopically, and did not continue to develop further. As discussed
above, CEC-4 facilitates H3K9me-dependent anchoring of
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heterochromatin at the nuclear lamina and influences chromatin
compartmentalization. These findings suggest that CEC-4-
dependent spatial regulation is important for repression of non-
induced developmental programs, and therefore that the cells in
cec-4mutant embryos did not fully commit to the induced muscle
fate (Gonzalez-Sandoval et al., 2015).

In contrast to CEC-4, the histone methyltransferases MES-
2 (H3K27me) (Yuzyuk et al., 2009) and MET-2 (H3K9me2)
(Mutlu et al., 2019) promoted the loss of cell fate plasticity,
as the mutant embryos were more susceptible than wild-type
to reprogramming. The contrasting mutant phenotypes of cec-
4 and met-2 suggest that a CEC-4-independent function, such
as impaired heterochromatin compaction (Mutlu et al., 2018),
is relevant for the increased plasticity in met-2 mutant embryos.
However, it is difficult to directly compare the effects of cec-4 and
met-2 mutations, as different embryonic timepoints and readouts
for plasticity were examined. Since CEC-4, MET-2, and MES-2
all affect genome organization during embryogenesis, analysis of
combinations of mutants in parallel will help to decipher whether
they also regulate plasticity through similar pathways.

In contrast to the early embryo, differentiated cells lose
plasticity and become more resistant to induced reprogramming.
In mitotic germ cells and cholinergic motor neurons, this barrier
can be overcome following loss of mrg-1 or the HP1 homologs,
respectively, indicating roles for these chromo domain proteins in
protecting cell identity. When the gustatory neuron fate-inducing
transcription factor CHE-1 is ectopically expressed from a heat
shock responsive promoter, knockdown of mrg-1 results in ∼25%
of animals exhibiting “converted” germ cells, whereas control
animals did not have converted germ cells. The conversion was
assayed by expression of a fluorescent reporter for a neuronal
CHE-1 target (the chemoreceptor GCY-5) and converted germ
cells also developed axon-like projections (Hajduskova et al.,
2019). In contrast to other factors which sensitize germ cells to
CHE-1-mediated neuronal reprogramming, such as Polycomb
Repressive Complex 2 (PRC2) components which regulate
H3K27 methylation (Patel et al., 2012), the genomic binding
sites of MRG-1 are enriched for marks of active chromatin,
and MRG-1 appears to function independently of PRC2 in
reprogramming (Hajduskova et al., 2019). Interestingly, MRG-
1 physically interacts with the SET domain protein SET-26,
which has in vitro H3K9 methyltransferase activity (Greer et al.,
2014) and mutation of set-26 increases the efficiency of MRG-
1-mediated reprogramming. Thus, MRG-1 and SET-26 might
work together through a histone methylation read-write crosstalk
mechanism [reviewed in Zhang et al. (2015)] to protect germ cell
fate and fertility.

Similar to the effects of mrg-1 in the germline, hpl-1, hpl-2 and
heterochromatin pathways restrict the plasticity of post-mitotic
cholinergic motor neurons (Patel and Hobert, 2017). When CHE-
1 is induced at the last larval stage (L4), loss of both hpl-1 and
hpl-2 led to a more robust increase in reprogramming than either
alone, as measured by the number of neurons reprogrammed per
animal by expression of a gcy-5 reporter. Interestingly, the effects
of hpl-1 and hpl-2 were partly H3K9 methylation-independent,
as the efficiency of reprogramming was higher in hpl-1;hpl-2
double mutants than in met-2;set-25 mutants. Notably, loss of

the cholinergic cell fate-determining transcription factor, unc-3,
also sensitized these neurons to reprogramming. Combinatorial
mutations indicated that unc-3 acts in the same pathway as met-
2 but in parallel to mes-2 and H3K27 methylation (Patel and
Hobert, 2017). Collectively, these data highlight the interplay
between heterochromatin-associated factors and transcription
factors in specifying cell fate.

These experimental reprogramming studies reveal the roles
of chromo domain proteins in connecting chromatin landscape
with developmental plasticity. While studies discussed earlier
focused on global chromatin reorganization, local effects on
gene regulation likely also contribute to the roles of chromo
domain proteins in cell fate maintenance. Indeed, fluorescent
reporter assays revealed roles for H3K9 methylation readers in
restricting the expression patterns of key transcription factors.
For example, hpl-1 and hpl-2 prevent ectopic expression of
reporters for homeodomain transcription factors important for
male tail, vulval and gonad development (Coustham et al.,
2006; Schott et al., 2006; Studencka et al., 2012b). In addition,
loss of either cec-3 or hpl-2 leads to ectopic expression of the
homeodomain transcription factor unc-4 in non-vulval ventral
nerve cord neurons and disrupted egg laying behavior (Zheng
et al., 2013). These reporter assays do not reveal direct effects
at the genomic loci of interest. However, the correspondence
between the reporter assays and phenotypic readouts suggests
that the reporters effectively model the chromo domain-
dependent regulation of loci encoding transcription factors with
key roles in cell fate.

Together, the cell fate induction experiments described
above have revealed roles for both heterochromatin and
euchromatin-associated factors in the regulation of cell fate
plasticity in several developmental contexts and cell types.
Looking beyond C. elegans, chromatin-based mechanisms have
also been identified as key barriers to the reprogramming
of mammalian cells [reviewed in Brumbaugh et al. (2019)].
Robust characterization of the epigenetic mechanisms governing
cell fate therefore holds promise to influence advancements
in regenerative medicine. One fruitful avenue will be to take
advantage of the screening capabilities of C. elegans to identify
modifiers of chromatin factor-mediated reprogramming. Such
efforts have already identified connections between H3K27
methylation, the highly conserved Notch signaling pathway,
and control of cell proliferation (Seelk et al., 2016; Coraggio
et al., 2019). Another challenge will be to determine the
mechanisms underlying cell type-specific reprogramming, and
to connect the cell fate phenotypes to broad disruption
of chromatin organization, or to misregulation of specific
target genes. These approaches will provide a more complete
understanding of the molecular networks governing cell
fate plasticity.

Germline Immortality and
Transgenerational Epigenetic Inheritance
Given the importance of chromo domain proteins in cell
fate, it is not surprising that they also play key roles in
germ cells and fertility. Chromatin regulation affects several
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of the inter-related mechanisms that jointly contribute to the
maintenance of the germ lineage, including the preservation of
germ cell fate, repression of transposable/repetitive elements,
and genome stability [reviewed in Smelick and Ahmed (2005),
Kelly (2014)]. In addition, the interplay between chromatin
architecture and small RNA pathways exerts a significant role in
the characteristic “immortality” of the germline, or its capacity
to indefinitely give rise to gametes transgenerationally. The
short generation time and genetic tractability of C. elegans
have made it a powerful model to study the mechanisms of
germline immortality as well as the related phenomenon of
transgenerational epigenetic inheritance (TEI), or the retention
of epigenetic information across multiple generations. Here
we highlight recent studies that connect chromo domain
proteins to the network of mechanisms linking fertility, germline
immortality and TEI.

A key model for understanding TEI in C. elegans is
the inheritance of RNA interference (RNAi). Gene silencing
initiated by RNAi can be inherited for several or many
generations in the absence of the initial RNA trigger, with
the duration depending on the specific pathway of silencing
initiation and the nature of the genetic target [reviewed
in Minkina and Hunter (2018)]. The maintenance of this
silencing depends on nuclear RNAi which involves small
RNA-mediated recruitment of nuclear Argonaute proteins to
target loci to effect transcriptional silencing and deposition of
repressive histone methylation (Figure 1) [reviewed in Weiser
and Kim (2019)]. Further emphasizing the importance of
TEI pathways in fertility, loss of factors essential for RNAi
inheritance, including the nuclear Argonaute HRDE-1, also
have a “mortal germline” phenotype (Buckley et al., 2012;
Spracklin et al., 2017).

In a genetic screen for factors that prolong the
transgenerational retention of RNAi inheritance, a recent
study characterized the chromo domain protein HERI-1
(heritable enhancer of RNAi; formerly known as CEC-9) (Perales
et al., 2018). Interestingly, ChIP assays revealed recruitment of
HERI-1 to genes undergoing nuclear RNAi; this recruitment
is dependent on HRDE-1 and SET-32 (also known as HRDE-
3), a methyltransferase contributing to H3K9 methylation
and nuclear RNAi inheritance. Together with evidence that
HERI-1 inhibits nuclear RNAi, these data suggest that the
silencing machinery itself recruits HERI-1 as an inhibitor,
potentially forming a negative feedback loop to prevent runaway
heritable epigenetic silencing. This “braking” activity may
be crucial for sperm development, as heri-1 mutants exhibit
impaired spermatogenesis, which was suppressed by mutation
of hrde-1. It will be of great interest to identify the endogenous
targets of HERI-1. Additional intriguing mechanistic questions
include whether its chromo domain directly interacts with
methylated histones, and the potential function of its serine-
threonine kinase-like domain as an allosteric regulator or
scaffold (Perales et al., 2018). While much attention has been
directed to the factors required for RNAi inheritance, HERI-
1 joins a handful of genes or environmental perturbations
identified so far that restrict TEI (Houri-Ze’evi et al., 2016;
Lev et al., 2017).

The maintenance of germline immortality requires the
concerted activity of multiple histone methyltransferases and
demethylases [reviewed in Kelly (2014)], and genetic interaction
approaches have uncovered contributions of chromo domain
proteins CEC-3 and CEC-6 to this network (Greer et al.,
2014; Saltzman et al., 2018). Loss of the H3K9 methylation
reader cec-3 has distinct effects in different backgrounds with
compromised fertility. Strains with a mutation of the H3K4me2
demethylase spr-5 have a mortal germline phenotype (Katz
et al., 2009) which can be suppressed by a cec-3 deletion
(Greer et al., 2014). In stark contrast, cec-6 mutants have a
comparatively mild fertility defect that is sharply exacerbated
in combination with loss of cec-3 (Saltzman et al., 2018).
One attractive model to account for these progressive fertility
defects posits that disruption of these chromatin factors permits
the aberrant spreading of transcriptionally-active euchromatin
into transcriptionally-silenced heterochromatin, or vice versa,
consequently disrupting germline-specific programming. Indeed,
spr-5 mutants exhibit a global increase in H3K4 methylation and
a decrease in H3K9 methylation, which are associated with a
progressive loss of CEC-3 association with the heterochromatin-
enriched chromosome arms. In a similar manner, the ATPase
MORC-1, which is required for germline immortality and
RNAi inheritance (Spracklin et al., 2017; Weiser et al.,
2017), also prevents the spread of H3K36 methylation into
heterochromatin, and this effect can be counteracted by
loss of the H3K36 methyltransferase met-1 (Weiser et al.,
2017). In the case of the cec-3;cec-6 double mutants, the
loss of both of these H3K9me and H3K27me readers may
eliminate the capacity for compensatory heterochromatin
recognition. However, this hypothesis remains to be tested.
Further identification of both physical and genetic interactors of
chromo domain proteins will help to reveal the molecular details
of these models.

In addition to transgenerational effects, chromo domain
proteins directly influence the development of the germline
and gametes through several mechanisms. Loss of hpl-2
results in temperature-sensitive sterility, abnormal oocyte
accumulation (Couteau et al., 2002) and upregulation of
repetitive elements such as transposons (McMurchy et al., 2017).
The germlines of hpl-2 mutants also exhibit hypersensitivity
to DNA damage and increased apoptosis (McMurchy et al.,
2017). Brood sizes of hpl-2 mutants are further reduced by loss
of additional heterochromatin factors that exhibit significant
overlap in their genomic binding patterns with HPL-2 (including
the synMuv factors LIN-61, LIN-13, MET-2, and LET-418),
particularly at H3K9me2-marked heterochromatin and repetitive
elements (McMurchy et al., 2017). These findings suggest that
HPL-2 is part of a network of heterochromatin-associated
proteins, including the H3K9me2 methyltransferase MET-2, that
safeguard genome integrity in the germline (Zeller et al., 2016;
McMurchy et al., 2017). The fertility-associated role of chromo
domains in genome stability also extends to the euchromatin-
associated MRG-1, which is implicated in DNA repair during
meiosis and in the primordial germ cells (Xu et al., 2012;
Miwa et al., 2019). Together, these studies emphasize the
importance of chromo domain proteins in repetitive element
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and transposon repression and the response to genotoxic
stress and DNA damage, in addition to their roles in gene
expression regulation.

The mechanisms through which chromo domain proteins
maintain germline immortality continue to be investigated.
Several mortal germline phenotypes described here are reversible
or temperature-sensitive (Spracklin et al., 2017; Saltzman
et al., 2018), implicating epigenetic mechanisms such as the
remodeling of chromatin states between generations or small
RNA-based inheritance. However, given the importance
of heterochromatin maintenance in genome stability
[described above and reviewed in Janssen et al. (2018)], the
contribution of genetic changes to this loss of fertility remains
an open question.

Overall, these studies highlight the roles of multiple C. elegans
chromo domain proteins at the intersection of chromatin
architecture, small RNA pathways, and transgenerational
epigenetic inheritance. C. elegans has also become an
important model system for the transgenerational influences
of environmental factors [reviewed in Perez and Lehner
(2019)]. Given the associations among epigenetic mechanisms,
environmental effects, aging and cancer [reviewed in Cavalli
and Heard (2019)], studies in accessible model systems such as
C. elegans are a crucial step toward a mechanistic understanding
of epigenetic regulation in health and disease.

PERSPECTIVE AND FUTURE
DIRECTIONS

The mechanistic interplay between chromatin domain proteins,
regulated expression of individual genes and three-dimensional
chromatin architecture remains a pressing open question.
Chromo domain proteins are particularly suited to facilitate
this interplay, as they recognize histone modifications that
define chromatin domains. In this review, we have highlighted
evidence from C. elegans for heterochromatin- and euchromatin-
associated chromo domain proteins directly and indirectly
regulating lamina association, compaction, and maintenance of
A/B compartments and chromatin domains. An emerging theme
is that these chromo domain proteins operate within a network
of chromatin-associated factors, transcriptional regulators, and
small RNA pathways and that they may simultaneously impact
multiple layers of gene regulation (Figure 1). Characterizing
this diversity of function will be crucial for understanding the
integration of chromatin architecture and gene expression in
developmental regulation.

Investigating the mechanisms that establish and maintain
the cell- and developmental stage-specific genome association
patterns of C. elegans chromo domain proteins will shed light
on the broad question of how the context-specific activities
of chromatin regulation complexes are determined. Crucially,
the chromatin association of proteins with “reader” domains is
likely to be regulated by a combination of factors in addition
to the interaction with modified histone tails. An intriguing
example is provided by HPL-2, whose genomic enrichment
at heterochromatic chromosome arms is reduced but not

eliminated in animals lacking H3K9 methylation (Garrigues
et al., 2015). Interactions with its binding partners, including
the synMuv factors, may play a role in the targeting of
HPL-2 to heterochromatin (Kudron et al., 2013; McMurchy
et al., 2017; Saldi et al., 2018). Mechanisms regulating the
association of chromo domain proteins with the genome
may encompass interactions with the transcription machinery,
transcription factors and RNA binding proteins, as well as
direct interactions with nucleic acids [reviewed in Hiragami-
Hamada and Fischle (2014), Weaver et al. (2018)]. To probe this
regulatory complexity in a multicellular organism will require
techniques capable of interrogating chromatin association in
a tissue-specific manner [e.g., (Steiner et al., 2012; Aughey
et al., 2019; Han et al., 2019)], as well as genetic analysis
to identify modifiers of these patterns. A detailed mechanistic
understanding will further entail a more complete picture of
physical interactions of specific chromo domain proteins with
other gene regulatory factors.

Another fundamental question concerns the mechanisms that
maintain boundaries between active and inactive chromatin
domains [reviewed in Carelli et al. (2017)]. Antagonism
between chromatin modifiers with opposing functionalities
(H3K27 and H3K36 methylation) plays an established role in
C. elegans germ cell fate (Gaydos et al., 2012). In addition,
disrupting multiple chromatin modification and remodeling
pathways can result in cumulative, multi-generational effects
on chromatin states, fertility and lifespan [reviewed in Perez
and Lehner (2019)]. Emerging evidence for chromo domain
proteins such as CEC-3, CEC-6, and HERI-1 as modifiers
of transgenerational phenotypes suggests that these proteins
might play a role in maintaining heterochromatin boundaries,
perhaps by recruitment of competing histone modification
machinery or transcriptional regulators, or effects on histone
turnover. Such regulation of chromatin states may also impact
three-dimensional genome organization. Applying chromatin
conformation capture-based assays [e.g., HiC, HiChIP, reviewed
in Grob and Cavalli (2018)] in additional chromo domain
mutant backgrounds will help to address these questions and
build on recent findings on the roles of CEC-4 and MRG-1
in chromosome topology. Such studies may also provide new
insight into the forces shaping genome architecture in C. elegans,
which lacks the key insulator and architectural protein CTCF
(Heger et al., 2012).

Finally, distinguishing the functional relevance of large-
scale chromatin architecture and discrete or locus-specific
regulation in the phenotypes described here is an important
but challenging goal. Addressing these mechanisms will
likely involve the experimental manipulation of the genome
and epigenome [reviewed in Holtzman and Gersbach
(2018)] in combination with innovative genome-wide and
imaging approaches. Indeed, coordination across local
and global scales may be a key feature of the regulatory
networks involved in the establishment, maintenance and
resetting of cell fate in metazoan organisms. Studies in
C. elegans and other model systems will undoubtedly
continue to provide fundamental insight into these aspects
of genome organization.
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RNA, the transcriptional output of genomes, not only templates protein synthesis or
directly engages in catalytic functions, but can feed back to the genome and serve as
regulatory input for gene expression. Transcripts affecting the RNA abundance of other
genes act by mechanisms similar to and in concert with protein factors that control
transcription. Through recruitment or blocking of activating and silencing complexes
to specific genomic loci, RNA and protein factors can favor transcription or lower the
local gene expression potential. Most regulatory proteins enter nuclei from all directions
to start the search for increased affinity to specific DNA sequences or to other proteins
nearby genuine gene targets. In contrast, RNAs emerge from spatial point sources within
nuclei, their encoding genes. A transcriptional burst can result in the local appearance
of multiple nascent RNA copies at once, in turn increasing local nucleic acid density
and RNA motif abundance before diffusion into the nuclear neighborhood. The confined
initial localization of regulatory RNAs causing accumulation of protein co-factors raises
the intriguing possibility that target specificity of non-coding, and probably coding, RNAs
is achieved through gene/RNA positioning and spatial proximity to regulated genomic
regions. Here we review examples of positional cis conservation of regulatory RNAs
with respect to target genes, spatial proximity of enhancer RNAs to promoters through
DNA looping and RNA-mediated formation of membrane-less structures to control
chromatin structure and expression. We speculate that linear and spatial proximity
between regulatory RNA-encoding genes and gene targets could possibly ease the
evolutionary pressure on maintaining regulatory RNA sequence conservation.

Keywords: RNA, lncRNA, gene regulation, chromosome conformation, transcriptional bursting

INTRODUCTION

Many mechanisms for RNAs to regulate gene expression in the cell nucleus involve recruitment
of regulatory protein factors, including chromatin modifiers and polymerase recruiters that affect
the transcriptional output of genes (Ulitsky and Bartel, 2013). Non-coding RNAs above the length
range of small RNAs exemplified by miRNAs and clearly distinguishable from transcription units of
protein-coding loci, i.e., intergenic, have been studied extensively in the past. The definition of and
focus on long non-coding RNAs (lncRNAs) facilitates the functional characterization of how RNA
molecules affect the expression of genes whilst avoiding ambiguities arising from the bifunctionality
of coding RNAs, i.e., an RNA with regulatory potential simultaneously encoding a protein with
a certain function. However, it is unlikely that most nuclear complexes and machineries with
affinity toward RNA distinguish transcripts primarily based on their coding potential, and roles
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in regulatory relationships between coding and non-coding
transcripts could therefore be assumed as interchangeable
(Li and Liu, 2019).

Most regulatory proteins, such as transcription factors, enter
nuclei after their synthesis through pores to eventually interact
specifically, or broadly, with chromatin regions. RNAs, on the
other hand, emerge from their encoding gene at a defined
genomic and spatial position. Therefore, the position of origin
for a regulatory RNA and the spatial genome neighborhood
are arguably critical in defining target gene specificity for such
transcripts. Particularly RNAs with shorter half-lives might
exert roles in gene expression regulation restricted to nuclear
regions in immediate vicinity to their gene locus encompassing
neighboring genes in cis or loci brought into close proximity in
the spatial genome structure through chromatin looping or DNA
contacts in trans.

Once a polymerase engages in processive transcription, the
synthesized, nascent transcript appears from the encoding
gene locus. The RNA molecule grows in length with
continuing transcription along the gene but stays tethered
to chromatin by the polymerase until 3’ RNA cleavage followed
by polyadenylation releases the RNA molecule (Cramer, 2019).
At a polymerase elongation rate usually between 1 and 4 kilobases
per minute and a median gene length of around 24 kilobases
in human cells, at least the 5’ region of a nascent transcript is
extruding chromatin while still tethered to it for a duration in the
order of 10 min (Milo et al., 2010). Immediately after initiation
of RNA synthesis, proteins with RNA-binding domains can
interact co-transcriptionally with 5’ ends of nascent transcripts.
Interestingly, sequence conservation of non-coding RNAs, which
is overall low compared to mRNAs, increases toward the 5’ ends
of the molecules, which raises the possibility that the longer
half-life in chromatin association of 5’ RNA regions compared to
3’ ends has been co-opted to more efficiently recruit regulatory
protein factors to chromatin through interactions with nascent,
tethered RNA (Hezroni et al., 2015).

Nascent RNAs emerge as groups of multiple molecules in
a short time window, so-called transcriptional bursts, which
results in the amplification of available chromatin-tethered RNA
binding sites and of protein recruitment to a given locus in
that moment. Bursting, or discontinuous transcription, of active
genes describes the temporal gating of transcription initiation
into time windows of a few minutes and the interspersion of
such “on” states with longer periods of promoter inactivity,
or so-called “off” states (Rodriguez and Larson, 2020). First
insights into discontinuous transcription have been gained by
electron microscopy of chromosome spreading preparations
(McKnight and Miller, 1979). More recently, bursting parameters
such as frequency and burst size, the number of transcription
initiations during a burst, have been measured by single-molecule
RNA-FISH, short-lived protein reporters, MS2-RNA tagging and
single-cell RNA-seq (McKnight and Miller, 1979; Raj et al., 2006;
Suter et al., 2011; Tantale et al., 2016; Larsson et al., 2019).
Typically, bursts measured in mammalian cells have frequencies
in the order of one burst every 30 min up to several hours and
last for a couple of minutes. RNA polymerases start transcribing
in groups with inter-polymerase distances of a few hundred bases

during on states, which gives rise to up to hundreds of nascent
transcripts emerging from and tethered to chromatin during the
time required for polymerases to reach the 3’ end of a gene (Dar
et al., 2012; Tantale et al., 2016; Nicolas et al., 2017).

Intriguingly, a recent preprint applying RNA-FISH combined
with expansion microscopy revealed that transcripts after
completion of synthesis and chromatin dissociation remain
locally restricted within sub-micron distances from gene loci
for some time (Coté et al., 2020). The absence of gradients of
decreasing RNA concentration from the encoding gene contrasts
the notion of immediate free diffusion or transport away from
genes after transcription termination and 3’ RNA end processing.
Such a delay in transcript re-localization after synthesis would
further increase the chromatin residence time of transcripts.

Once regulatory transcripts escape localization to the vicinity
of their encoding gene locus, the target gene search is expected
to rely primarily on differential affinities to for example different
DNA sequences, chromatin modifications and other chromatin-
associated factors, comparable to regulatory proteins entering the
nucleus through pores.

In summary, transcriptional bursts locally increase RNA
concentration throughout the time of synthesis when RNA
is tethered to chromatin and likely longer in an untethered
state in the immediate vicinity of encoding genome loci. As
a consequence, a high density of locally confined single-,
double-stranded and structural RNA motifs presents itself at
transcription units to concentrate and position nucleic acid-
binding proteins with gene regulatory functions within the three-
dimensional genome structure (Figures 1A–C). Indeed, many
transcription factors have RNA-binding capacity and, vice versa,
nuclear RNA-binding proteins are frequently found localized to
chromatin (Cassiday and Maher, 2002; Hudson and Ortlund,
2014; Xiao et al., 2019).

The information of a single allelic genome motif can therefore
be locally amplified in the orders of 10–100-fold when converted
into RNA during a single transcriptional burst. However, whether
the regulatory potential of nascent RNA is realized might depend
on factors that, besides transcription and degradation kinetics,
include the sequence and structural features of the RNA, RNA
modifications and, importantly, linear or spatial proximity to
potential target loci. In the following paragraphs we revisit a
few illustrative examples of regulatory RNAs and their effects on
the transcriptional output of genes encoded in close distance on
the same chromosome or in proximity either through chromatin
looping or gene positioning to nuclear bodies.

POSITIONAL CONSERVATION OF
CIS-REGULATORY RNAs AND TARGET
GENES

A case in point is illustrated by lncRNAs whose genomic
position relative to neighboring genes is conserved (synteny)
(Ulitsky, 2016). The classic lncRNA Xist, which forms RNA
clouds covering exclusively the inactive X chromosome was the
first regulatory lncRNA found to display genomic positional
conservation across species (Brockdorff et al., 1991; Brown et al.,
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FIGURE 1 | Localization and enrichment of regulatory or structural proteins by RNA. (A) The transcriptional output of a regulatory RNA-encoding gene can serve as
regulatory input for genes in spatial proximity. Various parameters including transcription kinetics and chromatin association might define the spatial reach of the
regulatory RNA (dotted gray circle). (B) Regulatory RNAs can affect expression of proximal genes either negatively (left) or positively (right). During a burst, the
appearance of multiple, chromatin-associated regulatory RNAs attracts and localizes protein factors in proximity to the target gene to increase or decrease its
transcriptional output. (C) Architectural RNAs with large burst sizes and multiple affinity sites for structural proteins, which form multivalent interactions when
concentrated in close proximity, are envisaged to seed membrane-less structures co-transcriptionally. (D) The large burst sizes of known non-coding RNA genes
(blue lines) are highlighted in comparison to burst sizes of all protein-coding genes (gray distribution, data from Larsson et al., 2019). Of note, despite overall lower
burst frequencies for ncRNAs than protein-coding RNAs, distributions in burst size are similar (Kouno et al., 2019; Larsson et al., 2019).

1991, 1992). Thereafter, thousands of additional non-coding
RNAs, whose genomic position, promoters and tissue expression
profiles are conserved between human and mouse, have been
identified and named positionally-conserved RNAs (pcRNAs)
(Amaral et al., 2018). Most pcRNAs locate to chromatin loop
anchor points and borders of topologically associating domains
(TADs), occupied by the CTCF chromatin organizer and of

increased gene density in cis and 3D for lncRNAs to act upon
(Kim et al., 2007). Their expression is correlated to the abundance
of transcripts from neighboring genes, which are predominantly
developmental genes. Experimental reduction of the RNA levels
of several of these pcRNAs in different human and cancer cell
lines leads to downregulation of the syntenic protein-coding
gene, indicating positive regulatory roles in cis for pcRNAs.
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Indeed, co-expression and cis-regulation of associated genes by
neighboring lncRNAs is a common mode of regulation (Guil and
Esteller, 2012; Gil and Ulitsky, 2020).

The example of pcRNA Evx1-as illustrates a possible sequence
of steps that leads to the upregulation of Evx1 target transcription
in cis. Evx1-as pcRNA and Evx1 coding transcripts are co-
expressed in the primitive streak of mouse embryos (Bell
et al., 2016). The lncRNA first recruits MLL chromatin
modifiers, which deposit locally H3K4me3 histone marks upon
differentiation of mouse embryonic stem cells toward mesoderm
(Dinger et al., 2008). Increased H3K4me3 levels and subsequent
recruitment of transcriptional activators, such as the Mediator
complex, is followed by the induction of Evx1 transcription
(Luo et al., 2016). The importance of the proximity between the
lncRNA and the target gene is highlighted by gain-of-function
experiments. Consistent with a genome position-dependent role,
ectopic over-expression and mis-localization of Evx1-as does
not affect Evx1 levels (Luo et al., 2016). Reduction in Evx1-as
RNA levels phenocopies loss-of-function of Evx1 (Bell et al.,
2016; Luo et al., 2016). Similar modes of action have been
identified for HOTTIP, HoxBlinc, and HOTAIRM1 regulating
multiple neighboring HOX genes in expression domains during
cell differentiation (Zhang et al., 2009; Wang et al., 2011; Deng
et al., 2016; Wang and Dostie, 2017) and for lncRNAs, such as
UMLILO, priming the robust expression of proximal immune
genes (Fanucchi et al., 2019).

Interestingly, in some cases the lncRNA and the neighboring
gene act in concert in feedback loops. LncRNA Deanr1, encoded
adjacent to Foxa2, recruits SMAD2/3 transcription factors to
the Foxa2 promoter to activate coding gene transcription (Luo
et al., 2016). Reciprocally, reduction of Foxa2 coding RNA results
in decreased expression levels of its neighboring lncRNA. It
is unclear to date whether Foxa2 RNA mediates the effect on
lncRNA expression or whether FOXA2 protein and its chromatin
binding sites at its own promoter and that of the lncRNA
reinforces the expression of both (Amaral et al., 2018).

As exemplified by Xist, cis-acting RNAs may also function as
negative regulators of neighboring gene expression. Repression
in cis commonly underlies regulation of imprinted loci associated
with positionally conserved lncRNAs—as for the example of
Kcnq1ot1 and other lncRNAs, such as Airn and H19 (Barlow
and Bartolomei, 2014; Schertzer et al., 2019). The large
transcriptional burst size of Kcnq1ot1 and a transcript length
of almost 100 kb, which requires an estimated half an hour
to complete transcription, likely contribute to the generation
of micrometer-large Kcnq1ot1 RNA clouds (Figure 1C). Such
tethered RNA sponges efficiently recruit polycomb repressive
complexes to silence neighboring genes allele-specifically over
megabase distances (Murakami et al., 2007; Mohammad et al.,
2008; Redrup et al., 2009; Larsson et al., 2019; Schertzer et al.,
2019). RNA has been found as a key determinant for the
association of Polycomb repressive complex 2 (PRC2) with
chromatin. PRC2 is recruited to chromatin through interactions
with nascent RNAs as well as evicted from it upon interaction
with G-tracts in RNAs (Beltran et al., 2019; Long et al., 2020).

Xist, on the other hand, provides an example of a lncRNA
that covers a larger chromatin territory, a whole X chromosome.

Such a reach is unlikely to be achieved only through co-
transcriptional tethering of the RNA to the Xist locus by
RNA polymerases, and Xist interactions with hnRNP U/SAF-
A and CIZ1 are believed to contribute to X chromosome
association of the RNA beyond the immediate vicinity of the
Xist transcription site (Hasegawa et al., 2010; Ridings-Figueroa
et al., 2017; Sunwoo et al., 2017). Other post-transcriptional
or polymerase-independent mechanisms to retain regulatory
transcripts on chromatin include the hybridization of RNA to a
complementary region in one strand of melted DNA to form R
loops, Hoogsteen base-pairing resulting in RNA:DNA triplexes,
or tethering of RNA to chromatin by U1 snRNP in a splicing-
independent manner (Chédin, 2016; Li et al., 2016; Yin et al.,
2020). Xist-directed dosage compensation in female mammals
depends on the recruitment and eviction of regulatory protein
complexes through repeated RNA motifs and structures in Xist,
which show increasing evolutionary conservation toward the 5’
end of the transcript (Brown et al., 1992; Colognori et al., 2020;
Strehle and Guttman, 2020). Inactivation of the X chromosome
initiates at the site of Xist transcription and then extends with Xist
spreading to proximal chromosomal regions and subsequently
to more distal sites according to a “first come first served”
principle in three-dimensional space (Engreitz et al., 2013).
After initial coating of the chromosome by Xist, RNA-binding
proteins, while interacting simultaneously with a repeat region
in Xist, are believed to form condensates to sustain anchoring of
Xist to the inactivated X territory and X chromosome silencing
(Pandya-Jones et al., 2020).

SPATIAL PROXIMITY BETWEEN
ENHANCER RNAS AND PROMOTERS

Enhancers are regulatory genomic elements, which modulate
the expression of genes in linear and spatial proximity. Some
key features of potent enhancers resemble those of active genes:
open chromatin, certain shared chromatin modifications and
promoter elements, RNA polymerase binding and the synthesis
of RNA (Andersson and Sandelin, 2020). Enhancer-derived
RNAs (eRNAs) are frequently short-lived, which coincides with
their local restriction to corresponding, transcript-encoding
enhancer regions. eRNAs have been implicated in the regulation
of target genes by enhancers and different studies have shown
that eRNA transcription precedes target mRNA transcription,
a prerequisite to initiate first steps of target gene transcription
(Arner et al., 2015; Kim et al., 2015; de Lara et al., 2019). It is
believed that enhancer chromatin regions and associated eRNAs
are placed into proximity of target promoters for gene activation,
although different studies on the correlation of the time of DNA
looping and gene activation reached different conclusions (Lai
et al., 2013; Alexander et al., 2019; Benabdallah et al., 2019;
Schoenfelder and Fraser, 2019).

Like other transcripts, eRNAs are synthesized discontinuously,
and evidence suggests that eRNAs in turn can modulate
transcriptional bursting of target genes. Single-cell sequencing
analysis of enhancer expression revealed that estimates of burst
size in eRNA transcription matches those of genes (Kouno
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et al., 2019; Larsson et al., 2019). However, the frequency of
bursts is lower for enhancers than for genes, contributing to an
overall lower cell population-averaged RNA signal for enhancers
than for genes. To gain insights into the regulatory relationship
between eRNAs and target RNAs, Rahman et al. determined
abundance and co-localization of both upon estrogen signaling
and using fluorescence in situ hybridization (FISH). Estrogen
treatment increases the number of cells, i.e., the burst frequency,
that express eRNAs and the corresponding, estrogen-responsive
target genes Foxc1 and P2ry2. Co-localization of eRNA and
nascent target gene RNA spots increases from less than 5% in
unstimulated cells around 5-fold to 25% after estrogen treatment
(Rahman et al., 2017). Importantly, the size of RNA-FISH spots
of Foxc1, a proxy for burst size, was found increased in cells with
co-localization of Foxc1 and eRNA. However, the details of the
underlying mechanism remain to be fully resolved.

The transcription factor Yin Yang 1 (YY1) and its interactions
with eRNAs serves as one mechanistic example of how regulatory
RNAs contribute to target gene regulation. YY1 binds to active
enhancers and promoters and forms dimers to stabilize DNA
looping (Weintraub et al., 2017). Different regions of the YY1
protein bind to DNA and RNA, respectively, at those regulatory
elements. Upon experimentally decreasing the abundance of
enhancer RNAs YY1—chromatin interactions are weakened,
suggesting its affinity toward RNA assists in targeting YY1 to
chromatin. Knock-down of exosome components results in an
increased eRNA half-life and as a consequence a larger spatial
reach and a less confined localization of eRNAs to chromatin.
Indeed, upregulated and diffuse eRNA localization impairs YY1
binding to its chromatin binding sites. Therefore, RNA and DNA
binding by YY1 act cooperatively if co-localized but compete
when dispersed (Sigova et al., 2015).

CO-TRANSCRIPTIONAL, RNA-ASSISTED
FORMATION OF MEMBRANE-LESS
STRUCTURES

Similar to the estrogen-induced increase in transcriptional
burst size of Foxc1 upon co-localization with its enhancer
and eRNA, genes close to large nuclear speckles containing
the non-coding RNA Malat1 are subject to an increase in
burst size and amplify their transcriptional output. After heat
shock, Hsp transgenes and endogenous genes are induced at
the same time irrespective of whether the gene is speckle-
associated or not. However, cells with the Hsp gene positioned
in the vicinity of nuclear speckles surpass cells whose heat-
inducible gene is apart from speckles in signal intensity
and size of nascent RNA spots. The boosted transcriptional
response at speckles correlates with lower exosome activity
and larger foci of elongating RNA polymerase II (Khanna
et al., 2014; Kim et al., 2020). Furthermore, association of
endogenous Hsp genes with speckles showed a ripple effect.
RNA-FISH of neighboring genes also revealed an increase in
the size of transcriptional bursts, but not frequency, when
associated with speckles (Kim et al., 2020). Not only are
genes more efficiently expressed when in proximity to Malat1

speckles, but splicing rates are markedly elevated presumably
due to an increase in the availability of splicing machinery
(Ding and Elowitz, 2019).

Most examples of pc- and eRNAs, mentioned above, likely
exert their regulatory roles before decay or diffusion away from
their encoding loci. In contrast, in many cell types dozens
or more Malat1-containing bodies are observed in individual
nuclei, which outnumbers the Malat1 alleles, suggesting these
entities are positioned in nuclear space uncoupled from Malat1-
encoding genes. However, there is evidence of co-transcriptional
protein recruitment and body assembly at the gene locus of
the architectural RNA. One strategy to assess the potential
role of a RNA in co-transcriptional nuclear body formation
comprises the artificial tethering of candidate RNAs to an ectopic
genome location and monitoring protein recruitment and body
formation. Chosen transcripts are tagged with MS2 and co-
expressed in cells with a MS2-binding protein fused to LacI.
The cells contain a LacO array as the ectopic genome site
to concentrate RNA, mimicking endogenous RNA clusters of
bursting transcription sites (Shevtsov and Dundr, 2011). Indeed,
MS2-tagged Malat1 efficiently recruits speckle protein markers,
such as splicing factor SRSF1, to LacO arrays and forms nuclear
puncta (Tripathi et al., 2012).

The following three features of Malat1 emphasize its potential
to assist in membrane-less body formation (Sanford et al., 2009;
Tripathi et al., 2010; Larsson et al., 2019): (i) A Malat1 RNA
molecule contains around 50 potential SRSF1-binding sites to
concentrate the splicing factor critical for speckle integrity. (ii)
The locations of these sites are biased toward the 5’ end of the
Malat1 molecule, the RNA part transcribed first and therefore
with the most long-lived chromatin association. (iii) Malat1
transcription is characterized by one of the largest transcriptional
burst sizes (Figure 1D; Larsson et al., 2019). The temporally
confined, quasi-synchronous emergence of RNA molecules, as
opposed to a steady production of few transcripts at any given
time point, likely amplifies the function of Malat1 to act as a
sponge during transcription.

Similarly to Malat1, non-coding RNA Neat1 triggers
paraspeckle formation co-transcriptionally (Mao et al., 2011;
Shevtsov and Dundr, 2011). Increased RNA abundance at a
gene locus as means to initiate sequestration of and multivalent
interactions between proteins to form membrane-less structures
is reminiscent of ribosomal RNA transcription in nucleolus
formation (Hernandez-Verdun, 2011).

DISCUSSION

Parameters of single-cell and locus-specific transcription,
transcript length, RNA decay and diffusion rates all influence
the time of chromatin association for nascent, regulatory
transcripts and are possibly of equal importance to the structural
and motif content of the RNA in order to regulate proximal
genes. We speculate that a large burst size combined with
increased protein-binding motif occurrence toward the 5’ ends
of RNAs is one solution in the parameter space to locally
concentrate protein factors with RNA affinity for subsequent,
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site-specific regulation of nuclear processes. However, the act
of transcription itself, independent of an increased abundance
of specific RNA motifs, can affect the expression of proximal
transcription units to some extent. Indication of regulatory
RNA function with little sequence requirements is suggested
by the correlation in expression of neighboring genes (Ebisuya
et al., 2008). Furthermore, across rodents, expression levels
of protein-coding transcripts co-evolve with expression of
neighboring non-coding RNAs. Protein-coding RNAs show
a narrower distribution of expression levels from different
rodents than non-coding RNAs. Therefore, if expression of
a non-coding RNA is gained or lost during evolution, the
transcriptional output of neighboring protein-coding genes is
accordingly found augmented or pruned (Kutter et al., 2012).
Despite correlation in the expression levels of non-coding
and coding RNAs, nucleotide substitution rates for non-coding
transcripts are much faster in comparison to neighboring
protein-coding genes, suggesting the contribution of general,
in addition to RNA- and motif-specific, protein factors to
the regulatory interplay between proximal transcription sites
(Ponjavic et al., 2009; Orom et al., 2010). A mechanistic
explanation is perhaps provided by interactions between low-
complexity C-terminal domains (CTD) of multiple RNA
polymerase II complexes and between the CTD and the
transcription preinitiation complex (PIC), both interactions
increase transcription efficiency and might take place between
different but proximal genes or genes and transcribed super
enhancers (Quintero-Cadena et al., 2020).

In a model in which co-transcriptional chromatin decoration
with RNA overcomes barriers for transcription initiation or
repression of proximal genes, protein-coding transcripts cannot
be categorically excluded from regulatory roles commonly
assigned to non-coding RNAs. Results from studies applying
enhancer screening, followed by CRISPR-Cas9 manipulation,
or analysis of gene expression levels associated with sequence
variation in regulatory regions revealed protein-coding gene
promoters as potent distal regulatory elements (Dao et al.,
2017; Mitchelmore et al., 2020). The dual role of promoters

in the regulation of immediate downstream and distal gene
expression is consistent with the notion that protein-coding
RNAs, immediately downstream of promoters, might as well
be involved in the regulatory process of other, proximal
genes. Furthermore, protein-coding RNAs can seed larger,
membrane-less structures. Using the MS2-tethering approach
histone H2b RNA was found capable to induce subnuclear
structures resembling histone locus bodies and RNA from a
β-globin minigene to assemble splicing speckle components
into nuclear puncta (Shevtsov and Dundr, 2011). Chromosome
conformation techniques and proximity mapping of pairwise
or multiple RNAs simultaneously (Lieberman-Aiden et al.,
2009; Morf et al., 2019; Cai et al., 2020) in combination with
measurements of transcription output and kinetics might be
one way to comprehensively identify regulatory relationships
between transcripts and genes. Furthermore, recent advances that
allow monitoring of genome architecture and transcription at
the single-cell level (Nagano et al., 2013; Stevens et al., 2017;
Larsson et al., 2019) will provide further insights into how the
interplay between genome structure, RNA, and characteristics
of its synthesis, regulates proximal gene transcription with high
spatial specificity. Altogether, these findings and new approaches
progressively uncover a principle of genome physiology in which
RNAs not only comprise its primary output, but simultaneously
contribute to the regulatory input for genome expression.
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Chromatin remodeling complexes (CRCs) use ATP hydrolysis to maintain correct
expression profiles, chromatin stability, and inherited epigenetic states. More than 20
CRCs have been described to date, which encompass four large families defined
by their ATPase subunits. These complexes and their subunits are conserved from
yeast to humans through evolution. Their activities depend on their catalytic subunits
which through ATP hydrolysis provide the energy necessary to fulfill cellular functions
such as gene transcription, DNA repair, and transposon silencing. These activities take
place at the first levels of chromatin compaction, and CRCs have been recognized
as essential elements of chromatin dynamics. Recent studies have demonstrated an
important role for these complexes in the maintenance of higher order chromatin
structure. In this review, we present an overview of the organization of the genome
within the cell nucleus, the different levels of chromatin compaction, and importance
of the architectural proteins, and discuss the role of CRCs and how their functions
contribute to the dynamics of the 3D genome organization.

Keywords: chromatin remodeling, 3D organization, chromatin structure, architectural proteins, ATP-dependent
remodeling complexes

CHROMATIN STRUCTURE AND ORGANIZATION

Eukaryotic DNA is compartmentalized into hierarchically organized levels within the nuclear space.
To achieve this, the genetic material interacts with diverse proteins in a non-random 3D array
that helps to form a complex called chromatin. This DNA–protein complex functions to maintain
the architecture of the genome, stabilize it, and regulate the accessibility of the transcriptional
machinery to certain regions, while maintaining other regions silenced (van Bortle and Corces,
2012; Fraser et al., 2015; Bonev and Cavalli, 2016; Rowley and Corces, 2018; Sivakumar et al., 2019).

To enable the accessibility of proteins to their target sequences, the chromatin must be
remodeled into a less compacted structure, whereas a more compacted structure is associated
with transcriptional repression. Furthermore, the chromatin structure is highly dynamic, and its
remodeling contributes to many functions in the cell (Felsenfeld and Groudine, 2003; Deng and
Chang, 2007; Bassett et al., 2009; Pombo and Dillon, 2015).

To understand how the domains derived from the hierarchical organization of chromatin are
formed, and how this organization is highly dynamic, it is necessary to visualize how DNA interacts
with diverse proteins. At the first level of compaction, in an interphase chromosome, there exists
a 6.5 nm diameter cylinder-like structure called nucleosome, which is formed by histone octamers
with 146 base pairs (bp) of DNA wrapped around this core in 1.6 turns (Felsenfeld and Groudine,
2003; Bassett et al., 2009; McGinty and Tan, 2015; Pombo and Dillon, 2015).
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This tetramer is formed by two heterodimers of the histones
H3 and H4, which are flanked by two heterodimers of H2A and
H2B histones in a structure known as the “histone core.” From
this core, eight N-terminal and two C-terminal ends project out at
defined locations. These are susceptible to a large number of post-
translational modifications, some of which are recognized by
protein complexes involved in the remodeling and maintenance
of chromatin (McGinty and Tan, 2015).

Super-resolution nanoscopy (stochastic optical reconstruction
microscopy [STORM]) revealed that the nucleosomes can
organize into discrete groups called “nucleosome clutches”
that lack an organized structure. The number of nucleosomes
per clutch is variable; they are interspersed with nucleosome-
depleted regions, and the nucleosome density is cell-type specific
(Ricci et al., 2015).

CHROMATIN LOOPS

The next level of compaction consists of the so called “chromatin
loops.” These structures have an average size in the kilobase
(kb) scale (Figure 1). They are important because they allow
a finer regulation of the transcriptional process by enabling
contacts between distant regulatory elements such as: enhancer –
promoter, silencer – promoter or insulator – insulator (Fraser
et al., 2015; Rowley and Corces, 2018). Changes in the contacts
between these loops can drive differential gene regulation and
consequently, gene expression (Greenwald et al., 2019).

In vertebrates, these chromatin loops are formed and
stabilized through interactions with the architectural protein
called CCCTC-binding factor (CTCF) and the cohesin complex.
Analysis of Hi-C data has revealed that CTCF-binding motifs
occur in a convergent orientation (forward-reverse), which serve
as docking sites for CTCF to bind to DNA in a way that facilitates
its positioning in a restricted 3D space (Fudenberg et al., 2016;
Rowley and Corces, 2018).

Interestingly, CTCF positioning along the genome is
independent of the presence of cohesin, but cohesin localization
is dependent of CTCF. This shows that CTCF recruits and leads
cohesin to the target loci (Wendt et al., 2008). This observation
suggests a joint activity between cohesin and CTCF.

Later, in silico analyses (Rao et al., 2014) revealed that CTCF
is involved in setting up the chromatin loops. CTCF has eleven
zinc fingers and uses different combinations of them to bind
to the DNA and to different proteins (Filippova et al., 1996).
Recently, the N-terminal end of CTCF was demonstrated to be
necessary for loop formation as it is involved in cohesin retention
(Pugacheva et al., 2020), whereas its C-terminal is involved in
CTCF dimerization (Pant et al., 2004; Hansen et al., 2019).

Moreover, the first two zinc fingers of CTCF and likely
the 3D configuration of the CTCF/Cohesin/DNA complex
appear to be involved in cohesin retention (Pugacheva
et al., 2020). Accordingly, there are reports showing that
depletion of cohesin, CTCF, or the cohesin-loader protein,
NIPBL, causes disruption of the chromatin loop domains
(Nora et al., 2012; Wutz et al., 2017), whereas depletion of
WAPL (a cohesin release factor) causes reinforcement of

the stability of the loops. This effect has also been observed
at the topologically associating domain (TAD) boundaries
(Haarhuis et al., 2017).

Currently, CTCF is recognized as the only protein essential
for the formation of chromatin loops in mammals. A model,
called the “loop extrusion model,” has been proposed for the
formation of these loops, according to which, the cohesin
complex, comprising the SMC proteins and RAD21, is directed
to the chromatin with the help of NIPBL protein, and together
“pull” the DNA strand until the cohesin ring gets stuck with
CTCF, and thus, forms the loops (Fudenberg et al., 2016; Rowley
and Corces, 2018).

Three hypotheses have been postulated to explain how the
chromatin loops are formed; in the first, DNA extrusion is
triggered by a diffusion gradient generated by cohesin itself
(Brackley et al., 2017). The second hypothesis suggests that
the cohesin complex, through ATP hydrolysis, functions as
a motor that pulls the DNA strand (Terakawa et al., 2017;
Vian et al., 2018), while the third hypothesis proposes that
the extrusion is actually generated by RNApol II (Davidson
et al., 2016; Ocampo-Hafalla et al., 2016; Stigler et al., 2016;
Busslinger et al., 2017) suggesting that transcription of the
nearby sites is really what defines the formation of these
domains. There are experimental evidences that support the
three hypotheses and they may not necessarily be mutually
exclusive since the cohesin complex and the RNAPol II can work
together promoting transcription and compartmental domains
(Rowley et al., 2019).

TOPOLOGICALLY ASSOCIATING
DOMAINS (TADs)

At the next level of compaction are the TADs (Figure 1). Through
5C and Hi-C experiments it was found that chromosomes are
partitioned into domains that form regulatory landscapes and
whose boundaries correspond to replication domains (Pope et al.,
2014). Currently, such domains are known as TADs, and they
generally have sizes in the mb scale (for e.g., TADs have an
average size of ∼900 kb in mice but could be larger or smaller)
(Dixon et al., 2012; Nora et al., 2012).

These structures are characterized by well-defined boundaries
flanked by architectural proteins. Such delimitation results in
strong interactions among the elements that are in the same
TAD, but poor or null interaction between elements that are in
different TADs (Pope et al., 2014; Huang et al., 2019; Beagan and
Phillips-Cremins, 2020).

Computational analyses carried out using different algorithms
such as “arrowhead” have revealed that multiple interactions
occur between DNA sequences within the TADs, which are
in close proximity in the 3D space, and enrichment of CTCF
at those sites, including at the boundaries of these domains
(Rao et al., 2014).

Furthermore, high resolution Hi-C maps have revealed the
existence of smaller domains that were named as sub-TADs
or compartmental domains. These have an average size of 200
kb and are enriched with specific chromatin marks that are
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FIGURE 1 | Eukaryotic chromatin organization. The DNA interacts with histone octamers and aggregates forming nucleosome clutches. In the next level of
compaction are the chromatin loops which are formed by loop extrusion and in a greater extent stabilized by CTCF and the cohesin ring. Chromatin loops are the
base of compartmental domains, sub-TADs and TADs which range from ten of kb to Mb structures with delimited boundaries and high-rate interactions inside of
these domains. A/B compartments is the next level, where can be determined by gene content, epigenetic marks, DNase hypersensitivity and nuclear localization.
Finally, there are the chromosome territories which are the localization of each chromosome inside the nucleus (each color represents a different chromosome).

associated with transcriptional activation or with transcriptional
repression (Figure 2) (Rao et al., 2014; Rowley et al., 2017).

Interestingly, TADs seem to have highly conserved features
in mammals. A notable characteristic of almost all TADs is the
presence of CTCF along with the SMC-cohesin complex at their
boundaries, varying from 75 to 90% of all boundaries depending
on the cell type (Dixon et al., 2012; Bonev et al., 2017). Moreover,
CTCF sites located at these boundaries present a convergent
orientation. It has been reported that a change in the orientation
or the removal of a single CTCF site can shift the position of a
TAD boundary or even completely abolish it (de Wit et al., 2015;
Guo et al., 2015; Lupiáñez et al., 2015; Sanborn et al., 2015).

Thus, this indicates that TADs are also possibly formed by
the loop extrusion mechanism, and many of them result from
an equilibrium between the loading and release of cohesin along
the chromatin (Nuebler et al., 2017). Furthermore, when cohesin

is not loaded into chromatin and the TAD boundaries are
affected, restoration of cohesin reverts this effect, indicating that
this process is highly dynamic (Rao et al., 2017). In contrast,
data indicates that although CTCF and cohesin are present in
almost all TAD boundaries, cohesin depleted cells seem to have
a randomized localization of these boundaries compared to wild-
type cells, raising the possibility that TADs can be generated
through spontaneous contacts in the chromatin and that other
loop-extruding mechanisms may exist (Bintu et al., 2018).

As mentioned previously, some TAD boundaries are CTCF-
independent, in that they are not affected by CTCF loss (Nora
et al., 2012). In these cases, it has been suggested that the
establishment of the TADs may be due to transcription (Dixon
et al., 2012; Bonev et al., 2017). Supporting this, experimental
data show that some TAD boundaries appear near promoters
of recently transcribed genes during cell differentiation in a
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FIGURE 2 | Chromatin organization among different organisms. (A) In vertebrates, chromatin loops are formed and stabilized by the presence of CTCF and the
cohesin complex. Moreover, TAD boundaries present an enrichment of CTCF and the cohesin complex which act as insulators and keep these domains detached.
(B) In Drosophila, chromatin loops exist, however, there is not an enrichment of the dCTCF ortholog with the cohesin complex at the boundaries of these domains,
instead, this role it is carried out by other architectural proteins of the fly as BEAF-32, CP190, chromator or M1BP. Additionally, in Drosophila TADs can be classified
according to their epigenetic states: Active TADs which possess an enrichment of active histone marks as H3K4me3 and H3K36me3; heterochromatin TADs which
have an enrichment of repressive marks as H3K9me3; Polycomb TADs which are enriched with the presence of Polycomb complexes and the H3K27me3 mark and
void TADs which do not have a defined landscape. (C) In plants, CTCF is not conserved and there is not a report of any protein with insulator activities. However, the
existence of TAD-like domains has been reported and as well as Drosophila, these domains can be classified in four distinct categories which are: Active TADs;
inactive TADs characterized by a high degree of DNA methylation; Polycomb TADs and void TADs.

CTCF-independent manner (Bonev et al., 2017). Hence, these
results support the hypothesis that some TADs are established by
transcription per se (Rowley et al., 2017). However, transcription
does not seem to be sufficient for the establishment of these
boundaries or at least, in some of the cases.

In one study, treatment of K562 cells with RNAse A followed
by Hi-C assays demonstrated that the lack of RNA did not
disrupt TADs but had a mild effect disrupting the compartmental
interactions. Additionally, inhibition of transcription affected
TAD boundary strength since more interactions between TADs
were observed, and TAD weakening was independent of CTCF.
These results favor a model in which TAD formation occurs
through DNA–protein and protein–protein interactions instead
of RNA-based interactions (Barutcu et al., 2019).

Also, since transcription and RNA are inhibited or degraded,
respectively, TAD weakening may occur due to loss of part
of the nuclear pool of CTCF or cohesion complexes (Barutcu
et al., 2019). These results agree with another study in that
cohesin degradation resulted in the disappearance of TADs
that then reappeared following rescue with cohesion even in

the absence of transcription (Vian et al., 2018). Thus, the
activities of the cohesin ring are important for TAD formation
and maintenance.

On the other hand, in studies in early mouse embryos,
transcriptional inhibition with α-amanitin did not prevent TAD
formation, whereas replication abolishment with aphidicolin had
a negative effect on TAD formation (Du et al., 2017; Ke et al.,
2017). This suggests a potential role for replication in TAD
establishment, at least during early embryonic development.

CHROMATIN COMPARTMENTS

Recent advances in the study of the organization of chromatin
using Hi-C or chromatin interaction analysis by paired-end tag
sequencing (ChIA-PET) have shown a higher level of compaction
known as “chromatin compartments.” These mega-structures
are classified as compartment A for open chromatin state or
compartment B for closed chromatin state (Figure 1), depending
on whether the chromatin structure in these regions is loose or
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compacted (Capelson and Hetzer, 2009; Lieberman-Aiden et al.,
2009; Fraser et al., 2015; Rowley and Corces, 2018).

Type A compartments are characterized by a high content of
transcriptionally active genes and correlate with active histone
marks including H3K9ac and H3K27ac, high GC content, as
well as hypersensitivity to DNAse I. Thus, A compartments have
permissive transcriptional environment, although it should be
noted that genes that are silenced may also exist to a lesser extent
within these regions (Guelen et al., 2008; Giorgetti et al., 2016).

On the other hand, type B compartments are characterized
by the opposite features, including a high content of silenced
genes and correlate with repressive histone marks such as
H3K9me2, H3K9me3, and H3K27me3, poor or null DNAse I
hypersensitivity, and late replication timing. Further, as in the
case of type A compartments, the type B compartments may also
contain exceptions in terms of genes that are transcriptionally
active (Guelen et al., 2008; van Steensel and Belmont, 2017).

The localization of the chromatin compartments is non-
random in the nucleus, and this preferential distribution is highly
correlated with its intrinsic characteristics. Hi-C data have shown
that A compartments are located preferentially in the central
region of the nucleus as well as in adjacent regions close to the
nuclear pore complexes (NPCs) (Solovei et al., 2009; Ou et al.,
2017; Stevens et al., 2017; Buchwalter et al., 2019).

B compartments are preferentially located at the periphery
of the nucleus, interacting with elements of the nuclear lamina,
which constitutes a predominantly repressive environment.
These results are supported by electron microscopic studies
that have shown heterochromatin to be preferentially located
and clustered near the nuclear lamina in most cell types
(Capelson and Hetzer, 2009; Ou et al., 2017; Stevens et al., 2017;
Buchwalter et al., 2019).

It is important to mention that this array of compartments
generally occurs in almost all cell types, but there are some
exceptions where B compartments may be found located
inside the nucleus and A compartments located adjacent to or
interacting with the nuclear lamina (Solovei et al., 2009). It is,
however, important to keep in mind that this distribution is not a
coincidence and is highly correlated with the cell function (Rego
et al., 2008; Shevelyov et al., 2009; Peric-Hupkes et al., 2010;
Buchwalter et al., 2019).

The regions where B compartments interact with the
components of the nuclear lamina are known as “lamina
associated domains” (LADs). It has been reported that in
mammals approximately 10% of the total genes are located in
these domains, whereas up to one third of the whole genome
are represented in these domains (Peric-Hupkes et al., 2010;
Kind et al., 2015).

CHROMOSOME TERRITORIES

The last level of compaction, known till date, is referred
to as “chromosomal territories” (CTs) (Figure 1). The first
experimental data and visuals of these mega-structures were
obtained through fluorescent in situ hybridization (FISH)
techniques where each chromosome can be labeled with a

different fluorescent probe for individual detection of each
chromosome (Cremer et al., 1984; Fawcett et al., 1994).

Further refined methods such as 3D FISH in combination
with light optical serial sectioning of nuclei by laser confocal
microscopy and 3D image reconstruction, allowed for the
determination of the spatial arrangement of CTs and their
substructures (Cremer et al., 2008; Cremer and Cremer, 2010).
Because of these new techniques, it was determined that the
distribution of CTs into the nucleus is non-random (Cremer et al.,
2001, 2003; Bolzer et al., 2005).

Chromosomal territories refer to the position of each
chromosome in the nucleus. Experimental data have revealed
that, globally, the sequences contained in each chromosome tend
to interact with sequences located in the same chromosome, and
at the same time tend to be excluded from sequences in other
chromosomes. Thus, in this way, chromosomes are restricted to
specific loci instead of being scattered across the nucleus (Cremer
and Cremer, 2010; Sarnataro et al., 2017; Fritz et al., 2019).

Currently, it is well known that chromosomes possess variable
gene content among them, and previous studies have shown that
chromosomes with higher gene density tend to be located at the
interior of the nuclei, whereas chromosomes with a poor gene
content are preferably located in the nuclear periphery (Cremer
et al., 2001, 2003; Bolzer et al., 2005).

Interestingly, CTs have been shown to be susceptible to
relocalization across the nucleus depending on the differentiation
state of some cell types. During cellular differentiation of
murine cerebellar Purkinje neurons, CTs change their positions
at the end of the fifth day post-partum (Martou and De
Boni, 2000). Whereas, in rod cells of nocturnal mammals,
the CTs begin to reposition after the sixth day post-partum,
resulting in all euchromatin being shifted to the nuclear
periphery and the heterochromatin to the center of the nucleus
(Solovei et al., 2009).

Interchromosomal contacts between CTs are approximately
three orders of magnitude weaker than intrachromosomal
contacts (Lieberman-Aiden et al., 2009; Rao et al., 2014).
Intrachromosomal contacts are favored and enriched between
domains that are rich in highly expressed genes (Sarnataro et al.,
2017). However, these interactions do not occur randomly, which
suggests they are important for the activation and regulation of
genes encompassed in these loci.

IS THE NUCLEAR ARCHITECTURE THE
SAME IN ALL EUKARYOTIC
ORGANISMS?

As detailed earlier, the chromatin architecture is intrinsically
linked with cellular and developmental patterns. This begs the
question whether the nuclear architecture is different between
the eukaryotes given the variations in genome sizes (Oliver
et al., 2007; Pellicer et al., 2018), and different chromosome
and gene numbers in different organisms (Hardison, 2003;
Touchman, 2010).

In principle, at a very basic level of the chromatin (at the
histone level), there seem to be no major differences in their
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composition, and most of the canonical and variant histones
are highly conserved (discussed below). However, the first clear
difference in the genome architecture between eukaryotes is
found at the level of the chromatin loops. As discussed earlier,
in vertebrates, these structures are formed by interaction and
stabilization between CTCF and the cohesin complex (Pant
et al., 2004; Wendt et al., 2008; Rao et al., 2014; Fudenberg
et al., 2016; Rowley and Corces, 2018; Hansen et al., 2019;
Pugacheva et al., 2020).

CTCF is a highly conserved protein during evolution and
is present in almost all bilaterian metazoans (with a few
exceptions like Caenorhabditis elegans) (Heger et al., 2012).
Over 93% of amino acids is reportedly identical between the
human and chicken CTCFs (Filippova et al., 1996). The 11 zinc
fingers constitute the ultra-conserved region of CTCFs, which
is identical from Drosophila to humans, suggesting conserved
functions for this domain of the protein (Moon et al., 2005;
Bartkuhn et al., 2009; Bushey et al., 2009; Cuddapah et al., 2009).
The N- and C-terminal ends present more variation between
organisms, although recent reports indicate that both these
domains are necessary for cohesin recruitment and stabilization,
at least in mammals (Pugacheva et al., 2020).

Interestingly in invertebrates, like in Drosophila, dCTCF is not
essential for the establishment of chromatin loops (van Bortle
and Corces, 2012; Ong and Corces, 2014). This may be explained
in part by the presence of cohesin complexes independent of
dCTCF in genes that are transcriptionally active (Misulovin
et al., 2008), suggesting that the ortholog in Drosophila does not
contain the cohesin-interaction domain. Moreover, it has been
demonstrated that BORIS, a germ-cell specific CTCF paralog in
mice, which differs from CTCF in its N- and C-terminal ends, is
not capable of anchoring cohesin to the chromatin (Pugacheva
et al., 2020), highlighting the importance of these domains in
cohesin interaction.

In flies, dCTCF has been found at tens of thousands of
independent sites throughout the genome (Bushey et al., 2009;
Cuddapah et al., 2009), and the distribution pattern suggests that
this protein may play a role both in the individual regulation
of genes, as well as in the global organization of the genome.
However, dCTCF co-localizes to the boundaries of many domains
with other architectural proteins that are exclusive to the fly, such
as CP190, BEAF-32, and Mod (mdg4) (Figure 2) (Bartkuhn et al.,
2009; van Bortle and Corces, 2012).

These data suggest that although dCTCF cannot recruit
the cohesin complex for the formation of chromatin loops,
it is possible that this protein binds to other architectural
proteins that are exclusive to the fly and thus, delimits the
formation of different domains in the genome (van Bortle and
Corces, 2012). Furthermore, genetic and biochemical evidence
demonstrates that some of these proteins act in complexes, and
are distributed along the genome in different combinations,
which provides specificity in the regulation of gene expression
(Gerasimova et al., 1995; Melnikova et al., 2004, 2017, 2019;
Soshnev et al., 2013; Vogelmann et al., 2014; Glenn and Geyer,
2019; Kirchanova et al., 2019).

Another interesting question that arises from these data
regarding the architecture of the genome is how are TADs

established in invertebrates? In Drosophila, Hi-C experiments
demonstrated the existence of discrete domains with many
interactions in the chromosomes that can be classified as TADs
according its epigenetic states. Thus, Drosophila TADs can be
partitioned into four classes of TADs which are known as
active TADs, heterochromatin TADs, Polycomb TADs, and void
TADs (Figure 2) (Sexton et al., 2012; Szabo et al., 2018). These
domains are smaller than those in mammals, with an average
size of ∼100 kb (Hou et al., 2012; Sexton et al., 2012). However,
high resolution Hi-C analyses revealed smaller domains that are
contiguously partitioned along the genome with sizes ranging
between 3 and 460 kb (Wang et al., 2018).

An interesting characteristic of TADs in Drosophila is
that dCTCF or cohesin are not significantly enriched at the
TAD boundaries as in the mammals (Ulianov et al., 2016;
Cubeñas-Potts et al., 2017). Instead, they are enriched with
pairs of architectural proteins, such as BEAF-32/CP190, BEAF-
32/chromator or M1BP (Figure 2) (Hou et al., 2012; Sexton
et al., 2012; Ulianov et al., 2016; Hug et al., 2017; Ramírez et al.,
2018; Wang et al., 2018). Moreover, RNApol II and transcription
factors are also found to be enriched at the borders of TADs
(Bushey et al., 2009).

Despite its high level of evolutionary conservation in
metazoans, CTCF is not present in C. elegans (Heger et al., 2012).
This suggests that TADs do not exist in this organism. However,
a study found that in C. elegans the X chromosome with dosage
compensation contains structures approximately 1 Mb in size
that contain multiple self-interacting domains resembling TADs.
These chromosomes also contain a condensing complex known
as the dosage compensation complex (DCC), which is located
at the boundaries of these domains. Besides, it was observed
that these domains diminished or lost strength in DCC mutants,
providing insights into how DCCs reshape the topology of the
X chromosome and their implications in gene expression in
C. elegans (Crane et al., 2015).

Finally, it is well known that CTCF is absent in plants (Heger
et al., 2012), although the existence of TAD-like domains has
been reported previously in plants as tomato, sorghum, rice or
maize. The characteristics of these TAD-like domains consist in
an enrichment of cis interactions within domains and regions of
open chromatin, active histone marks and the absence of DNA
methylation and transposable elements (Dong et al., 2017).

Interestingly, as well as in Drosophila, (Sexton et al.,
2012) plant TAD-like domains can be partitioned into four
types of domains which are repressive domains (associated
with DNA methylation), open chromatin (active domains),
Polycomb domains (enriched with H3K27me3 mark) and
intermediate domains which lack distinctive features (Figure 2)
(Dong et al., 2017).

In the case of Polycomb domains, they show changes in
the levels of the H3K27me3 mark at the domain borders, also,
repressive domains are depleted of epigenetic features at the
domain borders, suggesting that chromatin states, epigenomic
features and active transcription may play an important role in
forming the chromatin domain boundaries. Moreover, similar to
what happens in Drosophila, it has been reported the existence of
compartmental domains (Dong et al., 2017).
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Eigenvector analysis of Hi-C data, found that compartments
that can be globally classified as A or B at the same time,
have high levels of H3K27me3 mark allowing its grouping into
TE-rich or H3K27me3 rich regions, indicating that Polycomb
proteins could be involved in local chromatin organization (Dong
et al., 2017). Two important features in plants are described,
on one hand, the lack of a CTCF homolog (Heger et al., 2012)
and on the other hand, the lack of synteny between a specific
chromatin domain between plant species. This can be compared
against mammalian TAD conservation and its relationship with
CTCF binding, therefore, it has been proposed that in plants
other factors could mediate the establishment of these domains
(Dong et al., 2017).

Currently, all available data indicate that in vertebrates CTCF
is a universal factor that plays a fundamental role in chromatin
loops and TADs establishment. Nevertheless, in the case of
Drosophila, despite of the existence of the ortholog dCTCF, this
protein does not play an essential role for the establishment
of chromatin loops and TADs, and this activity relies on other
architectural proteins specific of Drosophila.

As discussed before, one of the reasons are the differences
of the N and C terminal ends between CTCF and dCTCF
which are important for cohesin retention. Recent reports have
shown that ISWI CRCs contribute to the binding of CTCF
at its target sites (discussed further below). These data arise
the question if in organisms like Drosophila or plants, where
the orthologs of CTCF do not seem to have an essential
role at TAD boundaries or where CTCF is totally absent,
CRCs play an important role in directing architectural proteins
to their target sites in order to control chromatin looping
and TAD formation.

MODIFICATIONS IN THE CHROMATIN
STRUCTURE

Up to this point, far from being a static entity, the chromatin
structure is highly dynamic, varying between euchromatin or
heterochromatin states to allow for transcription of specific
regions of the genome. However, it is important to mention
that all the known ways in which chromatin can be remodeled
occur at the nucleosome level, and only three mechanisms
have been described.

First, histone post-translational modifications (HPTMs)
generally occur at the N-terminal ends of histones. They are
the result of the activity of specialized groups of enzymes,
such as histone acetyltransferases, which are involved in the
acetylation of certain lysine residues (Marmorstein and Zhou,
2014), and histone methyltransferases, which are involved in
methylation, whereas phosphorylation is mediated by different
kinases (Iizuka and Smith, 2003).

Among various HPTMs, acetylation on K9 and K14 of histone
H3, as well as H4K5S is correlated with a transcriptionally
active state, whereas deacetylation of these residues is involved
in silencing of transcription (Fischle et al., 2003; Li et al.,
2007). Similarly, phosphorylation on S10 and S28 of histone
H3 is correlated with activation of transcription, whereas

H3K9P phosphorylation triggers chromatin condensation and
subsequent transcriptional silencing (Fischle et al., 2003).

Multiple modifications can also occur on the same residue. Di
and trimethylation have an important role in some physiological
processes; H3K4me2 marks genes that are both transcriptionally
active and silenced, whereas H3K4me3 is only found in genes that
are transcriptionally active (Santos-Rosa et al., 2002).

Another type of HPTM includes ubiquitylation. H2AK119ub
is reported to have a role in transcriptional repression because
of its role in the repression of a subset of chemokine genes
(Zhou et al., 2008), Polycomb silencing (Wang et al., 2004), and
X chromosome inactivation (Fang et al., 2004). On the other
hand, H2AK13ub and H2AK15ub are involved in the signaling
of the double-strand break repair pathway (Mattiroli et al., 2012;
Fradet-Turcotte et al., 2013).

Crotonylation is another HPTM that has been reported
across species from yeast to humans (Tan et al., 2011).
H3K9cr is associated with transcriptional activation (Andrews
et al., 2016). Recently, H3Q5 serotonylation was reported
to promote the recruitment of TFIID together with the
H3K4me3 mark, suggesting its role in transcriptional activation
(Farrelli et al., 2019).

Further, diverse types of HPTMs have also been described in
the histone globular domains including methylation, acetylation,
or ubiquitylation of K residues; methylation of R residues; or
phosphorylation of S residues that contribute to remodeling of
chromatin and have a role in the regulation of gene expression
(Suganuma and Workman, 2011). The functional groups present
in some residues also serve as recognition and anchor sites for
various elements, such as the chromatin remodelers (discussed
below) that bind and carry out their functions at these sites
(Cairns, 2009; Alekseyenko et al., 2014). Furthermore, these
functional groups are also recognized by various proteins that
function as gene co-activators or co-repressors. For instance,
HP1, which is involved in the maintenance and formation
of heterochromatin, recognizes the histone mark, H3K9me3
(Canzio et al., 2011).

All the specific modifications on histones have relevant
biological implications at different organizational levels. They
can direct different activities in different regions and regulatory
elements. Through regulatory elements such as enhancers, they
can influence groups of genes at a domain level. They may
also have an effect at the chromosomal level, as in the case of
the silencing of the X chromosome (Jenuwein and Allis, 2001;
Fischle et al., 2003).

Second, remodeling may be mediated by histone variants.
These are histones that differ from the canonical histones in
several aspects. For example, canonical histones are deposited
during the S phase of the cycle, whereas deposition of the variants
can occur at different stages. Additionally, the variants often
have different amino acid residues, extra domains, or lack some
domains compared to the canonical histones. The nucleosomes
that contain these variants also have different properties. They
tend to be either more labile or more stable. Further, the
presence of some variants in the nucleosome indicate regions
where DNA damage has occurred. Thus, the presence of these
variants in the nucleosome can trigger a specialized function
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(Ahmad and Henikoff, 2002; Felsenfeld and Groudine, 2003;
Iizuka and Smith, 2003; Schneiderman et al., 2012).

For example, the histone variant H3.3 is deposited at telomeric
regions by a complex composed by the chaperone DAXX and the
ATPase subunit ATRX which is a CRC member of the SWI/SNF
family. H3.3 histone deposition specifically at telomeres by
DAXX/ATRX complex of pluripotent and non-pluripotent cells
has been proposed as a mechanism to facilitate the access to
chromatin (Drané et al., 2010; Goldberg et al., 2010; Lewis et al.,
2010). Furthermore, H3.3 variant has also been linked with
repressive activities (Elsässer et al., 2015; Sadic et al., 2015).

Finally, the ATPase activity of CRCs can evict, slide, remove
or deposit nucleosomes or histones, and are involved in
the regulation of transcriptional activation by modifying the
chromatin architecture at different regions. CRCs allow for
regulation of transcription through the activation or repression of
genes that control alternating euchromatin and heterochromatin
states, which in turn, allows for regulation in gene expression
(Saha et al., 2006; Cairns, 2009). It is important to mention that,
in this review, we will focus specifically on chromatin remodelers,
and their impact on the genome architecture.

CHROMATIN REMODELING
COMPLEXES

Chromatin remodeling complexes (CRCs) can be described
as specialized multiprotein machineries that allow access to
DNA by temporarily modifying the structure or composition
of nucleosomes (Cairns, 2009). These complexes use the energy
from ATP to restructure, mobilize, and expel nucleosomes
to regulate the access to DNA (Owen-Hughes, 2003). Most
chromatin remodelers form large complexes composed of
multiple accessory subunits and a central core that contains
the ATPase catalytic activity. The accessory subunits generally
contain interaction domains that regulate the enzymatic activity
of the complex, facilitating the binding of transcription
factors and other chromatin-modifying enzymes, and thus
guide the complex to the modified DNA and/or histones
(Hargreaves and Crabtree, 2011).

Because of the large number of genetic interactions and
the difficulty in characterizing them biochemically, CRCs have
been classified based on the degree of conservation of the
helicase/ATPase subunit and by the unique flanking domains
that confer different functions (Saha et al., 2006). To date, four
CRCs families have been described in eukaryotes and all of
them are involved in several biological processes (Figure 3A).
Among these, we will highlight the activation and regulation
of the RNApol II (Hirschhorn et al., 1992; Armstrong et al.,
2002), silencing and transcriptional repression (Wade et al.,
1999), histone exchange (Jenuwein and Allis, 2001; Drané et al.,
2010; Goldberg et al., 2010), and DNA repair and homologous
recombination (Saha et al., 2006; Clapier and Cairns, 2009; Juhász
et al., 2018; Lovejoy et al., 2020).

The INO80 (Inositol requiring 80) complex is a member
of the CRC family and was initially purified and characterized
in S. cerevisiae. It is made up of 15 principal subunits, which

are as follows; INO80 (ATPase domain), Rvb1, Rvb2, Arp4
(actin related protein-4), Arp5, Arp8, actin, Nhp10 (non-histone
protein 10), Anc1/Taf14, Ies1 (Ino eighty subunit-1), Ies2, Ies3,
Ies4, Ies5, Ies6 (Shen et al., 2000, 2003).

INO80 complex is highly conserved in evolution and the
human ortholog, hINO80, contains almost all the subunits
excepting Hhp10, Anc1/Taf14 and Ies3-5, but possess five
unique subunits (Jin et al., 2005). Also, it is conserved in
Drosophila, where it has 19 subunits (Prozillo et al., 2019).
The main characteristic of the members of this family of
CRCs is a split DExx/Helicase domain separated by a long
insertion. Additionally, they possess an HSA domain and post-
HSA domains at their N-terminal ends (Figure 3A) (Saha
et al., 2006; Clapier and Cairns, 2009). This CRC is involved in
DNA transcription, DNA repair, and homologous recombination
(Downs et al., 2004; Morrison et al., 2004; van Attikum et al.,
2004; Tsukuda et al., 2005; Saha et al., 2006; Clapier and Cairns,
2009; Kusch et al., 2014).

INO80 CRCs members participate in nucleosome editing
(Figure 3B) which is the replication-independent removal of
histones and replaces them either with canonical or histone
variants within the nucleosomes (reviewed by Clapier et al.,
2017). These activities were described in the yeast complex
SRW1C, the Drosophila Tip60 complex, mammalian P400 and
snf2-related CBP activator protein (SRCAP) (Kusch et al., 2004;
Mizuguchi et al., 2004; Ruhl et al., 2006; Goldberg et al., 2010).

INO80 translocates along the DNA and promotes the
exchange of H2A.Z-H2B dimer more efficiently than H2A-H2B
containing dimers (Brahma et al., 2017). Cryo-EM and single-
particle reconstruction techniques have determined the core of
the INO80 complex at a resolution of 3.7Å. The conserved
core has a “ratchet-like” mechanism of action, where the INO80
subunit first unwraps the nucleosome DNA entry and grips
histones in joint with Arp5 and Ies6 subunits. Later, through
multiple steps of sliding triggered by ATP-dependent pumping,
Arp5-Ies6 holds the DNA and through motor force, generates a
transient DNA loop which likely exposes the H2A-H2B histone
dimer for nucleosome editing (Eustermann et al., 2018).

ISWI (imitation switch) members were initially identified for
their nucleosome remodeling activities in Drosophila embryo
extracts through in vitro assays (Tsukiyama et al., 1995; Ito et al.,
1997; Varga-Weisz et al., 1997). The members of this family
are characterized by a DExx/Helicase domain split by a short
insertion and a SANT (named after switching-defective protein 3
[Swi3], adaptor 2 [Ada2], nuclear receptor co-repressor [N-CoR]
and transcription factor [TFIIIB]) domain followed by a SLIDE
domain at their C-terminal end (Aasland et al., 1996; Boyer et al.,
2002). Together, these domains form a module that can recognize
DNA and unmodified histone tails (Boyer et al., 2004).

ISWI members are diverse and may contain other domains
that confer specificity, such as DNA binding/histone fold
domains, PHD (plant homeo-domain), bromodomains or
additional DNA binding motifs (Langst et al., 1999; Hassan
et al., 2002; Carey et al., 2006; Ferreira et al., 2007). ISWI is
part of several CRCs in different organisms. Originally, three
ISWI-dependent complexes were characterized and purified
from embryo extracts in Drosophila which were named dNURF
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FIGURE 3 | (A) Main characteristics and domains of INO80, IWSI, CHD, and SWI/SNF families. (B) ATP dependent activities carried out by; INO80, which is
responsible of nucleosome editing by exchanging H2A-H2B and H2A.Z-H2B dimers; ISWI and CDH are involved in nucleosome maturation and nucleosome
assembly; additionally, ISWI and CDH members are involved in nucleosome spacing and sliding; SWI/SNF members trigger chromatin access through nucleosome
spacing, nucleosome ejection as well as dimer eviction.

(Tsukiyama et al., 1995), dCHRAC (Varga-Weisz et al., 1997) and
dACF (Ito et al., 1997). In mammals at least six ISWI-dependent
CRCs have been described, WICH, NORC, NURF, ACF, RSF and
CHRAC (Erdel and Rippe, 2011; Aydin et al., 2014), each complex
contains one of two conserved ATPase subunits SMARCA5 (also
known as SNF2H) or SMARCA1 (SNF2L) associated with one or
more accessory subunits (Barak et al., 2003; Banting et al., 2005;
Aydin et al., 2014).

ISWI members act facilitating nucleosome sliding of histone
octamers and promotes histone maturation (Figure 3B) (Längst
and Becker, 2001; Clapier et al., 2017). Binding of human
ISWI SNF2H induces histone deformation which is important
for its catalytic activity (Sinha et al., 2017) recently, Cryo-EM
studies have shown that the ISWI complex of Saccharomyces
cerevisiae also triggers DNA distortion and translocation after
ISWI activation, showing an unperturbed histone core structure
with the exception of the H4 tails, this mechanism is identical
to the human SNF2H mechanism, suggesting a common DNA
translocation mechanism (Yan et al., 2019). ISWI members are
associated with diverse biological processes. They may participate
in maintaining correct spacing between nucleosomes, thus
assisting in RNApol II activation. Moreover, it has been reported
that they can also act on nucleosomes that are not acetylated in
regions that are not transcriptionally active (Langst et al., 1999;
Corona et al., 2002; Clapier and Cairns, 2009).

The CHD (chromodomain-helicase-DNA binding) family,
was originally identified in X. laevis. This family of CRCs is
also conserved from yeast to humans (Marfella and Imbalzano,
2007). CDH members has a DExx/helicase domain (known as
CHD/NuRD) split by a short insertion. The unique characteristic
of the members of this family is the presence of two tandem
chromodomains (Figure 3A) alternating with diverse DNA
binding domains such as SANT, CR1-3, PHD or BRK (Clapier
and Cairns, 2009) at their N-terminal end. CHD CRC members
act by sliding the nucleosomes to facilitate the activation of
transcription. Moreover, they are involved in diverse processes
including elongation of transcription although they can promote
nucleosome maturation (Figure 3B) (reviewed by Clapier et al.,
2017). On the other hand, some other members, such as Mi-
2/NuRD found in humans, may have repressive roles due to
their deacetylase activity and thus act as a CRC and a histone
deacetylase (Denslow and Wade, 2007; Clapier and Cairns, 2009).

Finally, the SWI/SNF (switch defective/sucrose non-
fermenting) proteins, which were originally described in
S. cerevisiae, contain between 8 and 14 subunits. This family is
characterized by a DExx/helicase domain separated in two by a
short insertion. Further, the members contain a helicase-SANT
domain (HSA) and a post-HSA near the catalytic domain
and a bromodomain (which can bind acetylated residues of
histones) at the C-terminal end (Figure 3A) (Denslow and
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Wade, 2007). Currently, there have been described various
conserved subclasses (i) SWI/SNF and RSC in yeast (Peterson
et al., 1994; Cairns et al., 1996), (ii) BAP (Brahma associated
proteins) and pBAP in Drosophila (Mohrmann et al., 2004),
and (iii) BAF (BRG1/BRM-associated factor) and pBAF
(Polybromo-associated BAF complex) in mammals (Mohrmann
and Verrijzer, 2005; Gangaraju and Bartholomew, 2007).

The members of this family trigger chromatin access through
sliding and ejecting nucleosomes (Figure 3B) (reviewed by
Clapier et al., 2017) and are involved in the activation of
transcription, histone exchange, homologous recombination, and
DNA repair (Whitehouse et al., 1999; Saha et al., 2006; Clapier
and Cairns, 2009; Juhász et al., 2018; Lovejoy et al., 2020).
However, the exact mechanisms of how these two processes
are regulated are still unknown. On one hand, it has been
reported that three domains, the Arp-7 and Arp-9 heterodimer,
the helicase/SANT-associated (HSA) and the post-HSA and
protrusion 1 act as regulators of DNA translocation which
is a necessary activity for nucleosome sliding (Clapier et al.,
2016). On the other hand, referring to nucleosome ejection,
two non-mutually exclusive models have been proposed. In the
first, DNA translocation could trigger the disruption of multiple
DNA-histone contacts and possibly the H2A-H2B dimer might
susceptible to ejection (Lorch et al., 2006; Yang et al., 2007; Clapier
et al., 2017), whereas in the second mechanism the nucleosome
adjacent to the one bound to the remodeler is the one that
is ejected due to the processive DNA translocation that draws
the linker DNA to the nucleosome bound and when this DNA
is exhausted, the remodeler spools the DNA to the adjacent
nucleosome ejecting the octamer (Clapier et al., 2017).

Genetic studies of these complexes have revealed activities
in which they function cooperatively. Recently, another
classification has been proposed based on the ATPase subunit
position of the complex within the genome. Data from ChIP-seq
experiments (Chromatin immunoprecipitation followed by
high-throughput sequencing) of the eight catalytic subunits were
compared to other epigenetic marks such as DNA methylation,
histone modifications, nucleosome positioning, and chromatin
contacts revealed by Hi-C experiments in the prostate cancer
cell line LNCaP. A classification was proposed in which the
chromatin remodelers are clustered into two functional groups
(Giles et al., 2019).

Group 1 contains chromatin remodelers that are mainly (but
not exclusively) associated with actively marked chromatin. This
group contains SMARCA4, SNF2H, CHD3, and CHD4. Group 2
containing BRM, INO80, SNF2L, and CHD1 is mainly associated
to repressed chromatin. Interestingly, both group 1 and 2
chromatin remodelers occupy sites within the TAD boundaries,
intra-TADs, and around CTCF-binding sites. However, only
group 1 remodelers are significantly enriched at active enhancer,
promoter loop anchors, and even at long range chromatin loops.
On the contrary, regions associated with LADs do not seem to
require these chromatin remodeling activities as neither of the
groups presented an enrichment at these sites. However, the latter
does not exclude the possibility that other ATPases that were
excluded from this study may be associated with or enriched at
the LADs (Giles et al., 2019).

Consistent with this classification, through remodeler-
nucleosome interaction assay (using MNase digestion to define
nucleosomes, followed by remodelers ChIP-seq in embryonic
stem cells, a study revealed that various remodelers such as
SMARCA4, EP400, CHD1, CHD4, CHD6, and CHD8 occupied
the same genomic regions, with most of them correlating with
components of the basal transcriptional machinery, such as Pol
II and TBP (TATA binding protein) at the transcription start
sites (TSS) (Dieuleveult et al., 2016). Interestingly, this study
reported that these remodelers worked together, with some
of them functioning as activating remodelers for one class of
genes and some of them counteracting the functions of these
activating remodelers. In addition, the activating remodelers
for one class of genes can act as inhibitor remodelers for other
class of genes. Thus, remodelers can work together at regions
adjacent to the promoter to elicit appropriate control of the gene.
These data suggest that chromatin remodelers are complexes
that can cooperate with each other to fulfill specific functions at
various chromatin sites and are needed to maintain higher order
chromatin structures.

REMODELING ACTIVITIES REQUIRED
FOR HIGHER ORDER CHROMATIN
STRUCTURE

Promoter Clearance and CRC
Several factors are involved in regulating the access to DNA:
DNA base composition, HPTMs, presence of histone variants
in the nucleosomes, histone chaperones, chromatin remodelers,
and transcription factors. Transcription factors are implicated
in recruiting chromatin remodelers and HPTMs to modulate
their activities. RSC (remodeler of structure of chromatin) is a
member of the SWI/SNF family. RSC participates in promoter
clearance of a nucleosome-depleted region (NDR) by shifting
+1 nucleosomes in the direction of the open reading frame
(ORF), making the promoter more accessible (Figure 4A)
(Lorch and Kornberg, 2017).

Other chromatin remodelers are also important for this
function including ISWI and INO80, and some CHD’s such as
CHD1 (Lusser et al., 2005). In humans, the RSC counterpart
is PBAF. In yeast and human cells, the RSCs are considered
to be the major remodeling complexes for transcription. RSC
activity is also important in human cells for the choice of
TSS. Depletion of RSC and other general transcription factors
affects TBP binding and the +1-nucleosome positioning, affecting
transcription initiation of a subset of genes (Figure 4B) (Kubik
et al., 2018; Klein-Brill et al., 2019). Furthermore, it has also
been established that RSC complexes can interact with +1 and
−1 “partially wrapped” nucleosomes at the NDR or a subset
of promoters, and promote their remodeling (Brahma and
Henikoff, 2019; Schlichter et al., 2020).

Recently, the structure of RSC bound to a nucleosome has
been resolved using CRYO-EM, in these studies it was found that
RSC contacts not only the “partially wrapped” nucleosomes at
the NDR, but also establishes contacts with the DNA promoter
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FIGURE 4 | Promoter clearence carried out by the RSC complex. (A) RSC complexes act creating a nucleosome depleted region (NDR) around the TSS shifting the
+1 nucleosome position, making this regions more accesible for different factors as TBP (TATA binding protein) thereby promoting transcription initiation. (B) Upon
RSC depletion, NDRs around TSS are not formed and this impairs TBP binding and transcription initiation.

elements. RSC is organized into five main lobes, each with
different functions. Through the main lobes it contacts the
acetylated core histones, while the lobe that includes the ATPase
contacts the promoter sequence, where the translocase activity
of the complex takes place (Patel et al., 2019; Wagner et al.,
2020). The ability of the CRCs to translocate along the DNA
induces a superhelical torsion that is presumably used by other
transcription factors or enzymes for different outcomes (Narlikar
et al., 2013). Nevertheless, the translocation activities of the
CRCs may impact higher order chromatin structures, as will be
discussed in the subsequent sections.

INO80 complexes also have clear role in transcription.
The Tip60 complex of Drosophila is involved in acetylating
canonical H2A-H2B dimers, it promotes the exchange of
these dimers at the body of certain stress response genes
and, aids in RNA Pol II promoter release and elongation
(Kusch et al., 2014). Importantly, studies in flies have
demonstrated that some subunits such as YETI [which
is part of the Bucentaur (BCNT) protein family] have an
important role in nucleosome maintenance. Tip60 and Yeti
mutants display aberrant H2A and H2Av incorporation into
chromatin, furthermore, other chromatin proteins and CRC
are also affected, such as ISWI and HP1a, which in turn
affects higher order chromatin structure (Messina et al.,
2014). The effect of these mutants occurs not only at the
protein level but also at the transcriptional level, since mRNA
analysis of some of the chromatin binding proteins was also
affected (Messina et al., 2014). All these data also provide
a picture of the cooperation between these CRCs for the
maintenance of higher order chromatin structure as will be
discussed further below.

CRC Association to Architectural
Proteins
As discussed before, in vertebrates, CTCF is one of the main
factors involved in the higher order chromatin structure. It
functions by establishing different contacts either with DNA or
with other proteins. Thus, it is not surprising that chromatin
remodeling activities have been identified to be associated with
this important protein. An interesting feature of the CTCF-
binding sites, in vertebrates, is that this protein arranges close to
20 nucleosomes around its DNA binding site, and any disruption
of this nucleosome array impedes CTCF-binding (Fu et al., 2008).

In a two-hybrid assay using the zinc fingers of CTCF as
a bait, the carboxy domain of the SNF2 type ATPase, CHD8,
was captured. CHD8 has two amino-terminal chromodomains
and an SNF2 type domain. Reporter assays in cells with
CHD8 knockdown revealed that the enhancer blocking activity
was affected. H19 differentially methylated region (DMR)
was used as the reporter construct. CTCF is important
in directing CHD8 to the insulator site, and knockdown
of CHD8 affected the insulator activity, but not CTCF
binding. Moreover, CpG methylation of the adjacent loci was
affected in the CHD8 knockdowns, and various sites were
hypermethylated. Further, a reduction in the acetylation state
of the nucleosomes around the insulator, but not at the CTCF-
binding site was observed. The data revealed that CHD8-
CTCF complex functions in altering the methylation state
and histone modification in the vicinity of the insulator site
(Ishihara et al., 2006).

Recent studies have also highlighted the importance of
chromatin organization in the vicinity of the CTCF-binding sites.
Specifically, TAD boundaries often contain several CTCF motifs,
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FIGURE 5 | Association of architectural proteins with CRCs in vertebrates. (A) SNF2H and SNF2L are involved in the regulation of nucleosomes at TAD boundaries
which are enriched with convergent CTCF binding motifs (blue arrows), CTCF binds and retains the cohesion complex (black ovals). After SNF2H depletion,
nucleosome spacing increases over 25 bp promoting loss of CTCF/cohesin complexes. SNF2L depletion alters nucleosome organization of nucleosomes
surrounding the CTCF sites and decreases nucleosome spacing over 10 bp. (B) SMARCA4 is a regulator of higher order chromatin structure. Upon SMARCA4
knockdown, weakening of TAD boundaries is triggered increasing intra-TAD and inter-TAD interactions. Additionally, this promotes changes in nucleosome
positioning around the CTCF-binding sites, leading to an increase in nuclease accessibility around the CTCF-binding sites. (C) Association between
SMARCA4/p68/p72 complex and CTCF. This complex is located on CTCF-binding sites around some TSS enriched with active histone marks. The p66/p72
complex is involved in promoting the assembly of transcription initiation complexes (TIC). The association between SMARCA4/p68/p72 suggests that this complex
may be an important CTCF co-factor in chromatin architecture maintenance at some sites which is important for correct transcriptional output. (D) Association of
architectural proteins with CRCs in Drosophila. At some insulator sites, as Fab-8, ISWI CRCs (which are directed to these sites by CP190) promote an open
chromatin structure at dCTCF-binding sites for insulator function. ISWI depletion alters nucleosome phasing at these sites triggering a closed chromatin state,
impairing dCTCF binding and insulator function.

which in turn arrange the TAD boundary structure in a specific
3D nucleosome organization (Clarkson et al., 2019). SNF2H
and SNF2L enzymes have an important role in regulating the
nucleosomes at these regions. SNF2H depletion leads to loss of
CTCF and there is an increment in nucleosome occupancy over
the CTCF-binding sites (Figure 5A). CTCF recruits cohesin at
most sites, therefore, depletion of SNF2H also leads to a reduction
of cohesin at these sites (Wiechens et al., 2016).

These experiments suggested that SNF2H affects cohesin
loading at a subset of CTCF sites by affecting nucleosome
spacing. It was also established that SNF2L functions to maintain
nucleosome organization of nucleosomes surrounding the CTCF
sites, and it does so as part of the nucleosome remodeling
factor (NURF) complex. Another interesting observation was
that depletion of SNF2H affected the distance between the
nucleosomes by causing an average increase of 25 bp. The
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opposite effect was observed for SNF2L depletion, in which
case the distance between nucleosomes was reduced by 10 bp
around transcription factor binding sites (Figure 5A) (Wiechens
et al., 2016). Depletion of both enzymes also led to several
changes in gene transcription. These effects, although seen at the
nucleosome level, suggested that chromatin remodelers were also
involved in higher order chromatin structure (see next section).

Another ATPase found to affect nucleosome positioning
around the CTCF-binding site is SMARCA4 (SWI/SNF related,
matrix associated, actin dependent regulator of chromatin,
subfamily a, member 4, also known as Brahma related gene-1,
BRG1). It is one of the ATPases of the SWI/SNF complex.
SMARCA4 has been shown to regulate interchromosomal
interactions between tissue-specific promoters during
myogenesis (Harada et al., 2015) and binds to poised enhancers
in embryonic stem cells (Rada-Iglesias et al., 2011).

Hi-C experiments following the perturbation of the level of
SMARCA4 using shRNAs showed an increase in both intra-
and interchromosomal associations in the subtelomeric regions,
placing SMARCA4 as a regulator of higher order structures
at these regions of the genome. Additionally, SMARCA4
perturbation led to changes in nucleosome positioning
around the CTCF-binding sites, leading to an increase in
nuclease accessibility around the CTCF-binding sites, thus
affecting the TAD border strength, and allowing further
intra-TADs interactions. These results placed SMARCA4 as
a regulator of higher order chromatin structure (Figure 5B)
(Barutcu et al., 2016).

Later, another group identified SMARCA4 as a partner of
CTCF (Marino et al., 2019). SMARCA4 has many chromatin
partners, among them are the p68/p72 RNA helicases, which
also co-immunoprecipitate with CTCF. The complex with p68
(also called DEAD box RNA helicase p68, DDX5), p72, steroid
receptor RNA activator, and MyoD are involved in promoting
the assembly of a transcription initiation complex at the MyoD
promoter. This complex was immunoprecipitated with CTCF
and identified by mass spectrometry.

Given the association of SMARCA4 with p68, and the roles
in the maintenance of a subset of TAD boundaries, the role of
SMARCA4 at sites shared by DDX5 and CTCF was examined.
These sites were shown to include a subset of genome wide
CTCF sites located around the TSS and associated with marks
of transcriptionally active chromatin (Figure 5C). The data
suggested that SMARCA4 is an important CTCF co-factor for
maintaining the correct transcriptional output and the correct
chromatin architecture (Marino et al., 2019).

Biochemical studies have identified members of the cohesin
complex that associate with CRC. Isolation of human ISWI
(SNF2H)-containing CRC revealed that RAD21 interacts directly
with this ATPase, as well as with members of the NuRD complex.
Furthermore, they were found to bind together to specific Alu-
rich regions in the genome and the absence of SNF2h impaired
the binding of cohesion to these sites. As Alu sequences are rich
in CpG dinucleotides, DNA methylation state was also found to
modulate the association of cohesin to these sites (Hakimi et al.,
2002). This study is of significance since it demonstrated that
CRC was needed for the binding of cohesin to the chromatin.

In Drosophila, remodelers are also associated with
architectural proteins. RNAi screening was used to identify
regulators of the enhancer blocking activity of the Fab-8
insulator, whose activity depends on both CP190 and dCTCF.
This screening led to the identification of approximately 80
genes. Among them, there were several ATPases, particularly
ISWI and CAF-1 (chromatin assembly factor-1) members of
the NURF and dREAM (dimerization partner, RB-like, E2F and
multi-vulval class B complex) remodeling complexes, and other
subunits of these complexes. It was established that lack of ISWI
leads to a change in nucleosome phasing at dCTCF-binding
site, making these sites less accessible to MNase digestion.
Furthermore, it was demonstrated that CP190 directs the
binding of these ATPases to specific insulator sites promoting
an open chromatin structure (Figure 5D) (Bohla et al., 2014).
These data provide further evidence that different chromatin
complexes cooperate to maintain a correct chromatin structure
at certain chromatin sites.

Several studies have identified the formation of loops between
insulators and promoters (Erokhin et al., 2011). The formation
of these loops promotes the binding of members of the
basal transcriptional machinery, such as TFIID, by bringing
together CRCs and histone modifying activities, such as the ones
mentioned earlier in this review, and supports basal transcription
of a number of genes. Interestingly, some insulators are found
at the 3’ and 5’ UTRs of Drosophila genes, thereby promoting
recycling of Pol II and control of gene transcription (Bushey et al.,
2009; Nègre et al., 2010).

In Drosophila, as mentioned in the section “Introduction,”
several architectural proteins interact with the components of
CRCs, such as the DNA replication-related element binding
factor (DREF). DREF is a transcription factor that binds to
the DNA motif 5′-TATCGATA-3′ in the core promoter element
(Matsukage et al., 2008). This motif is known as the DNA
replication-related element (DRE). DREF physically interacts
with the carboxy terminal of the ATPase, dXNP (an ortholog
to the ATRX mammalian protein). This interaction negatively
regulates the expression of genes, such as pannier, which are
important for the correct development of the organism (Valadez-
Graham et al., 2012). The role of DREF at the TAD boundaries
is still unknown, however, it was shown that DREF can compete
with BEAF-32 for its DNA recognition site (Hart et al., 1999).
BEAF-32 has emerged as an important protein in the TAD
boundaries and like the other architectural proteins, it would be
interesting to identify their individual roles at these sites and their
dependence on CRC such as dXNP (Ramírez et al., 2018).

CRC in the Control of Compartments
and TADs
Another subunit of the SWI/SNF complex shown to have a role
in higher order chromatin structure is ARID1A. ARID1A is
the largest subunit of this complex and belongs to the family
of mammalian proteins known as “ARID,” because they were
first identified to bind to AT-rich DNA elements. However,
it is now accepted that not all the members of the family
share this characteristic. All the members of this family are
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FIGURE 6 | Role of ARID1A in compartments and TADs establishment. (A) In
ovarian cancer cell lines ARID1A is present at enhancers and promoters
co-localizing with the condensin subunit NCAPH2 (that recognizes and binds
to H3K27ac marked enhancers). (B) Upon ARID1A depletion, NCAPH2
relocalizes to a subset of promoters. CAPH2 re-localization induces the gene
expression of these promoter targets, whether this activity is responsible for B
to A compartment switching is still unclear.

transcriptional regulators that are involved in many cellular
processes such as cell differentiation, cell proliferation and
development (Lin et al., 2014).

ARID1A plays an important role at the enhancer regions.
ChIP-seq experiments using ovarian cancer cell-lines
demonstrated that more than 80% of the peaks are localized at
the enhancers and promoters, and that ARID1A co-localizes
with a subunit of the condensin complex II called NCAPH2,
which has recently been shown to associate with the shelterin
protein, TRF1, and regulate telomeric stability (Wallace et al.,
2019). ARID1A knockout affected the binding of NCAPH2 at
H3K27Ac-marked enhancers genome-wide. The loss of binding
occurred at almost 50% of the sites, but 12% of the sites showed
an enrichment of CAPH2.

Some of them were at enhancers at which CAPH2 was
relocalized and this relocalization induced gene expression of
their promoter targets. Examination of the effect of ARID1A
knockout on TAD formation showed that loss of ARID1A
strengthened the TAD borders. This result indicates that ARID1A
normally antagonizes the insulation of TADs. Additionally,

when the delocalized higher order chromatin structure was
analyzed at the level of compartments, there were 57 B-to-A
switched compartments following ARID1A knockout (Figure 6).
This result suggests that binding of ARID1A contributes
to B compartment formation at these cells. Further, an
overall decrease in interchromosomal interactions was observed
suggesting that both NCAPH2 loss from ARID1A binding sites
and de novo gain of binding sites contribute to changes in
spatial chromosome partitioning following ARID1A inactivation
(Wu et al., 2019).

Recently, another group demonstrated that clones of mouse
ES cells with deletion of exon 6 of Smarca5/Snf2h (performed
using CRISPR/Cas9) are still able to form ES colonies and
show normal morphology. Two thousand differentially expressed
genes were identified following Snf2h loss, which led to
reduced proliferation and differentiation potential. Analysis
of nucleosomal phasing using ATAC-seq (Active Transposase
Accessibility Assay) and MNase-seq (Micrococcal Nuclease
accessibility assay) revealed that the regulatory regions, but not
TSS, were affected.

Importantly, nucleosome repeat length (which is the distance
between the centers of neighboring nucleosomes and that allows
one to determine the changes in the length of the linker
DNA between nucleosomes) revealed an increment of 9 bp
in the absence of Snf2h, which was specific to the depletion
of this gene since SMARCA4 depletion had no effect on
nucleosome repeat length (Beshnova et al., 2014). In addition,
several transcription factors binding sites were analyzed and the
CTCF DNA binding sites showed higher nucleosome occupation
and DNA methylation following Snf2h depletion. Interestingly,
when CTCF occupancy at this site was analyzed, CTCF levels
were hardly affected. Nevertheless, Hi-C experiments showed
that SNF2H depletion led to reduced insulation at the TAD
boundaries. Furthermore, Hi-ChIP assays of Smc1, a component
of the cohesin complex, demonstrated loss of Smc1 mediated
loops (Barisic et al., 2019).

In summary, these results show that SNF2H impacts
chromatin at the nucleosome level by changing nucleosome
phasing, promotes changes in DNA methylation, and affects
transcription factor binding. Additionally, this loss also affected
the loop formation and TAD insulation. However, unlike in the
case of ARID, mentioned above, it does not affect chromatin
compartmentalization.

Other activities that are important are those of the
topoisomerases. These enzymes are recruited by ATPases to
these sites and contribute to the maintenance of the strength
of the borders (Uusküla-Reimand et al., 2016). For instance,
SMARCA4 ATPase activity is required for the recruitment of
both Topoisomerase I and II (TOP I and TOP2A, respectively)
to chromatin (Husain et al., 2016; Barutcu et al., 2017).

CRC Association to Methyl CpG Binding
Proteins
DNA methylation is recognized as a heritable epigenetic
modification. Proteins from the methyl-binding domain
(MBD) group, recognize these modifications and recruit several
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FIGURE 7 | ATRX activity regulates imprinted genes. In germ cells into the Igf2/H19 locus, Igf2 gene is silenced through insulator establishment by CTCF and only
the H19 gene is expressed in maternal alleles. Whereas in the paternal allele the DMR is methylated preventing CTCF binding and impairing insulator activity allowing
Igf2 transcription. On the other hand, in forebrain cells of postnatal mice, in the maternal allele, the H19 gene is silenced. MECP2 directs ATRX and cohesin
recruitment to the DMR. MECP2 or ATRX depletion increases histones H3 and H4 acetylation which lead to changes in nucleosome occupancy and CTCF binding,
causing an aberrant transcription of the H19 gene.
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enzymatic activities to the specific DNA region, such as histone
modifications and chromatin remodeling activities (Qian et al.,
2015). All the proteins of this group have the conserved MBD
domain. Some of them participate in transcriptional activation
or repression by recruiting different enzymatic activities
(Baubec et al., 2015). They are also involved in DNA repair,
epigenetic maintenance coupled to DNA replication and histone
deacetylation, and capable of promoting chromatin looping as
explained below.

In imprinted genes, only one parental allele is expressed
whereas the other one is silenced. This silencing is controlled by
a mechanism that includes an interplay between several proteins
and DNA methylation. In the Igf2/H19 imprinted genes, CTCF
binds to the DMR (differentially methylated region) upstream
of the H19 gene on the maternal allele. Several enhancers are
located downstream of the H19 gene, while the Igf2 gene is
located further upstream of the DMR. CTCF binding at DMR
acts as an insulator with enhancer blocking activity, preventing
Igf2 activation from the maternal downstream enhancers, which
in turn, can only activate the H19 gene. On the paternal allele,
the DMR is methylated and CTCF does not bind to this region.
Therefore, the enhancers can activate the Igf2 gene (Figure 7).
This mechanism seems to be different in germ cells and somatic
cells (Lewis and Murrel, 2004).

In mouse forebrain cells MeCP2 directs ATRX (which is a
member of SWI/SNF CRC) to the DMR that acts as an imprinting
control region (ICR). MeCP2 binds specifically to the maternal
allele along with cohesin and ATRX, and this complex favors
CTCF occupancy at the DMR avoiding Igf2 activation. MeCP2
or ATRX inactivation triggers the aberrant expression of the
H19 gene (at the post-natal stage) and an increase of histones
H3 and H4 acetylation levels in the DMR. ATRX deficiency
promotes a decrease of cohesin and CTCF occupancy at the
DMR region, indicating that ATRX is necessary for cohesin
and CTCF occupancy at these sites (Figure 7) (Kernohan et al.,
2010). Moreover, it was later described that ATRX promotes long-
range chromatin interactions between the DMR and different
enhancers that direct Igf2 expression. These chromatin loops are
lost upon ATRX depletion and lead to an aberrant transcription
of the H19 gene (Kernohan et al., 2014).

Another example of the crosstalk between DNA methylation
and chromatin remodelers in the maintenance of a chromatin
loop was also studied in a model of low-grade astrocytoma
in which the authors introduced a mutation in the isocitrate
dehydrogenase enzyme in human neural stem cells (Modrek
et al., 2017). Somatic mutations of this enzyme have been
associated to this type of cancer and to changes in DNA
methylation. Also, mutations in P53 and the chromatin
remodeler ATRX have been identified in this type or tumors,
damaging these three genes lead to a block in differentiation,
abnormal DNA methylation at CpG regions which bear CTCF
binding sites. The methylation at these sites impeded CTCF
binding and, specifically at the SOX2 gene it affected the
formation of a chromatin loop which is important for the
transcriptional activation of this gene by enhancers which are
positioned 700 kb away. All these mutations conform three “hits”
necessary for tumor progression and invasiveness. The specific

role of ATRX in the maintenance of this tumor phenotype
is still not well understood, but it provides another evidence
of this ATPase’s role in the maintenance of chromatin loops
(Modrek et al., 2017).

DISCUSSION

The aim of this review was to present a global picture of the
current research on CRCs and their role in maintaining higher
order chromatin structure. The development of new techniques
such as Hi-C and high throughput sequence have allowed
the visualization of other levels of chromatin compaction in
conjunction with mutations or lack of subunits of CRCs.

It is becoming clearer that CRCs’ subunits affect chromatin
structures at different levels, whether it is affecting nucleosome
phasing, impeding the union of transcriptional and architectural
factors to DNA, modulating chromatin loops and some even
modulating TAD insulation and higher order chromatin
compartmentalization. Moreover, evolution has conserved
many of these activities, even though loss of the orthologs
display different phenotypes (such as the case of ISWI in
Drosophila and mammals and the differences observed
in nucleosome phasing), the global outcome, such as loss
of architectural protein binding (for instance, CTCF) and
insulation is the same. These data indicate that different species
may use different strategies to achieve a correct control of
chromatin organization.

CRC’s carry different enzymatic activities and although the
current reviewed research has focused mainly on the ATPase
activity, we can expect that other activities may also be involved
in the control of higher order chromatin structures. Also,
other physical properties which may also be promoted by
CRCs such as liquid-liquid phase separation, will be worth
studying. The relation of CRCs and higher order chromatin
dynamics will shed light on different biological processes and
enrich our understanding of these important complexes in
development and disease.
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Long non-coding RNAs (lncRNAs) have important regulatory functions across eukarya. 
It is now clear that many of these functions are related to gene expression regulation 
through their capacity to recruit epigenetic modifiers and establish chromatin interactions. 
Several lncRNAs have been recently shown to participate in modulating chromatin within 
the spatial organization of the genome in the three-dimensional space of the nucleus. The 
identification of lncRNA candidates is challenging, as it is their functional characterization. 
Conservation signatures of lncRNAs are different from those of protein-coding genes, 
making identifying lncRNAs under selection a difficult task, and the homology between 
lncRNAs may not be readily apparent. Here, we review the evidence for these higher-order 
genome organization functions of lncRNAs in animals and the evolutionary signatures 
they display.

Keywords: evolution, conservation, long-non-coding RNAs, chromatin conformation, three-dimensional 
chromatin conformation, genome topology, gene expression regulation

INTRODUCTION

The three-dimensional (3D) organization of DNA in the cell nucleus has become a significant 
subject of study, particularly its influence on gene regulation. Recent advances in chromatin 
conformation capture (3C) techniques, computational, and modeling approaches have made 
its study feasible on a genome-wide scale, giving insight into the structure and the dynamics 
of chromatin folding in space and time. Nuclear 3D organization has multiple levels and varies 
between cell types and biological conditions. For instance, chromosomes are subdivided into 
topologically associating domains (TADs) within which chromatin loops bring together regulatory 
elements and target loci separated in the linear genome (Dixon et  al., 2012). These chromatin 
interactions are crucial for precise gene expression regulation (reviewed in Furlong and Levine, 
2018; Schoenfelder and Fraser, 2019; Ibrahim and Mundlos, 2020). Importantly, changes in 
transcriptional programs result in variation in chromatin interactions within TADs, while TAD 
boundaries delimiting these domains are preserved (Dixon et  al., 2015). TADs segregate in 
the nuclear space into transcriptionally active (A) and inactive (B) compartments. A/B 
compartments correlate well with histone modifications characteristic of euchromatin and 
heterochromatin, respectively, and are described as cell type-specific, being able to undergo 
switches during cell differentiation and lineage commitment (Lieberman-Aiden et  al., 2009; 
Rao et  al., 2014; Dixon et  al., 2015; Fortin and Hansen, 2015).
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In addition to DNA and histones, RNA is a major component 
of the cell nucleus (Rinn and Chang, 2012). High-throughput 
sequencing methods have revealed the pervasive transcription 
of thousands of non-coding RNA (ncRNA) molecules in the 
genome. Among the latter, long non-coding RNAs (lncRNAs) 
have emerged as important gene regulators in eukaryotes. 
lncRNAs are broadly defined as transcripts longer than 200 
nucleotides, with little to no protein-coding potential (Mercer 
et  al., 2009; Wang and Chang, 2011; Derrien et  al., 2012). 
lncRNAs are more lowly expressed (Hezroni et  al., 2015), 
display more tissue-restricted expression patterns (Necsulea 
et  al., 2014), have fewer exons, and are shorter than protein-
coding genes (Hezroni et al., 2015). In animals, several lncRNAs 
are essential to phenomena such as gene silencing, activation, 
and chromatin remodeling, with significant roles in 
development, immunity, and cancer (Guttman et  al., 2011; 
Schmitt and Chang, 2016; Delás et al., 2017). lncRNA functions 
may predate the origin of metazoans, as several unicellular 
holozans possess lncRNAs that are distinct in terms of their 
histone marks as well as expression throughout their life 
cycle (Gaiti et  al., 2017).

SIGNATURES OF CONSERVATION IN 
LNCRNAS

There has been a long debate on whether most lncRNAs are 
functional or not (van Bakel et  al., 2010; Clark et  al., 2011; 
Lindsay et  al., 2013). This discussion was, in part, sparked by 
the fact that the sequence of lncRNAs is generally poorly 
conserved across species, suggesting that they are not under 
purifying selection (Babak et  al., 2005; Ponjavic et  al., 2007; 
Marques and Ponting, 2009). There are several examples of 
orthologous RNAs that preserve their function, but whose 
sequence is so divergent, they can no longer be  identified as 
orthologs by sequence similarity alone (Ponjavic et  al., 2007; 
Ulitsky et  al., 2011; Ulitsky, 2016). Thus, the detection of 
conservation beyond sequence is paramount to annotate candidate 
lncRNAs for further functional characterization.

The conservation signals in lncRNAs can differ from those 
typically found in protein-coding genes (Diederichs, 2014; 
Ulitsky, 2016). For instance, conventional conservation analyses 
applied to coding sequences, such as calculating the rate between 
synonymous and non-synonymous mutations, are not suitable 
for these elements. Nevertheless, lncRNAs display some sequence 
conservation, generally in short sequence islands, potentially 
due to selection constraints on sequences necessary for interacting 
with other transcripts, proteins, or DNA (Kapusta and Feschotte, 
2014; Quinn et  al., 2016; Ulitsky, 2016). lncRNAs may also 
display constraints on the post-transcriptional processing of 
the transcript, leading to the conservation of splice sites across 
different species (Nitsche et  al., 2015; Ulitsky, 2016). lncRNAs 
can also possess structural conservation – a constraint that 
may not be  readily detectable at the sequence level (Smith 
et  al., 2013; Tavares et  al., 2019). Finally, lncRNAs can have 
positional conservation, and be  expressed from syntenic  
loci despite having lost most or all sequence conservation.  

These modes of conservation are not mutually exclusive and 
may be  present in a single lncRNA.

Beyond their apparent lack of conservation, many functionally 
characterized lncRNAs modulate the organization of higher-
order chromatin structures in the nucleus (Saxena and Carninci, 
2011; Marchese and Huarte, 2014). lncRNAs are involved in 
the formation of DNA loops and domains (Wang and Chang, 
2011; Zhang et  al., 2014), interchromosomal structures 
(Hacisuleyman et  al., 2016), heterochromatic regions (Deng 
et  al., 2009; Engreitz et  al., 2013), subnuclear bodies (Mao 
et  al., 2011), and the dynamic assembly of protein complexes 
(Tsai et  al., 2010; Lin et  al., 2014; Marín-Béjar et  al., 2017). 
Several novel experimental methods allow the identification 
of lncRNAs binding to chromatin in vivo across the genome 
(Li et  al., 2017; Sridhar et  al., 2017; Bell et  al., 2018; Bonetti 
et  al., 2020; Gavrilov et  al., 2020). Recruiting and binding to 
effector molecules is a prevalent mode of action of lncRNAs 
in both cis and trans activities.

Here, we  summarize lncRNAs that affect, establish, or 
maintain three-dimensional chromatin organization in 
metazoans and the conservation signals that indicate they are 
under selection.

LNCRNAS THAT AFFECT TAD 
CONFORMATION AND THEIR 
CONSERVATION

Sequence Conservation
Sequence conservation in lncRNAs can range from very high 
to almost non-existent. Despite being generally presented as 
poorly conserved, a subset of lncRNAs can present significant 
sequence conservation across species (Necsulea et  al., 2014; 
Hezroni et  al., 2015). However, sequence conservation does 
not guarantee functional equivalence; a highly conserved lncRNA 
can be  fundamental in one species while dispensable in others. 
For example, the lncRNA Metastasis Associated in Lung 
Adenocarcinoma Transcript 1 (MALAT1) is highly conserved 
from human to zebrafish (Figure  1A; Hutchinson et  al., 2007; 
Lin et  al., 2007). While the human MALAT1 functions in 
nuclear speckles, regulating alternative splicing (Hutchinson 
et  al., 2007; Tripathi et  al., 2010), cell-cycle associated genes 
(Yang et al., 2011), and cancer progression (Gutschner et al., 2013), 
the murine ortholog is neither essential for these functions nor 
mouse development (Eißmann et al., 2012; Nakagawa et al., 2012; 
Zhang et  al., 2012).

However, it is more common for lncRNAs to have short 
conserved motifs or domains that are important for their 
association with DNA or proteins that regulate chromatin 
conformation. For example, lncRNAs that affect 3D genome 
topology and arise from highly conserved syntenic loci, such 
as the Hox clusters, display contrasting patterns of sequence 
conservation compared to their protein counterparts in the 
same cluster. Hox genes, organized in mammals in four clusters 
(HoxA–HoxD), encode transcription factors crucial for patterning 
along the anterior-posterior axis. Numerous ncRNAs are 
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transcribed from the human HOX loci, and their expression 
relates to differential histone marks and transcriptional 
accessibility (Rinn et  al., 2007).

The HOX antisense intergenic RNA (HOTAIR) lncRNA is 
transcribed from the boundary between domains with differential 
chromatin marks at the HOXC locus but acts in trans repressing 

A

B

C

D

FIGURE 1 | Types of conservation and mechanism of action of example lncRNAs. Diagrams show exons (big filled boxes) and introns (colored links) of lncRNAs 
genes. 5' and 3' UTRs are shown as light blue boxes in (C). (A) Sequence conservation: Some lncRNAs present high levels of sequence conservation (gray 
shading). For example, the Metastasis Associated in Lung Adenocarcinoma Transcript 1 (MALAT1) lncRNA is highly conserved from human to zebrafish. Regions of 
conservation are shown according to the “Vertebrate Multiz Alignment & Conservation” track of the UCSC genome browser. MALAT1 localizes to nuclear speckles, 
nuclear bodies for co-transcriptional and post-transcriptional pre-mRNA processing. In humans, MALAT1 regulates the phosphorylation of serine/arginine splicing 
factors, enriched at nuclear speckles. (B) Positional conservation: lncRNAs can have a conserved genomic position but very low sequence conservation. This is the 
case for the roX lncRNAs in Drosophila, identified by a combination of synteny, microhomology, and secondary structure. roX1 (not shown) and roX2 spread to high-
affinity sites (HASs), landing regions of male-specific lethal (MSL) complex, in close spatial proximity, regulating local chromatin remodeling, leading to the increased 
expression of genes for dosage compensation. (C) Structural conservation: lncRNAs can fold into a conserved secondary structure. The steroid receptor RNA 
activator (SRA) gene produces both a protein and a lncRNA (ncSRA). A simplified representation of the structure of the human ncSRA, as determined by Novikova 
et al. (2012), is depicted. ncSRA consists of four main domains, three of which are well-conserved at sequence across 36 vertebrate species and contain covariant 
base pairs. Different segments of the structure have differences in sequence conservation, and specific helices are highly conserved. ncSRA binds to several 
proteins including: trithorax group (TrxG), DEAD-box RNA helicase 5 (DDX5 or p68), and CCCTC-binding factor (CTCF), potentially acting as a scaffold for the 
assembly of ribonucleoprotein complexes. (D) Functional convergence: lncRNAs with no common origin can have an equivalent function. The X-inactive specific 
transcript (Xist) and RNA on the silent X (Rsx) lncRNAs act on the process of dosage compensation in different species. Both Xist and Rsx are expressed form the X 
inactivation center (XIC) and are spread along the X chromosome to inactivate it.
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transcription of coding and non-coding genes on the HOXD 
locus (Rinn et al., 2007). A chromatin loop established between 
HOTAIR locus and the HOXC distal enhancer (HDE) located 
downstream of HOTAIR promotes transcription of the lncRNA. 
This loop is disrupted by the recruitment of hepatocyte nuclear 
factor 4-α (HNF4α), a master regulator of epithelial 
differentiation, to the HDE (Battistelli et  al., 2019). HOTAIR 
exists across mammals, albeit poorly conserved in sequence; 
it is only highly conserved in primates (He et  al., 2011). 
Noteworthy, a highly conserved domain in exon 6, possibly 
the backbone of HOTAIR, appeared first in kangaroos suggesting 
the ab initio generation of HOTAIR in marsupials (He et  al., 
2011). Despite its low sequence conservation across mammals, 
key secondary structural elements of HOTAIR contain protein-
binding motifs and have significant conservation or covariation 
(He et  al., 2011; Somarowthu et  al., 2015). However, studies 
evaluating the functional conservation of murine HOTAIR 
(mHotair) present contradictory results. On the one hand, the 
deletion of the HoxC cluster, including mHotair, did not affect 
HoxD silencing in vivo (Schorderet and Duboule, 2011). In 
contrast, mice homozygous for mHotair KO presented homeotic 
spine transformation and malformation of metacarpal bones, 
and derived fibroblasts showed altered expression and levels 
of epigenetic marks at hundreds of genes, including HoxD 
genes (Li et al., 2013). Interestingly, human and mouse HOTAIR 
differ in number, arrangement, and degree of sequence 
conservation among their exons. The absence of exons with 
protein-binding motifs in mHotair may partially explain 
differences in their function.

Another lncRNA expressed from HOX clusters is HOXA 
transcript at the distal tip (HOTTIP), transcribed from the 
5' end of the HOXA locus in mammals and conserved in 
avians (Wang et  al., 2011). Chromosomal looping brings 
HOTTIP into spatial proximity to its target genes in cis, 
allowing HOTTIP to activate transcription by binding the 
WD repeat domain 5/mixed lineage leukemia (WDR5/MLL) 
complex, driving H3K4me3 (Wang et  al., 2011). HOTTIP and 
its association with CCCTC-binding factor (CTCF), which 
delineates active and inactive TADs within the HOXA cluster, 
also influence the expression of HoxA genes (Narendra et al., 2015;  
Wang et  al., 2018).

Long non-coding RNAs also enable the establishment of 
inter-chromosomal structures. The Functional intergenic 
repeating RNA element (Firre) is a lncRNA involved in 
pluripotency, hematopoiesis, and adipogenesis (Hacisuleyman 
et  al., 2014; Lewandowski et  al., 2019). Firre accumulates 
across a ~5  Mb domain around its transcription site on the 
X chromosome (Hacisuleyman et  al., 2014), located between 
two TADs, and highly enriched in CTCF binding sites, required 
for Firre transcription (Barutcu et  al., 2018). This domain 
colocalizes with five regions on different chromosomes that 
contain genes with roles in adipogenesis. The formation of 
this structure depends on the interaction of Firre with 
Heterogeneous Nuclear Ribonucleoprotein U (HNRNPU), 
through a 156-bp repeating RNA domain (RRD; Hacisuleyman 
et  al., 2014). This RRD is unique to Firre, and functions as 
a lineage-specific nuclear retention signal in mice and humans. 

The RRD and other local repeats (LRs) are conserved to different 
extents across Firre orthologs in mammals. Firre is also required 
for the super-loop formation of the inactive X chromosome 
(Xi), H3K27me3 deposition, and the localization of the Xi to 
the perinuclear region (Yang et  al., 2015; Barutcu et  al., 2018).

The 3D architecture of TADs enables a group of multi-
exonic lncRNAs, termed immune gene-priming lncRNAs (IPLs), 
to direct the active priming of the promoters of immune genes, 
necessary for a rapid and robust pro-inflammatory response 
as part of trained immunity (Fanucchi et  al., 2019). Upon 
induction of transcription of immune genes by the tumor 
necrosis factor (TNF), chromatin contacts increase TNF-induced 
genes and the lncRNAs loci. IPLs are somewhat conserved 
between mouse and human; the majority possess an Alu element 
in their first intron and share putative transcription-factor 
binding motifs at their promoters.

The region comprising an IPL, Upstream master lncRNA of 
the inflammatory chemokine locus (UMLILO), engages in 
chromosomal contacts with CXCL chemokine genes belonging 
to the same TAD, but UMLILO does not have enhancer-RNA-
like characteristics. In contrast to other IPLs, UMLILO is not 
conserved in mice and only partially conserved in pigs, suggesting 
that IPLs are not essential across species, but have a 
complementary role in ensuring robust gene expression. UMLILO 
has short conserved sequence motifs and interacts with WDR5 
through its conserved exon 3, directing WDR5/MLL1 to 
chemokine gene promoters, mediating H3K4me3. Transcription 
of chemokines in UMLILO knockdown cells was restored by 
insertion of another WDR5-binding lncRNA, HOTTIP, under 
the control of the UMLILO promoter (Fanucchi et  al., 2019). 
The ability of HOTTIP to rescue the loss of UMLILO is an 
example of convergent functional evolution, as they share 
minimal sequence similarity.

Another group of chromatin-modifying lncRNAs arises from 
the syntenic estrogen receptor 1 (ESR1) locus. ESR1 is strongly 
upregulated in cancerous cells undergoing estrogen deprivation. 
A cluster of ncRNAs, ESR1 locus enhancing and activating 
non-coding RNAs (Eleanors), are transcribed from introns in 
a large chromatin cluster within a TAD that contains the 
ESR1 locus (Tomita et  al., 2015). These Eleanors form a 
chromatin-associated RNA cloud that delineates the TAD and 
cis-activate transcription. This TAD interacts with another 
active TAD that contains the apoptotic transcription factor 
forkhead Box O3 (FOXO3; Abdalla et  al., 2019). Knockdown 
of a promoter-associated Eleanor, pa-Eleanor(S), induced 
repression of the rest of the Eleanors and the genes within 
the TAD, including ESR1 (Abdalla et  al., 2019). The abundant 
and highly conserved Eleanor2 increases chromatin accessibility 
in the ESR1 upstream region by destabilizing nucleosomes, 
activating ESR1, and is required for the formation of the 
RNA cloud (Fujita et  al., 2020).

Positional Conservation
Long non-coding RNAs may be  expressed from syntenic loci, 
suggesting a common origin, but may have lost the majority 
of sequence conservation (Figure  1B). The functions of these 
lncRNAs are thought to rely primarily on their transcription 
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(Diederichs, 2014; Ulitsky, 2016). Thus, the evolutionary signature 
would be  expected to reside outside the transcribed region 
(Ulitsky, 2016). Indeed, many lncRNAs have a very conserved 
promoter but little to no conservation in their transcribed 
region (Guttman et  al., 2009). A substantial difficulty in this 
classification is defining when sequence conservation is entirely 
lost. As outlined above, several lncRNAs only retain small 
patches of conservation considered negligible by some authors 
and meaningful by others.

Examples of this conundrum are dosage compensation lncRNAs 
in Drosophila melanogaster (Figure 1B). Detailed syntenic analysis 
of Drosophilid genomes revealed 47 new orthologs, where only 
19 had been identified by sequence similarity (Quinn et  al., 
2016). Importantly, it was shown that the roX RNA itself, only 
its transcription, is necessary for dosage compensation (Quinn 
et  al., 2016). Furthermore, a distant roX RNA ortholog rescues 
the loss of roX between two distant species (D. melanogaster 
and Drosophila busckii) despite almost no sequence conservation 
outside an eight nucleotide-long conserved patch of microhomology 
(Quinn et  al., 2016).

A more traditional example of positional conservation is 
the lncRNA antisense to Igf2r RNA non-coding (Airn), required 
for paternal-specific silencing of imprinted genes in the 
insulin-like growth factor 2 (Igf2r) cluster (Sleutels et  al., 
2002). The function of Airn is conserved between human 
and mouse despite them sharing little conserved sequence 
(Yotova et  al., 2008). The Igf2r silencing function of Airn 
was shown to be  dependent on transcriptional overlap and 
not on the transcribed RNAs themselves (Latos et al., 2012). 
However, recent evidence shows that this is only the case 
for nearby imprinted genes, as the murine Airn lncRNA 
itself is necessary for the recruitment of chromatin-modifying 
complexes to distant non-overlapping genes in the cluster 
(Andergassen et  al., 2019).

Structural Conservation
Structural conservation is potentially the most telling signal 
of conservation in lncRNAs, yet the most difficult to identify. 
The basic premise is that structural domains may be preserved 
despite changes in the sequence, as long as complementary 
base pairs are maintained.

The non-coding isoform of the steroid receptor RNA activator 
(SRA), ncSRA, has a four-domain secondary structure with 
varying levels of sequence conservation (Figure  1C). ncSRA 
functions as a coactivator of several human hormone receptors 
by modifying chromatin structure (Novikova et  al., 2012). 
ncSRA associates with CTCF and the DEAD-BOX helicase 5 
(DDX5), and this association is necessary for the insulator 
activity of CTCF in vivo (Yao et  al., 2010). The functional 
RNA structure is conserved in all mammals, while its sequence 
is not. Furthermore, several of the varying positions in other 
species show changes predicted to help stabilize its structural 
elements (Novikova et  al., 2012).

Dosage compensation lncRNAs (see next section) show 
patches of structural conservation of biological importance. 
The Repeat A (RepA) region of X-inactive specific transcript 
(Xist), essential to the establishment of X chromosome 

inactivation, interacts with proteins such as the polycomb 
repressive complex 2 (PRC2; Zhao et al., 2008), ATRX chromatin 
remodeler (Sarma et  al., 2014), and SHARP repressor protein 
(McHugh et  al., 2015). RepA was experimentally shown to 
have a complex structure that is preserved despite rapid 
changes across mammalian evolution, strongly suggesting that 
this structure is indispensable for Xist function (Liu et  al., 
2017). lncRNAs involved in dosage compensation in 
drosophilids, roX1 and roX2, have conserved boxes that 
correspond precisely with stems that are necessary for binding 
to the male-specific lethal (MSL) proteins. Domains outside 
these interaction zones are not conserved and lack structure 
(Ilik et  al., 2013; Quinn et  al., 2016).

HOTAIR has also been shown to have a complex secondary 
structure, with some evidence of conservation in mammals 
acquired from computational methods (Somarowthu et  al., 
2015). However, there is some debate as to whether there is 
enough evidence to suggest that HOTAIR’s structure is conserved 
in mammals (Rivas et  al., 2017). Similarly, secondary-structure 
predictions on Firre indicated that the RRD is a highly structured 
domain (Nakagawa and Hirano, 2014), consistent with LRs 
representing potential binding platforms for the specific targeting 
of proteins to specific genomic regions by lncRNAs.

Functional Convergence: The Case of 
Dosage Compensation lncRNAs
The lncRNAs involved in the process of dosage compensation 
are extraordinary examples of de novo emergence of novel 
lncRNAs of unrelated evolutionary origins (Figure  1D). A 
prominent example is the Xist lncRNA, required for dosage 
compensation in the sex-chromosomes of eutherians (Penny 
et  al., 1996). Random X-chromosome inactivation in females 
is necessary to balance the transcriptional output to that of 
males. Xist localizes at the X inactivation center (XIC) and is 
expressed exclusively from the inactivated X (Xi; Brown et  al., 
1991). During the onset of X inactivation, Xist accumulates 
at the XIC (Clemson et  al., 1996), and then targets gene-rich 
regions that are spatially close to its transcription site (Engreitz 
et  al., 2013; Simon et  al., 2013), incorporating them into the 
Xist silencing domain and spreading further to cover the 
complete future Xi (Engreitz et  al., 2013). Xist-mediated 
inactivation involves the transcriptional silencing of most genes 
on the Xi, and its compaction and recruitment to the nuclear 
lamina (Zhao et  al., 2008; Hasegawa et  al., 2010; Chu et  al., 
2015; McHugh et  al., 2015; Minajigi et  al., 2015).

While exonic sequences of Xist are well-conserved among 
eutherians, there are differences in the exon-intron structure, 
length, and sequence between species (Nesterova et  al., 2001; 
Elisaphenko et  al., 2008). This indicates that either Xist genes 
present a high adaptation level or that their sequence and 
structure are not essential (Elisaphenko et  al., 2008). Xist is 
not present in non-eutherian vertebrates, including marsupials, 
despite common epigenetic features on the Xi, such as loss 
of active histone marks and exclusion of RNA polymerase II 
(Chaumeil et  al., 2011). Homology of Xist with promoters and 
exonic sequences of the protein-coding gene ligand of 
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TABLE 1 | Characterized long non-coding RNAs (lncRNAs) that are involved in nuclear genome topology.

lncRNA Function Mode of 
action

Interacting proteins Association with chromatin 
topology

Conservation References

  Xist
X chromosome 
inactivation in mammals

  In cis

PRC1, PRC2, 
HNRNPU, RBM15, 
SHARP, WTAP, 
HNRNPK, LBR, and 
many others

The organization of the XIC into two 
topologically associating domains 
(TADs) ensures the proper 
interaction of Xist and its antisense 
lncRNA Tsix with regulatory 
elements

Present only in 
eutherian mammals. 
Presence of common 
core exonic 
sequences, despite 
species-specific 
unique sequences, 
and variation in length 
and gene structure

Nesterova et al.,  
2001; Plath et al., 
2003; Elisaphenko 
et al., 2008; Zhao 
et al., 2008; 
Hasegawa et al., 
2010; Engreitz et al., 
2013; Chu et al., 
2015; McHugh et al., 
2015; Minajigi et al., 
2015; Moindrot et al., 
2015; Chen et al., 
2016; Pintacuda et al., 
2017; van Bemmel 
et al., 2019; Galupa 
et al., 2020

During X inactivation, Xist spreads 
along the chromosome exploiting 
the three-dimensional (3D) 
organization, resulting in 
compaction and recruitment to the 
nuclear lamina

HOTTIP
Gene control of HOXA 
locus for distal identity

In cis WDR5/MLL and CTCF

A chromatin loop gets HOTTIP into 
spatial proximity to HOXA genes. 
Associates with CTCF to define 
functional TADs at HOXA cluster

Portions conserved in 
mammals and avians

Wang et al., 2011, 
2018

Airn

Its transcription 
prevents 
overexpression of Igfr2 
locus in a paternal-
specific matter

In cis EHMT2
Forms an RNA cloud, creating a 
repressive domain

Tandem direct 
repeats at the CpG 
island at 5' end are 
conserved in human 
and mouse at an 
organizational level 
but not by sequence

Lyle et al., 2000; Seidl 
et al., 2006; Nagano 
et al., 2008; Latos 
et al., 2009, 2012; 
Koerner et al., 2012; 
Santoro et al., 2013

(Continued)

numb-protein x 3 (Lnx3) found in marsupials, chicken, and 
fish suggests that Xist emerged through pseudogenization of 
Lnx3, possibly by the insertion of tandem repeats from 
transposable elements (Duret et al., 2006; Elisaphenko et al., 2008).

Interestingly, in marsupials, X-chromosome inactivation is 
imprinted, tissue-specific, and somewhat incomplete compared 
to eutherians, and thought to be  achieved by female-specific 
expression of the lncRNA RNA on the silent X (Rsx), which 
is transcribed from and coats the paternal chromosome (Grant 
et  al., 2012). The independent evolution of Xist and Rsx adds 
to the notion of dosage systems rapidly evolving from ancient 
silencing mechanisms common to all eukaryotes through the 
use of lncRNAs (Gendrel and Heard, 2014; Graves, 2016). The 
discoveries on the regulation of Xist by non-coding elements 
located at its own and the neighboring TAD and the impact 
of this 3D conformation on the regulatory landscape adds 
another layer of complexity to the mechanisms for dosage 
compensation (van Bemmel et  al., 2019; Galupa et  al., 2020).

lncRNAs are also the effectors of dosage compensation in 
drosophilids, but they differ in both origin and mechanism to 
those in mammals. Here, the roX1 and roX2 lncRNAs mediate 
the upregulation of genes on the single male X chromosome 
to equalize expression of the two X chromosomes in females. 
roX1 and roX2 associate to the MSL proteins, forming the MSL 
complex that localizes to numerous specific sites along the male 
X (Franke and Baker, 1999), mediating histone acetylation and 
increasing transcription. The MSL complex does not alter the 

global architecture of the X chromosome, but it does spread 
via spatial proximity from high-affinity sites – enriched at TAD 
boundaries – to other regions (Ramírez et  al., 2015). Contrary 
to Xist, whose activity is limited to the chromosome from which 
it is expressed (Wutz and Jaenisch, 2000), roX transgenes target 
the X chromosome in trans and rescue roX1 and roX2 mutant 
males (Meller and Rattner, 2002).

The independent origin of Xist in mammals, Rsx in marsupials, 
and roX1 and roX2 in flies suggests that lncRNAs may be  one 
of the fastest mechanisms to evolve novel epigenetic controls. 
As these lncRNAs participate in dosage compensation but have 
emerged independently in several lineages, they are 
extraordinarily difficult to identify as functionally convergent. 
Additional examples of functionally equivalent lncRNAs with 
no evolutionary relationship may likely have gone undetected.

DISCUSSION

Distinctly, lncRNAs have emerged as an additional layer of 
complexity involved in shaping the three-dimensional 
organization of the genome by interacting and modifying the 
structure of chromatin. Several lncRNAs affect chromatin 
conformation and display a combination of conservation signals 
that may be difficult to identify solely by looking at traditional 
genomic conservation metrics (summarized in Table  1). These 
signatures could prove useful to identify and prioritize lncRNA 
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(Continued)

TABLE 1 | Continued

lncRNA Function Mode of 
action

Interacting proteins Association with chromatin 
topology

Conservation References

Kcnq1ot1

Silencing at imprinted 
Kcnq1 locus in a 
paternal-specific 
manner

In cis
EHMT2, PRC2, PRC1, 
and DNMT1

Formation of repressive chromatin 
loop on the imprinting control region 
of the locus

Well-conserved 
motifs between 
human and mouse

Pandey et al., 2004, 
2008; Mancini-Dinardo 
et al., 2006; 
Mohammad et al., 
2008, 2010; Zhang 
et al., 2014

pRNA

Mediates silencing by 
CpG methylation of 
rRNA genes at 
nucleolus via DNA:RNA 
triplex formation

In cis NoRC and DNMT3b
Establishment of nucleolar 
heterochromatin

Conserved across 
eutharians, various 
levels of sequence 
conservation, and 
highly conserved 
secondary-structure 
motifs

Mayer et al., 2006, 
2008; Santoro et al., 
2010; Schmitz et al., 
2010;Guetg et al., 
2012; Jacob et al., 
2013; Savić et al., 
2014; Wehner et al., 
2014

LUNAR1
IGF1 signaling, 
promotes cell 
proliferation in cancers

In cis None reported

A chromatin loop that brings into 
contact the promoter of LUNAR1 
and the enhancer of IFG1R is 
necessary for the expression of 
both genes, which reside in the 
same TAD

Not reported
Trimarchi et al., 2014; 
Peng and Feng, 2016

Khps1

Activates transcription 
of its sense proto-
oncogene SPHK1, via 
DNA:RNA triplex 
formation at SPHK1 
enhancer

In cis EP300

Khps1 transcription leads  
to a transcriptionally active  
open chromatin state by  
recruitment of EP300/CBP, 
transcripton of KHPS1  
enhancer and eviction  
of CTCF

Conservation 
between humans and 
rodents

Imamura et al., 2004; 
Postepska-Igielska 
et al., 2015; Blank-
Giwojna et al., 2019

UMLILO
Trained immune 
response on chemokine 
genes

In cis WDR5/MLL

In chemokine TAD, chromosomal 
looping brings the super-enhancer 
region harboring UMLILO into 
contact with chemokine genes, 
allowing UMLILO RNA to  
guide WDR/MLL to the  
promoters to facilitate  
H3K4me3 epigenetic  
priming

Partial conservation 
between human, 
chimpanzee, and pig, 
absent in mouse

Fanucchi et al., 2019

Eleanors
Activation of ESR1 
locus, apoptosis 
resistance

In cis None reported

Eleanors RNA cloud  
delineate ESR1 TAD  
and  
activate transcription

Varying levels of 
conservation for each 
Eleanor

Tomita et al., 2015; 
Abdalla et al., 2019; 
Fujita et al., 2020

HOTAIR

Represses expression 
in HOXD locus and 
other genes, including 
imprinted

In trans
PRC2, RCOR1, and 
AR

HOTAIR transcripts demarcate silent 
and active domains in HOXD locus.

Poorly conserved by 
sequence, secondary 
structure motifs 
conserved between 
mouse and human

Rinn et al., 2007; 
Gupta et al., 2010; 
Tsai et al., 2010; Li 
et al., 2013; 
Somarowthu et al., 
2015; Zhang et al., 
2015; Portoso et al., 
2017

ncSRA
Activation of steroid 
receptors (isoforms of 
SRA code for protein)

In trans

SRC-1, PRC2, TrxG, 
NANOG, CTCF, 
SHARP, DDX5, and 
others

Diverse, chromatin looping and 
modification as scaffold for proteins 
in both active and inactive domains

Significant sequence 
conservation and 
high structural 
conservation

Lanz et al., 1999; Shi 
et al., 2001; Zhao 
et al., 2007; Yao et al., 
2010; Novikova et al., 
2012; 
Wongtrakoongate 
et al., 2015

roX1 and 
roX2

Dosage compensation 
in Drosophila

In trans MSL Proteins
The MSL complex (rox + MSL 
proteins) has high affinity sites on 
TAD borders

There are roX 
orthologs across 
drosophilids

Franke and Baker, 
1999; Park et al., 
2008; Ilik et al., 2013; 
Maenner et al., 2013; 
Ramírez et al., 2015; 
Quinn et al., 2016
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candidates for experimental functional characterization. Sequence 
conservation can be  identified using traditional computational 
sequence comparison methods. Recent examples have shown 
that conserved sequence stretches can be  much shorter in 
lncRNAs than in protein-coding sequences, highlighting the 
need to look for tiny stretches of sequence conservation 
(microhomology; Quinn et  al., 2016). Positional conservation 
of lncRNAs can be identified using multiple genome alignments 
complemented with transcriptomic data that support the existence 
of non-coding transcripts in multiple taxa. The detection of 
splice site conservation uses a similar approach but focuses 
on identifying splice sites via modeling or direct RNA-seq 
evidence, followed by comparison across taxa (Nitsche et  al., 
2015). In the case of structural conservation, covariation 
signatures in multiple sequence alignments may indicate the 
conservation of a structure (Nawrocki et  al., 2009; Gruber 
et  al., 2010; Will et  al., 2012). One of the most significant 
limitations is the difficult problem of distinguishing covariation 
from sequence conservation. Thus, these methods can better 
identify conserved structures in highly varying sequences in 
diverse and multiple taxa (Rivas et  al., 2017, 2020).

In the context of studying novel lncRNAs, its unique 
conservation signatures, albeit more difficult to detect, are 

excellent ways to identify potentially functional lncRNA 
candidates and give a first insight on their possible mechanisms 
of action. They can also help guide the search for homologous 
mechanisms in other species. Complementing in silico studies 
with experimental approaches in the context of spatiotemporal 
gene expression programs is crucial to further assess the impact 
of these ncRNAs on modulating genome architecture, including 
their specific contribution to the complexity and evolution of 
animal gene regulation.

AUTHOR CONTRIBUTIONS

All authors participated in writing and reviewing the manuscript 
and approved the final version for publication.

FUNDING

AR-C was funded by the Consejo Nacional de Ciencia y 
Tecnología (CONACYT) M.Sc. fellowship. KO and SF-V were 
funded by the Newton Advanced Fellowship (No. NAF\
R1\180303) awarded to SF-V.

 

REFERENCES

Abdalla, M. O. A., Yamamoto, T., Maehara, K., Nogami, J., Ohkawa, Y., Miura, H., 
et al. (2019). The Eleanor ncRNAs activate the topological domain of the 
ESR1 locus to balance against apoptosis. Nat. Commun. 10:3778. doi: 10.1038/
s41467-019-11378-4

Andergassen, D., Muckenhuber, M., Bammer, P. C., Kulinski, T. M., Theussl, H. -C.,  
Shimizu, T., et al. (2019). The Airn lncRNA does not require any DNA 
elements within its locus to silence distant imprinted genes. PLoS Genet. 
15:e1008268. doi: 10.1371/journal.pgen.1008268

Azzalin, C. M., Reichenbach, P., Khoriauli, L., Giulotto, E., and Lingner, J. 
(2007). Telomeric repeat containing RNA and RNA surveillance factors at 
mammalian chromosome ends. Science 318, 798–801. doi: 10.1126/
science.1147182

Babak, T., Blencowe, B. J., and Hughes, T. R. (2005). A systematic search for 
new mammalian noncoding RNAs indicates little conserved intergenic 
transcription. BMC Genom. 6:104. doi: 10.1186/1471-2164-6-104

Barutcu, A. R., Maass, P. G., Lewandowski, J. P., Weiner, C. L., and Rinn, J. L. 
(2018). A TAD boundary is preserved upon deletion of the CTCF-rich 
Firre locus. Nat. Commun. 9:1444. doi: 10.1038/s41467-018-03614-0

lncRNA Function Mode of 
action

Interacting proteins Association with chromatin 
topology

Conservation References

IPW

Repression of 
maternally expressed 
genes. Possibly 
implicated in Prader-
Willi syndrome

In trans EHMT2
Allele-specific formation of 
heterochromatin at DLK1–DIO3 
region.

Poorly conserved by 
sequence between 
human and mouse

Wevrick et al., 1994; 
Wevrick and Francke, 
1997; Stelzer et al., 
2014

Firre

Role in adipogenesis, 
nuclear architecture, 
inflammatory response 
(in vitro), and 
hematopoiesis (in vivo)

In trans, but 
occupies 
domain in cis

HNRNPU

Firre acts as a scaffold for the 
formation of an inter-chromosomal 
structure. Locates at border of TAD 
in a CTCF binding region. Required 
for super loop formation of inactive 
X

Conservation across 
mammals, high 
convergence of 
repeating domain in 
primates. Local 
Repeats are conserved 
between species of 
the same order

Hacisuleyman et al., 
2014, 2016; Yang 
et al., 2015; Lu et al., 
2017; Barutcu et al., 
2018; Lewandowski 
et al., 2019

TERRA

Implicated in telomeric 
and subtelomeric 
heterochromatin 
formation, stability and 
maintenance

In cis (to 
telomeres) and 
in trans

Shelterin components 
(TERF1 and TERF2), 
ORC1, CBX5 NoRC, 
ATRX, POT1, and 
others

TERRA transcription depends on 
chromosome looping

Telomere transcription 
is conserved across 
vertebrates and 
Saccharomyces 
cerevisiae

Azzalin et al., 2007; 
Luke et al., 2008; 
Schoeftner and 
Blasco, 2008; Deng 
et al., 2009; 
Postepska-Igielska 
et al., 2013; Beishline 
et al., 2017

TABLE 1 | Continued

158

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles
https://doi.org/10.1038/s41467-019-11378-4
https://doi.org/10.1038/s41467-019-11378-4
https://doi.org/10.1371/journal.pgen.1008268
https://doi.org/10.1126/science.1147182
https://doi.org/10.1126/science.1147182
https://doi.org/10.1186/1471-2164-6-104
https://doi.org/10.1038/s41467-018-03614-0


Ramírez-Colmenero et al. Evolution of Genome-Organizing Animal lncRNAs

Frontiers in Genetics | www.frontiersin.org 9 November 2020 | Volume 11 | Article 589697

Battistelli, C., Sabarese, G., Santangelo, L., Montaldo, C., Gonzalez, F. J., 
Tripodi, M., et al. (2019). The lncRNA HOTAIR transcription is controlled 
by HNF4α-induced chromatin topology modulation. Cell Death Differ. 26, 
890–901. doi: 10.1038/s41418-018-0170-z

Beishline, K., Vladimirova, O., Tutton, S., Wang, Z., Deng, Z., and Lieberman, P. M. 
(2017). CTCF driven TERRA transcription facilitates completion of telomere 
DNA replication. Nat. Commun. 8:2114. doi: 10.1038/s41467-017-02212-w

Bell, J. C., Jukam, D., Teran, N. A., Risca, V. I., Smith, O. K., Johnson, W. L., 
et al. (2018). Chromatin-associated RNA sequencing (ChAR-seq) maps 
genome-wide RNA-to-DNA contacts. eLife 7:e27024. doi: 10.7554/eLife.27024

Blank-Giwojna, A., Postepska-Igielska, A., and Grummt, I. (2019). lncRNA 
KHPS1 activates a poised enhancer by triplex-dependent recruitment of 
epigenomic regulators. Cell Rep. 26:2904.e4–2915.e4. doi: 10.1016/j.
celrep.2019.02.059

Bonetti, A., Agostini, F., Suzuki, A. M., Hashimoto, K., Pascarella, G., Gimenez, J., 
et al. (2020). RADICL-seq identifies general and cell type–specific principles 
of genome-wide RNA-chromatin interactions. Nat. Commun. 11:1018. doi: 
10.1038/s41467-020-14337-6

Brown, C. J., Ballabio, A., Rupert, J. L., Lafreniere, R. G., Grompe, M., 
Tonlorenzi, R., et al. (1991). A gene from the region of the human X 
inactivation centre is expressed exclusively from the inactive X chromosome. 
Nature 349, 38–44. doi: 10.1038/349038a0

Chaumeil, J., Waters, P. D., Koina, E., Gilbert, C., Robinson, T. J., and Graves, J. A. 
M. (2011). Evolution from XIST-independent to XIST-controlled X-chromosome 
inactivation: epigenetic modifications in distantly related mammals. PLoS 
One 6:e19040. doi: 10.1371/journal.pone.0019040

Chen, C. -K., Blanco, M., Jackson, C., Aznauryan, E., Ollikainen, N., Surka, C., 
et al. (2016). Xist recruits the X chromosome to the nuclear lamina to enable 
chromosome-wide silencing. Science 354, 468–472. doi: 10.1126/science.aae0047

Chu, C., Zhang, Q. C., da Rocha, S. T., Flynn, R. A., Bharadwaj, M., Calabrese, J. M., 
et al. (2015). Systematic discovery of Xist RNA binding proteins. Cell 161, 
404–416. doi: 10.1016/j.cell.2015.03.025

Clark, M. B., Amaral, P. P., Schlesinger, F. J., Dinger, M. E., Taft, R. J., Rinn, J. L., 
et al. (2011). The reality of pervasive transcription. PLoS Biol. 9:e1000625. 
doi: 10.1371/journal.pbio.1000625

Clemson, C. M., McNeil, J. A., Willard, H. F., and Lawrence, J. B. (1996). 
XIST RNA paints the inactive X chromosome at interphase: evidence for 
a novel RNA involved in nuclear/chromosome structure. J. Cell Biol. 132, 
259–275. doi: 10.1083/jcb.132.3.259

Delás, M. J., Joaquina Delás, M., and Hannon, G. J. (2017). lncRNAs in 
development and disease: from functions to mechanisms. Open Biol. 7:170121. 
doi: 10.1098/rsob.170121

Deng, Z., Norseen, J., Wiedmer, A., Riethman, H., and Lieberman, P. M. (2009). 
TERRA RNA binding to TRF2 facilitates heterochromatin formation and 
ORC recruitment at telomeres. Mol. Cell 35, 403–413. doi: 10.1016/j.
molcel.2009.06.025

Derrien, T., Johnson, R., Bussotti, G., Tanzer, A., Djebali, S., Tilgner, H., et al. 
(2012). The GENCODE v7 catalog of human long noncoding RNAs: analysis 
of their gene structure, evolution, and expression. Genome Res. 22, 1775–1789. 
doi: 10.1101/gr.132159.111

Diederichs, S. (2014). The four dimensions of noncoding RNA conservation. 
Trends Genet. 30, 121–123. doi: 10.1016/j.tig.2014.01.004

Dixon, J. R., Jung, I., Selvaraj, S., Shen, Y., Antosiewicz-Bourget, J. E., Lee, A. Y., 
et al. (2015). Chromatin architecture reorganization during stem cell 
differentiation. Nature 518, 331–336. doi: 10.1038/nature14222

Dixon, J. R., Selvaraj, S., Yue, F., Kim, A., Li, Y., Shen, Y., et al. (2012). 
Topological domains in mammalian genomes identified by analysis of 
chromatin interactions. Nature 485, 376–380. doi: 10.1038/nature11082

Duret, L., Chureau, C., Samain, S., Weissenbach, J., and Avner, P. (2006). The 
Xist RNA gene evolved in eutherians by pseudogenization of a protein-
coding gene. Science 312, 1653–1655. doi: 10.1126/science.1126316

Eißmann, M., Gutschner, T., Hämmerle, M., Günther, S., Caudron-Herger, M., 
Groß, M., et al. (2012). Loss of the abundant nuclear non-coding RNA 
MALAT1 is compatible with life and development. RNA Biol. 9, 1076–1087. 
doi: 10.4161/rna.21089

Elisaphenko, E. A., Kolesnikov, N. N., Shevchenko, A. I., Rogozin, I. B., 
Nesterova, T. B., Brockdorff, N., et al. (2008). A dual origin of the Xist 
gene from a protein-coding gene and a set of transposable elements. PLoS 
One 3:6. doi: 10.1371/journal.pone.0002521

Engreitz, J. M., Pandya-Jones, A., McDonel, P., Shishkin, A., Sirokman, K., 
Surka, C., et al. (2013). The Xist lncRNA exploits three-dimensional genome 
architecture to spread across the X chromosome. Science 341:1237973. doi: 
10.1126/science.1237973

Fanucchi, S., Fok, E. T., Dalla, E., Shibayama, Y., Börner, K., Chang, E. Y., 
et al. (2019). Immune genes are primed for robust transcription by proximal 
long noncoding RNAs located in nuclear compartments. Nat. Genet. 51, 
138–150. doi: 10.1038/s41588-018-0298-2

Fortin, J. -P., and Hansen, K. D. (2015). Reconstructing A/B compartments as 
revealed by Hi-C using long-range correlations in epigenetic data. Genome 
Biol. 16:180. doi: 10.1186/s13059-015-0741-y

Franke, A., and Baker, B. S. (1999). The rox1 and rox2 RNAs are essential 
components of the compensasome, which mediates dosage compensation 
in Drosophila. Mol. Cell 4, 117–122. doi: 10.1016/S1097-2765(00)80193-8

Fujita, R., Yamamoto, T., Arimura, Y., Fujiwara, S., Tachiwana, H., Ichikawa, Y., 
et al. (2020). Nucleosome destabilization by nuclear non-coding RNAs. 
Commun. Biol. 3:60. doi: 10.1038/s42003-020-0784-9

Furlong, E. E. M., and Levine, M. (2018). Developmental enhancers and 
chromosome topology. Science 361, 1341–1345. doi: 10.1126/science.aau0320

Gaiti, F., Calcino, A. D., Tanurdžić, M., and Degnan, B. M. (2017). Origin 
and evolution of the metazoan non-coding regulatory genome. Dev. Biol. 
427, 193–202. doi: 10.1016/j.ydbio.2016.11.013

Galupa, R., Nora, E. P., Worsley-Hunt, R., Picard, C., Gard, C., van Bemmel, J. G., 
et al. (2020). A conserved noncoding locus regulates random monoallelic 
Xist expression across a topological boundary. Mol. Cell 77, 352.e8–367.e8. 
doi: 10.1016/j.molcel.2019.10.030

Gavrilov, A. A., Zharikova, A. A., Galitsyna, A. A., Luzhin, A. V., Rubanova, N. M., 
Golov, A. K., et al. (2020). Studying RNA–DNA interactome by Red-C identifies 
noncoding RNAs associated with various chromatin types and reveals transcription 
dynamics. Nucleic Acids Res. 48, 6699–6714. doi: 10.1093/nar/gkaa457

Gendrel, A. -V., and Heard, E. (2014). Noncoding RNAs and epigenetic 
mechanisms during X-chromosome inactivation. Annu. Rev. Cell Dev. Biol. 
30, 561–580. doi: 10.1146/annurev-cellbio-101512-122415

Grant, J., Mahadevaiah, S. K., Khil, P., Sangrithi, M. N., Royo, H., Duckworth, J., 
et al. (2012). Rsx is a metatherian RNA with Xist-like properties in 
X-chromosome inactivation. Nature 487, 254–258. doi: 10.1038/nature11171

Graves, J. A. M. (2016). Evolution of vertebrate sex chromosomes and dosage 
compensation. Nat. Rev. Genet. 17, 33–46. doi: 10.1038/nrg.2015.2

Gruber, A. R., Findeiß, S., Washietl, S., Hofacker, I. L., and Stadler, P. F. (2010). 
RNAz 2.0: improved noncoding RNA detection. Pac. Symp. Biocomput. 2010, 
69–79. doi: 10.1142/9789814295291_0009

Guetg, C., Scheifele, F., Rosenthal, F., Hottiger, M. O., and Santoro, R. (2012). 
Inheritance of silent rDNA chromatin is mediated by PARP1 via noncoding 
RNA. Mol. Cell 45, 790–800. doi: 10.1016/j.molcel.2012.01.024

Gupta, R. A., Shah, N., Wang, K. C., Kim, J., Horlings, H. M., Wong, D. J., 
et al. (2010). Long non-coding RNA HOTAIR reprograms chromatin state 
to promote cancer metastasis. Nature 464, 1071–1076. doi: 10.1038/nature08975

Gutschner, T., Hämmerle, M., and Diederichs, S. (2013). MALAT1--a paradigm 
for long noncoding RNA function in cancer. J. Mol. Med. 91, 791–801. doi: 
10.1007/s00109-013-1028-y

Guttman, M., Amit, I., Garber, M., French, C., Lin, M. F., Feldser, D., et al. 
(2009). Chromatin signature reveals over a thousand highly conserved large 
non-coding RNAs in mammals. Nature 458, 223–227. doi: 10.1038/nature07672

Guttman, M., Donaghey, J., Carey, B. W., Garber, M., Grenier, J. K., Munson, G., 
et al. (2011). lincRNAs act in the circuitry controlling pluripotency and 
differentiation. Nature 477, 295–300. doi: 10.1038/nature10398

Hacisuleyman, E., Goff, L. A., Trapnell, C., Williams, A., Henao-Mejia, J., 
Sun, L., et al. (2014). Topological organization of multichromosomal regions 
by the long intergenic noncoding RNA Firre. Nat. Struct. Mol. Biol. 21, 
198–206. doi: 10.1038/nsmb.2764

Hacisuleyman, E., Shukla, C. J., Weiner, C. L., and Rinn, J. L. (2016). Function 
and evolution of local repeats in the Firre locus. Nat. Commun. 7:11021. 
doi: 10.1038/ncomms11021

Hasegawa, Y., Brockdorff, N., Kawano, S., Tsutui, K., Tsutui, K., and Nakagawa, S. 
(2010). The matrix protein hnRNP U is required for chromosomal localization 
of Xist RNA. Dev. Cell 19, 469–476. doi: 10.1016/j.devcel.2010.08.006

He, S., Liu, S., and Zhu, H. (2011). The sequence, structure and evolutionary 
features of HOTAIR in mammals. BMC Evol. Biol. 11:102. doi: 
10.1186/1471-2148-11-102

159

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles
https://doi.org/10.1038/s41418-018-0170-z
https://doi.org/10.1038/s41467-017-02212-w
https://doi.org/10.7554/eLife.27024
https://doi.org/10.1016/j.celrep.2019.02.059
https://doi.org/10.1016/j.celrep.2019.02.059
https://doi.org/10.1038/s41467-020-14337-6
https://doi.org/10.1038/349038a0
https://doi.org/10.1371/journal.pone.0019040
https://doi.org/10.1126/science.aae0047
https://doi.org/10.1016/j.cell.2015.03.025
https://doi.org/10.1371/journal.pbio.1000625
https://doi.org/10.1083/jcb.132.3.259
https://doi.org/10.1098/rsob.170121
https://doi.org/10.1016/j.molcel.2009.06.025
https://doi.org/10.1016/j.molcel.2009.06.025
https://doi.org/10.1101/gr.132159.111
https://doi.org/10.1016/j.tig.2014.01.004
https://doi.org/10.1038/nature14222
https://doi.org/10.1038/nature11082
https://doi.org/10.1126/science.1126316
https://doi.org/10.4161/rna.21089
https://doi.org/10.1371/journal.pone.0002521
https://doi.org/10.1126/science.1237973
https://doi.org/10.1038/s41588-018-0298-2
https://doi.org/10.1186/s13059-015-0741-y
https://doi.org/10.1016/S1097-2765(00)80193-8
https://doi.org/10.1038/s42003-020-0784-9
https://doi.org/10.1126/science.aau0320
https://doi.org/10.1016/j.ydbio.2016.11.013
https://doi.org/10.1016/j.molcel.2019.10.030
https://doi.org/10.1093/nar/gkaa457
https://doi.org/10.1146/annurev-cellbio-101512-122415
https://doi.org/10.1038/nature11171
https://doi.org/10.1038/nrg.2015.2
https://doi.org/10.1142/9789814295291_0009
https://doi.org/10.1016/j.molcel.2012.01.024
https://doi.org/10.1038/nature08975
https://doi.org/10.1007/s00109-013-1028-y
https://doi.org/10.1038/nature07672
https://doi.org/10.1038/nature10398
https://doi.org/10.1038/nsmb.2764
https://doi.org/10.1038/ncomms11021
https://doi.org/10.1016/j.devcel.2010.08.006
https://doi.org/10.1186/1471-2148-11-102


Ramírez-Colmenero et al. Evolution of Genome-Organizing Animal lncRNAs

Frontiers in Genetics | www.frontiersin.org 10 November 2020 | Volume 11 | Article 589697

Hezroni, H., Koppstein, D., Schwartz, M. G., Avrutin, A., Bartel, D. P., and 
Ulitsky, I. (2015). Principles of long noncoding RNA evolution derived 
from direct comparison of transcriptomes in 17 species. Cell Rep. 11, 
1110–1122. doi: 10.1016/j.celrep.2015.04.023

Hutchinson, J. N., Ensminger, A. W., Clemson, C. M., Lynch, C. R., Lawrence, J. B., 
and Chess, A. (2007). A screen for nuclear transcripts identifies two linked 
noncoding RNAs associated with SC35 splicing domains. BMC Genom. 8:39. 
doi: 10.1186/1471-2164-8-39

Ibrahim, D. M., and Mundlos, S. (2020). The role of 3D chromatin domains 
in gene regulation: a multi-facetted view on genome organization. Curr. 
Opin. Genet. Dev. 61, 1–8. doi: 10.1016/j.gde.2020.02.015

Ilik, I. A., Quinn, J. J., Georgiev, P., Tavares-Cadete, F., Maticzka, D., Toscano, S., 
et al. (2013). Tandem stem-loops in roX RNAs act together to mediate X 
chromosome dosage compensation in Drosophila. Mol. Cell 51, 156–173. 
doi: 10.1016/j.molcel.2013.07.001

Imamura, T., Yamamoto, S., Ohgane, J., Hattori, N., Tanaka, S., and Shiota, K. 
(2004). Non-coding RNA directed DNA demethylation of Sphk1 CpG island. 
Biochem. Biophys. Res. Commun. 322, 593–600. doi: 10.1016/j.bbrc.2004.07.159

Jacob, M. D., Audas, T. E., Uniacke, J., Trinkle-Mulcahy, L., and Lee, S. (2013). 
Environmental cues induce a long noncoding RNA-dependent remodeling 
of the nucleolus. Mol. Biol. Cell 24, 2943–2953. doi: 10.1091/mbc.e13-04-0223

Kapusta, A., and Feschotte, C. (2014). Volatile evolution of long noncoding 
RNA repertoires: mechanisms and biological implications. Trends Genet. 30, 
439–452. doi: 10.1016/J.TIG.2014.08.004

Koerner, M. V., Pauler, F. M., Hudson, Q. J., Santoro, F., Sawicka, A., Guenzl, P. M., 
et al. (2012). A downstream CpG island controls transcript initiation and 
elongation and the methylation state of the imprinted Airn macro ncRNA 
promoter. PLoS Genet. 8:e1002540. doi: 10.1371/journal.pgen.1002540

Lanz, R. B., McKenna, N. J., Onate, S. A., Albrecht, U., Wong, J., Tsai, S. Y., 
et al. (1999). A steroid receptor coactivator, SRA, functions as an RNA 
and is present in an SRC-1 complex. Cell 97, 17–27. doi: 10.1016/
s0092-8674(00)80711-4

Latos, P. A., Pauler, F. M., Koerner, M. V., Şenergin, H. B., Hudson, Q. J., 
Stocsits, R. R., et al. (2012). Airn transcriptional overlap, but not its lncRNA 
products, induces imprinted Igf2r silencing. Science 338, 1469–1472. doi: 
10.1126/science.1228110

Latos, P. A., Stricker, S. H., Steenpass, L., Pauler, F. M., Huang, R., Senergin, B. H., 
et al. (2009). An in  vitro ES cell imprinting model shows that imprinted 
expression of the Igf2r gene arises from an allele-specific expression bias. 
Development 136, 437–448. doi: 10.1242/dev.032060

Lewandowski, J. P., Lee, J. C., Hwang, T., Sunwoo, H., Goldstein, J. M., 
Groff, A. F., et al. (2019). The Firre locus produces a trans-acting RNA 
molecule that functions in hematopoiesis. Nat. Commun. 10:5137. doi: 
10.1038/s41467-019-12970-4

Li, L., Liu, B., Wapinski, O. L., Tsai, M. -C., Qu, K., Zhang, J., et al. (2013). 
Targeted disruption of Hotair leads to homeotic transformation and gene 
derepression. Cell Rep. 5, 3–12. doi: 10.1016/j.celrep.2013.09.003

Li, X., Zhou, B., Chen, L., Gou, L. T., Li, H., and Fu, X. D. (2017). GRID-seq 
reveals the global RNA–chromatin interactome. Nat. Biotechnol. 35, 940–950. 
doi: 10.1038/nbt.3968

Lieberman-Aiden, E., van Berkum, N. L., Williams, L., Imakaev, M., Ragoczy, T., 
Telling, A., et al. (2009). Comprehensive mapping of long-range interactions 
reveals folding principles of the human genome. Science 326, 289–293. doi: 
10.1126/SCIENCE.1181369

Lin, N., Chang, K. -Y., Li, Z., Gates, K., Rana, Z. A., Dang, J., et al. (2014). 
An evolutionarily conserved long noncoding RNA TUNA controls pluripotency 
and neural lineage commitment. Mol. Cell 53, 1005–1019. doi: 10.1016/j.
molcel.2014.01.021

Lin, R., Maeda, S., Liu, C., Karin, M., and Edgington, T. S. (2007). A large noncoding 
RNA is a marker for murine hepatocellular carcinomas and a spectrum of 
human carcinomas. Oncogene 26, 851–858. doi: 10.1038/sj.onc.1209846

Lindsay, M. A., Griffiths-Jones, S., Clark, M. B., Choudhary, A., Smith, M. A., 
Taft, R. J., et al. (2013). The dark matter rises: the expanding world of 
regulatory RNAs. Essays Biochem. 54, 1–16. doi: 10.1042/bse0540001

Liu, F., Somarowthu, S., and Pyle, A. M. (2017). Visualizing the secondary 
and tertiary architectural domains of lncRNA RepA. Nat. Chem. Biol. 13, 
282–289. doi: 10.1038/nchembio.2272

Lu, Y., Liu, X., Xie, M., Liu, M., Ye, M., Li, M., et al. (2017). The NF-κB-
responsive long noncoding RNA FIRRE regulates posttranscriptional regulation 

of inflammatory gene expression through interacting with hnRNPU.  
J. Immunol. 199, 3571–3582. doi: 10.4049/jimmunol.1700091

Luke, B., Panza, A., Redon, S., Iglesias, N., Li, Z., and Lingner, J. (2008). The 
Rat1p  5' to 3' exonuclease degrades telomeric repeat-containing RNA and 
promotes telomere elongation in Saccharomyces cerevisiae. Mol. Cell 32, 
465–477. doi: 10.1016/j.molcel.2008.10.019

Lyle, R., Watanabe, D., te Vruchte, D., Lerchner, W., Smrzka, O. W., Wutz, A., 
et al. (2000). The imprinted antisense RNA at the Igf2r locus overlaps but 
does not imprint Mas1. Nat. Genet. 25, 19–21. doi: 10.1038/75546

Maenner, S., Müller, M., Fröhlich, J., Langer, D., and Becker, P. B. (2013). 
ATP-dependent roX RNA remodeling by the helicase maleless enables specific 
association of MSL proteins. Mol. Cell 51, 174–184. doi: 10.1016/j.
molcel.2013.06.011

Mancini-Dinardo, D., Steele, S. J. S., Levorse, J. M., Ingram, R. S., and 
Tilghman, S. M. (2006). Elongation of the Kcnq1ot1 transcript is required 
for genomic imprinting of neighboring genes. Genes Dev. 20, 1268–1282. 
doi: 10.1101/gad.1416906

Mao, Y. S., Sunwoo, H., Zhang, B., and Spector, D. L. (2011). Direct visualization 
of the co-transcriptional assembly of a nuclear body by noncoding RNAs. 
Nat. Cell Biol. 13, 95–101. doi: 10.1038/ncb2140

Marchese, F. P., and Huarte, M. (2014). Long non-coding RNAs and chromatin 
modifiers: their place in the epigenetic code. Epigenetics 9, 21–26. doi: 
10.4161/epi.27472

Marín-Béjar, O., Mas, A. M., González, J., Martinez, D., Athie, A., Morales, X., 
et al. (2017). The human lncRNA LINC-PINT inhibits tumor cell invasion 
through a highly conserved sequence element. Genome Biol. 18:202. doi: 
10.1186/s13059-017-1331-y

Marques, A. C., and Ponting, C. P. (2009). Catalogues of mammalian long 
noncoding RNAs: modest conservation and incompleteness. Genome Biol. 
10:R124. doi: 10.1186/gb-2009-10-11-r124

Mayer, C., Neubert, M., and Grummt, I. (2008). The structure of NoRC-associated 
RNA is crucial for targeting the chromatin remodelling complex NoRC to 
the nucleolus. EMBO Rep. 9, 774–780. doi: 10.1038/embor.2008.109

Mayer, C., Schmitz, K. -M., Li, J., Grummt, I., and Santoro, R. (2006). Intergenic 
transcripts regulate the epigenetic state of rRNA genes. Mol. Cell 22,  
351–361. doi: 10.1016/j.molcel.2006.03.028

McHugh, C. A., Chen, C. -K., Chow, A., Surka, C. F., Tran, C., McDonel, P., 
et al. (2015). The Xist lncRNA interacts directly with SHARP to silence 
transcription through HDAC3. Nature 521, 232–236. doi: 10.1038/nature 
14443

Meller, V. H., and Rattner, B. P. (2002). The roX genes encode redundant 
male-specific lethal transcripts required for targeting of the MSL complex. 
EMBO J. 21, 1084–1091. doi: 10.1093/emboj/21.5.1084

Mercer, T. R., Dinger, M. E., and Mattick, J. S. (2009). Long non-coding RNAs: 
insights into functions. Nat. Rev. Genet. 10, 155–159. doi: 10.1038/nrg2521

Minajigi, A., Froberg, J. E., Wei, C., Sunwoo, H., Kesner, B., Colognori, D., 
et al. (2015). Chromosomes. A comprehensive Xist interactome reveals 
cohesin repulsion and an RNA-directed chromosome conformation. Science 
349:aab2276. doi: 10.1126/science.aab2276

Mohammad, F., Mondal, T., Guseva, N., Pandey, G. K., and Kanduri, C. (2010). 
Kcnq1ot1 noncoding RNA mediates transcriptional gene silencing by interacting 
with Dnmt1. Development 137, 2493–2499. doi: 10.1242/dev.048181

Mohammad, F., Pandey, R. R., Nagano, T., Chakalova, L., Mondal, T., Fraser, P., 
et al. (2008). Kcnq1ot1/Lit1 noncoding RNA mediates transcriptional silencing 
by targeting to the perinucleolar region. Mol. Cell. Biol. 28, 3713–3728. doi: 
10.1128/mcb.02263-07

Moindrot, B., Cerase, A., Coker, H., Masui, O., Grijzenhout, A., Pintacuda, G., 
et al. (2015). A pooled shRNA screen identifies Rbm15, Spen, and Wtap 
as factors required for Xist RNA-mediated silencing. Cell Rep. 12, 562–572. 
doi: 10.1016/j.celrep.2015.06.053

Nagano, T., Mitchell, J. A., Sanz, L. A., Pauler, F. M., Ferguson-Smith, A. C., 
Feil, R., et al. (2008). The air noncoding RNA epigenetically silences 
transcription by targeting G9a to chromatin. Science 322, 1717–1720. doi: 
10.1126/science.1163802

Nakagawa, S., and Hirano, T. (2014). Gathering around Firre. Nat. Struct. Mol. 
Biol. 21, 207–208. doi: 10.1038/nsmb.2782

Nakagawa, S., Ip, J. Y., Shioi, G., Tripathi, V., Zong, X., Hirose, T., et al. (2012). 
Malat1 is not an essential component of nuclear speckles in mice. RNA 
18, 1487–1499. doi: 10.1261/rna.033217.112

160

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles
https://doi.org/10.1016/j.celrep.2015.04.023
https://doi.org/10.1186/1471-2164-8-39
https://doi.org/10.1016/j.gde.2020.02.015
https://doi.org/10.1016/j.molcel.2013.07.001
https://doi.org/10.1016/j.bbrc.2004.07.159
https://doi.org/10.1091/mbc.e13-04-0223
https://doi.org/10.1016/J.TIG.2014.08.004
https://doi.org/10.1371/journal.pgen.1002540
https://doi.org/10.1016/s0092-8674(00)80711-4
https://doi.org/10.1016/s0092-8674(00)80711-4
https://doi.org/10.1126/science.1228110
https://doi.org/10.1242/dev.032060
https://doi.org/10.1038/s41467-019-12970-4
https://doi.org/10.1016/j.celrep.2013.09.003
https://doi.org/10.1038/nbt.3968
https://doi.org/10.1126/SCIENCE.1181369
https://doi.org/10.1016/j.molcel.2014.01.021
https://doi.org/10.1016/j.molcel.2014.01.021
https://doi.org/10.1038/sj.onc.1209846
https://doi.org/10.1042/bse0540001
https://doi.org/10.1038/nchembio.2272
https://doi.org/10.4049/jimmunol.1700091
https://doi.org/10.1016/j.molcel.2008.10.019
https://doi.org/10.1038/75546
https://doi.org/10.1016/j.molcel.2013.06.011
https://doi.org/10.1016/j.molcel.2013.06.011
https://doi.org/10.1101/gad.1416906
https://doi.org/10.1038/ncb2140
https://doi.org/10.4161/epi.27472
https://doi.org/10.1186/s13059-017-1331-y
https://doi.org/10.1186/gb-2009-10-11-r124
https://doi.org/10.1038/embor.2008.109
https://doi.org/10.1016/j.molcel.2006.03.028
https://doi.org/10.1038/nature14443
https://doi.org/10.1038/nature14443
https://doi.org/10.1093/emboj/21.5.1084
https://doi.org/10.1038/nrg2521
https://doi.org/10.1126/science.aab2276
https://doi.org/10.1242/dev.048181
https://doi.org/10.1128/mcb.02263-07
https://doi.org/10.1016/j.celrep.2015.06.053
https://doi.org/10.1126/science.1163802
https://doi.org/10.1038/nsmb.2782
https://doi.org/10.1261/rna.033217.112


Ramírez-Colmenero et al. Evolution of Genome-Organizing Animal lncRNAs

Frontiers in Genetics | www.frontiersin.org 11 November 2020 | Volume 11 | Article 589697

Narendra, V., Rocha, P. P., An, D., Raviram, R., Skok, J. A., Mazzoni, E. O., 
et al. (2015). CTCF establishes discrete functional chromatin domains at 
the Hox clusters during differentiation. Science 347, 1017–1021. doi: 10.1126/
science.1262088

Nawrocki, E. P., Kolbe, D. L., and Eddy, S. R. (2009). Infernal 1.0: inference 
of RNA alignments. Bioinformatics 25, 1335–1337. doi: 10.1093/bioinformatics/
btp326

Necsulea, A., Soumillon, M., Warnefors, M., Liechti, A., Daish, T., Zeller, U., 
et al. (2014). The evolution of lncRNA repertoires and expression patterns 
in tetrapods. Nature 505, 635–640. doi: 10.1038/nature12943

Nesterova, T. B., Slobodyanyuk, S. Y., Elisaphenko, E. A., Shevchenko, A. I., 
Johnston, C., Pavlova, M. E., et al. (2001). Characterization of the genomic 
Xist locus in rodents reveals conservation of overall gene structure and 
tandem repeats but rapid evolution of unique sequence. Genome Res. 11, 
833–849. doi: 10.1101/gr.174901

Nitsche, A., Rose, D., Fasold, M., Reiche, K., and Stadler, P. F. (2015). Comparison 
of splice sites reveals that long noncoding RNAs are evolutionarily well 
conserved. RNA 21, 801–812. doi: 10.1261/rna.046342.114

Novikova, I. V., Hennelly, S. P., and Sanbonmatsu, K. Y. (2012). Structural 
architecture of the human long non-coding RNA, steroid receptor RNA 
activator. Nucleic Acids Res. 40, 5034–5051. doi: 10.1093/nar/gks071

Pandey, R. R., Ceribelli, M., Singh, P. B., Ericsson, J., Mantovani, R., and 
Kanduri, C. (2004). NF-Y regulates the antisense promoter, bidirectional 
silencing, and differential epigenetic marks of the Kcnq1 imprinting control 
region. J. Biol. Chem. 279, 52685–52693. doi: 10.1074/jbc.M408084200

Pandey, R. R., Mondal, T., Mohammad, F., Enroth, S., Redrup, L., Komorowski, J., 
et al. (2008). Kcnq1ot1 antisense noncoding RNA mediates lineage-specific 
transcriptional silencing through chromatin-level regulation. Mol. Cell 32, 
232–246. doi: 10.1016/j.molcel.2008.08.022

Park, S. -W., Kuroda, M. I., and Park, Y. (2008). Regulation of histone H4 
Lys16 acetylation by predicted alternative secondary structures in roX 
noncoding RNAs. Mol. Cell. Biol. 28, 4952–4962. doi: 10.1128/mcb.00 
219-08

Peng, W., and Feng, J. (2016). Long noncoding RNA LUNAR1 associates with 
cell proliferation and predicts a poor prognosis in diffuse large B-cell 
lymphoma. Biomed. Pharmacother. 77, 65–71. doi: 10.1016/j.biopha.2015.12.001

Penny, G. D., Kay, G. F., Sheardown, S. A., Rastan, S., and Brockdorff, N. 
(1996). Requirement for Xist in X chromosome inactivation. Nature 379, 
131–137. doi: 10.1038/379131a0

Pintacuda, G., Wei, G., Roustan, C., Kirmizitas, B. A., Solcan, N., Cerase, A., 
et al. (2017). hnRNPK recruits PCGF3/5-PRC1 to the Xist RNA B-repeat 
to establish polycomb-mediated chromosomal silencing. Mol. Cell 68,  
955.e10–969.e10. doi: 10.1016/j.molcel.2017.11.013

Plath, K., Fang, J., Mlynarczyk-Evans, S. K., Cao, R., Worringer, K. A., Wang, H., 
et al. (2003). Role of histone H3 lysine 27 methylation in X inactivation. 
Science 300, 131–135. doi: 10.1126/science.1084274

Ponjavic, J., Ponting, C. P., and Lunter, G. (2007). Functionality or transcriptional 
noise? Evidence for selection within long noncoding RNAs. Genome Res. 
17, 556–565. doi: 10.1101/gr.6036807

Portoso, M., Ragazzini, R., Brenčič, Ž., Moiani, A., Michaud, A., Vassilev, I., 
et al. (2017). PRC2 is dispensable for HOTAIR-mediated transcriptional 
repression. EMBO J. 36, 981–994. doi: 10.15252/embj.201695335

Postepska-Igielska, A., Giwojna, A., Gasri-Plotnitsky, L., Schmitt, N., Dold, A., 
Ginsberg, D., et al. (2015). LncRNA Khps1 regulates expression of the 
proto-oncogene SPHK1 via triplex-mediated changes in chromatin structure. 
Mol. Cell 60, 626–636. doi: 10.1016/j.molcel.2015.10.001

Postepska-Igielska, A., Krunic, D., Schmitt, N., Greulich-Bode, K. M., Boukamp, P., 
and Grummt, I. (2013). The chromatin remodelling complex NoRC safeguards 
genome stability by heterochromatin formation at telomeres and centromeres. 
EMBO Rep. 14, 704–710. doi: 10.1038/embor.2013.87

Quinn, J. J., Zhang, Q. C., Georgiev, P., Ilik, I. A., Akhtar, A., and Chang, H. Y. 
(2016). Rapid evolutionary turnover underlies conserved lncRNA-genome 
interactions. Genes Dev. 30, 191–207. doi: 10.1101/gad.272187.115

Ramírez, F., Lingg, T., Toscano, S., Lam, K. C., Georgiev, P., Chung, H. -R., 
et al. (2015). High-affinity sites form an interaction network to facilitate 
spreading of the MSL complex across the X chromosome in Drosophila. 
Mol. Cell 60, 146–162. doi: 10.1016/j.molcel.2015.08.024

Rao, S. S. P., Huntley, M. H., Durand, N. C., Stamenova, E. K., Bochkov, I. D., 
Robinson, J. T., et al. (2014). A 3D map of the human genome at kilobase 

resolution reveals principles of chromatin looping. Cell 159, 1665–1680. 
doi: 10.1016/j.cell.2014.11.021

Rinn, J. L., and Chang, H. Y. (2012). Genome regulation by long noncoding 
RNAs. Annu. Rev. Biochem. 81, 145–166. doi: 10.1146/annurev-
biochem-051410-092902

Rinn, J. L., Kertesz, M., Wang, J. K., Squazzo, S. L., Xu, X., Brugmann, S. A., 
et al. (2007). Functional demarcation of active and silent chromatin domains 
in human HOX loci by noncoding RNAs. Cell 129, 1311–1323. doi: 10.1016/j.
cell.2007.05.022

Rivas, E., Clements, J., and Eddy, S. R. (2017). A statistical test for conserved 
RNA structure shows lack of evidence for structure in lncRNAs. Nat. Methods 
14, 45–48. doi: 10.1038/nmeth.4066

Rivas, E., Clements, J., and Eddy, S. R. (2020). Estimating the power of sequence 
covariation for detecting conserved RNA structure. Bioinformatics 36,  
3072–3076. doi: 10.1093/bioinformatics/btaa080

Santoro, F., Mayer, D., Klement, R. M., Warczok, K. E., Stukalov, A., Barlow, D. P., 
et al. (2013). Imprinted Igf2r silencing depends on continuous Airn lncRNA 
expression and is not restricted to a developmental window. Development 
140, 1184–1195. doi: 10.1242/dev.088849

Santoro, R., Schmitz, K. -M., Sandoval, J., and Grummt, I. (2010). Intergenic 
transcripts originating from a subclass of ribosomal DNA repeats silence 
ribosomal RNA genes in trans. EMBO Rep. 11, 52–58. doi: 10.1038/embor.2009.254

Sarma, K., Cifuentes-Rojas, C., Ergun, A., Del Rosario, A., Jeon, Y., White, F., 
et al. (2014). ATRX directs binding of PRC2 to Xist RNA and Polycomb 
targets. Cell 159, 869–883. doi: 10.1016/j.cell.2014.10.019

Savić, N., Bär, D., Leone, S., Frommel, S. C., Weber, F. A., Vollenweider, E., 
et al. (2014). lncRNA maturation to initiate heterochromatin formation in 
the nucleolus is required for exit from pluripotency in ESCs. Cell Stem 
Cell 15, 720–734. doi: 10.1016/j.stem.2014.10.005

Saxena, A., and Carninci, P. (2011). Long non-coding RNA modifies chromatin: 
epigenetic silencing by long non-coding RNAs. Bioessays 33, 830–839. doi: 
10.1002/bies.201100084

Schmitt, A. M., and Chang, H. Y. (2016). Long noncoding RNAs in cancer 
pathways. Cancer Cell 29, 452–463. doi: 10.1016/j.ccell.2016.03.010

Schmitz, K. -M., Mayer, C., Postepska, A., and Grummt, I. (2010). Interaction 
of noncoding RNA with the rDNA promoter mediates recruitment of 
DNMT3b and silencing of rRNA genes. Genes Dev. 24, 2264–2269. doi: 
10.1101/gad.590910

Schoeftner, S., and Blasco, M. A. (2008). Developmentally regulated transcription 
of mammalian telomeres by DNA-dependent RNA polymerase II. Nat. Cell 
Biol. 10, 228–236. doi: 10.1038/ncb1685

Schoenfelder, S., and Fraser, P. (2019). Long-range enhancer-promoter contacts 
in gene expression control. Nat. Rev. Genet. 20, 437–455. doi: 10.1038/
s41576-019-0128-0

Schorderet, P., and Duboule, D. (2011). Structural and functional differences 
in the long non-coding RNA hotair in mouse and human. PLoS Genet. 
7:e1002071. doi: 10.1371/journal.pgen.1002071

Seidl, C. I. M., Stricker, S. H., and Barlow, D. P. (2006). The imprinted air 
ncRNA is an atypical RNAPII transcript that evades splicing and escapes 
nuclear export. EMBO J. 25, 3565–3575. doi: 10.1038/sj.emboj.7601245

Shi, Y., Downes, M., Xie, W., Kao, H. Y., Ordentlich, P., Tsai, C. C., et al. 
(2001). Sharp, an inducible cofactor that integrates nuclear receptor repression 
and activation. Genes Dev. 15, 1140–1151. doi: 10.1101/gad.871201

Simon, M. D., Pinter, S. F., Fang, R., Sarma, K., Rutenberg-Schoenberg, M., 
Bowman, S. K., et al. (2013). High-resolution Xist binding maps reveal 
two-step spreading during X-chromosome inactivation. Nature 504, 465–469. 
doi: 10.1038/nature12719

Sleutels, F., Zwart, R., and Barlow, D. P. (2002). The non-coding air RNA is 
required for silencing autosomal imprinted genes. Nature 415, 810–813. doi: 
10.1038/415810a

Smith, M. A., Gesell, T., Stadler, P. F., and Mattick, J. S. (2013). Widespread 
purifying selection on RNA structure in mammals. Nucleic Acids Res. 41, 
8220–8236. doi: 10.1093/nar/gkt596

Somarowthu, S., Legiewicz, M., Chillón, I., Marcia, M., Liu, F., and Pyle, A. M. 
(2015). HOTAIR forms an intricate and modular secondary structure. Mol. 
Cell 58, 353–361. doi: 10.1016/j.molcel.2015.03.006

Sridhar, B., Rivas-Astroza, M., Nguyen, T. C., Chen, W., Yan, Z., Cao, X., et al. 
(2017). Systematic mapping of RNA-chromatin interactions in  vivo. Curr. 
Biol. 27, 602–609. doi: 10.1016/j.cub.2017.01.011

161

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles
https://doi.org/10.1126/science.1262088
https://doi.org/10.1126/science.1262088
https://doi.org/10.1093/bioinformatics/btp326
https://doi.org/10.1093/bioinformatics/btp326
https://doi.org/10.1038/nature12943
https://doi.org/10.1101/gr.174901
https://doi.org/10.1261/rna.046342.114
https://doi.org/10.1093/nar/gks071
https://doi.org/10.1074/jbc.M408084200
https://doi.org/10.1016/j.molcel.2008.08.022
https://doi.org/10.1128/mcb.00219-08
https://doi.org/10.1128/mcb.00219-08
https://doi.org/10.1016/j.biopha.2015.12.001
https://doi.org/10.1038/379131a0
https://doi.org/10.1016/j.molcel.2017.11.013
https://doi.org/10.1126/science.1084274
https://doi.org/10.1101/gr.6036807
https://doi.org/10.15252/embj.201695335
https://doi.org/10.1016/j.molcel.2015.10.001
https://doi.org/10.1038/embor.2013.87
https://doi.org/10.1101/gad.272187.115
https://doi.org/10.1016/j.molcel.2015.08.024
https://doi.org/10.1016/j.cell.2014.11.021
https://doi.org/10.1146/annurev-biochem-051410-092902
https://doi.org/10.1146/annurev-biochem-051410-092902
https://doi.org/10.1016/j.cell.2007.05.022
https://doi.org/10.1016/j.cell.2007.05.022
https://doi.org/10.1038/nmeth.4066
https://doi.org/10.1093/bioinformatics/btaa080
https://doi.org/10.1242/dev.088849
https://doi.org/10.1038/embor.2009.254
https://doi.org/10.1016/j.cell.2014.10.019
https://doi.org/10.1016/j.stem.2014.10.005
https://doi.org/10.1002/bies.201100084
https://doi.org/10.1016/j.ccell.2016.03.010
https://doi.org/10.1101/gad.590910
https://doi.org/10.1038/ncb1685
https://doi.org/10.1038/s41576-019-0128-0
https://doi.org/10.1038/s41576-019-0128-0
https://doi.org/10.1371/journal.pgen.1002071
https://doi.org/10.1038/sj.emboj.7601245
https://doi.org/10.1101/gad.871201
https://doi.org/10.1038/nature12719
https://doi.org/10.1038/415810a
https://doi.org/10.1093/nar/gkt596
https://doi.org/10.1016/j.molcel.2015.03.006
https://doi.org/10.1016/j.cub.2017.01.011


Ramírez-Colmenero et al. Evolution of Genome-Organizing Animal lncRNAs

Frontiers in Genetics | www.frontiersin.org 12 November 2020 | Volume 11 | Article 589697

Stelzer, Y., Sagi, I., Yanuka, O., Eiges, R., and Benvenisty, N. (2014). The 
noncoding RNA IPW regulates the imprinted DLK1-DIO3 locus in an 
induced pluripotent stem cell model of Prader-Willi syndrome. Nat. Genet. 
46, 551–557. doi: 10.1038/ng.2968

Tavares, R. C. A., Pyle, A. M., and Somarowthu, S. (2019). Phylogenetic analysis 
with improved parameters reveals conservation in lncRNA structures.  
J. Mol. Biol. 431, 1592–1603. doi: 10.1016/j.jmb.2019.03.012

Tomita, S., Abdalla, M. O. A., Fujiwara, S., Matsumori, H., Maehara, K., Ohkawa, Y., 
et al. (2015). A cluster of noncoding RNAs activates the ESR1 locus during 
breast cancer adaptation. Nat. Commun. 6:6966. doi: 10.1038/ncomms7966

Trimarchi, T., Bilal, E., Ntziachristos, P., Fabbri, G., Dalla-Favera, R., Tsirigos, A., 
et al. (2014). Genome-wide mapping and characterization of notch-regulated 
long noncoding RNAs in acute leukemia. Cell 158, 593–606. doi: 10.1016/j.
cell.2014.05.049

Tripathi, V., Ellis, J. D., Shen, Z., Song, D. Y., Pan, Q., Watt, A. T., et al. 
(2010). The nuclear-retained noncoding RNA MALAT1 regulates alternative 
splicing by modulating SR splicing factor phosphorylation. Mol. Cell 39, 
925–938. doi: 10.1016/j.molcel.2010.08.011

Tsai, M. -C., Manor, O., Wan, Y., Mosammaparast, N., Wang, J. K., Lan, F., 
et al. (2010). Long noncoding RNA as modular scaffold of histone modification 
complexes. Science 329, 689–693. doi: 10.1126/science.1192002

Ulitsky, I. (2016). Evolution to the rescue: using comparative genomics to 
understand long non-coding RNAs. Nat. Rev. Genet. 17, 601–614. doi: 
10.1038/nrg.2016.85

Ulitsky, I., Shkumatava, A., Jan, C. H., Sive, H., and Bartel, D. P. (2011). 
Conserved function of lincRNAs in vertebrate embryonic development despite 
rapid sequence evolution. Cell 147, 1537–1550. doi: 10.1016/j.cell.2011.11.055

van Bakel, H., Nislow, C., Blencowe, B. J., and Hughes, T. R. (2010). Most 
“dark matter” transcripts are associated with known genes. PLoS Biol. 
8:e1000371. doi: 10.1371/journal.pbio.1000371

van Bemmel, J. G., Galupa, R., Gard, C., Servant, N., Picard, C., Davies, J., 
et al. (2019). The bipartite TAD organization of the X-inactivation center 
ensures opposing developmental regulation of Tsix and Xist. Nat. Genet. 
51, 1024–1034. doi: 10.1038/s41588-019-0412-0

Wang, K. C., and Chang, H. Y. (2011). Molecular mechanisms of long noncoding 
RNAs. Mol. Cell 43, 904–914. doi: 10.1016/j.molcel.2011.08.018

Wang, F., Tang, Z., Shao, H., Guo, J., Tan, T., Dong, Y., et al. (2018). Long 
noncoding RNA HOTTIP cooperates with CCCTC-binding factor to coordinate 
HOXA gene expression. Biochem. Biophys. Res. Commun. 500, 852–859. doi: 
10.1016/j.bbrc.2018.04.173

Wang, K. C., Yang, Y. W., Liu, B., Sanyal, A., Corces-Zimmerman, R., Chen, Y., 
et al. (2011). A long noncoding RNA maintains active chromatin to coordinate 
homeotic gene expression. Nature 472, 120–124. doi: 10.1038/nature09819

Wehner, S., Dörrich, A. K., Ciba, P., Wilde, A., and Marz, M. (2014). pRNA: 
NoRC-associated RNA of rRNA operons. RNA Biol. 11, 3–9. doi: 10.4161/
rna.27448

Wevrick, R., and Francke, U. (1997). An imprinted mouse transcript homologous 
to the human imprinted in Prader-Willi syndrome (IPW) gene. Hum. Mol. 
Genet. 6, 325–332. doi: 10.1093/hmg/6.2.325

Wevrick, R., Kerns, J. A., and Francke, U. (1994). Identification of a novel 
paternally expressed gene in the Prader-Willi syndrome region. Hum. Mol. 
Genet. 3, 1877–1882. doi: 10.1093/hmg/3.10.1877

Will, S., Joshi, T., Hofacker, I. L., Stadler, P. F., and Backofen, R. (2012). 
LocARNA-P: accurate boundary prediction and improved detection of 
structural RNAs. RNA 18, 900–914. doi: 10.1261/rna.029041.111

Wongtrakoongate, P., Riddick, G., Fucharoen, S., and Felsenfeld, G. (2015). 
Association of the long non-coding RNA steroid receptor RNA activator 
(SRA) with TrxG and PRC2 complexes. PLoS Genet. 11:e1005615.  
doi: 10.1371/journal.pgen.1005615

Wutz, A., and Jaenisch, R. (2000). A shift from reversible to irreversible X 
inactivation is triggered during ES cell differentiation. Mol. Cell 5, 695–705. 
doi: 10.1016/S1097-2765(00)80248-8

Yang, F., Deng, X., Ma, W., Berletch, J. B., Rabaia, N., Wei, G., et al. (2015). 
The lncRNA Firre anchors the inactive X chromosome to the nucleolus by 
binding CTCF and maintains H3K27me3 methylation. Genome Biol. 16:52. 
doi: 10.1186/s13059-015-0618-0

Yang, L., Lin, C., Liu, W., Zhang, J., Ohgi, K. A., Grinstein, J. D., et al. (2011). 
ncRNA- and Pc2 methylation-dependent gene relocation between nuclear 
structures mediates gene activation programs. Cell 147, 773–788. doi: 10.1016/j.
cell.2011.08.054

Yao, H., Brick, K., Evrard, Y., Xiao, T., Camerini-Otero, R. D., and Felsenfeld, G. 
(2010). Mediation of CTCF transcriptional insulation by DEAD-box RNA-
binding protein p68 and steroid receptor RNA activator SRA. Genes Dev. 
24, 2543–2555. doi: 10.1101/gad.1967810

Yotova, I. Y., Vlatkovic, I. M., Pauler, F. M., Warczok, K. E., Ambros, P. F., 
Oshimura, M., et al. (2008). Identification of the human homolog of the 
imprinted mouse air non-coding RNA. Genomics 92, 464–473. doi: 10.1016/j.
ygeno.2008.08.004

Zhang, B., Arun, G., Mao, Y. S., Lazar, Z., Hung, G., Bhattacharjee, G., et al. 
(2012). The lncRNA Malat1 is dispensable for mouse development but its 
transcription plays a cis-regulatory role in the adult. Cell Rep. 2, 111–123. 
doi: 10.1016/j.celrep.2012.06.003

Zhang, H., Zeitz, M. J., Wang, H., Niu, B., Ge, S., Li, W., et al. (2014).  
Long noncoding RNA-mediated intrachromosomal interactions promote 
imprinting at the Kcnq1 locus. J. Cell Biol. 204, 61–75. doi: 10.1083/
jcb.201304152

Zhang, A., Zhao, J. C., Kim, J., Fong, K. -W., Yang, Y. A., Chakravarti, D., 
et al. (2015). LncRNA HOTAIR enhances the androgen-receptor-mediated 
transcriptional program and drives castration-resistant prostate cancer. Cell 
Rep. 13, 209–221. doi: 10.1016/j.celrep.2015.08.069

Zhao, X., Patton, J. R., Ghosh, S. K., Fischel-Ghodsian, N., Shen, L., and 
Spanjaard, R. A. (2007). Pus3p- and Pus1p-dependent pseudouridylation of 
steroid receptor RNA activator controls a functional switch that regulates 
nuclear receptor signaling. Mol. Endocrinol. 21, 686–699. doi: 10.1210/
me.2006-0414

Zhao, J., Sun, B. K., Erwin, J. A., Song, J. -J., and Lee, J. T. (2008). Polycomb 
proteins targeted by a short repeat RNA to the mouse X chromosome. 
Science 322, 750–756. doi: 10.1126/science.1163045

Conflict of Interest: The authors declare that the research was conducted in 
the absence of any commercial or financial relationships that could be  construed 
as a potential conflict of interest.

Copyright © 2020 Ramírez-Colmenero, Oktaba and Fernandez-Valverde. This is 
an open-access article distributed under the terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or reproduction in other forums is permitted, 
provided the original author(s) and the copyright owner(s) are credited and that 
the original publication in this journal is cited, in accordance with accepted academic 
practice. No use, distribution or reproduction is permitted which does not comply 
with these terms.

162

https://www.frontiersin.org/journals/genetics
www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles
https://doi.org/10.1038/ng.2968
https://doi.org/10.1016/j.jmb.2019.03.012
https://doi.org/10.1038/ncomms7966
https://doi.org/10.1016/j.cell.2014.05.049
https://doi.org/10.1016/j.cell.2014.05.049
https://doi.org/10.1016/j.molcel.2010.08.011
https://doi.org/10.1126/science.1192002
https://doi.org/10.1038/nrg.2016.85
https://doi.org/10.1016/j.cell.2011.11.055
https://doi.org/10.1371/journal.pbio.1000371
https://doi.org/10.1038/s41588-019-0412-0
https://doi.org/10.1016/j.molcel.2011.08.018
https://doi.org/10.1016/j.bbrc.2018.04.173
https://doi.org/10.1038/nature09819
https://doi.org/10.4161/rna.27448
https://doi.org/10.4161/rna.27448
https://doi.org/10.1093/hmg/6.2.325
https://doi.org/10.1093/hmg/3.10.1877
https://doi.org/10.1261/rna.029041.111
https://doi.org/10.1371/journal.pgen.1005615
https://doi.org/10.1016/S1097-2765(00)80248-8
https://doi.org/10.1186/s13059-015-0618-0
https://doi.org/10.1016/j.cell.2011.08.054
https://doi.org/10.1016/j.cell.2011.08.054
https://doi.org/10.1101/gad.1967810
https://doi.org/10.1016/j.ygeno.2008.08.004
https://doi.org/10.1016/j.ygeno.2008.08.004
https://doi.org/10.1016/j.celrep.2012.06.003
https://doi.org/10.1083/jcb.201304152
https://doi.org/10.1083/jcb.201304152
https://doi.org/10.1016/j.celrep.2015.08.069
https://doi.org/10.1210/me.2006-0414
https://doi.org/10.1210/me.2006-0414
https://doi.org/10.1126/science.1163045
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


fgene-11-602949 December 1, 2020 Time: 20:28 # 1

MINI REVIEW
published: 07 December 2020

doi: 10.3389/fgene.2020.602949

Edited by:
Paul Delgado-Olguin,

Hospital for Sick Children, Canada

Reviewed by:
Humberto Lanz-Mendoza,

National Institute of Public Health,
Mexico

Molly Duman-Scheel,
Indiana University School of Medicine,

South Bend, United States

*Correspondence:
José L. Ruiz

joseluis.ruiz@csic.es
Elena Gómez-Díaz

elena.gomez@csic.es;
elegomezdiaz@gmail.com

†These authors have contributed
equally to this work

Specialty section:
This article was submitted to

Epigenomics and Epigenetics,
a section of the journal

Frontiers in Genetics

Received: 04 September 2020
Accepted: 29 October 2020

Published: 07 December 2020

Citation:
Lezcano ÓM, Sánchez-Polo M,

Ruiz JL and Gómez-Díaz E (2020)
Chromatin Structure and Function

in Mosquitoes.
Front. Genet. 11:602949.

doi: 10.3389/fgene.2020.602949

Chromatin Structure and Function in
Mosquitoes
Óscar M. Lezcano†, Miriam Sánchez-Polo†, José L. Ruiz* and Elena Gómez-Díaz*

Instituto de Parasitología y Biomedicina López-Neyra (IPBLN), Consejo Superior de Investigaciones Científicas,
Granada, Spain

The principles and function of chromatin and nuclear architecture have been extensively
studied in model organisms, such as Drosophila melanogaster. However, little is known
about the role of these epigenetic processes in transcriptional regulation in other insects
including mosquitoes, which are major disease vectors and a worldwide threat for
human health. Some of these life-threatening diseases are malaria, which is caused
by protozoan parasites of the genus Plasmodium and transmitted by Anopheles
mosquitoes; dengue fever, which is caused by an arbovirus mainly transmitted by Aedes
aegypti; and West Nile fever, which is caused by an arbovirus transmitted by Culex spp.
In this contribution, we review what is known about chromatin-associated mechanisms
and the 3D genome structure in various mosquito vectors, including Anopheles, Aedes,
and Culex spp. We also discuss the similarities between epigenetic mechanisms in
mosquitoes and the model organism Drosophila melanogaster, and advocate that the
field could benefit from the cross-application of state-of-the-art functional genomic
technologies that are well-developed in the fruit fly. Uncovering the mosquito regulatory
genome can lead to the discovery of unique regulatory networks associated with
the parasitic life-style of these insects. It is also critical to understand the molecular
interactions between the vectors and the pathogens that they transmit, which could hold
the key to major breakthroughs on the fight against mosquito-borne diseases. Finally,
it is clear that epigenetic mechanisms controlling mosquito environmental plasticity
and evolvability are also of utmost importance, particularly in the current context of
globalization and climate change.

Keywords: epigenetics, ATAC-seq, ChIP-seq, vector-borne diseases, transcriptional regulation, chromatin 3D
architecture

INTRODUCTION

In recent years, there has been an explosive growth of studies focused on the multiple layers
of chromatin organization in metazoans and their function controlling genome activity (Sexton
and Cavalli, 2015; Bonev and Cavalli, 2016). These studies have revealed a major complexity and
plasticity of the 3D genome structure, which must be robust in time as well as flexible enough to
allow for effective responses to environmental constraints. Yet, most evidence is still restricted to
laboratory conditions and model organisms, such as the fruit fly Drosophila melanogaster (Sexton
et al., 2012; Rowley et al., 2017).

Mosquitoes, such as Anopheles, Aedes, and Culex spp., are a major global health concern
because they are vectors of life-threatening diseases. These include malaria, dengue, filariasis, or
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Zika, West Nile, and Chikungunya fevers, which cause millions
of deaths yearly in Africa, Asia, and South America. Despite
the fact that there have been considerable advances in the field
of mosquito genomics, little is known about their regulatory
genome and the epigenetic regulation of gene expression, in
particular in the context of an infection (Shaw and Catteruccia,
2019; Compton et al., 2020b). These gaps of knowledge are
critical, considering the natural variability in their transmission
potential (i.e., vector competence, which is dependent on
environmental factors), and their ability to adapt rapidly to new
environments. Notably, the evolution and spread of insecticide-
resistant mosquitoes are rendering current approaches to fight
disease useless. This, together with the increasing ineffectiveness
of available drugs against the pathogens, has promoted the
development of advanced gene editing strategies for vector and
disease control (Shaw and Catteruccia, 2019; Li et al., 2020).
While harboring great potential, these technologies require a
comprehensive knowledge about mechanisms of transcriptional
regulation in the targeted organisms, as well as a detailed
characterization of the gene regulatory networks operating at
different developmental stages and in different tissues.

The focus of this review is to provide an overview of
studies that have begun to describe the mechanisms of
transcriptional regulation in vector mosquitoes, including 3D
genome organization, chromatin structure, and epigenetic
mechanisms, mainly in Anopheles, which is the most intensively
studied genus, but also in Aedes and Culex spp. We also aim
to discuss the gaps that remain unexplored in these insects,
in particular, how the regulatory genome changes dynamically
through development and which are the epigenetic mechanisms
underlying regulatory plasticity in response to external stimuli.
Finally, we advocate that such new insights into mosquito
biology can be revolutionary in the field and are fundamental to
overcome the plasticity and adaptation of these deadly insects to
environmental heterogeneity in the efforts to eradicate old and
novel infectious diseases.

3D GENOME ORGANIZATION

The genome organization within the nucleus has different
components, such as the distribution of chromosomal territories,
the intra- and inter-chromosomal contacts, and the attachment
with the nuclear envelope (Deng and Blobel, 2014; Misteli,
2020; Figures 1A,B). Importantly, the spatial configuration of
the genome has been shown to play a role in orchestrating
tissue-, cell-, and stage-specific transcriptional regulation during
development and in differentiation, pathogenesis, as well as in
response to external stimuli (Cremer et al., 2014; Belyaeva et al.,
2017; Cattoni et al., 2017; Rowley et al., 2017; Finn and Misteli,
2019; Ing-Simmons et al., 2020). Studies on Drosophila have been
a rich source of information about the way the metazoan genome
is organized and compartmentalized at the 3D level (Sexton
et al., 2012; Rowley et al., 2017) and the functional consequences
of changes in genome topology, with many general principles
of Drosophila chromatin organization and dynamics being
evolutionary conserved (Rowley et al., 2017). Similar studies in

disease-vector mosquitoes have just started to emerge (Sharakhov
and Sharakhova, 2015; Wiegmann and Richards, 2018; Li F.
et al., 2019; Ruzzante et al., 2019; Compton et al., 2020b).
Traditional physical mapping approaches, such as FISH and
optical mapping, have been applied in Ae. aegypti (Sharakhova
et al., 2011; Timoshevskiy et al., 2013, 2014), Cx. quinquefasciatus
(Naumenko et al., 2015), Cx. tarsalis (Little, 2020), and several
Anopheles species (Cornel and Collins, 2000; Sharakhov et al.,
2002, 2004, 2016; Sharakhova et al., 2010; George et al., 2010,
2020; Xia et al., 2010; Jiang et al., 2014; Artemov et al., 2015,
2017, 2018; Neafsey et al., 2015; Wei et al., 2017; Lukyanchikova
et al., 2020; Waterhouse et al., 2020), and they contributed not
only to the improvement of the genomes annotation, by assessing
the ordering and orientation of the contigs and scaffolds, but also
to the study of the organization of centromeres in different cell
types (Sharakhova et al., 2019; Lukyanchikova et al., 2020). The
advantage of these methods is that they make genome mapping
more generalizable to non-model mosquitoes (Sharakhova et al.,
2019). Hi-C is a high-throughput sequencing technique based on
chromosome conformation capture that aims to study the 3D
genome folding and chromatin interactions by measuring the
frequency of contacts between loci (van Berkum et al., 2010).
Until recently, the application of Hi-C had been limited to
the improvement of the genome assembly of several mosquito
species: Culex quinquefasciatus (Dudchenko et al., 2017), Aedes
aegypti (Dudchenko et al., 2017; Matthews et al., 2018), Ae.
albopictus (Palatini et al., 2020), Anopheles albimanus (Compton
et al., 2020a), An. funestus (Ghurye et al., 2019a,b), An. stephensi
(Chakraborty et al., 2020), An. coluzzi (Zamyatin et al., 2020),
and An. arabiensis (Zamyatin et al., 2020). Lukyanchikova et al.
(2020) recently applied Hi-C to map genome-wide chromatin
contacts in five Anopheles species (An. coluzzi, An. merus, An.
stephensi, An. atroparvus, and An. albimanus), revealing unique
features of their 3D genome structures. For example, this work
delineated five scaffolds that correspond to known chromosomes
(X, 2R, 2L, 3R, 3L) and revealed several regions characterized
by butterfly contact patterns, that is, splits between chromatin
blocks in the Hi-C map that are typically associated with
chromosomal rearrangements, which in the case of Anopheles
correspond to known balanced inversions (Corbett-Detig et al.,
2019; Lukyanchikova et al., 2020).

Topologically Associating Domains (TADs) are considered
to be the basic units in the genome structure and function
(Dixon et al., 2012; Szabo et al., 2018; Misteli, 2020). In
mosquitoes, as in other metazoans, these TADs correspond
to regions of the genome with a high degree of contacts that
reflect the regulatory events that are taking place (Dixon et al.,
2012; Cubenas-Potts and Corces, 2015; Chen et al., 2018;
Figures 1C,D). As expected based on the TADs found in
Drosophila (Eagen et al., 2015; Ulianov et al., 2016), Anopheles
spp. chromosomes appear to be partitioned into two non-
overlapping compartments: euchromatin (A-compartments)
and heterochromatin (B-compartments). TADs found in
A-compartments tend to be smaller and are associated with
active gene expression, while longer TADs in B-compartments
are gene-poor and correspond to regions with low levels of gene
expression (Lukyanchikova et al., 2020; Figure 1C). The Hi-C
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FIGURE 1 | The regulatory genome of mosquitoes. (A) In Anopheles mosquitoes, as previously described for Drosophila (Moretti et al., 2020), the attachment of
the chromatin fiber to the nuclear envelope and lamina contributes to the organization and functional 3D structure of the genome, and it determines the contact
frequencies between and within chromosomes (George et al., 2020; Lukyanchikova et al., 2020). (B) The Rabl-like configuration described in Anopheles spp.

(Continued)
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FIGURE 1 | Continued
would contribute to the reduction of DNA entanglement by attaching heterochromatic centromeres and telomeres at opposite poles of the cell (George et al., 2020;
Lukyanchikova et al., 2020). Panels A and B are partly adapted from Figure 4B in Lukyanchikova et al. (2020). (C) A representation of Topologically Associating
Domains (TADs). First panel shows chromosomal territories inside the nucleus. Panels with higher magnification show the regulatory landscape (not to scale)
reported by Ahanger et al. (2013), around the An. gambiae Hox genes cluster known as the bithorax complex, which is conserved in D. melanogaster (Ahanger
et al., 2013). The name of some known insulators in Drosophila that seem to be conserved in An. gambiae are included. (D) Model of transcriptional regulation
based on the extrusion of chromatin loops, which allows for the interaction between cis-regulatory elements (i.e., enhancers) and their target promoters. One
example is the lrim1 gene and its enhancer region, which was characterized using STARR-seq in An. coluzzi (Nardini et al., 2019). How the interaction between the
enhancer and the lrim1 promoter alters the chromatin structure and the transcriptional status of the gene remains to be studied. (E) Model of the mechanisms of
transcriptional regulation in mosquitoes. Chromatin structure is dynamic during development or in response to external stimuli. Post-translational modifications of
histones control transcription by recruiting chromatin modifiers or by modulating the accessibility of regulatory proteins. Transcription factors bind to regulatory
sequences in accessible regions and activate or repress transcription. Certain histone modifications, such as H3K27ac, are enriched at accessible regions and active
genes, whereas others such as H3K27me3 are associated to gene silencing and heterochromatin (Gómez-Díaz et al., 2014; Ruiz et al., 2019). Adapted from Ruiz
and Gómez-Díaz (2019). (F) Snapshot of the genomic region in An. gambiae containing the lrim1 gene and its enhancer region located 2 Kb upstream. This
enhancer was originally described and validated in An. coluzzi by Nardini et al. (2019). The chromatin accessibility and gene expression profiles obtained for this
region in An. gambiae (Ruiz et al., 2020) are included. According to Ruiz et al. (2020), lrim1 is differentially expressed between midguts and salivary glands, and this
is associated with differential chromatin accessibility at the enhancer region (pink box). Adapted from Ruiz et al. (2020).

study by Lukyanchikova et al. (2020) defined 200–400 Kb as
the characteristic TAD length in Anopheles, which is similar to
the typical length that they defined for D. melanogaster TADs,
and smaller than the TAD length reported in Ae. aegypti, of
around 500–800 Kb. In addition, by studying chromatin contact
probability they found that, as expected, contact frequency
decays as a function of genomic distance between chromatin
loci, but this happens non-uniformly (i.e., in two different decay
phases, with the second phase falling sharply), meaning that
short-range interactions occur more frequently. Accordingly,
the vast majority of Anopheles loops are less than 1 Mb-sized,
but they also found a number of long chromatin loops (2–6
loops of dozens of megabases, up to a distance of 31 Mb) that
appear to be evolutionary conserved between Anopheles spp.
(Lukyanchikova et al., 2020). Compared to Drosophila, these Mb-
scaled loops represent extremely long-range interaction contacts
(Lukyanchikova et al., 2020). Strikingly, they do not appear to be
associated with the clustering of active genes and also display low
levels of H3K27me3 enrichment, which indicates that neither
correspond to Polycomb-mediated loops. These findings have led
the authors to suggest new principles of 3D genome organization
in Anopheles spp. With regards to the functionality of these
TADs in mosquitoes, we know relatively little. Despite some
controversy on whether genome conformation or transcription is
more important to gene control (Ing-Simmons et al., 2020), it is
well-established that TAD structure plays a role in transcriptional
regulation (Beagan and Phillips-Cremins, 2020). Several studies
in Drosophila and other eukaryotes have shown that disruption
of TAD boundaries and TAD rearrangements alter enhancer-
promoter interactions and dysregulate gene expression (Liao
et al., 2020). This has led to suggestions that TAD structure
should be highly evolutionary constrained between related
species, for example, across dipterans. Indeed, TADs have been
shown to be conserved across Drosophila species (Renschler
et al., 2019; Liao et al., 2020; Torosin et al., 2020). However, the
differences in TAD length reported above between Anopheles
spp., Ae. aegypti, and D. melanogaster suggest some of these
TADs could be mosquito species- or genus-specific. Further
work profiling TADs in different mosquito species and tissues,
combined with epigenomic and transcriptomic data, for example,

by using HiChIP experiments, could support the conclusion
that these variable patterns in mosquitoes reflect different
cis-regulatory mechanisms.

Architectural proteins are important regulators of the 3D
genome organization in metazoans that contribute to the
establishment of interactions between regulatory elements across
multiple spatial scales (Gomez-Diaz and Corces, 2014; Misteli,
2020). Different protein combinations are present in the genomes
at specific binding sites, generally at TAD boundaries, and
they show varied roles in genome organization and function.
For instance, they may have an insulator function preventing
unspecific enhancer-promoter communication, and/or mediate
the interaction with the proper target promoter by chromatin
looping (Gomez-Diaz and Corces, 2014). Five insulator proteins
have been found in D. melanogaster, but only CTCF has
orthologs in other phyla (Ong and Corces, 2014; Schoborg and
Labrador, 2014). Interestingly, other Drosophila architectural
proteins, such as Su(Hw), CP190, and GAF, also have orthologs
in mosquito genomes, including Anopheles spp., Ae. aegypti,
and Cx. quinquefasciatus (Kriventseva et al., 2019; Thurmond
et al., 2019). Initial studies about CTCF in An. gambiae and
Ae. aegypti also reported that the protein is constitutively
expressed and binds to known insulator sequences (Gray
and Coates, 2005). Their role is further supported by the
findings regarding the Hox complex of Drosophila, which
contains several architectural proteins binding sites at the genes
boundaries that appears to be conserved inAn. gambiae (Ahanger
et al., 2013; Figure 1C). Some boundary elements in An.
gambiae were also functionally validated in enhancer-blocking
assays in transgenic flies, demonstrating that they function as
insulators to the same extent as other endogenous architectural
proteins in the fly, such as Fab-7 and Fab-8 (Figure 1C;
Ahanger et al., 2013). Exploring which are the regulatory
binding sequences and the architectural proteins controlling
TADs function in mosquitoes will likely contribute to a better
understanding of the molecular machinery regulating genome
structure and function.

The spatial organization of the genome within the nucleus
is also known to be controlled by chromatin interactions with
the nuclear envelope (Cavalli and Misteli, 2013; Figure 1A).
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In Anopheles spp., the nuclear envelope attachment has been
proposed to reduce topological entanglement of chromosomes
(George et al., 2020; Lukyanchikova et al., 2020), and Hi-
C data supports a Rabl-like configuration, as in Drosophila
(Moretti et al., 2020). This is characterized by the clustering of
centromeres and telomeres to the nuclear envelope at opposite
poles of the nucleus, and the more elongated shape of the
chromosome territories (Wilkie et al., 1999; Lukyanchikova et al.,
2020; Figure 1B). However, when comparing the results of
experiments in Anopheles spp. embryos with those in adults of
An. merus, the Rabl-like configuration was less pronounced in
the adult tissues (Lukyanchikova et al., 2020). Another study
using confocal microscopy and FISH in three Anopheles spp. (An.
gambiae, An. coluzzi, and An. merus) (George et al., 2020) found
chromosome territories that appeared ellipsoidal in shape, not
spherical, as in mammals (Khalil et al., 2007; Sehgal et al., 2014).
This is important because these various shapes can influence
the distance and frequencies of the spatial interactions in the
genome (Lukyanchikova et al., 2020). Given these incongruities,
it would be necessary to study the dynamics of this configuration
considering different species tissues, and developmental stages.

Taken together, the studies above have been pioneers in the
characterization of the 3D genome organization in mosquitoes
and provided first insights into how it relates to transcriptional
regulation. However, a considerable amount of work is still
needed to unravel fundamental processes such as TAD formation,
maintenance and function, the role of architectural proteins in
mediating chromatin looping, or the formation and function of
Polycomb and trithorax complexes.

CHROMATIN STRUCTURE AND
REGULATION OF GENE EXPRESSION

Together with the spatial genome organization within the
nucleus, the local structure of chromatin also contributes to
transcriptional regulation. Post-translational modifications
of histone tails, such as methylation, acetylation, and
phosphorylation, can significantly alter chromatin accessibility
and protein binding at regulatory regions, and this in turn
affects gene expression (Sharakhov and Sharakhova, 2015;
Figure 1E). The histone modifications landscape seems to be
generally well-conserved between Drosophila and Anopheles spp.
(Gómez-Díaz et al., 2014; Ruiz et al., 2019; Ruiz et al., 2020).
Unfortunately, no available data exists for mosquito species
of the genera Aedes and Culex. In the case of An. gambiae,
Gómez-Díaz et al. (2014) profiled the transcriptome by RNA-seq
and the global occupancy of H3K27me3 and H3K27ac histone
modifications by Chromatin Immunoprecipitation sequencing
(ChIP-seq). This allowed the identification of various chromatin
states that correlate with tissue-specific functions, and resemble
those previously found in D. melanogaster (Kharchenko et al.,
2011; Negre et al., 2011). For instance, the authors reported
mutually exclusive distribution of H3K27ac and H3K27me3:
H3K27ac enrichment was found downstream from transcription
start sites (TSSs) of active genes, while H3K27me3 filled broader
intergenic regions and appeared associated with heterochromatic

clusters of silenced genes, which correspond to Drosophila
Polycomb-associated domains. Another study interrogated the
dynamics of histone modification patterns in An. gambiae in
the context of an infection by the malaria parasite Plasmodium
falciparum (Ruiz et al., 2019). In particular, the authors examined
changes in the abundance of various active and repressor
histone modifications (H3K9ac, H3K27ac, H3K4me3, and
H3K9me3) in infected and uninfected An. gambiae mosquitoes.
This comparison allowed the identification of regions with
changing histone modifications profiles that annotated to
malaria-responsive genes involved in immune functions, such
as antimicrobial peptides, CLIP proteases, or members of the
melanization and complement systems. Overall, these studies
have given an initial view of the histone modifications landscape
in malaria mosquito vectors and their implications in chromatin
regulation, providing evidence that they play a key role in
directing transcriptional responses to environmental stimuli,
such as a parasitic infection. Yet, a precise characterization of
the underlying mechanisms is still lacking, including the writers
and erasers that modulate histone modifications dynamics and
the readers that can interpret them. Whether these epigenetic
patterns are evolutionary conserved in other mosquito species
also requires further investigation.

Another area in the mosquito field that is accumulating new
evidence is the characterization and mapping of cis-regulatory
elements (CREs), i.e., regions of non-coding DNA that are
involved in the transcriptional regulation of their neighboring
genes (Li et al., 2011; Voss and Hager, 2014; Reiter et al.,
2017). These regulatory elements include sequences such as
promoters, enhancers, and silencers. Thousands of CREs have
been discovered in Drosophila over the last decades (Gallo et al.,
2006, 2011; Halfon et al., 2008; Kvon et al., 2014; Slattery et al.,
2014; Vizcaya-Molina et al., 2018; Rivera et al., 2019; Gao and
Qian, 2020), and this knowledge has enabled some progress
about their existence and function in various mosquito species,
including An. gambiae, Ae. aegypti, and Cx. quinquefasciatus
(Sieglaff et al., 2009; Ahanger et al., 2013; Kazemian et al.,
2014). While there have been many studies characterizing the
regulatory sequences of specific genes, for example, for the sog
gene controlling the dorsal-ventral patterning in Ae. aegypti
(Behura et al., 2016; Suryamohan et al., 2016; Mysore et al.,
2018), and An. gambiae (Goltsev et al., 2007; Cande et al.,
2009; Kazemian et al., 2014), or the cytochrome P450 Cyp9m10
gene involved in insecticide resistance in Cx. quinquefasciatus
(Itokawa et al., 2011; Wilding et al., 2012), the vast majority of
mosquito CREs reported to date are computational predictions
and/or still lack experimental verification (Sieglaff et al., 2009;
O’Brochta et al., 2012; Ahanger et al., 2013; Kazemian et al.,
2014; Price et al., 2015; Behura et al., 2016; Perez-Zamorano
et al., 2017; Mysore et al., 2018; Nardini et al., 2019; Ruiz et al.,
2019, 2020; Brody et al., 2020). The application of state-of-the-art
methods for the genome-wide profiling of chromatin accessibility
that allow the identification of functional CREs is therefore
crucial. The first studies in this area used Formaldehyde-Assisted
Isolation of Regulatory Elements (FAIRE-seq) (Giresi et al.,
2007) for the discovery of active regulatory sequences in the
genomes of An. gambiae (Perez-Zamorano et al., 2017) and Ae.
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aegypti (Behura et al., 2016; Mysore et al., 2018). The study
by Mysore et al. (2018) reported a set of CREs driving tissue-
specific gene expression in neurons of the olfactory system of
Ae. aegypti. For example, they studied some CREs that are
adjacent to odorant receptor (Or) genes and TFs that regulate
Or expression in the adult antennae, such as orco, Or1, Or8,
and fru, which also drove transgene expression in Drosophila.
On the other hand, the study by Behura et al. (2016) also
reported a set of active regulatory sequences in whole Ae.
aegypti embryos, which were functional in transgenic Drosophila
reporter assays for multiple tissues. While these studies represent
the first chromatin accessibility maps in mosquitoes, the FAIRE-
seq technique displays low resolution and limited accuracy in
identifying DNA-protein binding events. In contrast, the Assay
for Transposase Accessible Chromatin with sequencing (ATAC-
seq) has emerged as one of the most powerful approaches for
genome-wide chromatin accessibility profiling, allowing a more
precise identification of regulatory regions, such as promoters,
TSSs, or enhancers, as well as the prediction of TF binding
events (Buenrostro et al., 2013; Karabacak Calviello et al., 2019;
Li Z. et al., 2019; Li, 2020). A recent study using ATAC-seq
in combination with RNA-seq in different An. gambiae tissues
(Ruiz et al., 2020) revealed a precise genome-wide map of CREs
involved in the control of tissue-specific gene expression and
predicted in vivo binding sites of relevant transcription factors.
Results showed that a great portion of regulatory sites are located
at introns, followed by those annotated to TSSs and exons,
suggesting a predominant role of intragenic CREs in mosquito
transcriptional regulation. They also combined the ATAC-seq
data and a homology-based sequence prediction from Drosophila
to identify CTCF-like binding sites that could function as
insulators. Furthermore, by comparing chromatin accessibility
and transcriptional profiles at different tissues, this study allowed
for the functional characterization of hundreds of enhancers
and TSSs, some of which appear to control genes involved in
Anopheles responses against Plasmodium infection (Figure 1F).
This data is of great potential in the pursuit of new vector-
control and anti-malaria strategies. Future work applying gene
editing techniques to confirm the novel An. gambiae enhancers,
together with ChIP-seq experiments of the predicted TFs, would
be valuable tools in further validating these CREs. These results
also open the door to similar ATAC-seq experiments in other
mosquitoes that are vectors of major diseases including Aedes and
Culex spp.

ADDITIONAL LAYERS OF EPIGENETIC
REGULATION

One basic epigenetic mechanism that mediates local chromatin
structure and gene activity in metazoans is DNA methylation,
which involves the covalent transfer of a methyl group to
the cytosines by the action of several DNA methyltransferases
(Kumar et al., 2018). The methylated state alters gene expression
by recruiting repressors or by inhibiting the binding of
transcription factors. However, dipterans belonging to the
“Dnmt2 only” organisms do not contain any of the canonical

DNA methyltransferases (Dnmt1 and Dnmt3) (Krauss and
Reuter, 2011; Bewick et al., 2017; Provataris et al., 2018;
Lewis et al., 2020). The remaining Dnmt2 does not appear to
methylate DNA, but instead it methylates tRNA (Goll et al.,
2006; Bewick et al., 2017). Despite some authors arguing that
Dnmt2 may serve as a methyltransferase of both specific DNA
and tRNA targets (Krauss and Reuter, 2011), the level of 5-
methylcytosine found in D. melanogaster (<0.5%), is very low
compared to the levels in other metazoans and seems to be
restricted to embryonic development (Gowher et al., 2000; Lyko
et al., 2000; Marhold et al., 2004; Phalke et al., 2009; Krauss
and Reuter, 2011; Zhang et al., 2015; Bewick et al., 2017).
In An. gambiae, initial studies reported 0.49% of methylation
based on slot blots and capillary electrophoresis (Marhold et al.,
2004). More recently, there have been other studies that analyzed
DNA methylation in various mosquito species using whole-
genome bisulfite sequencing (Falckenhayn et al., 2016; Bewick
et al., 2017). Falckenhayn et al. (2016) reported the lack of
DNA methylation and known DNA methyltransferases in Ae.
aegypti. Bewick et al. (2017) analyzed several dipterans, including
Ae. aegypti, Ae. albopictus, Cx. quinquefasciatus, An. gambiae,
and D. melanogaster, showing genome-wide methylation levels
very close to 0%. Contrarily, DNA methylation was present
in all other orders of insects with variable levels reaching
10–15%. The low levels of DNA methylation in dipterans
are consistent with the proposed residual role of Dnmt2 as
RNA methyltransferase. However, the functional significance
of Dnmt2-mediated methylation is being challenged in recent
years (Takayama et al., 2014; Lewis et al., 2020). For example,
this mechanism has been suggested to be involved in immune
responses in D. melanogaster (Durdevic and Schaefer, 2013;
Bhattacharya et al., 2020), and in this species the encoding
gene has been shown to display positive selection signatures
(Bhattacharya et al., 2020). In mosquitoes, Ye et al. (2013)
showed changes in the methylation patterns of Ae. aegypti linked
to Wolbachia infection, but the link with Dnmt2 remained
unclear. More recently, Claudio-Piedras et al. (2019) reported
that the pharmacological inhibition of the methyltransferase
activity (Dnmt2) impacted An. albimanus larval viability and
susceptibility to the malaria parasite Plasmodium berghei,
and these changes in the phenotype were accompanied with
changes in global levels of DNA methylation detected by
immunodetection (dot blot). Further, using an in silico analysis,
this study identified components of a methylation system in
An. albimanus, including the genes mbd, tet2, and dnmt2.
Together, these results suggest a functional role of Dnmt2-
mediated methylation in the mosquito response to infection,
but this study has some caveats. First, the precise relationship
between the decitabine and azacytidine treatments with genome-
wide transcriptional regulation was not assessed (Claudio-
Piedras et al., 2019). Second, the systemic cytotoxic effects of
these treatments are known from studies in other organisms,
including Drosophila (Katz, 1985; Cunha et al., 2002). In
these studies, the effects and toxicity of the drugs have been
shown to be variable across developmental stages, tissues,
and cell types (Laurent et al., 2010; Foret et al., 2012;
Rasmussen et al., 2016; Cook et al., 2019) and also depend on
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the drug dosage (Yang et al., 2006; Cook et al., 2019). The study
by Claudio-Piedras et al. (2019) did not report toxicity in
the mosquito An. albimanus using a concentration of 50 µM.
Cunha et al. (2002) tested a range of concentrations from 25 to
250 µM in D. melanogaster, showing global mutagenic activity
independently of the dose. The mutagenic effects of this drug
on DNA, which is the result of the formation of the Dnmt2-
nucleoside adduct and the subsequent repair, is expected to
be proportional to the number of cytosines in the DNA that
are targeted by Dnmt2. Therefore, such a global toxicity does
not seem to agree with the Diptera’s low Dnmt2 activity, and
instead a marginal effect would be expected (Stresemann and
Lyko, 2008; Cook et al., 2019). Beyond these initial observations,
to validate the function of DNA methylation in mosquitoes, it
will be necessary to silence the Dnmt2 enzyme, with iRNA or
CRISPR/cas9, and to study the genome-wide effects at the level
of DNA methylation, using bisulfite sequencing, and at the level
of gene expression by RNA-seq.

Another field that has experienced considerable advances
in recent years is the study of mosquito non-coding RNAs,
particularly micro-RNAs (miRNAs). Whether these RNA species
can be considered truly epigenetic is still the subject of intense
debate, but it is now clear that they play important functions in
several chromatin-associated processes, including: RNA directed
gene silencing, chemical (i.e., Xist) and structural changes to
chromatin (i.e., enhancer RNAs), and mediation of the regulation
of gene promoters (Kurokawa et al., 2009; Wang et al., 2011;
Lam et al., 2014; Maleszka, 2016; Moutinho and Esteller, 2017).
In mosquitoes, their role in the regulation of gene expression
at the transcriptional and post-transcriptional levels has been
shown to contribute to physiological and immune pathways,
and to affect processes such as development, metabolism, blood
digestion, host-pathogen interactions, and insecticide resistance
(Li et al., 2009; Bryant et al., 2010; Liu et al., 2014; Lucas
et al., 2015; Tian et al., 2016; Zhang et al., 2016; Feng et al.,
2018; Fu et al., 2020). The type and abundance of miRNAs vary
across mosquito species, between sexes, stages, tissues, and organs
(Feng et al., 2018), with some being specific and evolutionary
conserved (Li et al., 2009; Skalsky et al., 2010). Regarding their
mechanisms of action, a recent study used CLEAR-CLIP to build
miRNA-mRNA interaction networks during egg maturation in
female An. gambiae (Fu et al., 2020) and revealed multi-target
interactions, so some miRNAs may use different regions to bind
several targets without changing their sequence. This implies a
considerable expansion of the miRNA target repertoire, allowing
mosquitoes to regulate a more diverse array of target genes in
a tissue- and stage-specific manner. Despite this diversity, few
miRNAs have been functionally validated. This is the case of the
ovarian-specific miRNA-309, whose silencing in Ae. aegypti led to
repression of genes involved in development, sex determination,
and chromatin regulation (Zhang et al., 2016). Other studies
have focused on miRNAs involved in the regulation of mosquito-
pathogen interactions. In particular, four miRNAs have been
shown to be altered upon An. gambiae infection by the rodent
malaria parasite P. berghei, whereas the silencing of Dicer1 and
Ago1 increased parasite survival (Winter et al., 2007). Another
case is miR-2940, which has been reported to be upregulated in

Wolbachia- and arbovirus-infected Ae. aegypti and Ae. albopictus
mosquitoes (Skalsky et al., 2010; Hussain et al., 2011, 2013; Zhang
et al., 2013; Slonchak et al., 2014). This miRNA upregulates the
metalloprotease m41 FtsH, which is required for efficient West
Nile Virus replication (Slonchak et al., 2014) and Wolbachia
infection (Hussain et al., 2011), and it also downregulates the
dnmt2 gene, which is required for dengue replication (Zhang
et al., 2013). Similarly, Ae. aegypti miR-375 may play a role in
dengue virus infection by controlling the immune function of
the transcription factors cactus and REL1 (Hussain et al., 2013),
and miR-92 and miR-989 were differentially expressed in Cx.
quinquefasciatus after West Nile Virus experimental infections
(Skalsky et al., 2010). Altogether, the studies above illustrate
well the implications and relevance of the study of RNA–
chromatin interactions in mosquitoes, an area that calls for
future research.

CONCLUDING REMARKS

Collectively, the evidence discussed in this review points
to multiple epigenetic mechanisms controlling transcriptional
regulation during development and the dynamic responses of
mosquitoes to the environment. The principles governing the
chromatin structure and 3D organization of the genome appear
to be mostly conserved between the few mosquito species studied,
and the patterns are in most cases shared with Drosophila. There
are, however, some exceptions that remain to be confirmed,
for example, the existence of Polycomb-independent chromatin
looping mechanisms or the still controversial role of DNA
methylation. Areas for further work include the functional
validation and characterization of the recently described
enhancer maps in different mosquito tissues and stages, and
the identification of the molecular components and mechanisms
regulating the architecture and function of the mosquito genome.
These advancements would not only serve to gain new knowledge
on the biology of these organisms, but they could also inform
novel mosquito control strategies that block disease transmission.
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Bound by lineage-determining transcription factors and signaling effectors, enhancers
play essential roles in controlling spatiotemporal gene expression profiles during
development, homeostasis and disease. Recent synergistic advances in functional
genomic technologies, combined with the developmental biology toolbox, have resulted
in unprecedented genome-wide annotation of heart enhancers and their target genes.
Starting with early studies of vertebrate heart enhancers and ending with state-of-
the-art genome-wide enhancer discovery and testing, we will review how studying
heart enhancers in metazoan species has helped inform our understanding of cardiac
development and disease.

Keywords: gene regulation, cardiac gene expression, transcription factor (TF), epigenomics and epigenetics,
comparative genomics, enhancer

INTRODUCTION

The heart is a vital organ whose primary role is to pump blood through the circulatory system to
reach different organs. Heart-like structures are ancient and observed across diverse metazoans,
including arthropods (such as Drosophila), mollusks (such as octopus) and chordates. Heart
structures vary widely across metazoans ranging from a single-layered tubular heart in arthropods
and tunicates (including Ciona), three separate hearts in some cephalopods (including octopus), a
two-chambered heart in jawed fish, a three-chambered heart in amphibians, to a four-chambered
heart in other tetrapods (reviewed in Stephenson et al., 2017; Poelmann and Gittenberger-de
Groot, 2019). This lineage-specific tuning of cardiac structures is accompanied by changes in
the whole circulatory system and highly adapted to the specific physiological needs of different
animals. Despite these differences in heart structure, which are mostly related to later-stage heart
morphogenesis, many cellular events and molecular regulators involved in early heart development
are broadly shared across metazoan species.

A core set of cardiac transcription factors (TFs), including NK2 (Drosophila homolog: Tinman),
MEF2 (Drosophila homolog: Mef2), GATA (Drosophila homolog: Pannier), TBX (Drosophila
homolog: Nmr1/2, Doc1/2/3, etc.), and HAND (Drosophila homolog: Hand) families, interact
with enhancers to control cardiac gene expression and cell fates in Drosophila, fish, and tetrapods
(reviewed in Olson, 2006; Tolkin and Christiaen, 2012; Waardenberg et al., 2014). Though specific
usage of paralogs and dosage sensitivities may vary between different species, these core TFs
form the “cardiac regulatory kernel” (Tolkin and Christiaen, 2012; Waardenberg et al., 2014) in
metazoans by closely interacting with each other and extracellular signaling cues. The requirement
of extracellular signaling pathways in cardiogenesis also shows a high degree of conservation. The

Frontiers in Genetics | www.frontiersin.org 1 March 2021 | Volume 12 | Article 642975174

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#editorial-board
https://www.frontiersin.org/journals/genetics#editorial-board
https://doi.org/10.3389/fgene.2021.642975
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fgene.2021.642975
http://crossmark.crossref.org/dialog/?doi=10.3389/fgene.2021.642975&domain=pdf&date_stamp=2021-03-10
https://www.frontiersin.org/articles/10.3389/fgene.2021.642975/full
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-12-642975 March 4, 2021 Time: 17:29 # 2

Yuan et al. Heart Enhancers: Development and Disease

core signaling pathways, such as WNT, FGF, NOTCH, and
BMP, play essential cardiogenic roles in both Drosophila and
vertebrates (reviewed in Noseda et al., 2011).

Early vertebrate heart development involves a conserved
sequence of cellular events that are seen in most, if not all,
classes of vertebrate species (reviewed in Miquerol and Kelly,
2013). These events include: the emergence of specified cardiac
progenitors within the anterior lateral plate mesoderm; migration
of the cardiac progenitors to the midline to form the linear heart
tube; rightward looping and elongation of the primitive heart
tube; ballooning of the atrial and ventricular chambers out from
the looped tube; and cardiac cushion and valve formation at
the atrioventricular canal and outflow tract. This conserved set
of events involve the complex interplay of multiple cardiac cell
types, including the first heart field progenitors (FHF) that give
rise to the linear heart tube and second heart field progenitors
(SHF) that provide later addition to both poles of the heart tube
(Kelly, 2012). Although cardiomyocytes make up a significant
portion of mature hearts, other cell types, such as endocardial
cells, smooth muscle cells, and cardiac fibroblasts, are also
involved in cardiac development and physiological function (Hu
et al., 2018; Honkoop et al., 2019; Tucker et al., 2020).

Understanding the interplay between multiple cardiac TFs and
signaling pathways, within and between the cell types involved in
cardiogenesis, requires a detailed knowledge of the cis-regulatory
elements (CREs) that comprise heart enhancers. The regulatory
logic encoded within CREs is readily understood by the embryo
and is sufficient to organize multiple cardiac TFs and signaling
pathways that ultimately result in a fully formed and functioning
heart. In contrast, it has taken decades of experimental advances
and insights to develop systems and technologies where cardiac
CREs can be discovered and tested.

In this review, we discuss the genetic control of heart
development and disease from an enhancer-centric perspective.
From early gene-centric enhancer dissection in the 1990s to
genome-wide characterization of heart enhancers in development
and disease today, the discovery of heart enhancers has
substantially shaped our understanding of the principles in
cardiac gene regulation. We begin with a brief overview of
developmental enhancers followed by a discussion of regulatory
principles gained from pre-genomics enhancer studies. We then
discuss how rapid advances in genome-wide approaches have
transformed our knowledge regarding the locations, interactions,
temporal dynamics and functions of heart enhancers. Our review
will incorporate evolutionary characteristics of heart enhancers
and discuss how new methods for dissecting heart enhancer
functions promises to improve our understanding of heart
development and cardiovascular diseases.

ENHANCER STRUCTURE AND
FUNCTION IN DEVELOPMENT: A
PRIMER

Enhancers are traditionally defined as short non-coding DNA
sequences with the ability to drive gene expression regardless
of the genomic distance, position, and orientation relative

to the cognate genes [i.e., (Blackwood and Kadonaga, 1998)
recently reviewed by Field and Adelman, 2020]. Enhancers
can influence gene expression over short (hundreds of base
pairs, bp) or large (megabases) genomic distances. These distal
enhancers form long-range chromatin interactions with their
target genes, such as the well-studied ZRS enhancer that is
1 Mb away from its target Shh (Lettice et al., 2003). This
flexibility allows a single gene to be regulated by multiple
enhancers with different spatiotemporal activities, as well as a
single enhancer to contribute to the regulation of multiple genes,
which was shown in recent genome-wide enhancer interaction
maps (Montefiori et al., 2018; Jung et al., 2019). Together this
many-to-many relationship sets up a complex regulatory network
to achieve the highly diverse tissue-specific expression patterns
evident in development.

Spatial-temporal developmental gene expression is achieved
through the combinatorial recruitment of a discrete set of TFs
to enhancers (for a recent review of how TFs recognize CREs
see Zeitlinger, 2020). TFs interact with enhancers through short
degenerate DNA sequence motifs. Recent work investigating
the regulatory logic of a typical developmental enhancer
supports an overarching principle that specific developmental
gene expression relies on sub-maximal TF recognition motifs
(Farley et al., 2015). Layered on top of TF motif affinity
is the motif syntax within an enhancer, where the spacing,
orientation, and order of the motifs themselves can impact the
ability of the enhancer to drive developmental gene expression
(Farley et al., 2016). It is also important to recognize that
developmental genes are commonly regulated by additional
redundant enhancers and ascertaining the contributions of
individual enhancers remains an outstanding challenge for the
majority of developmentally expressed genes (Cannavò et al.,
2016; Osterwalder et al., 2018).

Some lineage-determining TFs can bind to compact
chromatin regions that are largely inaccessible to other
factors. These pioneer factors recruit chromatin-remodeling
complexes that promote nucleosome eviction, facilitating the
subsequent binding of other collaborating TFs and signal
effectors (McPherson et al., 1993; Cirillo et al., 2002; reviewed
in Zaret, 2020). To impact gene expression, TFs recruit
transcriptional cofactors to enhancers. Cofactors can in turn
modify chromatin states by catalyzing post-translational histone
modifications (e.g., P300/CBP, MLL3/4), initiate chromatin
remodeling (e.g., BRG1), bridge the gap between promoters and
enhancer-bound transcription machinery (e.g., Mediator), or
affect the affinity of TF binding at enhancers (Malik and Roeder,
2010; Siggers et al., 2011; Slattery et al., 2011; Krasnov et al.,
2016). Despite these advances (and many others), much remains
to be learned about the mechanisms underlying the recruitment
of pioneer factors to a small subset of genomic sites and the
molecular events that follow.

Enhancer activation in development is accompanied
by progressive changes at the chromatin level, which in
turn can be used to annotate enhancer states. Repressed
enhancers are located in nucleosome dense regions. Certain
repressed regions are characterized by the post-translational
histone modification H3K27me3 which is deposited by the
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Polycomb repressive complex 2 (PRC2). The binding of
pioneer factors and chromatin-remodeling complexes may
switch enhancers to a poised state, in which enhancers
share many features with those in an active state. Poised
enhancers show features of low nucleosome occupancy, limited
TF binding, and post-translational histone modifications
H3K4me1 and H3K4me2 without the presence of H3K27ac, a
histone mark of active developmental enhancers (Creyghton
et al., 2010; Rada-Iglesias et al., 2011; Zentner et al., 2011).
These poised developmental enhancers may even retain
the repressive mark H3K27me3 (Rada-Iglesias et al., 2011;

Zentner et al., 2011). Upon full activation, transcription
co-factor P300 and RNA polymerase II are recruited
to enhancers, leading to bi-directional transcription of
enhancer RNAs and active enhancer regions marked
with H3K27ac (reviewed by Calo and Wysocka, 2013;
Heinz et al., 2015).

Enhancer activities are influenced by both local chromatin
interactions and higher-order chromatin architectures.
Eukaryotic genomes are compartmentalized into large self-
interacting chromatin domains, termed topologically associated
domains (TADs) (Dixon et al., 2012; Rao et al., 2014). TADs

FIGURE 1 | Early examples of validated of cardiac TF-enhancer interactions. The first exons of the cardiac genes are shown in dark blue. Enhancer elements are
shown as gray boxes. The AR1 enhancer of mouse Nkx2.5 contains a repressive element in the middle, which is shown in black. Direct activators are listed above
the enhancer elements while repressors are shown below. Upstream factors without direct binding evidence are indicated with dotted lines. E1: exon 1. These
schematics are generated based on data from these publications: mouse Nkx2.5 (Searcy et al., 1998; Lien et al., 1999, 2002; Liberatore et al., 2002; Brown et al.,
2004; Chi et al., 2005; Takeuchi et al., 2005; Chen and Cao, 2009; Clark et al., 2013; Doppler et al., 2014; Quinodoz et al., 2018); Chicken NKX2.5 (Lee et al.,
2004); Mouse Gata4 (Rojas et al., 2005; Schachterle et al., 2012); zebrafish gata4 (Heicklen-Klein and Evans, 2004); mouse Gata6 (Molkentin et al., 2000); Chicken
GATA6 (He and Burch, 1997; Davis et al., 2001; Adamo et al., 2004); mouse Mef2c (Dodou et al., 2004; Takeuchi et al., 2005; Pane et al., 2018); mouse Hand2
(McFadden et al., 2000).
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largely constrain the chromatin span that enhancers search
through and define the regulatory domains within which
enhancer-promoter interactions most frequently occur (Long
et al., 2016). For example, promoter capture Hi-C experiments
have revealed that 60–80% of the detected promoter interactions
occur within TADs (Javierre et al., 2016; Choy et al., 2018;
Montefiori et al., 2018). Early studies have noticed that
TAD boundaries are shared between different cell types and
conserved between species (Dixon et al., 2012; Vietri Rudan
et al., 2015), however, these two concepts have been revised
more recently. An increasing number of studies reported
dynamic loss and gain of TADs and changes of TAD sizes
during differentiation (Bonev et al., 2017; Bertero et al.,
2019; Zhang et al., 2019). While evolutionarily conserved
TADs correspond to regions of conserved synteny harboring
important developmental genes and enhancers (Harmston
et al., 2017), new analyses have questioned the extent to
which TAD boundaries themselves correspond to evolutionary
breakpoints (Eres et al., 2019; Eres and Gilad, 2020; Torosin
et al., 2020). The importance of understanding how TADs relate
to gene regulation is underscored by the increasing number of
experiments showing that the disruption of TAD boundaries and
sub-TAD domains can rewire enhancer-promoter interactions
and fundamentally change the regulatory environment (Guo
et al., 2015; Lupiáñez et al., 2015; Flavahan et al., 2016; Franke
et al., 2016; Liang et al., 2020).

In sum, the precise and robust transcriptional regulation
that occurs during development is achieved by the complex
interplay between enhancers, TFs, co-factors, and epigenetic
modifications, which together are organized under higher orders
of chromatin architectures.

HEART ENHANCERS: FUNDAMENTAL
INSIGHTS, ONE CRE AT A TIME

Studies of heart enhancers initiated from targeted searches
around cardiac genes. Putative enhancer regions were screened
by “promoter bashing,” in which regulatory regions near the TSS
are narrowed down via a series of deletions/mutations to produce
overlapping DNA segments that are tested in reporter assays
(Table 1). One of the best-studied examples is the mouse Nkx2.5
locus. LacZ reporter assays identified enhancer elements that
specifically drove Nkx2.5 expression in different chambers of the
hearts, as well as in thyroid, pharynx, and stomach within a 14 kb
window around the TSS, revealing previously unappreciated
complex enhancer modules underlying the control of cardiac TFs.
Similar complexities were seen at genes encoding other cardiac
TFs, such as Hand2 (heart and pharyngeal specific enhancers)
(McFadden et al., 2000; Charité et al., 2001; Iklé et al., 2012),
Mef2c (anterior heart field and somite specific enhancers) (Wang
et al., 2001; Dodou et al., 2004), and Gata4 (lateral mesoderm,
endocardium, and endoderm specific) (Rojas et al., 2005, 2009;
Schachterle et al., 2012). Although limited in number and biased
toward proximal gene promoter regions, these studies (and many
others) have revealed fundamental principles and mechanisms
underlying cardiac gene regulation.

Establishing Molecular Cascades
Regulating Heart Development
Enhancers represent information hubs that integrate multiple
upstream regulatory inputs such as lineage-determining master
TFs and signaling effectors. Dissecting the transcription factors
that bind to enhancers unveils these direct upstream regulators
(Figure 1 and Table 1). By combining motif mutagenesis, gel
shift, and transgenic assays, Nkx2.5 enhancer studies revealed
that GATA4 and SMAD-mediated BMP signaling directly
activated Nkx2.5 expression through multiple enhancer regions
(Searcy et al., 1998; Lien et al., 1999, 2002; Liberatore et al.,
2002; Brown et al., 2004) (Figure 1). Dissections of Nkx2.5
enhancers in the following years added ISL1, TBX20, MEF2C,
and NFAT into direct upstream regulators that collectively
drove Nkx2.5 expression in cardiac cells (Takeuchi et al., 2005;
Chen and Cao, 2009; Clark et al., 2013). Furthermore, mining
known heart enhancers can also lead to discoveries of novel
cardiac regulators. For example, MZF1, previously known as a
hematopoietic TF, was found to bind to an Nkx2.5 enhancer from
in silico motif analysis and validated in embryonic stem cell (ESC)
differentiation. Overexpression of MZF1 at different stages of
cardiac differentiation revealed its novel, stage-dependent roles
in cardiogenesis (Doppler et al., 2014).

Through similar enhancer dissection, the upstream signals
of many other cardiac TFs have been identified (Table 1 and
Figure 1). For example, the lateral mesoderm expression of
mouse Gata4 relies on transcriptional inputs from FOXF1,
BMP4, and its autoregulation (Rojas et al., 2005), while its
expression in endocardia requires binding of ETS factors such
as ETS1 and ERG (Schachterle et al., 2012). The anterior heart
field (AHF) expression ofMef2c is positively regulated by GATA4,
ISL1, and TBX20 and repressed by TBX1 through an intronic
enhancer (Dodou et al., 2004; Takeuchi et al., 2005; Pane et al.,
2018). Ventricular expression of Hey2 is dependent on TBX20
and GATA factor binding, but not NK-2 proteins. Summarizing
the existing examples, it is clear that GATA factors, which
regulate the expression of many other cardiac TFs (NKX2.5,
HAND2, HEY2, MEF2C, etc.), sit among the top of the cardiac
molecular cascade. Importantly, sustained cardiac expression of
GATA itself requires the transcriptional inputs of other cardiac
genes such as NKX2.5 and TBX factors, likely establishing a
reciprocal feedback loop to maintain the robustness of the cardiac
regulatory network.

Cardiac TF Crosstalk
Enhancer activation requires the cooperative binding of multiple
TFs, therefore studying heart enhancers reveals cooperation and
competition between these upstream factors. By co-expressing
different combinations of factors together with a specific
enhancer, the synergistic effect of factors in activating the
enhancer can be revealed by quantitative measures like luciferase
assays. Using this type of approach, GATA4 and SMAD1/4
were found to work as mutual co-activators in activating
Nkx2.5 expression through a distal enhancer (commonly referred
to as the G-S enhancer) (Brown et al., 2004). At another
Nkx2.5 enhancer (AR1), GATA binding is indispensable for
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TABLE 1 | Functionally characterized enhancer regions near cardiac genes.

Target genes Enhancer
length

Genomic position Expression domain Upstream regulators
or function

References

Mouse Nkx2.5 14 kb 5′ flanking sequence of TSS cardiac crescent, ventricles, outflow
tract, pharynx, thyroid, stomach

NKX2.5 (negatively
regulate this enhancer)

Tanaka et al., 1999

Mouse Nkx2.5 4, 3.3 kb 5′ flanking sequence of TSS outflow tract, basal portion of the right
ventricle, pharynx, thyroid

Tanaka et al., 1999

Mouse Nkx2.5 6 kb 3′ flanking sequence of TSS right ventricle Tanaka et al., 1999

Mouse Nkx2.5 8 kb [−14, −6 kb] of TSS medial wall and inner trabeculae of
ventricles

Tanaka et al., 1999

Mouse Nkx2.5 2.1 kb, two
separate
fragments
(513,
686 bp)
(AR1)

[−9.4, −7.3 kb] of TSS endogenous cardiac expression of
Nkx2.5

GATA4, MEF2C, NFAT,
MZF1

Lien et al., 1999; Chen and
Cao, 2009; Clark et al., 2013;
Doppler et al., 2014

Mouse Nkx2.5 505 bp
(AR2)

[−3, −2.5 kb] of TSS anterior cardiac crescent, right
ventricle, outflow tract, developing
spleen, pharyngeal pouches

GATA, SMAD4, NFAT,
ISL1

Searcy et al., 1998; Liberatore
et al., 2002; Lien et al., 2002;
Takeuchi et al., 2005; Chen and
Cao, 2009; Quinodoz et al.,
2018

Mouse Nkx2.5 2, 1.5 kb [−10.7, −3.5 kb] of TSS early heart tube, outflow tract, right
ventricle

GATA Reecy et al., 1999

Mouse Nkx2.5 237 bp
(G-S)

[−6.2, −5.79 kb] of TSS cardiac crescent, heart, forebrain GATA4, SMAD1/4 Brown et al., 2004

Mouse Nkx2.5 10 kb (FL) 5′ flanking sequence of TSS test in cell lines (10T1/2, P19) GATA4, SMAD1/4,
TBX20

Brown et al., 2004; Takeuchi
et al., 2005

Mouse Nkx2.5 2.6 kb
(UH5)

[−16, −14 kb] of TSS
(estimated)

heart tube, both atria, left ventricle,
foregut

Chi et al., 2005

Mouse Nkx2.5 7.3 kb
(UH6)

[14, −6 kb] of TSS (estimated) right ventricle,interventricular septum,
atrial ventricular canal

Chi et al., 2005

Chicken Nkx2.5 3 kb, 200
bp

[+976 bp, +3.97 kb], [+2.1,
+2.3 kb] of TSS

anterior cardiac cresent, outflow tract,
right ventricle, pharyngeal arches (test
in mouse)

GATA4/5/6, SMAD,
YY1

Lee et al., 2004

Mouse Gata4 4.4 kb (G2) [−45.3, −40.9 kb] of TSS lateral mesoderm FOXF1, GATA4, BMP4 Rojas et al., 2005

Mouse Gata4 1.9 kb (G9) 93 kb upstream of TSS cardiac crescent, linear heart tube,
endocardium

EST factors (ETS1,
ERG)

Schachterle et al., 2012

Zebrafish gata4 14.8, 12 kb 5′ flanking sequence of TSS lateral plate mesoderm, both atrium
and ventricle

Heicklen-Klein and Evans, 2004

Zebrafish gata4 7.8, 5.5 kb 5′ flanking sequence of TSS ventricle and the bulboventricular valve Heicklen-Klein and Evans, 2004

Zebrafish gata4 3 kb (DR1),
1.3 kb
(DR1A)

[−11, −8 kb] of TSS lateral plate mesoderm, both atrium
and ventricle

TBX Heicklen-Klein and Evans, 2004

Chicken GATA5 500 bp [−5, −4.5 kb] of TSS cardiac crescent, septum trans-versum
and epicardium, ventricle, AV canal
(test in mice)

MacNeill et al., 2000

Mouse Gata6 6.8, 1.8 kb [−4.3, +2.5 kb], [−4.3,
−2.5 kb] of TSS

cardiac cresent, high expression in
outflow tract

NKX2.5 Molkentin et al., 2000

Chicken GATA6 1.4 kb 6.2 kb upstream of TSS cardiac crescent, high expression in the
outflow tract (test in mouse)

NKX2.5 Davis et al., 2000

Chicken GATA6 10 kb [−9.2, +0.8 kb] of TSS cardiac specific (test in mice) He and Burch, 1997

Chicken GATA6 2.3, 1.5 kb [−1.5, +0.8 kb], [−1.5 kb, 0] of
TSS

posterior region of the heart field,
atrioventricular conduction system (test
in mice)

Retinoic acid He and Burch, 1997; Davis
et al., 2001

Chicken GATA6 317, 187,
102, 47 bp

[−1.4, −1.1 kb] of TSS atrioventricular conduction system (test
in mice)

GATA Adamo et al., 2004

Mouse Hand2 1.5 kb [−4.2, −2.7 kb] of TSS cardiac crescent, right ventricle, outflow
tract

GATA McFadden et al., 2000

(Continued)
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TABLE 1 | Continued

Target genes Enhancer
length

Genomic position Expression domain Upstream regulators
or function

References

Mouse Mef2c 6, 3.9 kb,
449 bp

[+16.3, +22.5 kb] of TSS anterior (second) heart field GATA4, ISL1, NKX2.5,
TBX20, TBX1 (negative
regulator)

Dodou et al., 2004; Takeuchi
et al., 2005; Caputo et al.,
2015; Pane et al., 2018

Mouse Hey2 2.5, 1.6 kb,
649 bp

211 kb upstream of TSS cardiac crescent, ventricle and outflow
tract

TBX20, GATA4 Ihara et al., 2020

Zebrafish hey2 626 bp
(aCNE21)

24 kb upstream of TSS distal linear heart tube, ventricle,
outflow tract

Gibb et al., 2018; Yuan et al.,
2018

Mouse Tbx1 200 bp
(require
another
non-
cardiac
element)

[−12.8, −12.6 kb] of TSS second heart field, right ventricle,
outflow tract, pulmonary trunk, and
pulmonary valves

FOX (likely FOXC1 or
FOXC2)

Maeda et al., 2006

Human TBX5 368 bp
(enhancer
2)

380 kb downstream of TSS both ventricles and atria Harbor a
CHD-associated variant

Smemo et al., 2012

Human TBX5 3.5 kb
(enhancer
9)

140 kb downstream of TSS ventricles, interventricular septum,
atrioventricular canal

Smemo et al., 2012

Human TBX5 5 kb
(enhancer
16)

9 kb upstream ventricles, interventricular septum,
atrioventricular canal, and weakly in
atria

Smemo et al., 2012

Mouse Isl1 2.9 kb 120 kb downstream embryonic and adult sinoatrial node
(SAN)

SAN hypoplasia and
sinus arrhythmia in
enhancer knockout,
contain SNPs
associated with heart
rate

Galang et al., 2020

Mouse Fgf8 900 bp [−5.4, −4.5 kb] of TSS outflow tract, pharyngeal arches TBX1 Hu et al., 2004

Mouse Fgf10 1.7 kb [+44, +46 kb] of TSS anterior second heart field, pharyngeal
mesoderm

TBX1, NKX2.5
(negative), ISL1

Watanabe et al., 2012

Mouse Srf 1 kb,
541 bp

3′ UTR sequence cardiac crescent, heart tube, tail TBX2 TBX5, TIP60 Barron et al., 2005

the transcriptional activation mediated by NFAT, likely through
cooperative binding (Chen and Cao, 2009). Besides cooperativity,
competitive binding between different TFs at heart enhancers can
also play an important role in cardiac lineage specification. For
example, the two homeodomain TFs, NKX2.5 and ISL1 compete
for the same binding sites within an anterior second heart field
enhancer of Fgf10, reflecting the antagonism between NKX2.5
and ISL1 during the differentiation from SHF progenitors to
cardiomyocytes (Watanabe et al., 2012).

Putting Enhancers to Work
Besides providing direct evidence for building cardiac
transcriptional networks, validated cardiac enhancers also
frequently serve as genetic tools to label a specific cardiac
population of interest for developmental studies. Transgenic
mice in which Cre recombinase expression is driven by the
Mef2c AHF enhancer have been used to determine anterior
heart field derived structures and conditionally knock-out many
developmental genes (Mef2c, Tbx1, β-catenin, Ezh2) to reveal
their specific roles in anterior heart field development and
congenital heart disease (Verzi et al., 2005; Delgado-Olguín
et al., 2012; Barnes et al., 2016; Racedo et al., 2017). A GFP

line driven by the Nkx2.5 AR1 enhancer was used to discover
an immature cardiomyoblast population in neonatal mice
that was required for normal heart development (Serpooshan
et al., 2017). Recently, this Nkx2.5 enhancer was found to
be reactivated after myocardial infarction in the adult heart,
suggesting the role of this enhancer in responses to heart
injuries (Deutsch et al., 2018). A mouse Smarcd3 enhancer
was found to label early cardiac progenitor cells before the
expression of known cardiac markers (Nkx2.5, Isl1, Tbx5) in
mice, indicating an early molecular distinction between cardiac
progenitors and neighboring cells (Devine et al., 2014). This
enhancer was later shown to function similarly in zebrafish
and helped identify ∼160 putative cardiac enhancers conserved
between zebrafish and mammals (Yuan et al., 2018). One of
these deeply conserved heart enhancers recapitulated the cardiac
expression of the nearby gene hey2 thus was subsequently used
in dissecting how hey2 restricted cardiac progenitor proliferation
(Gibb et al., 2018).

In sum, deeply dissecting cardiac enhancers reveals both
molecular tools for visualizing, isolating, and manipulating
cardiac populations as well as cis- and trans-regulatory
mechanisms that control cardiac gene expression.
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UNMASKING HEART ENHANCERS WITH
COMPARATIVE AND FUNCTIONAL
GENOMICS

Enhancer Hunting: Tools of the Trade
Comparative genomics has long been used to identify putative
enhancer regions (Tagle et al., 1988; Aparicio et al., 1995).
Such comparative approaches are based on the assumption that
functionally relevant enhancer sequences will be under negative
selection and will thus show higher sequence constraints than
non-functional regions. This assumption is supported by the
genome-wide identification of conserved non-coding elements
(CNEs) and the following discoveries that many CNEs work
as developmental enhancers (Nobrega et al., 2003; Bejerano
et al., 2004; Johnson et al., 2004; de la Calle-Mustienes et al.,
2005; Shin et al., 2005; Woolfe et al., 2005; Pennacchio et al.,
2006). Substantial work using a variety of approaches including
transitive alignment (Hiller et al., 2013; Braasch et al., 2016),
ancestral reconstruction (Hiller et al., 2013), and conserved
microsynteny (Irimia et al., 2012; Clément et al., 2020; Wong
et al., 2020) have further enhanced our ability to detect more
distantly related conserved non-coding elements.

Although CNEs are enriched for developmental enhancers,
the vast majority of enhancers appear to evolve more rapidly,
with many being lineage- or species-specific. This feature has
been demonstrated in many different tissues or cell types and in
both vertebrates and invertebrates (Odom et al., 2007; Kunarso
et al., 2010; Schmidt et al., 2010b; Mikkelsen et al., 2010; Cotney
et al., 2013; Paris et al., 2013; Arnold et al., 2014; Villar et al.,
2015). Although enhancers in different tissues or at different
developmental stages may be under varied selection pressures
(Blow et al., 2010; Nord et al., 2013; Visel et al., 2013), rapid
evolution is an overall feature of enhancer sequences, which
suggests that many enhancers would be missed in detection
approaches based on sequence conservation alone.

Over the past 15 years, large scale genomic assays have
enabled enhancer discoveries at an unprecedented scale
(Table 2). In particular, chromatin immunoprecipitation with
high-throughput sequencing (ChIP-seq) can locate enhancers
by profiling the co-occupancy of lineage-specific TFs, binding
of co-factors, or post-transcriptional modifications that marks
active enhancers (reviewed in Buecker and Wysocka, 2012).
As ChIP-seq requires large numbers of input cells, which is
often difficult to obtain from early embryonic tissues, many low
input ChIP methods (O’Neill et al., 2006; Brind’Amour et al.,
2015) and alternative strategies, such as enzyme-tethering based
approaches have been established (e.g., CUT&RUN, CUT&Tag,
and CUTAC) (Skene and Henikoff, 2017; Kaya-Okur et al., 2019;
Meers et al., 2019; Henikoff et al., 2020).

Chromatin accessibility profiling provides a comprehensive
view of the candidate regions most likely to harbor CREs,
making them arguably the most widely used assay to identify
putative enhancers (Thurman et al., 2012; Buenrostro et al.,
2013; Vierstra et al., 2014, 2020; Corces et al., 2017). Since
active enhancers are transcribed bidirectionally to produce
eRNA, nascent RNA sequencing technologies, specifically the

run-on assays (GRO-seq, PRO-seq, ChRO-seq, etc.), can be
used as a direct readout of enhancer activity. Furthermore,
when coupled with chromatin accessibility assays (i.e., ATAC-
seq), run-on assays can distinguish active enhancers (producing
bi-directional RNAs) from other CREs such as CTCF bound
insulators (reviewed in Wissink et al., 2019).

After discovering a distal putative enhancer, one of the
most pressing questions is to discover what gene or genes
it associates within a cell type and condition of interest. To
address this, chromosome conformation capture (3C) based
assays (including 4C, 5C, HiChIP, promoter capture Hi-C, and
Hi-C) are commonly used to characterize enhancer-promoter
interactions (Denker and De Laat, 2016; Fang et al., 2016;
Mumbach et al., 2016). Capture Hi-C approaches, such as
promoter-capture Hi-C and HiCap (Mifsud et al., 2015; Sahlén
et al., 2015; Schoenfelder et al., 2015), are increasingly being
used to reveal promoter-centric chromatin interactions at high
resolution. Capture-based methods that target putative enhancer
regions, such as those discovered by DNAse-seq (Sönmezer et al.,
2020), could also be used for ‘enhancer-capture’ Hi-C. Naturally,
the choice of 3C-based methods depends on the research
question and practical considerations such as the quantity of
sample material, genome size, capture probe availability, and
sequencing costs.

These widely used genome-scale assays, each with their
own strengths (Table 2), continue to reveal new insights into
enhancer location, activity and function. The increasing number
of high-quality datasets are also creating new opportunities
and challenges for integrative data analysis that will further
expand our understanding of metazoan heart development
and human disease.

Heart Enhancers: From Genome-Wide
Mapping to Metazoan Regulatory Logic
The development of ChIP-chip, ChIP-seq, and other genomic
techniques has enabled genome-wide enhancer discoveries and
analysis of distinct cardiac samples obtained from diverse model
systems (Table 3). Pioneering studies in Drosophila using ChIP-
chip against master regulators (Twi, Tin, Mef2, Bag, Bin, Doc,
and Pnr) and signaling effectors (dTCF and pMad) required
for the specification of cardiac mesoderm revealed fundamental
principles of combinatorial TF binding dynamics and TF-
signaling interactions at cardiac enhancers (Zinzen et al., 2009;
Junion et al., 2012). These Drosophila cardiac TF mapping
studies, together with a comparative analysis of Twi, Tin, Mef2,
Bin, and Bap in two distant Drosophila species, underscore the
conserved presence of combinatorial TF binding, even when the
underlying DNA sequence has changed (Khoueiry et al., 2017).
The Junion et al. (2012) study led to a “transcription factor
collective” model of TF binding where TFs use both protein-DNA
and protein–protein interactions to regulate gene expression
(reviewed by Spitz and Furlong, 2012), which was later supported
by the comparative Khoueiry et al. (2017) study.

To demarcate the location of putative enhancers active in
embryonic and adult hearts, pioneering mammalian studies
performed ChIP-seq for the histone acetyltransferase EP300 and
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TABLE 2 | Genomic approaches for enhancer mapping.

Method category Method strategy Description References

ChIP-seq (detect DNA-binding
factor occupancy and histone
modification profiles)

Co-factors (EP300, Mediator) Assays enhancers mediated by specific co-factors; TFs
need not be specified in advance.

Blow et al., 2010; He et al.,
2011; May et al., 2012

Co-occupancy of multiple TFs Reveals specific trans factors but requires specific
antibodies for each factor and often each species. Typically
requires large numbers of nuclei.

He et al., 2011, 2014;
Luna-Zurita et al., 2016;
Akerberg et al., 2019

Active histone marks
(H3K27ac, H3K4me1)

Robust antibodies that work across metazoans; reveals
enhancer states;requires less input than for TFs.

Wamstad et al., 2012; Nord
et al., 2013; He et al., 2014

Enzyme tethering ChIP alternative
(use factor-mediated in-situ
genome fragmentation to profile
epigenome)

CUT&RUN (pA-MNase fusion
protein)

Unfixed in-situ procedure, requires lower cell numbers
(∼100 for histone modification) and less sequencing reads

Skene and Henikoff, 2017;
Meers et al., 2019

CUT&Tag (pA-Tn5) Similar to CUT&RUN with a simpler barcoding step;
streamlined workflow in a single tube; works on low cell
numbers or even single cells

Kaya-Okur et al., 2019;
Henikoff et al., 2020

CUTAC (pA-Tn5, low salt) Similar to CUT&Tag with a small modification that detects
accessible chromatin in parallel with adjacent histone
modifications

Henikoff et al., 2020

Accessible chromatin profiling
(detect nucleosome-depleted
regions that are enriched for
enhancers)

DNase-seq High quality TF footprintscan be generated. Thurman et al., 2012; Vierstra
et al., 2014, 2020

ATAC-seq Simple and robust method that requires low cell numbers,
widely applied; can be used on frozen sections; produces a
comprehensive list of where CREs may be located.

Buenrostro et al., 2013; Corces
et al., 2017

Nascent RNA sequencing run-on
assays (depict the real-time activity
of RNA polymerases and detect
eRNAs)

GRO-seq Detect actively transcribed eRNAs which is a hallmark of
active enhancers

Core et al., 2008

PRO-seq Refined version of GRO-seq that uses biotinylated
nucleotide to reach nucleotide-resolution, low background,
and large dynamic ranges

Kwak et al., 2013; Core et al.,
2014

ChRO-seq Similar to PRO-seq but use chromatin as starting materials;
can be applied to solid tissues and samples with degraded
RNAs

Chu et al., 2018

Chromosome conformation capture
(use proximity ligation and detect
enhancer-promoter interaction)

Hi-C Maps genome-wide chromatin contacts (‘all-to-all’);
requires substantial sequencing to reveal local
enhancer-promoter interactions

Lieberman-Aiden et al., 2009

Promoter capture Hi-C Maps promoter-centric chromatin interactions; requires less
reads for detecting promoter-enhancer interactions

Mifsud et al., 2015;
Schoenfelder et al., 2015

ChIA-PET Detect chromatin interactions mediated by a specific
DNA-binding factor; can enrich rare factor-specific
chromatin interactions

Fullwood et al., 2009; Grubert
et al., 2020

HiChIP& PLAC-seq (Use in-situ
Hi-C followed by ChIP)

Detects factor-centric chromatin interaction similar to
ChIA-PET but require 10-fold to 100-fold fewer cells, also
more robust and less time-consuming

Fang et al., 2016; Mumbach
et al., 2016

4C Identifies all genomic regions that interacts a reference
locus (‘one-to-all’); can be used for studying specific
enhancers

Simonis et al., 2006

the active post-translational histone modification H3K27ac (Blow
et al., 2010; May et al., 2012). To overcome the challenge of
having to obtain specific antibodies for each TF of interest,
many ChIP-seq studies have used tagging methods to biotinylate
DNA binding proteins including EP300 and cardiac TFs to
define heart enhancers in Drosophila (Bonn et al., 2012), mouse
embryos (He et al., 2014; Zhou et al., 2017; Akerberg et al., 2019)
and human cardiomyocyte cell lines (He et al., 2011). These
biotin tagging-based approaches achieve more sensitive and
reliable identifications of heart enhancers and enable enhancers
discoveries in specific cardiac cell types (Zhou et al., 2017).

Like in Drosophila, the combinatorial binding of cardiac
TFs defines mammalian heart enhancers (He et al., 2011;
Akerberg et al., 2019). However, it is still unclear whether the

mammalian cardiac enhancers discovered by these and other
studies fit the “TF collective model” proposed for Drosophila;
the “billboard model (Arnosti and Kulkarni, 2005),” in which
specific sets of TFs are recruited to enhancers with flexible
motif grammar; or a mixture of models (Long et al., 2016).
For example, the importance of heterotypic interactions between
mouse TBX5 and NKX2-5 was demonstrated using co-crystal
structure together with DNA, as well as ChIP-exo experiments
(Luna-Zurita et al., 2016). Intriguingly, the genetic loss of either
Tbx5 or Nkx2-5 led to ectopic interactions of the other remaining
TF. Unlike the more flexible “TF collective” or “billboard”
models, TBX5 and NKX2-5 co-occupancy highlighted in this
study featured preferred motif arrangements. Most recently,
a novel single molecule footprinting (SMF) method was used
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TABLE 3 | Genome-wide metazoan heart enhancer profiling datasets generated using chromatin immunoprecipitation of post translational histone modifications,
transcription factors, and cofactors.

Method Species Factor Sample Condition Stage References

BiTS-ChIP-Seq Drosophila H3, H3K4me3,
H3K4me1, H3K27ac,
H3K27me3,
H3K36me3,
H3K79me3

Mesoderm WT stages 10–11 (6–8 h AEL, cardiac
mesoderm specified)

Bonn et al.,
2012

ChIP-seq Zebrafish H3.3 myl7:GFP+
cardiomyocytes

Uninjured, 14 days
post ablation, 7
days post Nrg1
treatment

Adult Goldman et al.,
2017

ChIP-seq Zebrafish H3K27ac myl7:GFP+
cardiomyocytes

Uninjured, 14 days
post ablation

Adult

ChIP-seq Mouse H3K27ac, H3K4me1,
H3K4me3, H3K27me3

ESCs,
ESC-differentiated
cells

WT ESCs, mesoderm, cardiac
precursors, cardiomyocytes

Wamstad et al.,
2012

ChIP-seq Mouse H3K27ac Hearts WT E11.5, E14.5, E17.5, P0, P7, P21,
P56

Nord et al.,
2013

ChIP-seq Mouse H3K4me1, H3K27me3,
H3K4me3

Ventricle WT E12.5 and adult He et al., 2014

ChIP-seq Mouse H3K27ac Ventricle WT, GATA4 KO E12.5 (WT, GATA4 KO), adult
(normal)

ChIP-seq Mouse H3K27ac Heart WT E12.5 Zhou et al.,
2017

ChIP-seq Mouse H3K27ac iCLM (induced
cardiac-like
myocytes)
reprogrammed
from MEF

Transfected with
GMT, GHMT,
AGHMT or mock
control

Day 2 and 7 in reprogramming Hashimoto
et al., 2019

ChIP-seq Mouse H3K27ac iCLM (induced
cardiac-like
myocytes)
reprogrammed
from MEF

Transfected with
single factors

Day 2 in reprogramming

ChIP-seq Mouse H3K27ac Ventricle, atrium WT P4

ChIP-seq Human H3K4me3, H3K27me3,
H3K36me3

ESCs,
ESC-differentiated
cells

WT pluripotent cells, mesodermal
progenitors, specified tripotential
cardiovascular progenitors,
committed cardiovascular cells,
definitive cardiovascular cells

Paige et al.,
2012

ChIP-seq Human H3K4me3, H3K36me3,
H3K27ac, H3K27me3

iPSC-differentiated
cells

WT, GATA4_G296S iPSC-derived cardiomyocytes Ang et al., 2016

ChIP-seq Human H3K27ac, H3K9ac,
H3K4me3, H3K4me1,
H3K36me3

Left ventricle Healthy donor and
patients with heart
failure

fetal, infant, adult (non-failing and
failing heart)

Gilsbach et al.,
2018

ChIP-seq Human H3K27ac Left ventricle healthy donors and
patients with dilated
cardiomyopathy

Adult Spurrell et al.,
2019

ChIP-seq Human H3K27ac ESCs,
ESC-differentiated
cells

WT ESCs, mesodermal cells, cardiac
mesodermal cells, cardiac
progenitors, primitive
cardiomyocytes, and ventricular
cardiomyocytes

Zhang et al.,
2019

ChIP-seq Human H3K4me1, H3K4me2,
H3K4me3, H3K27ac,
H3K27me3, H3K9me3,
H3K36me3

Heart Healthy donor CS13, CS14, CS16, CS17, CS18,
CS19, CS20, CS21, CS23
(Carnegie stage, corresponding to
PCW 4–8)

Vanoudenhove
et al., 2020

(Continued)
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TABLE 3 | Continued

Method Species Factor Sample Condition Stage References

ChIP-chip Drosophila Twist, Tinman (Nkx2.5) Whole embryo WT Stage 5–7, stage 8–9 (dorsal
mesoderm specified), stage 10–11
(cardiac mesoderm specified)

Zinzen et al.,
2009

ChIP-chip Drosophila Mef2 Whole embryo WT Stage 5–7, stage 8–9, stage 10–11
stage 12–13, stage 13–15

ChIP-chip Drosophila Bagpipe Whole embryo WT Stage 10–11

ChIP-chip Drosophila Biniou Whole embryo WT Stage 10–11, stage 12–13, stage
13–15

ChIP-chip Drosophila Dorsocross, Pannier,
dTCF, and pMad

Whole embryo WT Stage 8–9, stage 10–11 Junion et al.,
2012

BiTS-ChIP-seq Drosophila Mef2, Rpb3-Pol II Mesoderm WT stages 10–11 Bonn et al.,
2012

ChIP-seq Drosophila Mef2 Whole embryo WT

ChIP-seq Drosophila
melanogaster
and Drosophila
virilis

Twist Whole embryo WT Stage 5–7, stage 8–9, stage 10–11 Khoueiry et al.,
2017

Tinman Stage 8–9, stage 10–11

Mef2 Stage 5–7, stage 8–9, stage 10–11
stage 12–13, stage 13–15

Bagpipe Stage 10–11

Biniou Stage 10–11, stage 12–13, stage
13–15

ChIP-seq Mouse P300 Heart WT E11.5 Blow et al.,
2010

ChIP-seq Mouse P300 Heart WT P2 May et al.,
2012

ChIP-seq Mouse GATA4 (flag or
biotin-tagged)

Ventricle WT E12.5 He et al., 2014

ChIP-seq Mouse GATA4 (flag or biotin
epitope-tagged)

Ventricle Normal, banding
(surgically placed
ligature around the
aorta), sham

Adult

ChIP-seq Mouse GATA4, TBX3, NKX2.5,
P300

Heart WT Adult van den
Boogaard
et al., 2012

ChIP-seq Mouse HAND2 (flag-tagged) Limb bud, hearts,
branchial arches

WT E10.5 Osterwalder
et al., 2014

ChIP-seq Mouse NKX2.5 Heart WT E11.5 Dupays et al.,
2015

ChIP-exo Mouse GATA4, NKX2.5, and
TBX5

ESCs,
ESC-differentiated
cells

WT, NKX2.5 KO, TBX5
KO, double KO

cardiac precursors and
cardiomyocytes

Luna-Zurita
et al., 2016

ChIP-seq Mouse P300 (biotin-tagged) Heart WT E12.5, Adult Zhou et al.,
2017

ChIP-seq Mouse P300 (biotin-tagged) Endocardial and
endothelial cells in
the heart

WT Adult

ChIP-seq Mouse CTCF Left ventricle
(isolated
cardiomyocytes)

WT, CTCF KO Adult Rosa-Garrido
et al., 2017

ChIP-seq Mouse HAND2 (flag-tagged) Heart WT E10.5 Laurent et al.,
2017

ChIP-seq Mouse TBX20 (GFP-tagged) Heart WT E11.5 Boogerd et al.,
2017

(Continued)
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TABLE 3 | Continued

Method Species Factor Sample Condition Stage References

ChIP-seq Mouse GATA4, HAND2 (3XTy1
tag), MEF2C (3XTy1
tag), TBX5

iCLM (induced
cardiac-like
myocytes)
reprogrammed
from MEF

Transfected with
GHMT, AGHMT or
single factors

Day 2 in reprogramming Hashimoto
et al., 2019

ChIP-seq Mouse GATA4, MEF2C (3XTy1
tag), TBX5

iCLM (induced
cardiac-like
myocytes)
reprogrammed
from MEF

Transfected with GMT Day 2 in reprogramming

ChIP-seq Mouse GATA4, TBX5 Ventricle WT P4

ChIP-seq Mouse MEF2A, MEF2C,
NKX2.5, SRF, TBX5,
TEAD1 (biotin -tagged)

Heart WT E12.5 Akerberg et al.,
2019

ChIP-seq Mouse MEF2A, NKX2.5, SRF,
TBX5, TEAD1
(biotin-tagged)

Heart WT Adult (P42)

ChIP-seq Human NKX2.5, GATA4, TBX5,
SRF, MEF2A, P300 (all
TFs biotin-tagged)

HL1 cardiomyocyte
cell line

WT cell line He et al., 2011

ChIP-seq Human P300 Heart WT Fetal (gestational week 16), adult May et al.,
2012

ChIP-seq Human GATA4, TBX5, MED1 iPSC-differentiated
cells

WT, GATA4_G296S iPS-derived cardiomyocytes Ang et al., 2016

ChIP-seq Human HEY2, NR2F2, and
TBX5

iPSC-differentiated
cells

WT cardiomyocytes Churko et al.,
2018

ChIP-seq Human CTCF ESCs,
ESC-differentiated
cells

WT ESCs, mesodermal cells, cardiac
mesodermal cells, cardiac
progenitors, primitive
cardiomyocytes, and ventricular
cardiomyocytes

Zhang et al.,
2019

Data from consortiums (ENCODE, FANTOM, and Roadmap Epigenomics Projects) are not listed. The table separates post translational histone modifications from
TF/cofactor data. For each data type, the experiments are sorted by species first and then by publication date.

to ascertain TF co-occupancy in mouse embryonic stem cells
(Sönmezer et al., 2020). In this study, simultaneous TF binding
did not depend on the identity of the TFs involved, and
the co-occupancy of TFs on chromatin lacked of strict motif
organization, which the authors proposed agreed with the
“billboard model” (Sönmezer et al., 2020). Indeed, comparative
approaches using this SMF method to study enhancer logic
during metazoan cardiac development will be insightful for both
learning general principles governing enhancer regulation as
well as the biologically important exceptions that define key
physiological processes.

To study cardiac enhancer dynamics across multiple stages of
in vitro cardiac differentiation or in vivo development, several
studies from individual labs as well as consortiums, have utilized
robust genome-wide assays that do not rely on mapping specific
transcription factors, namely ChIP-seq for histone modifications
(Paige et al., 2012; Wamstad et al., 2012; Nord et al., 2013;
Vanoudenhove et al., 2020), and DNase-seq and ATAC-seq for
chromatin accessibility (Bertero et al., 2019; Gorkin et al., 2020;
Meuleman et al., 2020). These studies revealed highly dynamic
chromatin states accompanying cardiac differentiation and
development. Specifically, ATAC-seq is widely used on precious
in vivo cardiac samples to identify genomic regions that are

enriched for TF binding and functional enhancer elements (Jia
et al., 2018; Yuan et al., 2018; Pawlak et al., 2019; Racioppi et al.,
2019). Recently, accessible chromatin profiling has also enabled
the discovery of enhancers specific to cardiac subpopulations,
such as pacemaker cells (Galang et al., 2020; van Eif et al., 2020)
and endocardial populations (Boogerd et al., 2017).

Functional insights into cardiac enhancer regions continue
to be made by studying TF occupancy and chromatin states
upon the perturbation of cardiac TFs or signaling pathways
in multiple organisms (e.g., Gata4, gata5, Nkx2.5, Tbx5/tbx5,
Tbx20, Hand2/hand2, Isl1, Foxf, Fgfr, Mek, and Ras) (He et al.,
2014; Luna-Zurita et al., 2016; Boogerd et al., 2017; Jia et al.,
2018; Pawlak et al., 2019; Racioppi et al., 2019), as well as in a
human congenital heart disease (CHD) model (cardiomyocytes
with a disease-associated missense mutation of GATA4) (Ang
et al., 2016). These studies reveal the master regulatory roles
of cardiac TFs at the chromatin level. For example, GATA4
is essential for establishing open chromatin, promoting active
epigenetic modification (H3K27ac) and recruiting TBX5 to
the proper cardiac enhancers (He et al., 2014; Ang et al.,
2016). On the other hand, TBX5 and NKX2.5 are important
for preventing ectopic binding of GATA4 during cardiac
differentiation, highlighting the importance of interdependent
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co-occupancy of these cardiac TFs in precisely controlling cardiac
gene expression (Luna-Zurita et al., 2016). This interdependent
co-occupancy is also essential in cardiac reprogramming, as
only co-expression of cardiac factor cocktails (GATA4, HAND2,
TBX5, MEF2C, etc.), but not single-TF overexpression, can leads
to robust cardiac TF occupancy to reprogramming enhancers
(Hashimoto et al., 2019).

Heart Enhancers in Space: Chromatin
Interactions and Architectures
Heart enhancer activity not only requires proper TF binding, but
is under the control of local chromatin interactions and higher-
order chromatin architectures. Several groups have conducted
promoter capture Hi-C in ESC/iPSC-derived cardiomyocytes
or adult hearts to map enhancer-promoter interactions (Choy
et al., 2018; Montefiori et al., 2018; Jung et al., 2019).
These promoter capture Hi-C studies identified potential target
genes for a substantial fraction of candidate heart enhancers.
Interestingly, on average 25–35 distal interacting regions per
gene and 40–60% of distal regions interacting with more than
one gene. Hi-C has also been recently used to profile high-
order chromatin architectures such as TADs and compartments
across closely sampled time points during the differentiation
from stem cells to cardiomyocytes (Bertero et al., 2019; Zhang
et al., 2019). These studies showed extensive rearrangement
of chromatin architectures during cardiac cell differentiation,
with 19% genome switching compartments and 20–40% of
TADs being stage-specific. Integrated analyses based on these
datasets also revealed important regulatory mechanisms and
unknown regulators in heart development. For example, Bertero
et al. (2019) detected spatial coalescence of multiple cardiac
genes from different chromosomes. This coalescence formed a
trans-interacting chromatin domain that recruited the muscle-
specific splicing factor RBM20 for efficient pre-mRNA splicing
(Bertero et al., 2019).

The importance of chromatin interactions and architecture
in heart development and function is also revealed by the
essentiality of genome organizing factors such as CTCF and
the cohesin complex. CTCF knock-out in cardiac progenitor
cells leads to severe defects in cardiac cell maturation due to
the disruption of enhancer-promoter interaction and subsequent
misregulation of cardiac genes (Gomez-Velazquez et al., 2017).
In the adult heart, CTCF depletion is sufficient to induce
pathological consequences that are very similar to heart failure
(Rosa-Garrido et al., 2017). Knock-out of Stag2 (which encodes
a cohesin subunit) in embryonic mice leads to lethality by
E10.5 due to severe morphogenesis defects in SHF-derived
structures (right ventricle, outflow tract and septation), however,
loss of Stag2 in adults only moderately reduces their fitness,
indicating a strong developmental role of Stag2 (De Koninck
et al., 2020). Perturbation of the cohesin loading factor NIPBL
in both mouse and zebrafish results in multi-organ defects
(including heart abnormalities) reminiscent to the Cornelia de
Lange Syndrome, a congenital disease linked to NIPBL mutation
(Kawauchi et al., 2009; Muto et al., 2011; Santos et al., 2016).
The different phenotypes observed upon the loss of cohesin

complex members, cohesin associated loading proteins, and
CTCF indicate that in addition to their roles in sister chromatid
cohesion and chromatin organization (Merkenschlager and
Nora, 2016; Hanssen et al., 2017; Pugacheva et al., 2020), there
are likely more subtle and CTCF-independent roles (i.e., Schmidt
et al., 2010a) for these proteins in cardiac gene regulation.

Enhancing Enhancers With
Enhancer-Associated RNAs
Upon activation, many enhancers are transcribed into non-
coding RNAs, which are broadly referred to as enhancer RNAs
(eRNAs). The expression of eRNAs is well correlated with their
putative target gene expression (Kim et al., 2010; Kaikkonen
et al., 2013; Li et al., 2013; Andersson et al., 2014; Arner et al.,
2015). eRNAs may not only serve as hallmarks of enhancer
activation, but also exert important functions in driving target
gene expression by promoting chromatin accessibility (Mousavi
et al., 2013), mediating enhancer-promoter interaction (Lai et al.,
2013; Li et al., 2013; Hsieh et al., 2014), regulating chromatin
remodeling (Kaikkonen et al., 2013), and facilitating PolII pause-
release at promoters (Schaukowitch et al., 2014; Shii et al., 2017).
However, for the vast majority of eRNAs, it remains unclear
whether they are simply by-products of enhancer transcription or
whether they possess functional roles based on the transcriptional
process itself, or through additional molecular interactions in cis
or in trans (reviewed in Li et al., 2016; Arnold et al., 2020).

Though early discoveries described eRNAs as short, non-
polyadenylated, bidirectionally transcribed RNAs (Kim et al.,
2010; Andersson et al., 2014), a diverse group of molecules
with other structures (long, polyadenylated, or unidirectionally
transcribed) have been attributed to eRNAs (Koch et al.,
2011; Kaikkonen et al., 2013; Li et al., 2013; Alvarez-
Dominguez et al., 2017). The structure and functional similarities
between some eRNAs and cis-acting long non-coding RNAs
(lncRNAs) have raised an emerging concept that they represent
overlapping categories of regulatory non-coding RNAs (ncRNAs)
(Espinosa, 2016; Paralkar et al., 2016; Arnold et al., 2020;
Gil and Ulitsky, 2020).

The roles of eRNAs and lncRNAs in the contexts of
heart development have been explored by many studies
(Grote et al., 2013; Klattenhoff et al., 2013; Ounzain et al., 2014,
2015; Anderson et al., 2016; Alexanian et al., 2017; Yang et al.,
2017; Turton et al., 2019; Nicole Ritter et al., 2019). Given the
challenge in categorizing these ncRNAs, we consider all ncRNAs
that are associated with heart enhancers and discuss the different
ways through which they may regulate heart development using
two examples: (1) The ncRNA transcript itself is involved in
target gene regulation. For example, using anti-sense mediated
RNA knockdown, Yang et al. (2017) showed that the expression
of Ryr2, a TBX5 target that is critical for maintaining cardiac
rhythm, depends on a novel TBX5-dependent eRNA, RACER;
and (2) Instead of the ncRNA molecule, it is the transcriptional
activity of the ncRNA locus that appears to be important for
controlling the target genes. Two such ncRNAs come from the
Hand2 locus, upperhand (Uph) (Anderson et al., 2016) and
handsdown (Hdn) (Nicole Ritter et al., 2019). Particularly, the
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Hdn locus interacts with the Hand2 promoter and putative
cardiac enhancers, suggesting it may regulate Hand2 expression
via direct chromatin interaction, reminiscent of CREs (Nicole
Ritter et al., 2019). The transcription of Uph over a cardiac
enhancer upstream of Hand2 allows the binding of GATA4
and deposition of H3K27ac to this enhancer (Anderson et al.,
2016). Together, these examples showcase a few models of
the complex interactions between enhancers and the ncRNAs
associated with them.

The field of enhancer-associated ncRNAs in heart
development has many unanswered questions. Future studies
that use chromatin run-on assays (GRO-seq, PRO-seq) or
generate deeply sequenced RNA-seq datasets coupled with
enhancer annotations should help to understand the dynamic
changes of eRNAs in development. Functional experiments such
as those use RNA targeting Cas protein (Cas13) (Abudayyeh
et al., 2017), shRNA (Lambeth and Smith, 2013), or antisense
oligonucleotide-mediated knockdown (Dias and Stein, 2002) will
also be essential for teasing out the roles of enhancer-associated
ncRNAs in gene-regulation independent of the enhancer
elements themselves.

Heart Enhancers: Keeping Track of Time
As the activity of enhancers are not only tissue-specific but
also stage-specific, it is important to obtain high-resolution
temporal profiles of heart enhancers to truly understand
their function. This is specifically highlighted by the in vitro
cardiac differentiation study from Wamstad et al. (2012), which
showed that enhancers active in ESC, mesoderm progenitors,
cardiac progenitors, and cardiomyocytes were largely non-
overlapping (Wamstad et al., 2012). Consistently, Luna-Zurita
et al. (2016) discovered thousands of GATA4, NKX2.5, and
TBX5 binding sites were specific to either cardiac progenitor cells
or cardiomyocytes. Similar results have also been reported for
in vivo development, for example, 80% of the GATA4 binding
sites in fetal heart are not occupied by GATA4 in adult heart
(He et al., 2014).

Since the heart is the first organ formed in embryogenesis,
the embryonic stage that is required to capture the initial
phase of cardiogenesis is especially early in development, and
is likely during early gastrulation (Scott, 2012; Devine et al.,
2014; Lescroart et al., 2014). Though heart enhancers have been
extensively characterized across many developmental stages in
various species [such as Nord et al. (2013) and Vanoudenhove
et al. (2020) and many others in Tables 3–5], there is a paucity
of datasets that characterize enhancers active at the initial stage
of vertebrate heart development, such as the transition from
mesoderm progenitors to cardiac lineages. The majority of in vivo
studies in vertebrates used relatively mature cardiac samples,
including embryonic hearts with defined chamber structures
(e.g., E10.5 and onward in mice) or postnatal heart tissues
(Tables 3–5). As these stages are later than when cardiac lineage
commitment occurs, these studies may not capture the enhancers
that specifically drive early cardiogenesis.

A few recent in vivo studies confirm the observations made
from in vitro differentiation that enhancer-associated chromatin
states are highly dynamic, especially during early cardiac lineage

specification. A recent study that profiled mouse Nkx2.5+
cardiac progenitor cells revealed major changes in chromatin
accessibility between E7.5 and E8.5 but only minor differences
between E8.5 and E9.5 (Jia et al., 2018). This suggests that early
lineage fate transitions may be accompanied by major changes
of chromatin states, which become more stabilized in committed
cell types. Similar trends are observed in cardiopharyngeal
lineage specification in the tunicate Ciona, in which most
significant chromatin changes occur between the transition
from mesoderm progenitors to cardiopharyngeal progenitors
compared to later stages (Racioppi et al., 2019). These examples
reveal intriguing dynamics of the enhancers involved in early
cardiac lineage decisions, however, much remains to be explored.
Filling this knowledge gap, especially in the context of developing
embryos, can bring valuable insights into key cellular events in
early cardiogenesis.

Evolutionary Mysteries of Heart
Enhancers
Intriguing results have emerged from evolutionary studies of
heart enhancers. Although the TFs controlling heart enhancers
are highly conserved, validated heart enhancers show weak
DNA constraint compared to brain enhancers identified at
the same developmental stage (E11.5) (Blow et al., 2010).
For instance, only 6% of the candidate heart enhancers were
deemed to possess high DNA constraint (phastCon score > 600)
compared to 44% of forebrain, 39% of midbrain, and 30% of
limb enhancers. This could be in part due to the fact that
molecularly, the brain seems to be a more conserved organ
in terms of the low proportion of positively select genes, old
phylogenetic ages of the transcriptomes, and the low percentage
of genes showing trajectory changes between different species
(Cardoso-Moreira et al., 2019).

It remains an open and intriguing question how heart
enhancers that lack evolutionary conservation work together with
many conserved cardiac TFs to orchestrate the development of
the heart. Several reasons may contribute to this phenomenon.
First, it has been demonstrated by many studies that enhancers
are rapidly evolving with pervasive turnovers of TF binding
sites (TFBSs) (Kunarso et al., 2010; Mikkelsen et al., 2010;
Schmidt et al., 2010b; Cotney et al., 2013; Paris et al., 2013;
Arnold et al., 2014; Ballester et al., 2014; Villar et al., 2015;
Khoueiry et al., 2017). The rapid changes in the sequence,
orientation, spacing and numbers of TFBSs within enhancers
may not necessarily alter the functional roles of enhancers
but do make it hard to detect enhancer sequence homology
via genomic sequence alignment. As a consequence, some
functionally conserved enhancers will not share detectable
sequence homology. A recent and striking example is a sponge
Islet enhancer, which drives expression that overlaps endogenous
islet gene (isl2a) expression in zebrafish, despite the absence of
homologous sequence in the vertebrate genomes. Nevertheless,
enhancers with similar TFBS compositions can be found in
human and mouse ISLET/Islet regions and their activities
resemble that of the sponge enhancer in zebrafish (Wong et al.,
2020). A similar strategy based on motif composition also
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TABLE 4 | Chromatin interaction datasets used for annotating heart enhancers.

Methods Species Sample Condition Stage References

Hi-C Mouse Left ventricle (isolated cardiomyocytes) Control,
Transverse
Aortic
Constriction,
CTCF KO

Adult Rosa-Garrido
et al., 2017

Hi-C Human ESCs, ESC-differentiated cells WT ESC-derived mesendoderm cells Dixon et al.,
2015

Hi-C Human Left ventricle WT Adult Leung et al.,
2015

Hi-C Human Right ventricle WT Adult Schmitt et al.,
2016

PCHi-C Human iPSCs, iPSC-differentiated cells WT iPSC, iPSC-derived cardiomyocytes Montefiori
et al., 2018

PCHi-C Human ESCs, ESC-differentiated cells WT ESC-derived cardiomyocytes Choy et al.,
2018

PCHi-C Human Left ventricle WT adult Jung et al.,
2019

Hi-C Human ESCs, ESC-differentiated cells, iPSCs,
iPSC-differentiated cells

WT ESCs, iPSCs, mesoderm, cardiac
progenitors, cardiomyocytes, fetal heart

Bertero et al.,
2019

Hi-C Human ESCs, ESC-differentiated cells WT ESCs, mesodermal cells, cardiac
mesodermal cells, cardiac progenitors,
primitive cardiomyocytes, and
ventricular cardiomyocytes

Zhang et al.,
2019

Data from large consortiums (ENCODE, FANTOM, and Roadmap Epigenomics Projects) are not listed. Datasets are sorted by species first and then by publication dates.

identified conserved brain enhancers between chordates and
hemichordates, which would not have been detected by sequence
alignment alone (Yao et al., 2016). These two examples and many
others i.e. (Fisher et al., 2006; Hare et al., 2008; Friedli et al., 2010;
Chatterjee et al., 2011) indicate that a grammar more flexible
than strict sequence conservation is used in some enhancers
to produce conserved transcriptional “output.” Overall, the
discordance between sequence and functional conservation may
account for a significant portion of the weakly conserved
heart enhancers.

Second, an increasing number of studies indicate that
the conservation of enhancers active in early embryonic
development follows an hour-glass like pattern (Bogdanovic
et al., 2012; Bogdanović et al., 2016; Liu et al., 2020) similar
to that of transcriptomes (Irie and Sehara-Fujisawa, 2007;
Domazet-Lošo and Tautz, 2010; Kalinka et al., 2010; Irie
and Kuratani, 2011; Yanai et al., 2011). However, much less
is known about “phylotypic enhancers” that presumably are
established prior to organogenesis to set up conserved vertebrate
gene expression patterns. A temporal study of developmental
enhancers compared the H3K27ac (a mark of active enhancers)
profiles across the development of three mouse tissues (heart,
brain, and liver) from ESC to adults (Nord et al., 2013). They
showed that both sequence constraints (PhastCon scores) and
evolutionary ages of candidate active enhancers peak at different
developmental stages in different tissues. Though enhancers
active in the brain show the highest conservation at E11.5, heart
enhancers active at mouse E11.5 are less conserved compared
to those active during earlier cardiac lineage specification
(Figure 2A). This suggests that although enhancer turnover is a

typical property of heart enhancers, deeply conserved CREs are
more likely to be active in early cardiogenesis or even prior to
cardiac lineage commitment.

To explore the existence of pre-cardiac enhancers that
could contribute to the initiation of cardiac gene regulatory
networks, we recently characterized the open chromatin
landscape of a cardiac-enriched population in zebrafish embryos
before the expression of the canonical cardiac marker nkx2.5
(Yuan et al., 2018). This approach allowed us to detect cardiac
CREs that were primed early in development prior to cardiac
lineage commitment. We present this work in Figure 2 as
a general example of how comparative genomic resources in
combination with epigenomic profiling in two or more species
can give insight into functionally conserved developmental
enhancers. To determine to what extent deeply conserved CREs
were involved in early heart development we exploited conserved
non-coding element (CNE) datasets established using both direct
alignment and indirect approaches (Hiller et al., 2013; Braasch
et al., 2016) and found more than 160 human-zebrafish conserved
candidate heart enhancers (referred to as aCNEs). Though most
of these aCNEs remain to be tested in vivo, the majority of
the aCNEs tested (15/18) drive robust cardiac expression in
zebrafish. This example illustrates a comparative strategy for
discovering early heart enhancers underscores that at least some
of the regulatory logic driving vertebrate heart development
can be found in orthologous sequences shared between humans
and fish.

In sum, despite the overall rapid evolution of heart enhancers,
a small fraction of deeply conserved heart enhancers likely
contributes to the regulation of early cardiogenesis. The lack
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FIGURE 2 | Discovering conserved heart enhancers during early heart development: a case study. (A) Enhancers that are active at different stages of heart
development show different evolutionary constraints. In mouse, enhancers that are active in mesoderm progenitors show higher sequence conservation than
enhancers active in ESC and E11.5 embryonic hearts. But conservation levels of enhancers that active during the transition of mesoderm progenitors to cardiac
progenitors and cardiac progenitors to cardiomyocytes remain less characterized. aCNEs, the accessible chromatin shared between zebrafish and human (or
zebrafish and mouse) were identified within the mesoderm to cardiac progenitor transition (Yuan et al., 2018). Schematics generated based on Figure 5 (Nord et al.,
2013). (B) Schematics showing sequence homology and shared enhancer signatures for aCNE1 locus across multiple species. aCNE1 was first discovered as an
accessible chromatin region specific for an early cardiac progenitor-enriched population in zebrafish. Gray lines indicate the existence of orthologous sequences to
aCNE1 in the given species (based on CNEs identified in Hiller et al., 2013). In mouse, aCNE1 regions are co-occupied by multiple cardiac TFs in cardiac cells
(based on data from Luna-Zurita et al., 2016; Laurent et al., 2017). Human aCNE1 region shows chromatin accessibility in cardiac progenitor cells (based on data
from Paige et al., 2012). The stickleback and the frog icons were created by Milton Tan and Soledad Miranda-Rottmann, respectively, and shared through
(http://phylopic.org/) under the following license (https://creativecommons.org/licenses/by/3.0/). (C) Genome browser view of aCNE1 in zebrafish (ZaCNE1) and
human (HaCNE1) genome. aCNE1 is located 108 kb upstream of hand2 in the zebrafish genome and 406 kb upstream of HAND2 in the human genome. Yellow
boxes highlight the genes flanking aCNE1, indicating the conserved synteny that aCNE1 resides in. ATAC-seq data from Yuan et al. (2018) is plotted for ZaCNE1 and
promoter capture Hi-C data from Montefiori et al. (2018) is plotted for HaCNE1. Note that aCNE1 display conserved cardiac-specific activity in both zebrafish
(accessibility) and human (interacting with cardiac gene HAND2). ZaCNE1 and HaCNE1 shares an aligned GATA motif, the mutation of which can be used to
determine if the activity of aCNE1 depends on this GATA motif. (D) Functional enhancer assays of WT and GATA motif mutated zebrafish and human aCNE1
sequence in zebrafish embryos. Candidate sequences are cloned into an enhancer vector to drive GFP expression. The whole cassette will be chromatinized after
injecting into zebrafish embryos. For both ZaCNE1 and HaCNE1, GATA motif mutation leads to decreased enhancer activity compared to the respective WT
sequences. This example illustrates that human and zebrafish aCNE1 share conserved activity and regulation despite less than 60% sequence identity. Schematics
generated based on data from Yuan et al. (2018). Parts of this figure were created with BioRender.com.
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TABLE 5 | Chromatin accessibility datasets used for annotating heart enhancers.

Methods Species Samples Condition Stage References

ATAC-seq Ciona B7.5 lineage WT 6 hpf (native mesoderm),18 hpf
(committed heart and pharyngeal
muscle precursors)

Racioppi et al.,
2019

ATAC-seq Ciona B7.5 lineage WT, Fgfr
dominant-
negative, Mek
constitutively
active,
Foxf-CRISPR,
M-Ras
constitutively
active

10 hpf (multipotent cardiopharyngeal
progenitors)

ATAC-seq Zebrafish myl7:GFP+ cardiomyocytes WT, gata5 -/-,
hand2 -/-,
tbx5 -/-
mutants

72 hpf Pawlak et al.,
2019

ATAC-seq Mouse Heart WT E12.5 Zhou et al.,
2017

ATAC-seq Mouse Heart WT P1, P14, P56 Quaife-Ryan
et al., 2017

ATAC-seq Mouse endocardial cells WT and TBX20
KO

E12.5 Boogerd et al.,
2017

ATAC-seq Mouse Nkx2-5+ cardiac progenitor cells WT E7.5, E8.5, E9.5 Jia et al., 2018

ATAC-seq Mouse Isl1+ cardiac progenitor cells WT and Isl1 KO E8.5, E9.5

ATAC-seq Mouse Isl1+/CD31+, Isl1+/CD31- cardiac progenitor cells WT E8.5, E9.5

ATAC-seq Mouse Isl1+ cardiac progenitor cells Nkx2.5
overexpression
in Isl1+ cells

E9.5, E12.5

Single-cell ATAC-seq Mouse Isl1+ cardiac progenitor cells WT E8.5, E9.5

Omni-ATAC-seq Mouse Heart WT Adult Liu et al., 2019

ATAC-seq Mouse Ventricle cardiomyocytes WT E12.5 Akerberg et al.,
2019

ATAC-seq Mouse Cardiac pacemaker cells (PCs), right atrial
cardiomyocytes (RACMs)

WT Neonatal (P0-P2) Galang et al.,
2020

Single-cell ATAC-seq Mouse Ventricle myocardial
infarction (MI) or
sham surgeries

P1, P8 (3days post surgeries for both) Wang et al.,
2020

ATAC-seq Human ESCs, ESC-differentiated cells WT ESCs, mid primitive streak, lateral
mesoderm, cardiac mesoderm

Loh et al., 2016

ATAC-seq Human iPSC-differentiated cells WT,
GATA4_G296S

iPS-derived cardiac progenitor cells Ang et al., 2016

ATAC-seq Human ESCs, ESC-differentiated cells, iPSCs,
iPSC-differentiated cells

WT ESCs and iPSCs, mesoderm, cardiac
mesoderm, cardiomyocyte

Liu et al., 2017

ATAC-seq Human ESCs, ESC-differentiated cells, iPSCs,
iPSC-differentiated cells

Control and
INN
(isotretinoin)
treatment

ESCs and iPSCs, mesoderm, cardiac
mesoderm

Liu et al., 2018

ATAC-seq Human ESCs, ESC-differentiated cells WT ESCs, mesoderm, cardiac progenitors,
cardiomyocytes

Bertero et al.,
2019

ATAC-seq Human ESC-differentiated sinoatrial node-like pacemaker cells
(SANLPC), ventricle-like cardiomyocytes (VLCM),

WT ESC-differentiated cardiomyocytes van Eif et al.,
2020

Data from large consortiums (ENCODE, FANTOM, and Roadmap Epigenomics Projects) are not listed. Datasets are sorted by species first and then by publication dates.

of overt sequence conservation in heart enhancers may be
partially due to the rapid turnover of TFBSs. On the other hand,
variants in heart enhancers that alter gene expression are likely
to contribute to morphological differences of cardiac structures
between species.

Heart Enhancers: One Cell at a Time
Currently, most of the data for annotating heart enhancers was
generated at the bulk population level (Tables 3–5); however,
both in vitro differentiated cardiac cells and animal hearts contain
heterogeneous populations (reviewed in Paik et al., 2020). This
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was largely due to the challenges in isolating closely related
developmental lineages and collecting enough material from
early embryos for enhancer profiling. But as enhancer activity
is highly context-specific, the existing data bias likely limits
the discoveries of enhancers that are active only in specific
subpopulations (e.g., SHF progenitors, endocardial cells, cardiac
smooth muscle cells, etc.) or at certain stages.

Rapid advances in single-cell genomics techniques have
brought unprecedented opportunities to circumvent the
difficulties in cell type isolation. Specifically, single-cell ATAC-
seq (scATAC-seq) has become more and more commonly used
in delineating cell-type-specific CREs within diverse cellular
populations (Buenrostro et al., 2015; Cusanovich et al., 2015).
scATAC-seq of Isl1+ cells from E8.5 and E9.5 mouse embryonic
hearts revealed the TF regulators involved in the different stages
of two distinct developmental trajectories, the cardiomyocyte
and endothelial trajectories (Jia et al., 2018). More recently,
scATAC-seq of neonatal hearts post-injury uncovered previously
uncharacterized TFs that potentially regulate specific cell types
in mammalian heart regeneration and decoded the cis and trans
regulators underlying regenerative and non-regenerative injury
responses (Wang et al., 2020). Moreover, large single-cell atlases
of chromatin accessibility have been generated for 13 adult
mouse organs (∼100,000 nuclei) and 15 fetal human tissues
(∼800,000 nuclei), illustrating the regulatory programs that
define the cell repertoire for many mammalian organs including
the heart (Cusanovich et al., 2018a; Domcke et al., 2020).
Embryonic single-cell accessible chromatin landscapes have
been profiled for E8.25 mouse embryos (∼19,000 nuclei) and
Drosophila embryos (∼20,000 nuclei) spanning early blastoderm
to terminally differentiated lineages (Cusanovich et al., 2018b;
Pijuan-Sala et al., 2020). As all the above studies provide a variety
of processed data and interactive web sessions for convenient
exploration of the chromatin accessibility of one’s favorite genes
or loci, they can be very useful resources for exploring cell
type-specific cardiac enhancers.

Furthermore, with single-cell multimodal omics being
selected as the Methods of the Year 2019 (Nature Methods,
2020), techniques for simultaneous measuring multiple
modalities in the same single cells are blooming rapidly.
Related to epigenomics, it has become possible to simultaneous
profile accessible chromatin and transcriptome (Cao et al.,
2018; Chen et al., 2019; Li et al., 2019; Moudgil et al., 2020),
methylome and transcriptome (Angermueller et al., 2016),
methylome and chromatin conformation (Li et al., 2019), or
even three modalities altogether (Pott, 2017; Clark et al., 2018)
within the same cells. The combinatorial use of single-cell
epigenomics techniques on cardiac samples will potentially
provide a holistic view of enhancer activities in all subtypes of
cardiac cells across all stages in heart development. The multi-
omics measurements not only enable a more comprehensive
and accurate delineation of the state of the single cells but
also provide unique opportunities in identifying the potential
causal factors across multiple regulatory layers, by correlating
changes from genetic, epigenetic, or chromatin conformation
levels to the gene expression differences. Although technology
and analytic challenges still lie ahead, the application of

single-cell epigenomics, especially the multi-omics approaches,
into heart development, will likely transform the way that
we study and understand heart enhancers and cardiac gene
regulatory networks.

Computing Heart Enhancers
With the rapid accumulation of hundreds of epigenomic and
transcriptomic datasets from cardiac tissues, efforts have been
made toward compiling them and extract sequence features from
known cardiac enhancers to predict unknown ones. Dickel et al.
(2016) conducted an integrative analysis of over 35 genome-wide
H3K27ac or P300 profiles from mouse or human heart samples
to compile a compendium of more than 80,000 heart enhancers,
which serves as one of the most comprehensive putative heart
enhancer lists available to date. The abundance of genomics
datasets and the growing number of in vivo validated heart
enhancers also provide ample input for building computational
models for novel heart enhancer prediction. One kind of model is
purely based on the sequence features of the gold standard heart
enhancers experimentally validated in vivo. For example, Narlikar
et al. (2010) combined motif discovery, Markov sequence feature
characterization, and linear regression to build a heart enhancer
classifier from ∼70 validated heart enhancers. They used this
classifier to discover more than 40,000 putative heart enhancers
within the conserved CNEs in the human genome, with an in vivo
validation rate > 60% (Narlikar et al., 2010). By comparing
validated cardiac and non-cardiac enhancer sequences from
Drosophila, Jin et al. (2013) identified a novel motif as a
classifier for heart enhancer prediction. They further showed
that this motif was essential for driving cardiac activity in
3/8 enhancers tested. One widely used sequence-based machine
learning method, gapped k-mer support-vector-machine (gkm-
SVM) (Ghandi et al., 2014), has been applied to learn the
sequence features from previously identified open chromatin
regions. It predicted an addition of 80,000 putative cardiac CREs
and the cognate TFs that bind to them (Lee et al., 2018).

Several studies have explored how including different
genomics features in training models could affect their
performance in enhancer prediction. A study in Drosophila
added ChIP signals on top of sequence motifs into their
classifiers and found this combined strategy significantly boosted
the prediction accuracy of cell-type-specific cardiac enhancers
than motif sequence alone (Ahmad et al., 2014). By further
including ChIP data for a larger set of cardiac TFs and histone
modifications, their updated model was able to distinguish
enhancers active in distinct subpopulations of cardiac cells
and pericardial cells in Drosophila embryos (Busser et al.,
2015). Similarly, Akerberg et al. (2019) took advantage of
the variety of ChIP-seq data that they generated for mouse
hearts and compared the performance of different chromatin
features (open chromatin, H3K27ac histone modification,
cardiac TF occupancy) alone or combined in predicting heart
enhancers. They found open chromatin had high sensitivity
while TF binding profiles yielded high precision in enhancer
prediction. Ultimately, the number of co-bound cardiac TFs
turned out to be the most important classifier in heart enhancer
prediction compared to signal intensities (Akerberg et al., 2019).
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With the rapid evolvement of the machine learning field,
computational classification and predictions will become an
important component that is complementary to experimental
data in heart enhancer characterization. The two strategies will
benefit from the advancement of each other and together expand
our understanding of enhancer biology.

HEART ENHANCERS IN
CARDIOVASCULAR DISEASE

Heart diseases are a leading cause of death worldwide
(Mozaffarian et al., 2015). As the most prevalent human birth
defects, congenital heart disease (CHD) affects roughly 0.8%
of newborns (Fahed et al., 2013). Though disruption of a set
of developmental and structural genes have been recognized as
the causes of a portion of CHD, the genetic factors underlying
a large number of cases remain ambiguous (Fahed et al.,
2013; Barnett and Postma, 2015; Postma et al., 2015; Richter
et al., 2020). Genome-wide association studies (GWAS) have
been carried out to identify the underlying genetic causes of a
wide range of cardiovascular phenotypes and diseases, including
CHD, cardiac arrest, coronary artery disease (CAD), cardiac
arrhythmia, cardiomyopathy, and myocardial infarction (Arking
et al., 2014; Nikpay et al., 2015; Eppinga et al., 2016; Nelson et al.,
2017). Currently, thousands of variants have been implicated in
heart-related disease risks (NHGRI GWAS catalog1).

Whole-genome sequencing (WGS) is becoming the method of
choice for discovering de novo variants in CHD. Supporting the
use of WGS for discovering molecular mechanisms underlying
CHD, a recent study illustrated that the potential contribution
from disruptive non-coding variants was at least as high as
that from coding-variants (Richter et al., 2020). However,
several factors complicate the functional annotation of disease-
associated non-coding variants (Zhang and Lupski, 2015). In the
case of common genetic variation associated with CHD-related
phenotypes uncovered by GWAS, the tagged SNPs used will be in
linkage disequilibrium (LD) with other SNPs that may represent
the true causal variant. Even if a likely pathogenic non-coding
mutation or copy number variation is nominated, one must then
ascertain when and where this change impacts development and
disease. In the following section, we briefly review insights into
heart enhancer function revealed by human genetic studies.

Connecting Non-coding Variants to
Cardiovascular Diseases
Only a handful of non-coding variants linked to cardiovascular
diseases have been functionally dissected (Table 6). Compared
to studying the function of a protein coding gene mutation,
the functional characterization of non-coding disease associated
variants is challenging. An early example of this was done
for a genetic variant on human chromosome 9p21 harboring
multiple SNPs associated with myocardial infarction and CAD
(reviewed by Samani and Schunkert, 2008). A large 70 kb
deletion of the whole orthologous sequence in the mouse genome

1https://www.ebi.ac.uk/gwas/

severely reduced the expression of the nearby cardiac genes
(Cdkn2a/b) and affected aortic smooth muscle cell proliferation
and senescence. Allele-specific analysis of Cdkn2b transcripts in
the heterozygous mice revealed a lack of cis-acting enhancers
as the main mechanism underlying Cdkn2b downregulation,
suggesting this genetic susceptibility interval contains enhancers
that could be affected by the discovered sequence polymorphisms
(Visel et al., 2010). However, disruption of cis-regulatory elements
is not the only mechanism that contributes to diseases risk.
Other studies revealed that expression of the long non-coding
RNA (lncRNA) ANRII, which resides in chromosome 9q21,
was affected by several SNPs within this region, and ANRII,
in turn, could regulate other genes involved in vascular cell
proliferation, adhesion, apoptosis, and remodeling (Holdt et al.,
2010; Congrains et al., 2012a,b).

Another well-studied example is rs12190287, a CAD-
associated variant located within the 3′ UTR of the TCF21
gene. Two continuous studies together revealed a dual
mechanism of this SNP in modulating TCF21 expression at
both transcriptional and post-transcriptional levels (Miller
et al., 2013, 2014). Overlapping a TCF21 enhancer, this variant
causes dysregulation of TCF21 through allele-specific histone
modifications (H3K4me1, H3K27ac, H3K27me1) and AP-
1 factor (c-Jun, JunD, ATF3) binding. These allele-specific
chromatin effects are further augmented upon PDGFR-β
stimulation, which indicates that the vascular growth factor
signaling also acts differently on this variant (Miller et al.,
2013). Moreover, the same minor allele disrupts a miR-224
binding site within the 3′ UTR of TCF21, therefore, prevents
the post-transcriptional repression of TCF21 mediated by this
miRNA (Miller et al., 2014).

The ion channel genes SCN5A/SCN10A locus is another
hotspot heavily loaded with variants linked to cardiac arrhythmia
and conduction system disorders (Veerman et al., 2015). One
cardiac arrhythmia-associated SNP rs6801957 is located within
the intron of SCN10A but is encompassed by a human-mouse
conserved enhancer that interacts with the nearby gene SCN5A
(van den Boogaard et al., 2014). This variant, but not other
variants in LD disrupts the binding of TBX3/TBX5 in vitro and
reduces the activity of this enhancer in the cardiac conduct system
(van den Boogaard et al., 2012). Overall, these variant-oriented
studies revealed the molecular mechanisms through which single
nucleotide substitutions could alter enhancer activity and lead to
pathological gene expression.

Discovering Disruptive Non-coding
Variants Near Cardiac Genes
The CREs controlling the expression of TFs (i.e., the regulators of
the regulators) are prime candidate regions for discovering
damaging mutations that lead to gene dosage-related
phenotypes (van der Lee et al., 2020). Indeed, hypothesis
driven dissection of enhancers near cardiac genes have revealed
several examples of disease causing non-coding mutations that
control haploinsufficient cardiac genes TBX5, NKX2.5, and
SHOX2 (reviewed in Chung and Rajakumar, 2016; Steimle and
Moskowitz, 2017; Li et al., 2018).
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It had been known for over a decade that heterozygous
mutations within TBX5 lead to Holt-Oram syndrome in humans
(Basson et al., 1997, 1999) when Smemo et al. (2012) went
searching for disease-causing enhancer mutations around the
TBX5 gene in families with septal defects, the predominant
cardiac defect of Holt-Oram syndrome. This study, which
involved scanning more than 700 kb for conserved non-
coding sequences revealed three enhancer elements which
together recapitulated the endogenous TBX5 heart expression
in developing mouse embryos. Targeted sequencing revealed
homozygous mutations in one of the enhancer elements in
individuals with, but not in family members without, the
disease. Another targeted sequencing of the NKX2.5 locus in
ventricular septal defect patients revealed novel variants within
the NKX2.5 promoter and a known distal enhancer (AR1). These
novel variants significantly altered the transcriptional activity
of the Nkx2.5 promoter and AR1 enhancer in luciferase assays
(Pang et al., 2012; Huang et al., 2013). These tour de force
experiments illustrate the lengths one must go to implicate
regulatory mutations as a disease causing mechanism, and
demonstrates how understanding the molecular mechanisms
underlying human disease can reveal fundamental biological
insights in cardiac enhancer elements.

In addition to enhancers and promoters, non-coding
regulatory variation can impact miRNA binding sites, lncRNAs,
or even several of these functional elements at the same
time. In principle this could occur by disrupting or creating
TF/miRNA binding sites, changing chromatin states, mediating
different responses to extracellular signaling, or affecting lncRNA
expression which in turn can affect gene regulation in trans
(Table 6). For example a variant associated with increased CHD
susceptibility was identified within the 3′ UTR of TBX5. This
variant was shown to increase the binding of two miRNAs
with the minor allele leading to a significant reduction in the
expression of TBX5 through transcriptional and translational
regulation (Wang et al., 2017). NKX2.5 mutations have also been
implicated in diverse types of CHD, including ventricular septal
defects (reviewed in Chung and Rajakumar, 2016). Similarly,
target sequencing of the SHOX2 region in atrial fibrillation (AF)
patients identified an AF-associated SNP within the 3′ UTR. The
3′ UTR allele created a binding site for an mRNA miR-92b-5p,
which significantly reduced the SHOX2 3′UTR reporter activity
in a luciferase assay (Hoffmann et al., 2016).

While there are relatively few hard-won examples of non-
coding mutations that explain the molecular mechanism behind
CHD, it is clear that a comprehensive annotation of heart
enhancer location and function will accelerate molecular-based
diagnoses and our understand of heart gene regulation.

Interpreting Non-coding Variants With
Genome-Wide Enhancer Annotation
With the burst of cardiac epigenomic datasets in the past
decade, the interpretation of heart disease-associated variants
has developed from susceptible locus-centric to a genome-wide
manner. Continuous efforts have been made to first establish
a comprehensive enhancer annotation and then use for the

fine-mapping non-coding variants (Dickel et al., 2016; Choy
et al., 2018; Montefiori et al., 2018). For example, the heart
enhancer list that they curated from ChIP-seq datasets, Dickel
et al. (2016) found more than 2000 enhancer-overlapping variants
that were associated with heart phenotypes. When deleting
two of the variant-containing enhancers that were upstream
of cardiac structure genes (Myl7 and Myl2), they showed
that both enhancers are required for normal cardiac gene
expression, cardiomyocyte morphology, and heart functions.
On top of enhancer identification, chromatin conformation
capture assays are especially helpful for linking cardiac GWAS
SNPs to their targeted genes. The promoter capture Hi-C
datasets generated in differentiated cardiomyocytes arguably
pinpoint the true target genes of many GWAS and LD
SNPs, some of which were different from the target genes
proposed based on proximity (Choy et al., 2018; Montefiori
et al., 2018). Remarkably, Montefiori et al. (2018) reported that
90% of the SNP-gene interactions skipped at least one gene
promoter, arguing against the intuitive approach of assigning
SNPs to their neighboring genes when interpreting possible
causal mechanisms. In line with the cell-type-specificity of
enhancer activities, the interaction networks identified using
cardiomyocyte promoter capture Hi-C data turned out to be most
informative to interpret cardiac arrhythmia phenotypes (which
directly results from cardiomyocyte dysfunction) as compared
to CHD, CAD, heart failure, and myocardial infarction (all
of which involved cellular systems other than cardiomyocytes)
(Choy et al., 2018; Montefiori et al., 2018). This indicates that
generating chromatin maps for other cardiac cell types or at
other differentiation stages could more effectively facilitate the
mechanistic dissection of other types of cardiovascular diseases.

With the promising future of functional genomics in
non-coding variants dissection, generation and curation
of transcriptome and epigenome datasets have been tailed
toward studying a specific type of heart disease to achieve
higher precision. For example, to understand causal variants
for atrial fibrillation (AF), RNA-seq data and ATAC-seq
specifically from the left atria were generated to identify
potential CREs and target genes that were likely to be
affected by the genetic variants within 104 AF-associated
loci (van Ouwerkerk et al., 2019). Following this study,
a functional enhancer screening of these AF-associated
loci using STARR-seq found 24/55 the variant-containing
enhancers with allele-specific activities, demonstrating the
robustness of this approach. Deletion of the orthologous
region of one such enhancer near Hcn4 in the mouse
genome caused a loss of Hcn4 expression and cardiac defects
(van Ouwerkerk et al., 2020).

In addition to our growing understanding of the regulatory
logic underlying developmental gene expression, it is also
important to acknowledge the contribution of pro-inflammatory
processes on heart enhancer usage and gene expression.
For instance, the rapid pro-inflammatory gene expression
by the NF-κB transcription factor complex, which across
cell types utilizes clusters of strong enhancers (also known
as “super enhancers”) to rapidly deploy pro-inflammatory
gene expression (Brown et al., 2014; Schmidt et al., 2015).

Frontiers in Genetics | www.frontiersin.org 19 March 2021 | Volume 12 | Article 642975192

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-12-642975 March 4, 2021 Time: 17:29 # 20

Yuan et al. Heart Enhancers: Development and Disease

TABLE 6 | Functionally characterized non-coding SNPs implicated in cardiovascular disease.

SNP SNP position Gene(s) Disease Evidence References

SNPs within a 58 kb interval,
include cis-regulatory elements

chr 9p21 Cdkn2a/b coronary artery
disease

Deletion of the mouse orthologous interval severely
impairs Cdkn2a/b expression nearby through a
cis-acting mechanism.

Visel et al., 2010

chr12:114704515: G>T,
overlaps a TBX5 enhancer

90 kb
downstream of
TBX5

TBX5 Septal defects The risk allele ablates the cardiac enhancer activity Smemo et al., 2012

rs118026695:A>G and
g.4574C>deletion

NKX2.5
promoter

NKX2.5 ventricular
septal defect

Risk alleles significantly upregulate the promoter activity Pang et al., 2012

g.17483564C>T and
g.17483576C>G

NKX2.5
enhancer,
10 kb upstream

NKX2.5 ventricular
septal defect

Conserved with mouse AR1 Nkx2.5 enhancer, risk
alleles significantly decrease the enhancer activity

Huang et al., 2013

rs12190287:C>G
rs12524865:C>A overlap
enhancers

3′ UTR of
TCF21

TCF21 coronary heart
disease

The protective alleles disrupts AP-1 binding and
enhancer-associated histone modification, leading to
TCF21 expression changes.

Miller et al., 2013

rs12190287:C>G, overlaps a
miRNA binding site

3′ UTR of
TCF21

TCF21 coronary heart
disease

The protective allele (G) changes TCF21 transcript
structure and disrupts miR-224 binding and
post-transcriptional repression mediated by this
miRNA. TGF-b and PDGF-bb signaling act upstream of
miR-224 mediated allele-specific expression.

Miller et al., 2014

rs6801957:G>A, overlaps an
enhancer

Intron of
SCN10A

SCN5A cardiac rhythm
disorder

The enhancer interacts with the SCN5A promoter. The
minor allele disrupts a Tbox binding site and impairs the
enhancer activity in the cardiac conduction system.

van den Boogaard
et al., 2012, 2014

rs7539120:A>T An upstream
enhancer of
NOS1AP

NOS1AP QT interval
variations

The risk allele leads to increased enhancer activity.
Overexpression of NOS1AP result in altered
electrophysiology in cardiomyocytes

Kapoor et al., 2014

rs4897612:G>T −137 in VNN1
promoter

VNN1 HDL cholesterol
levels

eQTL of VNN1, allele-specific transcriptional activity,
chromatin accessibility, binding of nuclear protein
including SP-1,

Kaskow et al., 2014

rs2050153:G>A −587 in VNN1
promoter

VNN1 HDL cholesterol
levels

eQTL of VNN1, allele-specific chromatin accessibility,
methylation and chromatin condensation

rs138912749:T>C overlaps a
miRNA binding site

3′ UTR of
SHOX2

SHOX2 atrial fibrillation The minor allele creates a functional binding site for
miR-92b-5p, which leads to reduced expression of
SHOX2.

Hoffmann et al.,
2016

rs6489956:C>T overlaps two
miRNA binding sites

3′ UTR of TBX5 TBX5 CHD
susceptibility

The minor allele shows increased binding to miR-9/30a,
which leads to reduced expression of TBX5

Wang et al., 2017

rs7373779, rs41312411,
rs11710077, rs13097780,
rs6801957

SCN5A-
SCN10A
GWAS locus

SCN5A QT interval
variations

Allele-specific enhancer activity and nuclear factor
binding. (More putative variants were identified other
than these five representative ones)

Kapoor et al., 2019

This mode of gene regulation can recruit transcriptional
machinery from cell-lineage genes in a process known as
cofactor squelching (Schmidt et al., 2015, 2016). Indeed a
detailed knowledge of acute and chronic inflammatory enhancer
biology during heart development and disease is essential and
integrating this information with emerging compendiums of
heart epigenomic data (such as Vanoudenhove et al., 2020)
will be valuable.

Integrating enhancer information into the functional
annotation of non-coding variants is no doubt a powerful
approach; however, it should be noted that disrupting enhancer
activities is not the only mechanism underlying the pathological
consequences of non-coding variants. Even with extensive
efforts in curating heart enhancers, nearly 90% of the heart
disease-associated LD SNPs did not overlap any heart enhancers
in the compendium (Dickel et al., 2016) and more than 80%
of them could not be linked to gene promoters based on
cardiomyocytes promoter capture Hi-C data (Montefiori et al.,

2018). Apart from other possible technical reasons, this small
overlap suggests regulatory mechanisms other than altering
heart enhancers could account for a substantial portion of
non-coding variants-mediated disease risk. In fact, unbiased
examination of 98 amplicons (250–600 bp) containing 106
SNPs linked to QT interval phenotypes at the SCN5A locus
found that 35% of the reference allele-containing amplicons
showed enhancer activity while another 44% worked as silencers
in luciferase assays (Kapoor et al., 2019), suggesting disease-
associated SNPs likely fall into not only enhancers but also
silencers. Besides CREs, functional non-coding variants have
also been mapped to miRNA-binding sites and lncRNAs
(Table 6). A recent CHD genomic analysis has demonstrated
significant enrichment of RNA-binding-protein regulatory
sites in de novo variants identified in CHD patients, indicating
contribution from disrupted post-transcriptional regulation
to CHD (Richter et al., 2020). Moreover, it has been shown
that the same minor allele of a variant could regulate the
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target gene expression through both transcriptional and post-
transcriptional mechanisms and, even more strikingly, in an
opposite manner, highlighting the complexity of sequence
polymorphisms in affecting gene expression (Miller et al., 2013,
2014). Therefore, a comprehensive annotation of different
types of cardiac CREs that are not limited to enhancers,
together with a good non-coding RNA annotation, will
be necessary for truly understanding the mechanisms of
the heart disease from the non-coding variant perspective.
Additionally, it is likely that several coding and/or non-
coding variants collectively explain a complex cardiovascular
phenotype. Thus while it is important to dissect disease
phenotype associated variants individually, more complex
studies looking at genetic interactions and addictive effects may
well be required.

EMERGING TECHNIQUES FOR THE
FUNCTIONAL DISSECTION OF HEART
ENHANCERS

So far, numerous putative heart enhancers have been
identified in different conditions and cell types from
several model organisms. However, compared to enhancer
mapping, the throughput of current approaches for enhancer
functional dissection, especially in vivo, remains a major
bottleneck. Traditionally, each candidate enhancer is accessed
individually via being placed upstream of a reporter gene
and introduced into cells or in vivo organisms. Collective
efforts using this approach have led to the establishment
of central resources of validated enhancers, such as the
Vista Enhancer Browser2 (Visel et al., 2007). To measure
enhancer activity in a more high throughput manner,
several methods have been developed through the years,
such as massively parallel reporter assays (MPRA) (Melnikov
et al., 2012; Patwardhan et al., 2012; Sharon et al., 2012),
and self-transcribing active regulatory region sequencing
(STARR-seq) (Arnold et al., 2013). However, most of these
approaches are typically carried out in vitro or in the absence
of chromatin contexts, raising the question of how faithfully
their results reflect the native activities of the candidate
regions. Recently, the development of more robust and
scalable in vivo enhancer assays, such as the site-directed
enhancer-reporter assay (enSERT), has allowed systematic
assessment of more than 100 variants in an essential limb
enhancer (Kvon et al., 2020). For invertebrates like Drosophila,
unbiased, automated enhancer mutational scanning has
been established using robotic systems, which permits
multi-stage quantitative measurement of enhancer activities
in development (Fuqua et al., 2020). Developing similar
systems for vertebrates will greatly improve our capacity in
assessing vertebrate enhancer functions and advance our
understanding of how regulatory information is encoded in
developmental enhancers.

2https://enhancer.lbl.gov/

Compared to all enhancer reporter assays, which introduces
an atypical distance between candidate enhancers and the
reporter genes, a complementary perhaps preferred way to
understand enhancer functions is to dissect their activity and
function in their endogenous loci. The ever-growing CRISPR-
Cas9 toolbox provides many options for in situ enhancer
dissection (reviewed in Klein et al., 2018; Pickar-Oliver and
Gersbach, 2019; Xu and Qi, 2019). Individual enhancer deletions
or substitutions have been routinely used to characterize
enhancer functions in specific developmental processes (Dickel
et al., 2016, 2018; Kvon et al., 2016; Osterwalder et al.,
2018; van Eif et al., 2020; van Ouwerkerk et al., 2020). To
increase the throughput, a variety of CRISPR-based enhancer
screens have been developed for in vitro systems, such as
the saturated tilling arrays that can unbiased assess certain
genomic loci for functional enhancers (Korkmaz et al., 2016;
Diao et al., 2017; Gasperini et al., 2017) and epigenetic
screens against candidate enhancers using deactivated Cas9
(dCas9) coupled with transcriptional activators or repressors
(Klann et al., 2017; Simeonov et al., 2017; Fulco et al., 2019;
Gasperini et al., 2019). Specifically, by using single-cell RNA-
seq as readouts, CRISPR-mediated epigenetic screens have
been successfully applied to perturb thousands of candidate
enhancers in cell lines to determine their functional importance
and target genes (Fulco et al., 2019; Gasperini et al., 2019).
Though achieving the same throughput in vivo may still
be challenging, increasing efforts have been made toward
applying these powerful systems in animals. Very recently,
a single-cell-based in vivo CRISPR/Cas9 screen (Perturb-seq)
has been successfully used to screen 35 genes in the mouse
developing neuronal cortex in utero (Jin et al., 2020). Though
not large-scale yet, this study offers a very encouraging
framework to achieve systematic assessment of genes or CREs
in vivo. Moreover, dCas9-mediated epigenetic perturbation,
which is likely more suitable for enhancer screens, has been
continuously optimized over the years and showed a promising
future of targeting enhancers in a more scalable manner in
developing animals (Morita et al., 2016; Zhou et al., 2018;
Li et al., 2020).

DISCUSSION, CONCLUDING REMARKS,
AND FUTURE PERSPECTIVES

The past decade has witnessed an exponential growth of
the numbers of putative heart enhancer regions identified,
largely owing to rapid advances in epigenomic profiling
approaches. These techniques are still growing at an
ever-increasing speed and will undoubtedly continue to
revolutionize the way that researchers annotate and interpret
enhancer activities. Single-cell epigenomic techniques,
especially the multi-omics approaches, will likely become
one of the main driving forces in expanding the horizon
of cardiac enhancers and regulatory networks in the next
decade. However, it should be noted that many analytical
challenges are inherently associated with single-cell epigenomic
datasets that currently remain sparse and noisy (reviewed
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in Schwartzman and Tanay, 2015; Verma and Kumar, 2019).
Robust computational and statistical models are needed to
extract biological information from other irrelevant signals
(e.g., technical noises, batch effect) and for integrating the
multimodal data of different characteristics, dimensionalities,
and coverages to model them in a single space. Methods
addressing these challenges are rapidly emerging (reviewed in
Forcato et al., 2020; Hao et al., 2020) but still in the early
stages in terms of accommodating all different data types and
features. Both technical improvements of assay sensitivity and
the development of analytic methods are essential for successfully
applying these single-cell genomics techniques to understanding
enhancer biology.

In vivo functional characterization of enhancers, especially
developmental enhancers, is still one of the biggest challenges
lying ahead. As developmental genes are usually regulated by
multiple enhancers with overlapping activities, it is reasonable
to assume that most enhancers may have redundant functions
in normal development (Frankel et al., 2010; Perry et al., 2010;
Cannavò et al., 2016; Dickel et al., 2018; Osterwalder et al.,
2018). While these redundant enhancers may be seemingly
dispensable in normal conditions, they could be required in
stressed environments or sensitized genetic backgrounds (e.g.,
such as heterozygous deletion of developmental TFs) (Frankel
et al., 2010; Perry et al., 2010; Osterwalder et al., 2018). It
therefore becomes a very complicated task to determine the
specific contexts in which a given developmental enhancer
is required.

On the other hand, we are in an era with unprecedented
opportunities to overcome these challenges. The combined
use of CRISPR technologies and single-cell genomics is likely
to make a substantial contribution to functional enhancer
dissections in the near future. With the concurrent advancement
of these two technologies, it probably will not be too far
until we can conduct mid- to large-scale in vivo enhancer
screening. Moreover, coupling CRISPR with other single-cell
epigenomic assays (e.g., single-cell accessibility chromatin) to
target TFs or chromatin modifiers (Rubin et al., 2019; Sanjana
et al., 2020), can provide information complementary to
enhancer screens and together build toward a comprehensive
regulatory network.

From traditional approaches to the newest genomic assays, the
rich history of heart enhancer studies has not only left us with

a wealth of knowledge about the genomic locations, functional
roles, evolutionary conservation, and disease implications of
heart enhancers but also opened up many challenges and
unanswered questions. What are the best experimental designs
and analytic strategies of single-cell epigenomic assays? How
can we increase the scalability of functional enhancer assays
and efficiently adopt them into in vivo contexts? Could we
develop more robust and transferable computational methods
that can not only predict heart enhancers but also determine their
chamber-, cell-type or developmental-stage specific activities and
how the activity of enhancers can be affected by non-coding
variants? We may not be sure when these questions will be
fully answered, but we can confidently anticipate that efforts
made in tackling these challenges will push our understanding
of heart enhancers and cardiac regulatory network to an
unprecedented level.

AUTHOR CONTRIBUTIONS

XY researched, conceived the structure, created the figures and
tables, and led the writing of the review. MW and IS developed
the ideas and provided text for the review. All the authors read
and edited the review.

FUNDING

This work was supported in part by The Hospital for Sick
Children Restracomp Studentship and Connaught International
Scholarship to XY and CIHR (FRN 156318 to MW and IS). MW
was supported by the Canada Research Chairs Program and an
Early Researcher Award from the Ontario Ministry of Research
and Innovation.

ACKNOWLEDGMENTS

We apologize to the authors whose work could not be covered
or thoroughly discussed in this review due to space limitations.
We would like to thank Mengyi Song, Huayun Hou, and Anna
Prentice for reading the manuscript and providing feedback.

REFERENCES
Abudayyeh, O. O., Gootenberg, J. S., Essletzbichler, P., Han, S., Joung, J., Belanto,

J. J., et al. (2017). RNA targeting with CRISPR-Cas13. Nature 550, 280–284.
Adamo, R. F., Guay, C. L., Edwards, A. V., Wessels, A., and Burch, J. B. E.

(2004). GATA-6 gene enhancer contains nested regulatory modules for primary
myocardium and the embedded nascent atrioventricular conduction system.
Anat. Rec. 280A, 1062–1071. doi: 10.1002/ar.a.20105

Ahmad, S. M., Busser, B. W., Huang, D., Cozart, E. J., Michaud, S., Zhu,
X., et al. (2014). Machine learning classification of cell-specific cardiac
enhancers uncovers developmental subnetworks regulating progenitor cell
division and cell fate specification. Dev. 141, 878–888. doi: 10.1242/dev.
101709

Akerberg, B. N., Gu, F., VanDusen, N. J., Zhang, X., Dong, R., Li, K., et al. (2019).
A reference map of murine cardiac transcription factor chromatin occupancy
identifies dynamic and conserved enhancers. Nat. Commun. 10, 1–16.

Alexanian, M., Maric, D., Jenkinson, S. P., Mina, M., Friedman, C. E., Ting, C. C.,
et al. (2017). A transcribed enhancer dictates mesendoderm specification in
pluripotency. Nat. Commun. 8, 1–19.

Alvarez-Dominguez, J. R., Knoll, M., Gromatzky, A. A., and Lodish, H. F. (2017).
The super-enhancer-derived alncRNA-EC7/bloodlinc potentiates red blood cell
development in trans. Cell Rep. 19, 2503–2514. doi: 10.1016/j.celrep.2017.05.
082

Anderson, K. M., Anderson, D. M., McAnally, J. R., Shelton, J. M., Bassel-Duby,
R., and Olson, E. N. (2016). Transcription of the non-coding RNA upperhand
controls Hand2 expression and heart development. Nature 2, 1–13.

Frontiers in Genetics | www.frontiersin.org 22 March 2021 | Volume 12 | Article 642975195

https://doi.org/10.1002/ar.a.20105
https://doi.org/10.1242/dev.101709
https://doi.org/10.1242/dev.101709
https://doi.org/10.1016/j.celrep.2017.05.082
https://doi.org/10.1016/j.celrep.2017.05.082
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-12-642975 March 4, 2021 Time: 17:29 # 23

Yuan et al. Heart Enhancers: Development and Disease

Andersson, R., Gebhard, C., Miguel-Escalada, I., Hoof, I., Bornholdt, J., Boyd, M.,
et al. (2014). An atlas of active enhancers across human cell types and tissues.
Nature 507, 455–461.

Ang, Y.-S., Rivas, R. N., Ribeiro, A. J. S., Srivas, R., Rivera, J., Stone, N. R.,
et al. (2016). Disease model of GATA4 mutation reveals transcription factor
cooperativity in human cardiogenesis. Cell 167, 1734.e22–1749.e22.

Angermueller, C., Clark, S. J., Lee, H. J., Macaulay, I. C., Teng, M. J., Hu, T. X.,
et al. (2016). Parallel single-cell sequencing links transcriptional and epigenetic
heterogeneity. Nat. Methods 13, 229–232. doi: 10.1038/nmeth.3728

Aparicio, S., Morrison, A., Gould, A., Gilthorpe, J., Chaudhuri, C., Rigby, P., et al.
(1995). Detecting conserved regulatory elements with the model genome of the
Japanese puffer fish. Fugu rubripes. Proc. Natl. Acad. Sci. U.S.A. 92, 1684–1688.
doi: 10.1073/pnas.92.5.1684

Arking, D. E., Pulit, S. L., Crotti, L., van der Harst, P., Munroe, P. B., Koopmann,
T. T., et al. (2014). Genetic association study of QT interval highlights role
for calcium signaling pathways in myocardial repolarization. Nat. Genet. 46,
826–836.

Arner, E., Daub, C. O., Vitting-Seerup, K., Andersson, R., Lilje, B., Drabløs, F.,
et al. (2015). Transcribed enhancers lead waves of coordinated transcription in
transitioning mammalian cells. Science 347, 1010–1014.

Arnold, C. D., Gerlach, D., Spies, D., Matts, J. A., Sytnikova, Y. A., Pagani,
M., et al. (2014). Quantitative genome-wide enhancer activity maps for five
Drosophila species show functional enhancer conservation and turnover during
cis-regulatory evolution. Nat. Genet. 46, 685–692. doi: 10.1038/ng.3009

Arnold, C. D., Gerlach, D., Stelzer, C., Boryn, L. M., Rath, M., and Stark, A. (2013).
Genome-wide quantitative enhancer activity maps identified by STARR-seq.
Science 339, 1074–1077. doi: 10.1126/science.1232542

Arnold, P. R., Wells, A. D., and Li, X. C. (2020). Diversity and emerging roles of
enhancer RNA in regulation of gene expression and cell fate. Front. Cell Dev.
Biol. 7:377. doi: 10.3389/fcell.2019.00377

Arnosti, D. N., and Kulkarni, M. M. (2005). Transcriptional enhancers: intelligent
enhanceosomes or flexible billboards? J. Cell. Biochem. 94, 890–898. doi: 10.
1002/jcb.20352

Ballester, B., Medina-Rivera, A., Schmidt, D., Gonzàlez-Porta, M., Carlucci,
M., Chen, X., et al. (2014). Multi-species, multi-transcription factor binding
highlights conserved control of tissue-specific biological pathways. eLife 3, 1–29.
doi: 10.1515/bc.2003.001

Barnes, R. M., Harris, I. S., Jaehnig, E. J., Sauls, K., Sinha, T., Rojas, A., et al. (2016).
MEF2C regulates outflow tract alignment and transcriptional control of Tdgf1.
Development 143, 774–779. doi: 10.1242/dev.126383

Barnett, P., and Postma, A. V. (2015). Genetics of congenital heart disease: beyond
half-measures. Trends Cardiovasc. Med. 25, 302–304. doi: 10.1016/j.tcm.2014.
11.012

Barron, M. E., Belaguli, N. S., Shu, X. Z., Trinh, M., Iyer, D., Merlo, X., et al.
(2005). Serum response factor, an enriched cardiac mesoderm obligatory factor,
is a downstream gene target for Tbx genes. J. Biol. Chem. 280, 11816–11828.
doi: 10.1074/jbc.m412408200

Basson, C. T., Bachinsky, D. R., Lin, R. C., Levi, T., Elkins, J. A., Soults, J.,
et al. (1997). Mutations in human cause limb and cardiac malformation in
Holt-Oram syndrome. Nat. Genet. 15, 30–35. doi: 10.1038/ng0197-30

Basson, C. T., Huang, T., Lin, R. C., Bachinsky, D. R., Weremowicz, S., Vaglio,
A., et al. (1999). Different TBX5 interactions in heart and limb defined by
Holt-Oram syndrome mutations. Proc. Natl. Acad. Sci. U.S.A. 96, 2919–2924.

Bejerano, G., Pheasant, M., Makunin, I., Stephen, S., Kent, W. J., Mattick, J. S.,
et al. (2004). Ultraconserved elements in the human genome. Science 304,
1321–1325. doi: 10.1126/science.1098119

Bertero, A., Fields, P. A., Ramani, V., Bonora, G., Yardimci, G. G., Reinecke, H.,
et al. (2019). Dynamics of genome reorganization during human cardiogenesis
reveal an RBM20-dependent splicing factory. Nat. Commun. 10, 1–19.

Blackwood, E. M., and Kadonaga, J. T. (1998). Going the distance: a current view
of enhancer action. Science 281, 60–63. doi: 10.1126/science.281.5373.60

Blow, M. J., McCulley, D. J., Li, Z., Zhang, T., Akiyama, J. A., Holt, A., et al. (2010).
ChIP-Seq identification of weakly conserved heart enhancers. Nat. Genet. 42,
806–810. doi: 10.1038/ng.650

Bogdanovic, O., Fernandez-Miñán, A., Tena, J. J., de la Calle-Mustienes, E.,
Hidalgo, C., van Kruysbergen, I., et al. (2012). Dynamics of enhancer chromatin
signatures mark the transition from pluripotency to cell specification during
embryogenesis. Genome Res. 22, 2043–2053. doi: 10.1101/gr.134833.111
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Histone crotonylation is a newly identified epigenetic modification that has a pronounced
ability to regulate gene expression. It belongs to an expanding group of short chain
lysine acylations that also includes the extensively studied mark histone acetylation.
Emerging evidence suggests that histone crotonylation is functionally distinct from
histone acetylation and that competition for sites of modification, which reflects the
cellular metabolic status, could be an important epigenetic mechanism that regulates
diverse processes. Here, we discuss the enzymatic and metabolic regulation of histone
crotonylation, the “reader” proteins that selectively recognise this modification and
translate it into diverse functional outcomes within the cell, as well as the identified
physiological roles of histone crotonylation, which range from signal-dependent gene
activation to spermatogenesis and tissue injury.

Keywords: crotonylation, histone post-translational modification, epigenetics, chromatin, gene regulation

INTRODUCTION

Histone post-translational modifications (PTMs) constitute a major epigenetic mechanism for the
control of gene expression. Histone marks have been detected on various residues, located either
within the histone globular domain or along the tail, where they can affect the condensation,
packaging, or binding of proteins to chromatin, which intricately regulate processes from gene
expression to genomic stability. Due to this functional importance, aberrant patterns of histone
PTMs have been implicated in various diseases including cancer and cardiovascular disease
(Bannister and Kouzarides, 2011; Abi Khalil, 2014).

Owing to the advancement of high-sensitivity mass spectrometry, that has emerged as the gold
standard technique for the identification of novel protein modifications, this has greatly expanded
the catalogue of known histone PTMs. This includes the identification of a group of “short chain
Lys acylations” that include Lys butyrylation, propionylation (Chen et al., 2007), formylation (Jiang
et al., 2007), succinylation, malonylation (Xie et al., 2012), 2-hydroxyisobutyrylation (Dai et al.,
2014), b-hydroxybutyrylation (Xie et al., 2016), glutarylation (Tan M. et al., 2014), benzoylation
(Huang et al., 2018) and crotonylation (Kcr) (Tan et al., 2011). These modifications are similar to the
archetypal Lys acetylation (Kac), but differ in hydrocarbon chain length, hydrophobicity or charge
(Table 1). Mounting evidence suggests that these new histone marks can affect gene regulation and
are functionally distinguishable from the commonly studied histone Kac, adding another level of
complexity to chromatin biology (Sabari et al., 2017).

Histone Kcr was first identified in 2011 where it was found to be mainly associated with active
chromatin (Tan et al., 2011). Since then, there has been growing interest in this modification as it
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has emerged as a powerful novel epigenetic mark. Like
acetylation, crotonylation also occurs on the ε-amino group
of Lys residues and modifies histone charge. Also similar to
acetylation, the substrate for crotonylation is a donor molecule
linked by a thioester to the sulfhydryl group of coenzyme
A (CoA), namely crotonyl-CoA. A key question that has
emerged following the discovery of Kcr, as with other newly
identified acylations, is whether Kcr is functionally redundant
from histone Kac or if it has a distinct role in regulating gene
function. Here, the discovery and functional characterisation
of histone crotonylation is described, as well as recently
identified histone Kcr “writers,” the enzymes that catalyse this
covalent modification, “erasers,” the enzymes that remove this
modification and “readers,” the effector proteins that bind to
histones in a crotonylation-dependent manner. In addition to
the enzymatic regulation of histone crotonylation, the impact of
cellular metabolism on this epigenetic process are also discussed.
Finally, recent advances into the role of histone Kcr in health and
disease are described.

THE DISCOVERY OF HISTONE Lys
CROTONYLATION

When histone Kcr was first identified, it was found to be
evolutionary conserved from yeast to human, occurring broadly
in all core histones (H2A, H2B, H3, and H4), as well as linker
histone H1 and marked active promoters and potential enhancers
(Tan et al., 2011). Similar to Kac, Kcr also occurs on the ε-amino
group of the lysine side chain, where it neutralizes the positive
charge of this residue. The loss in positive charge on histone Lys
residues weakens DNA interaction, thus making chromatin less
compact and accessible to DNA-binding factors. In support of a
potential cis-function of Kcr on chromatin structure, H3K122cr-
H4 containing tetrasomes that were subjected to thermal stability
assays, were found to be less stable compared to unmodified
H3-H4 tetrasomes (Suzuki et al., 2016). Consistent with this,
the ability of Kcr to destabilise nucleosome structure has been
proposed to be part of a compensatory mechanism during
chromatin-to-nucleoprotamine transition, an essential process
during spermatogenesis as discussed in the spermatogenesis
section below (Montellier et al., 2013). Montellier et al. (2013)
showed that incorporation of a histone H2B variant, TH2B, is
essential for the final transformation of dissociating nucleosomes
into protamine packed structures. In the absence of TH2B, cells
compensate by upregulating H2B and programming nucleosome
instability to reach that of wild type cells through targeted
histone modifications, including crotonylation of H3K122 and
H4K77. This in turn allows the histone replacement to take
place. Furthermore, modified histone lysine residues can mediate
trans-effects through recruitment of effector proteins containing
specific reader modules. This is particularly important for
histone Kcr, where the crotonyl group is a four-carbon chain
containing a C–C π bond that results in a rigid planar
conformation, which is unique among histone acylations. The
extended hydrocarbon chain of the crotonyl group increases
the hydrophobicity and bulk of the Lys residue compared
to acetylation (Sabari et al., 2017). These differences in

the biophysical properties of the crotonyl group provide an
important mechanism of specificity for reader interaction, as
described in detail below.

WRITERS AND ERASERS OF HISTONE
Lys CROTONYLATION

Histone Kcr is dynamically regulated by the opposing enzymatic
activities of writers and erasers. To date, no selective enzymes
that directly add or remove crotonyl groups from modified
lysine residues have been identified, other than previously
characterised histone acetyltransferases (HATs) and histone
deacetylases (HDACs) (Table 2). Although there is some evidence
that histone Lys crotonylation can also occur non-enzymatically,
this may be an artefact of in vitro conditions in the presence of a
high concentration of crotonyl-CoA (Liu S. et al., 2017).

Writers
In metazoans, HATs are categorised into three major families
that are defined by their sequence and structural features:
p300/CREB-binding protein (p300/CBP), MYST (MOZ, Ybf2,
Sas2, and Tip60) and GCN5-related N-acetyltrasferase (GNAT)
family (Roth et al., 2001). Sabari et al. (2015) identified
that the well-characterised HAT and transcriptional coactivator
p300 also possesses histone crotonyltransferase (HCT) activity
in vitro and in cells. Consistently, the active site of p300
can accommodate crotonyl-CoA, however histone Kcr activity
is much less efficient (by 64-fold) compared to Kac due to
steric constraint (Kaczmarska et al., 2017). The crotonyl-CoA
is initially positioned in the substrate-binding tunnel adopting
an extended conformation which, in contrast to that of acetyl-
CoA, is incompatible with lysine binding. Kaczmarska et al.
(2017) proposed that engagement of the histone lysine substrate
displaces the crotonyl group from the acceptor lysine tunnel
into a “back hydrophobic pocket” within the active site in
order to enable an orientation suitable for acyl-chain transfer.
Although histone Kcr has been detected in various eukaryotes
including yeast, no p300/CBP homolog exists in this organism,
which suggests that other enzymes responsible for histone
crotonylation may exist. Indeed, after the discovery of p300,
the MYST family members, human MOF and its yeast homolog
Esa1, were also reported to exhibit HCT activity. While Esa1
was found to be responsible for bulk histone crotonylation
in budding yeast, in mammalian cells p300 and CBP are
the major HCTs (Liu X. et al., 2017). This observation is
in contrast to the poor crotonyltransferase activity of p300
identified in vitro and implies that other cellular factors,
such as potential p300 partners, are required for its enhanced
activity towards crotonyl-CoA in cells. Of note, very weak
HCT activities were observed for recombinant MOF or Esa1
in vitro, suggesting that both proteins are also likely to function
in cells as part of a protein complex, or their activity may
be regulated by other modifications (Simithy et al., 2017).
This is consistent with recent evidence that Esa1 together
with the other main HAT in budding yeast, Gcn5, exhibit
HCT activity in vitro and in vivo as part of the ADA and
Piccolo NuA4 complexes, respectively (Gcn5-Ada2-Ada3 and
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TABLE 1 | Summary of histone Lys acylations.

Histone modification Chemical structure Year of discovery Suggested role References

Formylation 2007 Jiang et al., 2007; Edrissi et al., 2013Arises from DNA oxidation,
interferes with normal regulation
of gene expression

Acetylation 1962 Activation of transcription Allfrey et al., 1964

Propionylation 2007 Activation of transcription Chen et al., 2007; Kebede et al., 2017

Butyrylation 2007 Activation of transcription Chen et al., 2007; Goudarzi et al., 2016

Crotonylation 2011 Activation of transcription Tan et al., 2011; Sabari et al., 2015

β-hydroxybutyrylation 2016 Activation of transcription Xie et al., 2016

2-hydroxyisobutyrylation 2014 Activation of transcription Dai et al., 2014

Benzoylation 2018 Activation of transcription Huang et al., 2018

Malonylation 2012 Important for yeast cell viability Xie et al., 2012

succinylation 2012 Important for yeast cell viability Xie et al., 2012

Glutarylation 2014 Activation of transcription Tan M. et al., 2014; Bao et al., 2019

Esa1-Yng2-Epl1). Mapping the sites of modification using mass
spectrometry has revealed that Gcn5 catalyses crotonylation
at Lys residues 9, 14, 18, 23, and 27 of histone H3, while
Esa1 crotonylates Lys residues 5, 8, 12, and 16 in histone
H4. Notably, the histone residues targeted for crotonylation by
Gcn5 and Esa1 are the same sites that these enzymes acetylate
(Kollenstart et al., 2019).

Erasers
Histone deacetylases can be classified into four classes according
to sequence similarity: class I, class II, and class IV HDACs
that are Zn+-dependent, while class III HDACs, also known as
sirtuins, are NAD+-dependent (De Ruijter et al., 2003). Class
I HDAC3 was the first enzyme reported to exhibit histone
decrotonylase (HDCR) activity in vitro. By profiling HDAC
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TABLE 2 | Writers and erasers of histone crotonylation.

Enzyme family Members

Writers

p300/CBP p300

CBP

GNAT Gcn5

MYST MOF

Esa1

Erasers

Zn2+-dependent HDACs

Class I HDACs HDAC1

HDAC2

HDAC3

HDAC8

NAD+-dependent sirtuins

Class III HDACs Sirt1

Sirt2

Sirt3

activities using a library of fluorogenic substrates, only HDAC3
in complex with nuclear corepressor 1 (NCoR1) demonstrated
a measurable HDCR activity, even though this was diminished
compared to its deacetylase activity (Madsen and Olsen, 2012).
Recently, further studies have demonstrated that in addition to
HDAC3, all other class I members, HDAC1, 2, and 8, exhibit
robust HDCR activities in vitro, while class II and class IV
HDACs have failed to display any HDCR activity (Wei et al.,
2017; Fellows et al., 2018; Kelly et al., 2018). In addition, sirtuins
can also exhibit HDCR activity. A comprehensive analysis of
the activity of the seven mammalian sirtuins using H3 peptides
carrying diverse acyl groups on Lys 9, revealed HDCR activity
for Sirt1 and Sirt2 (Feldman et al., 2013). In a successive study,
Sirt3 was also found to have HDCR activity in vitro, with its
knock-down leading to increased histone Kcr that was associated
with enhanced gene expression (Bao et al., 2014). In addition, the
knock-down of HDAC1, HDAC2, or HDAC3 in HeLa cells or
attenuation of their activity using the HDAC-specific inhibitor
trichostatin A, resulted in elevated histone crotonylation and
acetylation. Moreover, this effect was further enhanced with the
simultaneous knock-down of HDAC1/2/3. However, selective
knockdown of either SIRT1 or SIRT3 did not significantly impact
on overall histone crotonylation, neither did the concurrent
knockdown of SIRT1/3/5. These findings suggest the class I
HDACs are likely to be the major HDCRs in mammalian cells
(Wei et al., 2017). This is also consistent with genetic deletion
of HDAC1/2 in embryonic stem (ES) cells, which resulted in
increased global levels of histone crotonylation and caused an
85% reduction in total HDCR activity. Also, loss of HDAC1/2
led to enrichment of H3K18cr around transcription start sites,
which largely overlapped with H3K18ac and correlated with gene
activity (Kelly et al., 2018).

Other Regulators
The chromodomain Y-like transcription co-repressor (CDYL) is
a chromatin reader protein that constitutes part of a repressive

chromatin complex needed for the transmission and restoration
of repressive histone marks, which preserves the epigenetic
landscape, important for maintaining cell identity (Liu Y. et al.,
2017). In addition to its reader function, CDYL also regulates
histone crotonylation as it has crotonyl-CoA hydratase activity
(Figure 1). This activity has been suggested to be intrinsically
linked to the transcription repressive function of the protein (Liu
S. et al., 2017). CDYL contains an N-terminal chromodomain and
a C-terminal enoyl-CoA hydratase/isomerase homology domain
(also known as CoA pocket or CoAP) (Caron et al., 2003).
Consistent with the identified crotonyl-CoA hydratase activity of
CDYL, the CoAP domain of the protein has been shown to be
able to bind CoA while both the chromodomain and the CoAP
domain are required for its negative regulation of histone Kcr,
suggesting that CDYL mediated hydratation of crotonyl-CoA
occurs when the protein is bound to chromatin (Caron et al.,
2003; Liu S. et al., 2017). Of note, Caron et al. (2003) showed
that in addition to CoA, the CoAP domain can also bind HDACs
and that HDAC1/2 binding abolishes the ability of CDYL to
bind CoA. These findings support the notion that transcription
repression by CDYL is due to its reader function could be
separate from its activity as a metabolic enzyme. Although little
is known about the potential intrinsic transcriptional repressive
activity of CDYL, its crotonyl-CoA hydratase activity has been
exploited in studies to investigate the functional role of histone
crotonylation (Liu S. et al., 2017; Liu et al., 2019). However, due to
the reader activity of CDYL and its ability to repress transcription,
which are independent of histone crotonylation, it is difficult to
discern the functional impact of this protein that can be truly
attributed to a change in this epigenetic mark (Zhang et al., 2011;
Mulligan et al., 2019).

READERS OF HISTONE Lys
CROTONYLATION

Early recognition of the physiological relevance of histone
crotonylation prompted studies into the identification of
candidate chromatin-associated proteins that are able to “read”
this mark. These efforts focused on classical members of
the three major families of histone Kac readers, which were
examined for their ability to recognise the unique structure of
the crotonyl group conjugated to histone lysine residues. These
include bromodomains, YEATS (Yaf9, ENL, AF9, Taf14, and
Sas5) and double plant homeodomain finger (DPF) domains
proteins (Sabari et al., 2017; Figure 2). By analysing the crystal
structure of the human AF9 YEATS domain in complex with
H3K9ac, Li et al. (2016) speculated that the YEATS domain could
preferentially accommodate longer and bulkier acyl groups, due
to an open space within the binding pocket (Figure 2A). This was
substantiated in subsequent studies where the YEATS domain
was found to have a preference for binding acyl chains longer
than acetyl, with the strongest affinity for Kcr (Li et al., 2016).
Notably, YEATS domains have a preference for Kcr binding
by ∼2–7-fold compared to Kac (Zhao et al., 2017). By using a
peptide array and isothermal titration calorimetry it was revealed
that AF9 YEATS recognizes histone H3 crotonylation at K9,
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FIGURE 1 | Regulation and functions of histone crotonylation in mammalian cells. In genomic regions that are regulated by both histone crotonylation and
acetylation, the degree of each modification is determined by the relative intracellular concentration of acetyl-CoA and crotonyl-CoA, which are produced through
cellular metabolic pathways shown here. Acetyl-CoA is mainly synthesised from mitochondrial citrate, derived from glucose oxidation, by the enzyme ACL.
Short-chain fatty acids, acetate and crotonate, can be converted to their cognate acyl-CoAs, that is mediated by ACSS2 at least for acetyl-CoA. Crotonyl-CoA is
also generated as a by-product of fatty acid and amino acid metabolism. However, it remains unknown whether crotonyl-CoA generated through these pathways or
an alternate route supplies the nuclear pool of crotonyl-CoA, which acts as a substrate for histone crotonylation (as indicated by the question mark). ACL and
ACSS2 reactions can take place in both the cytoplasm and the nucleus. For simplicity only the cytosolic reactions are depicted. A high ratio of crotonyl-CoA to
acetyl-CoA will favour the incorporation of crotonyl moieties into the chromatin by acyltransferases. The HATs p300/CBP and MOF have been characterised as
crotonyltransferases (HCTs) while class I HDACs are the major HDCRs in mammalian cells. Some sirtuins (SIRT1,2,3) also exhibit HDCR activity. In addition, the
chromodomain protein CDYL is a negative regulator of histone crotonylation, as it converts crotonyl-CoA to β-hydroxybutyryl-CoA, thus limiting the substrate
available for histone crotonylation. Histone Kcr is selectively recognised by reader proteins which include YEATS2, AF9, MOZ, MORF, and DPF2 that can
subsequently translate it into diverse functional outcomes. Histone crotonylation exerts diverse functions such as in gene activation, spermatogenesis, kidney injury,
depression, DNA damage response, HIV latency, and maintenance of stem-cell renewal.
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FIGURE 2 | Recognition of histone crotonylation by acyllysine readers. (A) Comparison of the binding pockets of AF9-YEATS [Protein Data Bank Identifier (PDB ID):
5HJB], MOZ-DPF (PDB ID: 5B76) and BRD9-bromodomain (PDB ID: 4YYH) reader proteins in complex with histone peptides that contain crotonyl-lysine (H3K9cr,
H3K14cr, and H4K8cr, respectively). (B) Crystal structures of the YEATS domains of AF9 (PDB ID: 5HJB), YEATS2 (PDB ID: 5IQL), and TAF14 (PDB ID: 5IOK) in
complex with crotonylated histone peptides reveal a conserved molecular mechanism for crotonyllysine recognition among the YEATS family members. The
sandwiching of the planar crotonylamide group between two aromatic residues, which is also known as aromatic π stacking, explains the preference of the YEATS
proteins for Kcr. (C) Structure of the YEATS domain selective inhibitor XL-13m.

K18, and K27 with highest affinity for H3K9cr. In addition,
the YEATS domain of yeast Taf14 was found to have a similar
preference for binding to histone H3 crotonylation as AF9
YEATS. In contrast, the YEATS domain of YEATS2 is selective for
histone H3K27cr (Li et al., 2017). The preferential binding of the
YEATS domain to sites of Kcr is a result of a unique “aromatic-
π-aromatic” stacking (also called “π-π-π” stacking) where the
planar crotonylamide group is sandwiched by two aromatic
residues, in addition to hydrophobic interactions introduced by a
hydrocarbon extension. This aromatic π stacking mechanism for
Kcr recognition is consistently observed in the crystal structures
of AF9, YEATS2, and Taf14 in complex with Kcr (Figure 2B;
Andrews et al., 2016; Li et al., 2016; Zhang et al., 2016; Zhao et al.,
2016). In contrast, bromodomains adopt a side-open pocket that
generates a spatial restraint that limits their interaction with Kcr.
The second bromodomain of TAF1 and the BRD9 bromodomain
are among the few examples of this type of reader module that
can bind Kcr, albeit with a limited affinity compared to its Kac
cognate (Figure 2A; Flynn et al., 2015). Therefore, the YEATS
domain proteins represent the first class of selective Kcr readers.

Based on the resolved structure of the YEATS-Kcr complex,
Li et al. (2018) developed the first class of YEATS domain
selective inhibitors. Among a series of peptide-based molecular
probes, one was optimised to selectively target the ENL YEATS

domain (XL-13m), which has been previously implicated in the
regulation of the oncogenic transcriptional program in acute
leukaemia (Figure 2C). The peptide XL-13m was found to
associate with endogenous ENL, disrupting the recruitment of
ENL onto chromatin, and synergizing with BET and histone
methyltransferase DOT1L inhibitors, leading to enhanced
downregulation of a set of oncogenes in MLL-rearranged acute
leukaemia (Li et al., 2018). Given the preference of YEATS
domain proteins for Kcr over Kac, inhibitors developed in this
study can be exploited to further investigate the physiological and
pathological role of histone Kcr.

The DPF domains of the MYST family member monocytic
leukemic zinc-finger (MOZ, also known as KAT6A) and DPF2
also exhibit diverse reader activity with the highest binding
affinity for Kcr (Xiong et al., 2016). This was revealed using
isothermal titration calorimetry, where DPF domains were found
to have a 4–8-fold enhanced affinity for Kcr compared to Kac,
while in affinity pull-downs MOZ and DPF2 were found to
have specificity for H3K14cr. Although the DPF domains display
similar Kcr selectivity as YEATS, the underlying mechanism for
this preference in distinct. In the crystal structure of the DPF
domain of MOZ in complex with H3K14cr, it was revealed that
the interaction was through an intimate hydrophobic pocket that
lacked aromatic sandwiching residues, which are characteristic
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of the YEATS domains (Figure 2A). The importance of
this mechanism of Kcr interaction with DPF domains was
revealed using ChIP-qPCR and immunofluorescence, where
MOZ colocalised with sites of H3K14cr in cells in a manner
dependent on its DPF domain (Xiong et al., 2016). In a more
recent study, the DPF domain of the HAT complex MOZ-
related factor (MORF), was also shown to preferentially bind
H3K14cr over H3K14ac. Moreover, binding of the DPF domain
to H3K14cr enhanced the catalytic activity of MORF towards
another acetylation site (H3K23ac), highlighting the interrelated
nature of different PTMs (Klein et al., 2019).

METABOLIC REGULATION OF HISTONE
Lys CROTONYLATION

The donor for histone crotonylation, crotonyl-CoA, is an
important intermediate involved in several cellular metabolic
pathways including fatty acid and amino acid metabolism. The
synthesis of crotonyl-CoA can also occur in the mitochondria or
the cytoplasm. However, the metabolic sources and mechanisms
responsible for generating the nuclear pool of crotonyl-CoA that
fuels histone crotonylation remain unknown. Mounting evidence
suggests that histone acylations are directly sensitive to changes in
the concentrations of their corresponding acyl-CoA metabolites,
and therefore can act as indicators of the cellular metabolic state
(Simithy et al., 2017).

Sabari et al. (2015) provided initial evidence that histone
crotonylation can be regulated metabolically through pathways
that influence the cellular concentrations of crotonyl-CoA
(Figure 1). Here the addition of the short chain fatty acid (SCFA)
crotonate to HeLa S3 cells was found to dramatically increase
both the cellular concentration of crotonyl-CoA and H3K18cr
in a dose-dependent manner. Crotonate, like other SCFAs, is
mainly produced by the gut microbiota during the fermentation
of partially and nondigestible carbohydrates (Tan J. et al., 2014).
Circulating SCFAs (acetate, crotonate, butyrate, and propionate)
can be taken up by tissues and converted into their cognate short-
chain acyl-CoAs, the direct donors of histone Lys acylations. This
is consistent with depletion of the gut microbiota in mice with
antibiotics, which led to a reduction in luminal and serum SCFAs
with a concomitant decrease in histone crotonylation (Fellows
et al., 2018). Nevertheless, endogenous sources of crotonate
are unclear. The mechanism for the action of crotonate in
HeLa cells was explained by its cellular uptake, leading to its
conversion to crotonyl-CoA by the metabolic enzyme acyl-
CoA synthetase 2 (ACSS2 or AceCS1), which is also known to
generate acetyl-CoA from acetate. Intriguingly, the knock-down
of ACSS2 led to a reduction in basal histone Kcr, suggesting that
crotonate might be a physiologically relevant source of crotonyl-
CoA. However, the ability of ACSS2 to synthesize crotonyl-
CoA from crotonate has not been directly demonstrated with
in vitro assays. Hence, the possibility of an indirect reduction
of histone crotonylation upon ACSS2 knockdown cannot be
ruled out. Indeed, ACSS2 knock-down leads to a reduction of
the cellular pool of acetyl-CoA, which is used for fatty acid
synthesis and hence beta oxidation of fatty acids, both required

for crotonyl-CoA production. In fact, an alternative potential
source of crotonyl-CoA in metazoans is through metabolic
pathways that include fatty acid β-oxidation or the metabolism
of the essential amino acids lysine or tryptophan. The sequential
breakdown of fatty acid molecules by mitochondrial β-oxidation
to form acetyl-CoA, leads to generation of a crotonyl-CoA
intermediate upon oxidation of butyryl-CoA, catalysed by acyl-
CoA dehydrogenase. In addition, degradation of the essential
amino acids lysine or tryptophan within the mitochondria
also generates a crotonyl-CoA intermediate upon oxidative
decarboxylation of glutaryl-CoA, catalysed by glutaryl-CoA
dehydrogenase. Once crotonyl-CoA is formed by either the
fatty acid β-oxidation or amino acid degradation pathways, it
undergoes hydration to 3-hydroxybutyryl-CoA that is catalysed
by enoyl-CoA hydratase. However, some crotonyl-CoA may
escape degradation and instead leak from the mitochondria
where it can then contribute to histone crotonylation. This
would be consistent with evidence that histone crotonylation
is mediated by the fatty acid β-oxidation pathway in yeast
(Gowans et al., 2019).

Based on the dual enzymatic activity of p300, it was speculated
that crotonyl-CoA and acetyl-CoA could compete to influence
the type of acylation. So far very few studies have attempted
to measure the relative intracellular concentrations of acetyl-
CoA and crotonyl-CoA. In such an effort, crotonyl-CoA was
found to be ∼1,000-fold less abundant compared to acetyl-CoA
in various cell types (HeLa cells and myogenic cells) (Sabari
et al., 2015; Simithy et al., 2017). However, when the cellular
pool of citrate-derived acetyl-CoA is depleted by knocking down
ATP citrate lyase, this not only decreases acetylation of H3K18
as expected (Wellen et al., 2009), but also increases p300-
catalysed crotonylation (Sabari et al., 2015). In addition, when
pyruvate dehydrogenase is knocked down, an enzyme recently
found to produce a nuclear pool of acetyl-CoA from pyruvate
needed for histone acetylation (Sutendra et al., 2014), this also
promoted H3K18cr. Together these findings support a model
where crotonyl-CoA can compete with acetyl-CoA for p300’s
acyltransferase activity.

FUNCTIONS OF HISTONE Lys
CROTONYLATION

Gene Regulation
Although histone crotonylation was originally associated with
active chromatin, it was not until 2015 when Sabari et al.
(2015) functionally characterised this modification, that it
was confirmed to be a positive regulator of transcription.
By utilizing a cell-free transcription assay, in the presence
of either crotonyl-CoA or acetyl-CoA, p300 catalysed histone
crotonylation was found to stimulate transcription that was
more potent than acetylation. In addition, in macrophages
stimulated with lipopolysaccharides (LPS), inflammatory gene
expression was enhanced by p300, and was further potentiated
by Kcr. Initially, LPS stimulation resulted in elevated Kac and
Kcr at the promoters of inflammatory genes. However an
increase in the concentration of intracellular crotonyl-CoA (by
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crotonate pre-treatment) prior to the endotoxin (LPS) treatment,
promoted site-specific H3K18cr of the inflammatory genes in
a dose-dependent manner. This enrichment of crotonylation
correlated with a higher expression of target genes that was
also associated with a concomitant decrease in H3K18ac (Sabari
et al., 2015). In a follow-up study, the YEATS-domain protein
AF9 was found to play an important role in driving active
transcription of LPS-stimulated genes that was mediated by
H3K18cr. Here, knockdown of AF9 significantly limited the
Kcr-dependent response, but this was not fully attenuated. This
suggests that other reader proteins could be involved or that Kcr
exerts its effects through a reader independent cis-mechanism,
which is dependent on nucleosome stability or inter-nucleosomal
interactions (Li et al., 2016). Consistent with these findings, a
novel CBP/p300 mutant with deficient HAT but competent HCT
activity is able to compensate for loss of endogenous CBP/p300
and promote TGFβ-induced transcription (Liu X. et al., 2017).

Although histone Kcr is mainly associated with active
transcription, recent studies have also implicated a potential
role for this mark in the negative regulation of gene expression
(Gowans et al., 2019; Kollenstart et al., 2019). In one of these
studies, Gowans et al. (2019) took advantage of the highly
synchronised yeast metabolic cycle (YMC) and demonstrated
that histone Kcr and Kac show temporarily distinct patterns,
which also correlate with diverse gene expression. While both
modifications were found to dynamically fluctuate across the
YMC yet each one peaks at discrete time points. Interestingly,
the highest levels of H3K9cr were observed at the time point of
the YMC when H3K9ac was diminished and energy availability
became limited. Another characteristic of this phase is the
decreased expression of pro-growth genes. Here, by generating
a mutant form of Taf14 YEATS protein that lacks H3K9cr
reader activity, the authors demonstrated that this results in
upregulation of these pro-growth genes. On the other hand,
exogenous addition of sodium crotonate resulted in elevated
histone crotonylation that was concomitant with constitutive
repression of pro-growth genes, and disturbed YMC oscillations.
Collectively these results suggest an important role of Taf14-
H3K9cr interaction for the normal function of the YMC,
potentially through the repression of pro-growth gene expression
(Gowans et al., 2019). However, it is still unclear whether the
latter is mediated by enrichment of Kcr or binding of Taf14
or other selective readers of Kcr on regulatory elements of
downregulated genes. Currently, there is no structural evidence
supporting chromatin compaction as a result of histone Kcr.
Therefore, select Kcr readers that are involved in transcriptional
repression or an inhibitory effect of this modification on binding
of transcription factors, could also explain this disparate action of
histone Kcr as a suppresser of gene expression. This would also
be consistent with the functions already attributed to the similar
widely studied mark histone methylation (Curradi et al., 2002).
Therefore, more studies are needed to fully elucidate the role of
Kcr in mediating gene transcription.

Acute Kidney Injury
In acute kidney injury (AKI), Kcr has been found to have
a nephroprotective role (Ruiz-Andres et al., 2016). A global

increase in kidney histone Kcr was observed in mice with
experimental AKI induced either by folic acid or cisplatin
treatment. This increase in histone Kcr could also be replicated in
cultured epithelial tubular cells, triggered by the proinflammatory
cytokine tumour necrosis factor-like weak inducer of apoptosis
(TWEAK), a key contributor to kidney injury. In TWEAK-
treated murine tubular cells and in kidneys from mice with
AKI, an enrichment of Kcr was observed in the promoters
of Pgc-1a (Ppargc1a) and Sirt3, two nephroprotective genes
whose expression diminishes in AKI. In addition, exogenous
crotonate administration resulted in a global increase in Kcr
in tubular cells in culture and in healthy kidneys in vivo. This
increase in Kcr was correlated with elevated PGC-1α and SIRT3
expression and decreased expression of CCL2, which encodes
a chemokine known to contribute to kidney inflammation.
Importantly, systemic crotonate administration protected mice
against experimental AKI and preserved their renal function.
The prevention of PGC-1α and SIRT3 downregulation as well
as CCL2 upregulation, all downstream effects of crotonate
administration, provide a potential mechanism for the beneficial
role of Kcr in renal injury. Together, these results suggest that
increased histone Kcr is a compensatory protective mechanism
in the mouse kidney tissue upon AKI. Also, using crotonate
to manipulate in vivo histone Kcr may provide a potential
therapy for the treatment of kidney damage. However, further
studies are needed to fully elucidate the role of histone
Kcr during AKI.

Spermatogenesis
Following its discovery, one of the first functions identified
for histone Kcr was in mouse spermatogenesis (Tan et al.,
2011). During the meiotic stage of spermatogenesis, a major
event that takes place is the transcriptional silencing of
the X and Y chromosomes, which is known as meiotic
sex chromosome inactivation (Turner, 2007). An important
stage in this process is the reactivation of specific sex
chromosome-linked genes in post-meiotic round spermatids,
especially those that are X-linked. Here, these “escapee”
genes specifically gain Kcr marks (Tan et al., 2011). Another
important phenomenon during mammalian spermatogenesis
is the genome-wide removal of histones and their stepwise
replacement first by transition proteins and then by protamines.
Although global histone hyperacetylation is known to be
associated with histone removal in elongating spermatids,
Kcr was also found to be present during this process,
suggesting this mark is also likely to play an important role
(Montellier et al., 2012). Intriguingly, Kac and Kcr showed
distinct genomic distributions, therefore each modification is
likely to have a diverse role. This is consistent with CDYL
catalysed downregulation of Kcr, which resulted in dysregulated
histone replacement in the testis of CDYL transgenic mice
compared to wild-type, as well as decreased expression of
sex-chromosome-linked escaped genes in postmeiotic round
spermatids (Liu S. et al., 2017). Moreover, the Cdyl transgenic
mice had reduced sperm count and motility, as well as
impaired fertility.
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Depression
A role for histone Kcr has been identified in the medial prefrontal
cortex (mPFC), a region of the brain that has been associated
with the pathology of major depressive behaviours, using a
well-established chronic social defeat stress (CSDS) model (Liu
et al., 2019). Histone Kcr was downregulated in the mPFC of
susceptible mice that were exposed to CSDS. Here, the negative
regulator of histone Kcr, CDYL, was also found to be upregulated.
In complimentary experiments, when CDYL was knocked-down
in the mouse prelimbic cortex of the brain, this resulted in an
increase of histone Kcr and prevented stress-induced depressive
behaviours. These studies indicate that CDYL is a key mediator
of stress-induced alterations in histone Kcr. To identify genes
regulated by CDYL, comparative RNA-seq was performed on
brain tissue of mice susceptible to defeat stress as well as from
naïve mice overexpressing CDYL. Importantly, among a set of
genes that were found to be downregulated in both datasets, Vgf
was identified, which encodes for a neuropeptide that has been
previously reported to be diminished in patients with depression
and can mediate anti-depressant responses in mice (Hunsberger
et al., 2007; Jiang et al., 2017). Extensive analysis demonstrated
that CDYL inhibits VGF expression mainly through its dual effect
on promoter histone Kcr and site-specific H3K27me3. Here,
the CDYL-VGF axis interrupts structural synaptic plasticity in
the mPFC contributing to the behavioural changes observed in
susceptible mice.

HIV Latency
The establishment of a latent human immunodeficiency virus
(HIV) reservoir, hidden from the immune system of infected
individuals who are under suppressive antiretroviral therapy,
hampers the ability to cure HIV. Current research efforts towards
an HIV therapy are focused on a strategy aiming to reverse
latency and hence reveal the latent viral reservoir so it can then be
attacked and cleared by a native or engineered immune response
of infected individuals. Histone epigenetic modifications are
potential targets for therapy as they can regulate both the
formation and maintenance of this latent reservoir (Turner and
Margolis, 2017). This includes crotonylation of histone tails on
the HIV long terminal repeats (LTR) that can control HIV latency
(Jiang et al., 2018). The upregulation of histone crotonylation at
the HIV LTR mediated by ACSS2 induction, reactivated latent
HIV in vitro and ex vivo, while ACSS2 inhibition attenuated HIV
replication and reactivation mediated by histone Kcr. Therefore,
histone crotonylation represents a potential novel therapeutic
target to eradicate HIV.

DNA Damage Response
DNA damage response (DDR) is the collective term that is used
to describe the intracellular processes that have evolved to combat
endogenous- and exogenous-mediated DNA lesions and ensure
DNA repair (Jackson and Bartek, 2009). Notably, sensing of DNA
lesions and activation of downstream signalling pathways for
their repair are largely governed by histone PTMs (Machour and
Ayoub, 2020). A recent study has implicated a role for histone
crotonylation in DDR and also describes a hitherto unrecognised

role of HDACs in regulating Kcr during DNA damage (Abu-
Zhayia et al., 2019). Intriguingly, histone crotonylation was
found to be downregulated at sites of DNA damage. Specifically,
H3K9Cr was found to exhibit a rapid and transient decrease
upon the induction of different types of DNA damage caused by
ionizing radiation, etoposide treatment or ultraviolet radiation.
This damage-induced reduction in Kcr was dependent on the
decrotonylase activity of HDACs, which are known to accumulate
at sites of DNA damage. Due to the dual enzymatic activity of
HDACs in regulating both Kac and Kcr, the development of a
strategy to selectively target either activity is required to elucidate
the contribution of each modification to DDR.

Stem Cell Biology
In mouse ES cells histone Kcr is elevated when compared
to differentiated cells (Wei et al., 2017). This enrichment in
histone Kcr is required for maintenance of ESC self-renewal.
This is consistent with studies in which overexpression of
wild-type HDAC1 in ESCs led to a marked downregulation
of pluripotency markers with a concomitant upregulation in
indicators of differentiation. In addition, these changes were
accompanied with a drastic reduction in histone Kcr. Moreover,
expression of a mutant form of HDAC1 with intact HDCR
but defective HDAC activity triggered similar gene responses,
indicating that selective histone decrotonylation can promote ES
cell differentiation (Wei et al., 2017).

In recent years, reprogramming of somatic cells to produce
induced pluripotent stem cells (iPSCs), that closely resemble
ES cells, has provided an attractive source for stem cell-based
therapies. In an effort to better characterise chemically induced
PSCs, Fu et al. (2018) identified an enhanced role for histone
crotonylation during chemical reprogramming. When histone
crotonylation was induced by addition of crotonic acid, this
activated two-cell stage specific genes, including Zscan4 and
increased telomere sister chromatid exchange, which maintain
telomere length and reduce telomeric damage during chemical
induction, overall improving induction efficiency.

CONCLUSION AND FUTURE
PERSPECTIVES

The repertoire of histone PTMs has greatly expanded in recent
years, adding further complexity to the field of chromatin biology
(Barnes et al., 2019). This includes, the discovery of a group of
short-chain Lys acylations that are structurally similar to Kac and
provide a link between cellular metabolism and gene regulation
(Sabari et al., 2017). Among these newly identified modifications,
histone Kcr is an evolutionary conserved epigenetic mark with a
pronounced ability to regulate gene expression (Tan et al., 2011;
Sabari et al., 2015). Since its discovery there has been mounting
evidence for the functional importance of this modification.

Originally histone Kcr was perceived to fulfil a similar
role to Kac, as both share sites of modification, writers and
erasers (Zhao et al., 2018). However, the identification of
reader modules, such as the YEATS domains proteins, that
selectively recognize Kcr indicates that these two modifications
are interpreted differentially, thus providing diversity in their
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functional outcome (Li et al., 2017). In addition, the extent
of histone Kcr is also metabolically regulated by the cellular
concentration of crotonyl-CoA (Sabari et al., 2015). Therefore,
changes in the relative abundance of intracellular concentrations
of crotonyl-CoA and acetyl-CoA will influence their respective
acylations, mediated by the HAT and co-activator p300. This
coupled to difference in reader interaction provides a mechanism
for diverse signalling. Furthermore, some genomic regions, such
as the “escapee” spermatogenesis genes, are also exclusively
marked by Kcr and not Kac (Tan et al., 2011). How histone Kcr
can be exclusively marked remains unknown. It is anticipated
in future studies, novel proteins that interact with or regulate
sites of crotonylation will be identified, including Kcr modifying
enzymes or additional Kcr selective readers. This may also
include writers or erasers that are specific for histone Kcr, which
may explain how some sites can be exclusively marked with
this modification.

Despite evidence supporting a unique role of histone
Kcr in the regulation of specialised transcriptional programs,
one cannot overlook the existing similarities between histone
crotonylation and histone acetylation. In fact, ChIP-seq mapping
with parallel analysis of histone crotonylation and histone
acetylation demonstrated a significant overlap between these
two marks at genomic locations in human somatic cells (Tan
et al., 2011). This observation also holds true for other recently
discovered short-chain histone acylations. For instance, ChIP-seq
analyses mapped histone acetylation to similar locations, mostly
promoters, with histone propionylation and histone butyrylation
in hepatic, and spermatogenic cells (Goudarzi et al., 2016; Kebede
et al., 2017). More interestingly, the co-occurrence of these marks
at transcription start sites of active genes was positively correlated
with gene expression. This suggests that these marks are likely to
act in combination to promote a high transcriptional outcome.
In spermatogenic cells, a competing nature between histone
butyrylation and histone acetylation was reported (Goudarzi
et al., 2016). Despite acting as a transcriptional activator, histone
butyrylation was found to compete with acetylation to prevent
binding of the testis specific BET bromodomain factor, Brdt, an
important protein that regulates gene expression and histone-
to-protamine transition. In late spermatogenic stages, histone
acetylation is important for Brdt-dependent histone removal.
Butyrylated histones survive this wave of acetylation-dependent
histone removal which is consistent with the inability of Brdt
to recognize butyrylation. Although histone crotonylation was
not examined in this study, the inability of BET factors to bind
histone crotonylation could also explain the identified persistence
of histone marks in elongating spermatids (Tan et al., 2011;
Flynn et al., 2015). These studies suggest that the rapid turnover
between modifications, that in turn allows a dynamic association
of reader proteins might be important for diverse transcriptional
responses and therefore, these marks are likely to act together to
coordinate particular transcriptional programs.

Histone Kcr can regulate diverse physiological functions
ranging from gene activation to spermatogenesis (Sabari et al.,
2015; Liu S. et al., 2017). Furthermore, it can mediate both
protective and adverse functions in the development of different
diseases (Ruiz-Andres et al., 2016; Liu et al., 2019). However,
only a small number of Kcr sites in human histones have

been identified so far (Tan et al., 2011). This is in part due to
the lack of commercially available Kcr site-specific antibodies,
which has meant much of the research in this field has
focused on studying total histone crotonylation. This is likely
to limit our understanding of the importance of histone Kcr,
as the functional impact of modification at specific sites cannot
be readily assessed. Moreover, as the histone code dictates,
epigenetic responses are a result of a complex interplay between
different PTMs (Bannister and Kouzarides, 2011). Furthermore,
as the writers and erasers that regulate histone crotonylation
also mediate histone acetylation, it is often difficult to discern
the functional role of each modification. Although CDYL has
been used to target histone crotonylation, due to its nuclear
crotonyl-CoA hydratase activity, it lacks specificity as it also
functions as a reader of methylated histone, as well as having
other transcriptional repressive activities (Zhang et al., 2011;
Liu Y. et al., 2017; Liu et al., 2019). Therefore, there is a need
for improved access to tools to study histone Kcr, to allow a
greater understanding of how this modification contributes to the
regulation of physiological and pathological processes.

The intracellular abundance of crotonyl-CoA is considered
relatively low, therefore small fluctuations in crotonyl-CoA
concentration will likely have a pronounced impact on
crotonyltransferase reactions that mediate histone Kcr (Sabari
et al., 2015). Accordingly, the investigation of pathways that
fuel the generation of crotonyl-CoA destined for histone
crotonylation, will improve our understanding of processes
that regulate this modification. Although crotonyl-CoA is
an intermediate in metabolic processes including fatty acid
β-oxidation and degradation of the essential amino acids lysine
or tryptophan, the contribution of these pathways in mediating
histone crotonylation in mammalian cells remains unknown. If a
link between metabolism and histone crotonylation is established
then this modification is likely to have important implications in
prevalent diseases associated with metabolic dysfunction, which
include cancer and cardiovascular disease.

In summary, histone crotonylation has an active role in
gene regulation that is functionally distinct from histone
acetylation. The pronounced ability of histone Kcr to regulate
gene expression, which outperforms histone Kac, has helped
to establish this modification as an important regulator of
cellular signalling and tissue function. However, further studies
are needed to better define how histone crotonylation is
regulated and its association with diverse physiological and
pathological processes.

AUTHOR CONTRIBUTIONS

AN wrote the manuscript. JB made suggestions and edited
the manuscript. Both authors read and approved the
final manuscript.

FUNDING

This study was supported by the British Heart Foundation
(RE/18/2/34213).

Frontiers in Cell and Developmental Biology | www.frontiersin.org 10 April 2021 | Volume 9 | Article 624914214

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-624914 March 29, 2021 Time: 16:0 # 11

Ntorla and Burgoyne Histone Crotonylation: Regulation and Function

REFERENCES
Abi Khalil, C. (2014). The emerging role of epigenetics in cardiovascular disease.

Ther. Adv. Chronic Dis. 5, 178–187. doi: 10.1177/2040622314529325
Abu-Zhayia, E. R., Machour, F. E., and Ayoub, N. (2019). HDAC-dependent

decrease in histone crotonylation during DNA damage. J. Mol. Cell Biol. 11,
804–806. doi: 10.1093/jmcb/mjz019

Allfrey, V. G., Faulkner, R., and Mirsky, A. E. (1964). Acetylation and methylation
of histones and their possible role in the regulation of rna synthesis. Proc. Natl.
Acad. Sci. U.S.Am. 51, 786–794. doi: 10.1073/pnas.51.5.786

Andrews, F. H., Shinsky, S. A., Shanle, E. K., Bridgers, J. B., Gest, A. I, Tsun, K.,
et al. (2016). The Taf14 YEATS domain is a reader of histone crotonylation.
Nat. Chem. Biol. 12, 396–398. doi: 10.1038/nchembio.2065

Bannister, A. J., and Kouzarides, T. (2011). Regulation of chromatin by histone
modifications. Cell Res. 21, 381–395. doi: 10.1038/cr.2011.22

Bao, X., Liu, Z., Zhang, W., Gladysz, K., Fung, Y. M. E., Tian, G., et al. (2019).
Glutarylation of histone H4 Lysine 91 regulates chromatin dynamics. Mol. Cell
76, 660–675.e9. doi: 10.1016/j.molcel.2019.08.018

Bao, X., Wang, Y., Li, X., Li, X. M., Liu, Z., Yang, T., et al. (2014). Identification
of ‘erasers’ for lysine crotonylated histone marks using a chemical proteomics
approach. ELife 3:e02999. doi: 10.7554/eLife.02999

Barnes, C. E., English, D. M., and Cowley, S. M. (2019). Acetylation &
co: an expanding repertoire of histone acylations regulates chromatin and
transcription. Essays Biochem. 63, 97–107. doi: 10.1042/EBC20180061

Caron, C., Pivot-Pajot, C., van Grunsven, L. A., Col, E., Lestrat, C., Rousseaux, S.,
et al. (2003). Cdyl: a new transcriptional co-repressor. EMBO Rep. 4, 877–882.
doi: 10.1038/sj.embor.embor917

Chen, Y., Sprung, R., Tang, Y., Ball, H., Sangras, B., Kim, S. C., et al. (2007). Lysine
propionylation and butyrylation are novel post-translational modifications
in histones. Mol. Cell. Proteomics 6, 812–819. doi: 10.1074/mcp.M700021-
MCP200

Curradi, M., Izzo, A., Badaracco, G., and Landsberger, N. (2002). Molecular
mechanisms of gene silencing mediated by DNA methylation. Mol. Cell. Biol.
22, 3157–3173. doi: 10.1128/mcb.22.9.3157-3173.2002

Dai, L., Peng, C., Montellier, E., Lu, Z., Chen, Y., Ishii, H., et al. (2014). Lysine 2-
hydroxyisobutyrylation is a widely distributed active histone mark. Nat. Chem.
Biol. 10, 365–370. doi: 10.1038/nCHeMBIO.1497

De Ruijter, A. J. M., Van Gennip, A. H., Caron, H. N., Kemp, S., and Van
Kuilenburg, A. B. P. (2003). Histone deacetylases (HDACs): characterization
of the classical HDAC family. Biochem. J. 370, 737–749.

Edrissi, B., Taghizadeh, K., and Dedon, P. C. (2013). Quantitative analysis
of histone modifications: formaldehyde is a source of pathological N6-
formyllysine that is refractory to histone deacetylases. PLoS Genet. 9:e1003328.
doi: 10.1371/journal.pgen.1003328

Feldman, J. L., Baeza, J., and Denu, J. M. (2013). Activation of the protein
deacetylase SIRT6 by long-chain fatty acids and widespread deacylation by
mammalian sirtuins. J. Biol. Chem. 288, 31350–31356. doi: 10.1074/jbc.C113.
511261

Fellows, R., Denizot, J., Stellato, C., Cuomo, A., Jain, P., Stoyanova, E., et al. (2018).
Microbiota derived short chain fatty acids promote histone crotonylation in the
colon through histone deacetylases. Nat. Commun. 9:105. doi: 10.1038/s41467-
017-02651-5

Flynn, E. M., Huang, O. W., Poy, F., Oppikofer, M., Bellon, S. F., Tang, Y.,
et al. (2015). A subset of human bromodomains recognizes butyryllysine and
crotonyllysine histone peptide modifications. Structure 23, 1801–1814. doi: 10.
1016/j.str.2015.08.004

Fu, H., Tian, C. L., Ye, X., Sheng, X., Wang, H., Liu, Y., et al. (2018). Dynamics
of telomere rejuvenation during chemical induction to pluripotent stem cells.
Stem Cell Rep 11, 70–87. doi: 10.1016/j.stemcr.2018.05.003

Goudarzi, A., Zhang, D., Huang, H., Barral, S., Kwon, O. K., Qi, S., et al. (2016).
Dynamic Competing Histone H4 K5K8 Acetylation and Butyrylation Are
Hallmarks of Highly Active Gene Promoters. Mol. Cell 62, 169–180. doi: 10.
1016/j.molcel.2016.03.014

Gowans, G. J., Bridgers, J. B., Zhang, J., Dronamraju, R., Burnetti, A., King, D. A.,
et al. (2019). Recognition of histone crotonylation by Taf14 links metabolic
state to gene expression. Mol. Cell 76, 909–921.e3. doi: 10.1016/j.molcel.2019.
09.029

Huang, H., Zhang, D., Wang, Y., Perez-Neut, M., Han, Z., Zheng, Y. G., et al.
(2018). Lysine benzoylation is a histone mark regulated by SIRT2. Nat.
Commun. 9:3374. doi: 10.1038/s41467-018-05567-w

Hunsberger, J. G., Newton, S. S., Bennett, A. H., Duman, C. H., Russell, D. S.,
Salton, S. R., et al. (2007). Antidepressant actions of the exercise-regulated gene
VGF. Nat. Med. 13, 1476–1482. doi: 10.1038/nm1669

Jackson, S. P., and Bartek, J. (2009). The DNA-damage response in human biology
and disease. Nature 461, 1071–1078. doi: 10.1038/nature08467

Jiang, G., Nguyen, D., Archin, N. M., Yukl, S. A., éndez-Lagares, G. M., Tang, Y.,
et al. (2018). HIV latency is reversed by ACSS2-driven histone crotonylation.
J. Clin. Invest. 461, 1071–1078. doi: 10.1172/JCI98071

Jiang, H., Chen, S., Lu, N., Yue, Y., Yin, Y., Zhang, Y., et al. (2017). Reduced serum
VGF levels were reversed by antidepressant treatment in depressed patients.
World J. Biol. Psychiatry 18, 586–591. doi: 10.1080/15622975.2016.1224923

Jiang, T., Zhou, X., Taghizadeh, K., Dong, M., and Dedon, P. C. (2007). N-
formylation of lysine in histone proteins as a secondary modification arising
from oxidative DNA damage. Proc. Natl. Acad. Sci. U.S.Am. 104, 60–65. doi:
10.1073/pnas.0606775103

Kaczmarska, Z., Ortega, E., Goudarzi, A., Huang, H., Kim, S., Márquez, J. A., et al.
(2017). Structure of P300 in complex with Acyl-CoA variants. Nat. Chem. Biol.
13, 21–29. doi: 10.1038/nchembio.2217

Kebede, A. F., Niebora, A., Shahidian, L. Z., Gras, S. L., Richter, F., Gómez, D. A.,
et al. (2017). Histone propionylation is a mark of active chromatin. Nat. Struct.
Mol. Biol. 24, 1048–1056. doi: 10.1038/nsmb.3490

Kelly, R. D. W., Chandru, A., Watson, P. J., Song, Y., Blades, M., Robertson, N. S.,
et al. (2018). Histone deacetylase (HDAC) 1 and 2 complexes regulate both
histone acetylation and crotonylation in vivo. Sci. Rep. 8:14690. doi: 10.1038/
s41598-018-32927-9

Klein, B. J., Jang, S. M., Lachance, C., Mi, W., Lyu, J., Sakuraba, S., et al. (2019).
Histone H3K23-specific acetylation by morf is coupled to H3K14 acylation.Nat.
Commun. 10:4724. doi: 10.1038/s41467-019-12551-5

Kollenstart, L., de Groot, A. J. L., Janssen, G. M. C., Cheng, X., Vreeken,
K., Martino, F., et al. (2019). Gcn5 and Esa1 function as histone
crotonyltransferases to regulate crotonylation-dependent transcription. J. Biol.
Chem. 294, 20122–20134. doi: 10.1074/jbc.RA119.010302

Li, X., Li, X. M., Jiang, Y., Liu, Z., Cui, Y., Fung, K. Y., et al. (2018). Structure-
guided development of YEATS domain inhibitors by targeting π-π-π stacking.
Nat. Chem. Biol. 14, 1140–1149. doi: 10.1038/s41589-018-0144-y

Li, Y., Sabari, B. R., Panchenko, T., Wen, H., Zhao, D., Guan, H., et al. (2016).
Molecular coupling of histone crotonylation and active transcription by AF9
YEATS domain. Mol. Cell 62, 181–193. doi: 10.1016/j.molcel.2016.03.028

Li, Y., Zhao, D., Chen, Z., and Li, H. (2017). YEATS domain: linking histone
crotonylation to gene regulation. Transcription 8, 9–14. doi: 10.1080/21541264.
2016.1239602

Liu, S., Yu, H., Liu, Y., Liu, X., Zhang, Y., Bu, C., et al. (2017). Chromodomain
protein CDYL acts as a crotonyl-CoA hydratase to regulate histone
crotonylation and spermatogenesis. Mol. Cell 67, 853–866.e5. doi: 10.1016/j.
molcel.2017.07.011

Liu, X., Wei, W., Liu, Y., Yang, X., Wu, J., Zhang, Y., et al. (2017). MOF as
an evolutionarily conserved histone crotonyltransferase and transcriptional
activation by histone acetyltransferase-deficient and crotonyltransferase-
competent CBP/P300. Cell Discov. 3:17016. doi: 10.1038/celldisc.2017.16

Liu, Y., Li, M., Fan, M., Song, Y., Yu, H., Zhi, X., et al. (2019). Chromodomain Y-like
protein–mediated histone crotonylation regulates stress-induced depressive
behaviors. Biol. Psychiatr. 85, 635–649. doi: 10.1016/j.biopsych.2018.11.025

Liu, Y., Liu, S., Yuan, S., Yu, H., Zhang, Y., Yang, X., et al. (2017). Chromodomain
protein CDYL is required for transmission/restoration of repressive histone
marks. J. Mol. Cell Biol. 9, 178–194. doi: 10.1093/JMCB/MJX013

Machour, F. E., and Ayoub, N. (2020). Transcriptional regulation at DSBs:
mechanisms and consequences. Trends Genet. 36, 981–997. doi: 10.1016/j.tig.
2020.01.001

Madsen, A. S., and Olsen, C. A. (2012). Profiling of substrates for zinc-dependent
lysine deacylase enzymes: HDAC3 exhibits decrotonylase activity in vitro.
Angew. Chem. Int. Ed. Engl. 51, 9083–9087. doi: 10.1002/anie.201203754

Montellier, E., Boussouar, F., Rousseaux, S., Zhang, K., Buchou, T., Fenaille, F., et al.
(2013). Chromatin-to-nucleoprotamine transition is controlled by the histone
H2B Variant TH2B. Genes Dev. 27, 1680–1692. doi: 10.1101/gad.220095.113

Frontiers in Cell and Developmental Biology | www.frontiersin.org 11 April 2021 | Volume 9 | Article 624914215

https://doi.org/10.1177/2040622314529325
https://doi.org/10.1093/jmcb/mjz019
https://doi.org/10.1073/pnas.51.5.786
https://doi.org/10.1038/nchembio.2065
https://doi.org/10.1038/cr.2011.22
https://doi.org/10.1016/j.molcel.2019.08.018
https://doi.org/10.7554/eLife.02999
https://doi.org/10.1042/EBC20180061
https://doi.org/10.1038/sj.embor.embor917
https://doi.org/10.1074/mcp.M700021-MCP200
https://doi.org/10.1074/mcp.M700021-MCP200
https://doi.org/10.1128/mcb.22.9.3157-3173.2002
https://doi.org/10.1038/nCHeMBIO.1497
https://doi.org/10.1371/journal.pgen.1003328
https://doi.org/10.1074/jbc.C113.511261
https://doi.org/10.1074/jbc.C113.511261
https://doi.org/10.1038/s41467-017-02651-5
https://doi.org/10.1038/s41467-017-02651-5
https://doi.org/10.1016/j.str.2015.08.004
https://doi.org/10.1016/j.str.2015.08.004
https://doi.org/10.1016/j.stemcr.2018.05.003
https://doi.org/10.1016/j.molcel.2016.03.014
https://doi.org/10.1016/j.molcel.2016.03.014
https://doi.org/10.1016/j.molcel.2019.09.029
https://doi.org/10.1016/j.molcel.2019.09.029
https://doi.org/10.1038/s41467-018-05567-w
https://doi.org/10.1038/nm1669
https://doi.org/10.1038/nature08467
https://doi.org/10.1172/JCI98071
https://doi.org/10.1080/15622975.2016.1224923
https://doi.org/10.1073/pnas.0606775103
https://doi.org/10.1073/pnas.0606775103
https://doi.org/10.1038/nchembio.2217
https://doi.org/10.1038/nsmb.3490
https://doi.org/10.1038/s41598-018-32927-9
https://doi.org/10.1038/s41598-018-32927-9
https://doi.org/10.1038/s41467-019-12551-5
https://doi.org/10.1074/jbc.RA119.010302
https://doi.org/10.1038/s41589-018-0144-y
https://doi.org/10.1016/j.molcel.2016.03.028
https://doi.org/10.1080/21541264.2016.1239602
https://doi.org/10.1080/21541264.2016.1239602
https://doi.org/10.1016/j.molcel.2017.07.011
https://doi.org/10.1016/j.molcel.2017.07.011
https://doi.org/10.1038/celldisc.2017.16
https://doi.org/10.1016/j.biopsych.2018.11.025
https://doi.org/10.1093/JMCB/MJX013
https://doi.org/10.1016/j.tig.2020.01.001
https://doi.org/10.1016/j.tig.2020.01.001
https://doi.org/10.1002/anie.201203754
https://doi.org/10.1101/gad.220095.113
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-624914 March 29, 2021 Time: 16:0 # 12

Ntorla and Burgoyne Histone Crotonylation: Regulation and Function

Montellier, E., Rousseaux, S., Zhao, Y., and Khochbin, S. (2012). Histone
crotonylation specifically marks the haploid male germ cell gene expression
program: post-meiotic male-specific gene expression. Bioessays 34, 187–193.
doi: 10.1002/bies.201100141

Mulligan, P., Westbrook, T. F., Ottinger, M., Pavlova, N., Macia, E., Shi, Y. J.,
et al. (2019). CDYL bridges REST and histone methyltransferases for gene
repression and suppression of cellular transformation. Mol. Cell 32, 718–726.
doi: 10.1016/j.molcel.2008.10.025.CDYL

Roth, S. Y., Denu, J. M., and Allis, C. D. (2001). Histone Acetyltransferases. Available
online at: www.annualreviews.org (accessed October 5, 2020).

Ruiz-Andres, O., Sanchez-Niño, M. D., Cannata-Ortiz, P., Ruiz-Ortega, M., Egido,
J., Ortiz, A., et al. (2016). Histone lysine crotonylation during acute kidney
injury in mice. Dis. Model. Mech. 9, 633–645. doi: 10.1242/dmm.024455

Sabari, B. R., Tang, Z., Huang, H., Yong-Gonzalez, V., Molina, H., Kong, H. E.,
et al. (2015). Intracellular crotonyl-CoA stimulates transcription through P300-
catalyzed histone crotonylation. Mol. Cell 58, 203–215. doi: 10.1016/j.molcel.
2015.02.029

Sabari, B. R., Zhang, D., Allis, C. D., and Zhao, Y. (2017). Metabolic regulation of
gene expression through histone acylations. Nat. Rev. Mol. Cell Biol. 18, 90–101.
doi: 10.1038/nrm.2016.140

Simithy, J., Sidoli, S., Yuan, Z. F., Coradin, M., Bhanu, N. V., Marchione,
D. M., et al. (2017). Characterization of histone acylations links chromatin
modifications with metabolism. Nat. Commun. 8:1141. doi: 10.1038/s41467-
017-01384-9

Sutendra, G., Kinnaird, A., Dromparis, P., Paulin, R., Stenson, T. H., Haromy,
A., et al. (2014). A nuclear pyruvate dehydrogenase complex is important for
the generation of acetyl-CoA and Histone acetylation. Cell 158, 84–97. doi:
10.1016/j.cell.2014.04.046

Suzuki, Y., Horikoshi, N., Kato, D., and Kurumizaka, H. (2016). Crystal structure of
the nucleosome containing histone H3 with crotonylated lysine 122. Biochem.
Biophys. Res. Communications 469, 483–489. doi: 10.1016/j.bbrc.2015.12.041

Tan, J., McKenzie, C., Potamitis, M., Thorburn, A. N., Mackay, C. R., and Macia, L.
(2014). The role of short-chain fatty acids in health and disease. Adv. Immunol.
121, 91–119. doi: 10.1016/B978-0-12-800100-4.00003-9

Tan, M., Luo, H., Lee, S., Jin, F., Yang, J. S., Montellier, E., et al. (2011). Identification
of 67 histone marks and histone lysine crotonylation as a new type of histone
modification. Cell 146, 1016–1028. doi: 10.1016/j.cell.2011.08.008

Tan, M., Peng, C., Anderson, K. A., Chhoy, P., Xie, Z., Dai, L., et al. (2014). Lysine
glutarylation is a protein posttranslational modification regulated by SIRT5.
Cell Metab. 19, 605–617. doi: 10.1016/j.cmet.2014.03.014

Turner, A. W., and Margolis, D. M. (2017). Chromatin regulation and the histone
code in HIV latency. Yale J. Biol. Med. 90, 229–243.

Turner, J. M. A. (2007). Meiotic sex chromosome inactivation. Development 134,
1823–1831. doi: 10.1242/dev.000018

Wei, W., Liu, X., Chen, J., Gao, S., Lu, L., Zhang, H., et al. (2017). Class i histone
deacetylases are major histone decrotonylases: evidence for critical and broad
function of histone crotonylation in transcription. Cell Res. 27, 898–915. doi:
10.1038/cr.2017.68

Wellen, K. E., Hatzivassiliou, G., Sachdeva, U. M., Bui, T. V., Cross, J. R., and
Thompson, C. B. (2009). ATP-citrate lyase links cellular metabolism to histone
acetylation. Science 324, 1076–1080. doi: 10.1126/science.1164097

Xie, Z., Dai, J., Dai, L., Tan, M., Cheng, Z., Wu, Y., et al. (2012). Lysine succinylation
and lysine malonylation in histones. Mol. Cell. Proteomics 11, 100–107. doi:
10.1074/mcp.M111.015875

Xie, Z., Zhang, D., Chung, D., Tang, Z., Huang, H., Dai, L., et al. (2016). Metabolic
regulation of gene expression by histone lysine β-hydroxybutyrylation.Mol. Cell
62, 194–206. doi: 10.1016/j.molcel.2016.03.036

Xiong, X., Panchenko, T., Yang, S., Zhao, S., Yan, P., Zhang, W., et al. (2016).
Selective recognition of histone crotonylation by double PHD fingers of MOZ
and DPF2. Nat. Chem. Biol. 12, 1111–1118. doi: 10.1038/nchembio.2218

Zhang, Q., Zeng, L., Zhao, C., Ju, Y., Konuma, T., and Zhou, M. M. (2016).
Structural insights into histone crotonyl-lysine recognition by the AF9 YEATS
domain. Structure 24, 1606–1612. doi: 10.1016/j.str.2016.05.023

Zhang, Y., Yang, X., Gui, B., Xie, G., Zhang, D., Shang, Y., et al. (2011). Corepressor
protein CDYL functions as a molecular bridge between polycomb repressor
complex 2 and repressive chromatin mark trimethylated histone lysine 27.
J. Biol. Chem. 286, 42414–42425. doi: 10.1074/jbc.M111.271064

Zhao, D., Guan, H., Zhao, S., Mi, W., Wen, H., Li, Y., et al. (2016). YEATS2 is a
selective histone crotonylation reader. Cell Res. 26, 629–632. doi: 10.1038/cr.
2016.49

Zhao, D., Li, Y., Xiong, X., Chen, Z., and Li, H. (2017). YEATS domain—A
histone acylation reader in health and disease. J. Mol. Biol. 429, 1994–2002.
doi: 10.1016/j.jmb.2017.03.010

Zhao, S., Zhang, X., and Li, H. (2018). Beyond histone acetylation—writing and
erasing histone acylations. Curr. Opin. Struct. Biol. 53, 169–177. doi: 10.1016/j.
sbi.2018.10.001

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2021 Ntorla and Burgoyne. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The
use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with
these terms.

Frontiers in Cell and Developmental Biology | www.frontiersin.org 12 April 2021 | Volume 9 | Article 624914216

https://doi.org/10.1002/bies.201100141
https://doi.org/10.1016/j.molcel.2008.10.025.CDYL
http://www.annualreviews.org
https://doi.org/10.1242/dmm.024455
https://doi.org/10.1016/j.molcel.2015.02.029
https://doi.org/10.1016/j.molcel.2015.02.029
https://doi.org/10.1038/nrm.2016.140
https://doi.org/10.1038/s41467-017-01384-9
https://doi.org/10.1038/s41467-017-01384-9
https://doi.org/10.1016/j.cell.2014.04.046
https://doi.org/10.1016/j.cell.2014.04.046
https://doi.org/10.1016/j.bbrc.2015.12.041
https://doi.org/10.1016/B978-0-12-800100-4.00003-9
https://doi.org/10.1016/j.cell.2011.08.008
https://doi.org/10.1016/j.cmet.2014.03.014
https://doi.org/10.1242/dev.000018
https://doi.org/10.1038/cr.2017.68
https://doi.org/10.1038/cr.2017.68
https://doi.org/10.1126/science.1164097
https://doi.org/10.1074/mcp.M111.015875
https://doi.org/10.1074/mcp.M111.015875
https://doi.org/10.1016/j.molcel.2016.03.036
https://doi.org/10.1038/nchembio.2218
https://doi.org/10.1016/j.str.2016.05.023
https://doi.org/10.1074/jbc.M111.271064
https://doi.org/10.1038/cr.2016.49
https://doi.org/10.1038/cr.2016.49
https://doi.org/10.1016/j.jmb.2017.03.010
https://doi.org/10.1016/j.sbi.2018.10.001
https://doi.org/10.1016/j.sbi.2018.10.001
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


Advantages  
of publishing  
in Frontiers

OPEN ACCESS

Articles are free to read  
for greatest visibility  

and readership 

EXTENSIVE PROMOTION

Marketing  
and promotion  

of impactful research

DIGITAL PUBLISHING

Articles designed 
for optimal readership  

across devices

LOOP RESEARCH NETWORK

Our network 
increases your 

article’s readership

Frontiers
Avenue du Tribunal-Fédéral 34  
1005 Lausanne | Switzerland  

Visit us: www.frontiersin.org
Contact us: frontiersin.org/about/contact

FAST PUBLICATION

Around 90 days  
from submission  

to decision

90

IMPACT METRICS

Advanced article metrics  
track visibility across  

digital media 

FOLLOW US 

@frontiersin

TRANSPARENT PEER-REVIEW

Editors and reviewers  
acknowledged by name  

on published articles

HIGH QUALITY PEER-REVIEW

Rigorous, collaborative,  
and constructive  

peer-review

REPRODUCIBILITY OF  
RESEARCH

Support open data  
and methods to enhance  
research reproducibility

http://www.frontiersin.org

	Cover
	Frontiers eBook Copyright Statement
	Chromatin Spatial Configuration and Function in Metazoans
	Table of Contents
	Editorial: Chromatin Spatial Configuration and Function in Metazoans
	Author Contributions
	Funding
	Acknowledgments
	References

	The Emerging Roles of Heterochromatin in Cell Migration
	Introduction
	Heterochromatin Alterations in Migrating Cells
	Effects of Heterochromatin Levels on Cell Migration Rate
	Heterochromatin Roles in Cell Migration
	Heterochromatin Mechanical Roles
	Heterochromatin in Transcriptional Control

	Concluding Remarks
	Author Contributions
	Funding
	Acknowledgments
	References

	1Q12 Loci Movement in the Interphase Nucleus Under the Action of ROS Is an Important Component of the Mechanism That Determines Copy Number Variation of Satellite III (1q12) in Health and Schizophrenia
	Introduction
	Materials and Methods
	SZ Patients and Healthy Volunteers
	The Patients Consent to the Various Analyses Performed

	Isolating of DNA From the Leukocytes
	Non-radioactive Quantitative Hybridization
	The DNA Probe

	Cell Culture
	Irradiation of the Cells and Incubation With Hydrogen Peroxide
	Preparation of Cellular Samples
	Fluorescent in situ Hybridization
	Activity of the Nucleolus
	Image Analysis
	3D–2D Modeling

	Quantification of RNA SATIII Levels
	Statistical Analysis

	Results
	Localization of 1q12 Loci in Human Lymphocyte Interphase Nuclei
	ROS Induce the 1q12 Loci Movement From Periphery to the Center of the Nucleus
	The 1q12 Loci Movement in Response to Stress Depends on the Locus Size
	High f-SatIII Content Lymphocytes Are Less Resistant to ROS
	Satellite III Transcription in Lymphocytes in Response to ROS
	Satellite III Transcription in SZ Patients' White Blood Cells

	Ribosomal DNA Localization in Human Lymphocytes
	Localization of f-SatIII and rDNA in the Human MSC
	Change in the MSC f-SatIII Content Under IR

	Discussion
	Oxidative Stress Induces the Movement of Two Large Tandem Genome Repeats in the Cultured Human Cells Nuclei
	White Blood Cells of SZ Patients Show a Response Comparable to the Low-Dose IR Effect on Healthy Cells

	Conclusion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Supplementary Material
	References

	The Interplay Between Replacement and Retention of Histones in the Sperm Genome
	Introduction
	Are Histones the Mayor Player in the Establishment of the Sperm Epigenome?
	Histone Replacement in the Sperm Genome
	Testis-Specific Histones and Histone Post-Translational Modifications Contribute to the Nucleosome Eviction Process
	Transition Proteins Contribute to Histone Eviction in Mouse Spermatids
	From Transition Protein to Protamines
	Histone Retention
	Ctcf as a Candidate for the Histone Retention Process During Mice Spermatogenesis
	Altered Histone Retention and Transgenerational Inheritance
	Discussion
	AUTHOR CONTRIBUTIONS
	Funding
	Acknowledgments
	References

	An Intronic Alu Element Attenuates the Transcription of a Long Non-coding RNA in Human Cell Lines
	Introduction
	Materials and Methods
	Plasmid Constructs
	Cell Culture
	Stable Transfection of K562 Cells
	Cell Clone Isolation
	CRISPR/Cas9-Mediated Targeted Deletion
	RNA Extraction and Real-Time Quantitative PCR
	Cell Proliferation Assay
	Bioinformatic Analysis
	Motif Data Analysis

	Results
	An Intronic Alu Element Behaves as an Enhancer and Protects Against Epigenetic Silencing in Reporter Constructs
	 In situ Deletion of the Intronic Alu Sequence Results in Changes in Transcription

	Discussion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Acknowledgments
	References


	Heterochromatin as an Important Driver of Genome Organization
	Introduction
	Heterochromatin Types and Establishment
	Emerging Function of Heterochromatin in Genome Topology
	Heterochromatin Positioning Within the Cell Nucleus
	Chromatin Compartments and Phase Separation
	Heterochromatin-Driven Chromatin Interactions

	Changes in Heterochromatin Organization in Aging and Disease
	Senescence-Associated Heterochromatin Foci
	Heterochromatin Disorganization in Laminopathies

	Closing Remarks
	Author Contributions
	Funding
	Acknowledgments
	References

	Chromatin Landscape During Skeletal Muscle Differentiation
	Introduction
	Skeletal Muscle Commitment and Differentiation: The Pioneer Factor Pax7
	Molecular Determinants of Muscle Regeneration, MyoD as Master Epigenetic Regulator
	MyoD and the Three-Dimensional Organization of Chromatin
	Higher-Order Chromatin Organization and Muscle Disease

	Concluding Remarks
	Author Contributions
	References

	Understanding Dietary Intervention-Mediated Epigenetic Modifications in Metabolic Diseases
	Introduction
	Epigenetic regulation in adipose tissues during metabolic disease and dietary intervention
	Adipose Tissue in Health and Metabolic Disease
	Epigenetic Changes in Adipose Tissues in Metabolic Disease
	DNA Methylation/Demethylation
	Regulators of DNA methylation

	Histone Methylation/Demethylation
	H3K4 methylation (MLL3/MLL4, LSD1)
	H3K9 methylation (EHMT1/EHMT2, LSD1, JHDM2A)
	H3K27 methylation (EZH2)
	H3K36 methylation (NSD2)

	Histone Acetylation/Deacetylation
	Class I/II HDACs
	Class III HDAC (SIRT1)
	Class III HDAC (SIRT2)


	Epigenetic Changes in Adipose Tissues in Dietary Intervention
	DNA Methylation/Demethylation
	Histone Methylation/Demethylation
	Histone Acetylation/Deacetylation
	Class I/II HDACs
	Class III HDAC (SIRT1)
	Class III HDAC (SIRT2)



	Epigenetic Regulation in Liver During Metabolic Disease and Dietary Intervention
	The Liver in Health and Metabolic Disease
	Epigenetic Changes in the Liver in Metabolic Disease
	DNA Methylation/Demethylation
	Regulators of DNA methylation

	Histone Methylation/Demethylation
	H3K9 methylation (EHMT2, JMJD1C, JMJD2B, PHF2)
	H3K27 methylation (EZH1/EZH2)
	H3K4 methylation (MLL4)

	Histone Acetylation/Deacetylation
	Class I/II HDACs
	Class III HDAC (SIRT1)


	Epigenetic Changes in the Liver in Dietary Intervention
	DNA Methylation/Demethylation
	Histone Methylation/Demethylation
	Histone Acetylation/Deacetylation
	Class I/II HDACs
	Class III HDACs (SIRT1)



	Epigenetic Regulation in Pancreas During Metabolic Disease and Dietary Intervention
	The Pancreas in Health and Metabolic Disease
	Epigenetic Changes in the Pancreas in Metabolic Disease
	DNA Methylation/Demethylation
	Histone Methylation/Demethylation
	Histone Acetylation/Deacetylation

	Epigenetic Changes in the Pancreas in Dietary Intervention

	The Metabolic and Epigenetic Interplay Between Gut Microbiota and Diet
	Ketone Bodies as Epigenetic Regulators in Dietary Intervention
	Conclusion and Discussion of Future Perspectives
	Limitations of Epigenetic Modification by Dietary Intervention
	Sex Differences
	Age Differences

	Benefits of Epigenetic Modification by Dietary Intervention

	Author Contributions
	Funding
	Acknowledgments
	References

	Emerging Roles for Chromo Domain Proteins in Genome Organization and Cell Fate in C. elegans
	Introduction
	Chromo Domain Proteins and Spatial Organization of the Genome
	Lamina-Associated Domains and*1pt Compartments
	Chromatin Compaction in Dosage Compensation and Nuclear RNA Interference

	Functional Consequences of Regulation by Chromo Domain Proteins
	Chromo Domain Proteins in the Maintenance of Cell Fate
	Germline Immortality and Transgenerational Epigenetic Inheritance

	Perspective and Future Directions
	Author Contributions
	Funding
	Acknowledgments
	References

	RNA, Genome Output and Input
	Introduction
	Positional Conservation of Cis-Regulatory Rnas and Target Genes
	Spatial Proximity Between Enhancer Rnas and Promoters
	Co-Transcriptional, Rna-Assisted Formation of Membrane-Less Structures
	Discussion
	Author Contributions
	Acknowledgments
	References

	Chromatin Remodelers in the 3D Nuclear Compartment
	Chromatin Structure and Organization
	Chromatin Loops
	Topologically Associating Domains (Tads)
	Chromatin Compartments
	Chromosome Territories
	Is the Nuclear Architecture the Same in All Eukaryotic Organisms?
	Modifications in the Chromatin Structure
	Chromatin Remodeling Complexes
	Remodeling Activities Required for Higher Order Chromatin Structure
	Promoter Clearance and CRC
	CRC Association to Architectural Proteins
	CRC in the Control of Compartments and TADs
	CRC Association to Methyl CpG Binding Proteins

	Discussion
	Author Contributions
	Funding
	Acknowledgments
	References

	Evolution of Genome-Organizing Long Non-coding RNAs in Metazoans
	Introduction
	Signatures of Conservation in lncRNAs
	lncRNAs That Affect TAD Conformation and Their Conservation
	Sequence Conservation
	Positional Conservation
	Structural Conservation
	Functional Convergence: The Case of Dosage Compensation lncRNAs

	Discussion
	Author Contributions
	References

	Chromatin Structure and Function in Mosquitoes
	Introduction
	3D Genome Organization
	Chromatin Structure and Regulation of Gene Expression
	Additional Layers of Epigenetic Regulation
	Concluding Remarks
	Author Contributions
	Funding
	References

	Heart Enhancers: Development and Disease Control at a Distance
	Introduction
	Enhancer Structure and Function in Development: a Primer
	Heart Enhancers: Fundamental Insights, One Cre at a Time
	Establishing Molecular Cascades Regulating Heart Development
	Cardiac TF Crosstalk
	Putting Enhancers to Work

	Unmasking Heart Enhancers With Comparative and Functional Genomics
	Enhancer Hunting: Tools of the Trade
	Heart Enhancers: From Genome-Wide Mapping to Metazoan Regulatory Logic
	Heart Enhancers in Space: Chromatin Interactions and Architectures
	Enhancing Enhancers With Enhancer-Associated RNAs
	Heart Enhancers: Keeping Track of Time
	Evolutionary Mysteries of Heart Enhancers
	Heart Enhancers: One Cell at a Time
	Computing Heart Enhancers

	Heart Enhancers in Cardiovascular Disease
	Connecting Non-coding Variants to Cardiovascular Diseases
	Discovering Disruptive Non-coding Variants Near Cardiac Genes
	Interpreting Non-coding Variants With Genome-Wide Enhancer Annotation
	EMERGING TECHNIQUES FOR THE FUNCTIONAL DISSECTION OF HEART ENHANCERS
	Discussion, Concluding Remarks, and Future Perspectives
	Author Contributions
	Funding
	Acknowledgments
	References


	The Regulation and Function of Histone Crotonylation
	Introduction
	The Discovery of Histone Lys CROTONYLATION
	Writers and Erasers of Histone Lys Crotonylation
	Writers
	Erasers
	Other Regulators

	Readers of Histone Lys Crotonylation
	Metabolic Regulation of Histone Lys Crotonylation
	Functions of Histone Lys Crotonylation
	Gene Regulation
	Acute Kidney Injury
	Spermatogenesis
	Depression
	HIV Latency
	DNA Damage Response
	Stem Cell Biology

	Conclusion and Future Perspectives
	Author Contributions
	Funding
	References

	Back Cover



