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Besides gelastic seizures, hypothalamic hamartoma (HH) is also noted for its susceptibility to remote secondary epileptogenesis. Although clinical observations have demonstrated its existence, and a three-stage theory has been proposed, how to determine whether a remote symptom is spontaneous or dependent on epileptic activities of HH is difficult in some cases. Herein, we report a case of new non-gelastic seizures in a 9-year-old female associated with a postoperatively remaining HH. Electrophysiological examinations and stereo-electroencephalography (SEEG) demonstrated seizure onsets with slow-wave and fast activities on the outside of the HH. By using computational methodologies to calculate the network dynamic effective connectivities, the importance of HH in the epileptic network was revealed. After SEEG-guided thermal coagulation of the remaining HH, the patient finally was seizure-free at the 2-year follow-up. This case showed the ability of computational methods to reveal information underlying complex SEEG signals, and further demonstrated the dependent-stage secondary epileptogenesis, which has been rarely reported.
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INTRODUCTION

As a rare congenital malformation disease, hypothalamic hamartoma (HH) has four major impacts on patients, especially in the pediatric populations: precocious puberty (PP) (1), seizures that are mainly gelastic seizures (GS) (2), cognitive and behavioral impairments (3), and developmental delays (4). Among the symptoms, GS is a hallmark, mostly drug resistant and is verified by stereo-electroencephalography (SEEG) as originating from HH (5, 6). However, due to the observation of multiple other seizure types associated with extra-lesion areas, a hypothesis of secondary epileptogenesis, that persistent seizure activities from HH could induce seizure activities in various neocortical areas, has been suggested (5, 7). According to Morell's postulation, secondary epileptogenesis develops in three stages (i.e., dependent, intermediate, and independent) (8, 9). Previous clinical observations have demonstrated the existence of the independent stage, but methods to distinguish this stage once the secondary epileptogenesis emerges have rarely been described (7). Since the 1990s, computational methods based on various theoretical models have been developed and used to solve problems that were too complex for manual interpretations (10–14).

In this paper, we report a giant (diameter > 5 cm) HH case, whose epilepsy control did not merely fail after a secondary-stage surgery approach, but secondary epileptogenesis also developed. Despite the difficulty of diagnosing the stage of secondary epileptogenesis with information from magnetic resonance imaging (MRI) scans, scalp video electroencephalograms EEGs, and SEEG, use of a novel computational method based on SEEG data suggested the possibility of a dependent stage, and the patient's seizure control finally succeeded with SEEG-guided thermal coagulation.



CASE PRESENTATION

A 9-year-old female was admitted to our epilepsy center because of an almost 8.5-year history of compulsive bursts of giggles, which probably started since 8 months of age. At that time, giggles were not confirmed because the sounds merely sounded like a peculiar noise. A giant HH, which was approximately 35 × 32 × 25 mm had grown to the interpeduncular cistern as revealed by an MRI scan (Figure 1A). GS were diagnosed at 2 years of age, and two resective operations had been conducted separately at 6 months and 1.5 years later. Both operations were via the same trans-right-frontal-basal approach and about 50% of the lesion had been removed (Figure 1B), and pathological examinations verified the diagnosis of HH. After the first operation, carbamazepine therapy of 100 mg per day was given. Unfortunately, the two operations and medical therapy did not improve the compulsive giggles. Later, since 7 years of age, carbamazepine had been ceased by her mother without medical consultation. The patient had no antiepileptic drugs and her GS had not changed until her admission to our center due to a recent aggravation with two times of a new seizure type. These two seizures started with a loss of consciousness and then developed to her eyes turning to the left and then tonic–clonic seizure of the four limbs. This lasted for about 2–3 min. The patient had medium-level academic achievement, and her mother reported no obvious behavioral deterioration. Nevertheless, the patient was described as short-tempered and hard to communicate with.


[image: Figure 1]
FIGURE 1. Magnetic resonance imaging scans of the patient at different ages. (A) Images at 2.5 years of age before the first resective operation the giant HH (about 35 × 32 × 25 mm, images from left to right are the axial contrasted T1 image, axial T2 FLAIRE image, coronal T1 image, and sagittal T1 image). (B) Images at 3.5 years of age after the second resective operation demonstrated about 25% of the lesion had remained (images from left to right are two axial contrasted T1 images in different slices, contrasted coronal T1 image, and contrasted sagittal T1 image). (C) Images 7 days after the ablation showed that almost all the par connection between the HH and the hypothalamus has been coagulated. (Images from left to right are axial, sagittal, and coronal T2 FLAIRE images).


Her physical and neurological examinations were normal. The Wechsler Intelligence Scale for Children—Chinese Revised showed that her full intelligence quotient was at an average level with a score of 97. All routine blood, blood coagulation, and biochemical tests, as well as infection immunoassay results, urinalysis, electrocardiogram, and chest radiography showed normal results.

For epilepsy evaluation, both scalp video-EEG (VEEG) and MRI scans were conducted. Structural imaging showed that the remaining HH was connected to the hypothalamus (Figure 1B).

VEEG were recorded with a Nicolet video-EEG monitoring system (Thermo Fisher Scientific, Waltham, MA, USA) and digitized at the rate of 1,024 Hz with the international standard 10–10 electrode montage. The online band-pass filter was set to 1.6–150 Hz. The monitor recorded for 7 days and video observations demonstrated two types of clinical seizures. The first was the bursts of giggles, which persisted for about 5 s, and the second one was the loss of consciousness followed by head-turning to the left, which lasted about 20 s. No obvious giggles were observed during the second procedure, and associated auras were denied.

In the inter-ictal period, intermittent poly-spikes and slow-wave activities were recorded in the right frontal area (F8, Fp2, F4) and the right temporal area (M2, T4). In the peri-ictal period, the EEG onset zone was located in the right hemisphere and was obvious in the anterior area (Fp2, F4, C4, M2, F8, T8) with low-voltage fast activities. Two seconds later, the clinical symptoms started. Figure 2A shows the VEEG waveforms of 6 s pre-ictal and 11 s early-ictal period of the second seizure type. The GS showed similar VEEG performances.


[image: Figure 2]
FIGURE 2. (A) Scalp VEEG showed seizure onset with the consciousness loss with head-turning to the left was located on the right anterior area with low-voltage fast activities. (B) SEEG demonstrated that inter-ictal discharges emerged only within the temporal lobe (nodes A8–11, B6–7, B11–12, D7–9, and E4-5). (C) SEEG showed that GS started within the right hippocampus (nodes D7–9 and E4–5) with spike–waves in fast activities. Seizure activities were not recorded, either during the inter-ictal period or during the seizure procedure, in nodes within the remaining HH.


From these data, three hypotheses for the secondary partial seizures emerged; these shared the same mechanisms with GS induced either by HH or some region in the neocortex. Likewise, it might independently oscillate similar to VEEG performances with GS induced by HH.

To accurately explore the seizure onset zone, five intracranial electrodes were stereotaxically implanted with a robot-assisted stereotaxic operation system (ROSA). The SEEG depth electrodes (16 contacts, length: 2 mm, diameter: 0.8 mm; 1.5 mm apart) were manufactured by ALICS Co Ltd., Besancon, France. The diameter of the depth electrode was 0.8 mm. The electrodes were placed into the remaining HH via the right anterior temporal lobe (electrodes A–D) or right anterior frontal lobe (electrode E). The SEEGs were recorded using a common reference electrode (Nicolet™ system; 128 channels; sampling rate, 1024 Hz). The impedance of all the recording electrode nodes was kept below 50 kΩ; otherwise, the nodes would be excluded from analyses. Bipolar derivation was chosen to avoid possible bias deriving either from a not completely inactive common reference or from interference due to a volume conduction effect. To verify the correct placement of the electrodes, a postimplantation (DynaCT; Siemens, Malvern, PA, USA) scan was performed and reconstructed images were digitally fused with the presurgical MRI dataset using the fusion system within ROSA.

Finally, electrodes A–D were implanted as planned while the tip of electrode E was placed into the hippocampus. As a result, electrode nodes A1–5, B1–5, C1–3, and D1–4 were located within the remaining HH; nodes A8–11, B7–9, D7–10, and E4–5 were located within the hippocampus; nodes A14–15, B12–17, C14–17, and D15–17 were located within the right superficial temporal lobe; nodes E16–17 were located within the right superficial frontal lobe; and the other nodes were located within the white matter. Figure 3A shows all nodes within the remaining HH. SEEGs were monitored for 3 days after implantation, and a total of four seizures in two types were captured.


[image: Figure 3]
FIGURE 3. (A) Fusion images of CT and T1 images demonstrated locations of the electrode nodes. Nodes A1–5, B1–5, C1–3, and D1–4 were located within the remaining HH. E4–5 were located in the right hippocampus that occurred during implantation. (B) The whole procedure of the computational method. More details have been described in a previous study (10). (C) The results of calculations of the 5 min SEEG data before seizure onset demonstrated that nodes within the remaining HH (nodes B1–2, C1–2, and D3–4) also contained prominent out-degrees, while nodes within the hippocampus (nodes E4–5) contained dominant out-degrees. (D) The results of calculations of the 90 s ictal data showed dominant out-degrees within the hippocampus (nodes E4–5). Numbers in the vertical axis correspond to nodes of the electrodes: 1:14 = A1–2:A14–15; 15:29 = B1–2:B15–16; 30:45 = C1–2:C16–17; 46:61 = D1–2:D16–17; 62:77 = E1–2:E16–17.


Figure 2B shows that SEEGs for all the inter-ictal discharges were located within the temporal lobe (A8–11, B6–7, B11–12, D7–9, and E4–5). Unexpectedly, seizure onsets of the two types, even the GS, originated from the hippocampus (E4–5 and D7–9) with spike–waves in fast activities as shown in Figure 2C. The time intervals between onset activities and clinical symptoms (giggles or head-turning) were about 14 s.

Because this diverged from clinical experiences, that GS were mostly induced by electrical/physiological activities of HH, the SEEG data were further analyzed by a hemi-manual computational method, which was previously introduced (10; in Matlab 2017). This computational method calculated the SEEG dataset in all bands. Using the adaptive direct transfer function, the SEEG data were integrated into a frequency domain. We then essentially used the Granger causality technique (15) and a time-variant autoregressive model to evaluate the statistical interdependence of multiple simultaneous time series, considering the Kalman filtering algorithm (16). Each node stood for its adjacent neural population. Finally, the instant out-degree of each node in a network was drawn, which stood for the impact of the node on other neural ensembles in the production of synchronous discharges. Figure 3B shows the analyzing process; more details have been described in our previous study (10). For this case, two time periods, which were 5 min before (pre-ictal) and 90 s after (early-ictal) seizure onset, were analyzed, as these datasets could reflect neural network evolution during seizure activities. Thereafter, prominent out-degrees within HH (B1–2, C1–3, and D2–4) were demonstrated in the pre-ictal period (Figure 3C), although the hippocampus (E4–5) persistently showed dominant out-degrees.

From these data, our hypothesis was that the patient showed a dependent-stage elevated secondary epileptogenesis, and therefore, radiofrequency ablation therapy targeting the remaining HH was designed. The parameters are listed in Table 1.


Table 1. Parameters of SEEG-guided radiofrequency coagulation.

[image: Table 1]

Of note, when seizures ceased right after the ablation, post-ablation SEEG monitoring recorded an abrupt decrease of inter-ictal discharges. In addition, the patient had a curative feeling, and the parent described a personality change in the patient as becoming gentler and easier to communicate with. Post-ablation MRI showed a satisfying ablation of the par connection between the HH and the hypothalamus (Figure 1C). After the ablation, an oxcarbazepine therapy of 600 mg per day was given as the postoperative antiepileptic drug. At the 2-year follow-up, there was no sign of relapse and VEEGs (four times for 16 h) showed continued “running down” of inter-ictal discharges. The oxcarbazepine was gradually withdrawn to 300 mg per day. No intelligence decline and behavioral deterioration was observed and the change of personality seemed to be permanent.



DISCUSSION

In this case, the existence of the dependent stage of secondary epileptogenesis was first suggested. Secondary epileptogenesis was defined by Morell as the involvement of a previously normal neural network by an interconnected actively discharging an epileptogenic area (9), which might be related to the kindling procedure (17). Three stages were postulated: the dependent stage, the intermediate stage, and the independent stage (8). When driven by the primary focus, epileptic activities could be ceased after exclusion of the primary focus in the dependent stage. After temporary persistence, secondary epileptic activities would finally cease after the removal of the primary focus. However, in the dependent stage, in spite of removal of the primary focus, secondary epileptogenesis epileptic activities may persist. A kindling phenomenon, which was described by Goddard (17), was believed to be the cause. Repetition of kindling-like seizure activities may recruit uninvolved neural populations into epileptic networks and the rate of kindling-like activities may decide the secondary-epileptogenesis stage. However, because of the controversy regarding the definition, and the imperfect fit of animal models to the human epileptic syndrome, “secondary epileptogenesis” remained controversial except in the HHs.

Kindling-like activities have been revealed in human HH tissues. In a series of pathological researches, it was recognized that clusters of 80–90% HH neurons, which have an interneuron-like phenotype, work as a pacemaker and the other HH neurons, which are large cells with pleomorphic soma and dendrites, function as a neurotransmitter (18–21). These activities could propagate to the temporal lobe through the left fornix (22) or to the frontal lobe through the mammillary-thalamo-cingulate pathway (23). Scholly et al. have reported HH cases consistent with the independent stage (5, 7). Parvizi et al. suggested that the development of non-GS types in GS with HHs correlates with older age and longer duration of epilepsy (24), while GS related to frontal, parietal lobe epilepsy or hippocampal sclerosis has also been reported (25). Several reports suggested that seizure types besides GS in HHs were related to neocortical seizure activities (5, 26).

In the current case study, the cessation of the seizures, especially non-gelastic seizures after thermal coagulation of par connection and no relapse in the 2-year follow-up, strongly suggested that these seizure activities correlated with the remaining HH. Although electrophysiological examination, especially SEEG, could not directly confirm this correlation, and the SEEG directly indicated seizure onset in the right hippocampus (E4–5, D7–9) (Figure 2C), it might be induced by a lack of HH tissues and the insufficient sensitivity of the SEEG equipment. As previously mentioned, the seizure activities of the HHs were generated by the intrinsic pacemaker neurons (18–21). In this case, the majority of the HH was excluded. The remaining volume of the HH may not generate potentials that could be recorded. The maximum frequency of our SEEG equipment was 1,024 Hz, and it was therefore probable that high-frequency neural oscillations could not be recognized. There was also a window period for anti-epileptic drug treatment, and oxcarbazepine was added after the thermocoagulation. The medication therapy was not believed to play a dominant role, because carbamazepine was not reported to work on seizure control. Considering all these factors, there was a high probability that the patient was in the dependent stage of secondary epileptogenesis, which has seldom been reported.

In similar clinical processes, recognizing the correlation between dependent-stage secondary epileptogenesis and HH preoperatively is crucial to prevent damages from surgical interventions. Computational methods might provide perspectives beyond the manual interpretation of SEEG data.

In recent years, different computational methods have been widely applied to epilepsy clinical studies. Sinha et al. have developed a simulated resection method for neurosurgical outcome prediction based on calculating the escape time, which indicates the possibility of a normal neural population generating abnormal behavior (27). Bartolomei et al. have developed the epileptogenicity index calculation (EI) method, which considers the intensity and frequency of unit neural ensemble activity, to determine the epileptogenic zone (13) Using this method, Scholly et al. analyzed SEEG data of a HH patient (5). The method applied in this study considered the interactive influence of neural populations, which was indicated by the out-degrees of each node, and the dynamical alteration of a seizure network. This was the main strength of this approach. In our previous research (10), the accuracy of our computational method for epileptogenic zone location was 82.86%, and the detection rate was 85.29%.

The calculated results demonstrated that nodes in the hippocampus dominated either in the pre-ictal or in the early-ictal period and nodes within the HH showed prominent results in the pre-ictal at 5 min (Figures 3C,D). We interpreted these results as an indication of hippocampal involvement and as a functional state of the remaining HH in the seizure network. The calculated out-degrees indicated the influenced range of a single neural population. This included populations within the remaining HH that would process less out-degrees for the outputs of the HH and were fewer than those of the hippocampus. Whether this method overcame the relatively low potential induced by the exclusion of the majority of the lesion needs to be further studied. One future problem to solve is how to reduce the interference from the signal per se. In addition, the pre-ictal appearance of the prominent HH out-degree and dominant hippocampus out-degree could be interpreted as the hippocampus having become the main functional unit, and the HH might work as a pacemaker. A recent in vivo study showed that the loss of neuronal network resilience in the inter- and pre-ictal period might precede seizures (28), which indicated the importance of inter- and pre-ictal periods. Furthermore, the nodes within the white matter were not excluded. Theoretically, electrical activities of white matter are secondary to those of the neural populations, and the involvement of the white matter does not change the results generated by the whole network.

There were some limitations to the study, which could not be resolved by the present techniques. Besides the previously mentioned signal bias, the low coverage rate of SEEGs might omit important neural populations only by non-detection, and the method still has to be explored in larger clinical studies.

In conclusion, the importance of this case was that not only the existence of the dependent stage of secondary epileptogenesis was verified, but also the ability of computational methods to reveal information that could not be manually interpreted was demonstrated. In clinical processes, secondary epileptogenesis needs to be considered, and in the future, computational methods might suggest novel diagnoses and treatment of epilepsy.
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Objective: Stereoelectroencephalography (SEEG) is a procedure in which many electrodes are stereotactically implanted within different regions of the brain to estimate the epileptogenic zone in patients with drug-refractory focal epilepsy. Computer-assisted planning (CAP) improves risk scores, gray matter sampling, orthogonal drilling angles to the skull and intracerebral length in a fraction of the time required for manual planning. Due to differences in planning practices, such algorithms may not be generalizable between institutions. We provide a prospective validation of clinically feasible trajectories using “spatial priors” derived from previous implantations and implement a machine learning classifier to adapt to evolving planning practices.

Methods: Thirty-two patients underwent consecutive SEEG implantations utilizing computer-assisted planning over 2 years. Implanted electrodes from the first 12 patients (108 electrodes) were used as a training set from which entry and target point spatial priors were generated. CAP was then prospectively performed using the spatial priors in a further test set of 20 patients (210 electrodes). A K-nearest neighbor (K-NN) machine learning classifier was implemented as an adaptive learning method to modify the spatial priors dynamically.

Results: All of the 318 prospective computer-assisted planned electrodes were implanted without complication. Spatial priors developed from the training set generated clinically feasible trajectories in 79% of the test set. The remaining 21% required entry or target points outside of the spatial priors. The K-NN classifier was able to dynamically model real-time changes in the spatial priors in order to adapt to the evolving planning requirements.

Conclusions: We provide spatial priors for common SEEG trajectories that prospectively integrate clinically feasible trajectory planning practices from previous SEEG implantations. This allows institutional SEEG experience to be incorporated and used to guide future implantations. The deployment of a K-NN classifier may improve the generalisability of the algorithm by dynamically modifying the spatial priors in real-time as further implantations are performed.

Keywords: stereoelectroencephalography, EpiNav, computer-assisted planning, machine learning, spatial priors, epilepsy surgery


INTRODUCTION

Stereotactic neurosurgery requires precise pre-operative trajectory planning and accurate implementation to ensure safety and efficacy. Stereoelectroencephalography (SEEG) is a diagnostic procedure in which multiple electrodes, typically 10–16, are implanted within the brain in patients with drug-refractory focal epilepsy to approximate the epileptogenic zone so that subsequent resective or ablative interventions can render the patient seizure-free. The most significant risk of this procedure is intracerebral hemorrhage, which results in significant morbidity in 2–3% of cases (1). Various surgical techniques are employed for insertion of SEEG electrodes including frame-based, frameless and robotic methods with mean target point accuracies of 2–3 mm (2, 3). To maximize safety, surgeons plan SEEG trajectories to maximize distance from vasculature. Other important considerations include accurate targeting of the regions of interest (ROIs), avoidance of critical structures, maximizing gray-matter sampling, orthogonal drilling angles to the skull, avoidance of other electrodes, optimal spatial sampling of the putative epileptogenic zone and minimizing intracerebral trajectory length. Various computer-assisted planning (CAP) algorithms have been employed to optimize these factors. EpiNav™ is one such stereotactic planning platform that has been applied to SEEG (4–6), laser interstitial thermal therapy (7, 8) and tumor biopsy (9). Previous studies have shown external blinded feasibility ratings of CAP generated trajectories were not significantly different from expert manually planned trajectories, yet due to the wide variation in individual surgeon's planning preferences, these were 62 and 69%, respectively (5). Another potential reason for this is the reliance on whole-brain parcellations to constrain the entry and target points, which in many cases are large structures that require multiple electrodes to pass through them. Furthermore, the algorithms are static without the ability to adapt or learn from previous trajectory planning experience.

Here we present the most extensive series to date of patients that have undergone prospective SEEG planning with CAP. We provide spatial priors to augment CAP by learning from the first 12 patients as a “training set” and subsequently applying this to the prospective planning of a further 20 patients as a “test set.” To aid in the generalisability of the algorithm, we additionally utilize K-nearest neighbor (K-NN) clustering as an active learning algorithm to dynamically modify the priors based on individual surgeon's planning preferences.



METHODS


Patient Inclusion

A total of 32 patients (17 male) with drug-resistant focal epilepsy, in whom SEEG was performed as part of their routine care at The National Hospital for Neurology and Neurosurgery, London, U.K., were included in this prospective validation study. Patients underwent SEEG implantation between February 2017 and March 2019.

All patients underwent a standardized multi-disciplinary assessment consisting of specialist input from neurologists, neurosurgeons, neurophysiologists, neuropsychologists, and psychiatrists. SEEG trajectory target selection was based on an estimation of the seizure onset zone derived from a review of all pre-surgical investigations, including the clinical history and semiology, scalp EEG/video telemetry, neuropsychological and neuropsychiatric evaluations, structural, and functional MRI, PET, and SPECT imaging. Entry regions were also specified for SEEG trajectories where the lateral neocortex was also of electrophysiological interest.



Ethical Approval

Ethical approval for this study was provided by the National Research Ethics Service Committee London, approval reference: 12/LO/0377. Written consent was obtained from all patients before inclusion in the study.



EpiNav™

Pre-operative SEEG planning was performed within the EpiNav™ platform (Center for Medical Imaging Computing, University College London/King's College London) which has been described previously (4). In brief, a single gadolinium-enhanced T1 acquisition is used as a reference image to which all other imaging modalities are registered. A whole-brain parcellation was generated, using Geodesic Information Flow version 3.0 (GIF) (10), from which models of the cortex, gray matter and sulci are extracted in an automated fashion. Vascular segmentations were performed following application of a Sato filter to the pre-operative digital subtraction angiography and manual thresholding (11). Digital subtraction angiography was performed 1–2 weeks before SEEG implantation under local anesthesia in the biplanar angiography suite. Depending on the spatial distribution of the SEEG implantation and the patient's individual anatomy, injections of the ipsilateral internal carotid artery and a vertebral artery were performed. The EpiNav™ algorithm generates SEEG trajectories based on optimization of user-defined parameters, which include intracerebral length, drilling angle to the skull, gray matter sampling ratio, minimum distance from vasculature, risk score, and avoidance of critical structures (12). For an in-depth discussion on planning parameter selection see (13). The user-defined parameters applied during this study are shown in Table 1.


Table 1. Computer-assisted planning parameters.

[image: Table 1]

The risk score is a mathematical representation of the size of the avascular corridor through which the planned trajectory passes in order to reach the target. It is calculated by fitting 128 nodes along the planned trajectory and measuring the distance between the trajectory and vasculature at each node (4, 14). A cumulative score is then provided scaled by the minimum distance defined by the user. In this study, a 3 mm minimum distance from vasculature was applied, resulting in trajectories that pass within 3 mm of a vessel returning a risk score >1. The 3 mm safety margin is a user-defined setting within the software that can be altered based on the planning preferences of the neurosurgeon. Based on our previous implantation accuracies (15) and the recommendations of Cardinale et al. (16), we calculate the minimum permissible distance from vasculature using the following equation:

[image: image]

where, [image: image] represents the mean implantation error and σ the standard deviation of the implantation error.

The user inputs the implantation strategy by typing or selecting the anatomical ROIs. The entry and target regions are based on the segmentation provided by the GIF parcellation. For pragmatic purposes, we define the entry region as the most superficial anatomical structure through which the trajectory enters the brain and the target region as the deepest point of the trajectory. The vector between the entry and target point defines the trajectory vector. We stress that during SEEG procedures all gray matter contact points along the trajectory are considered target structures and hence we extend implantations to deep structures so that as much information as possible can be gained from each implanted electrode. Constraining the automated planning algorithm to the target region alone allows the global minima to be identified for that target region whereas the additional constraint of the entry region returns the local minima. An example of a typical strategy and plan generated from the GIF parcellation is shown in Figure 1. The automated planning algorithm first removes trajectories that do not adhere to the length and angle constraints. Next, trajectories that do not pass through the entry region, if specified, or conflict with critical structures are also removed. The remaining trajectories are then optimized for gray matter sampling and returned to the user in a risk-stratified manner, i.e., lowest risk first. For a more detailed description of the computer-assisted planning algorithm please see (4, 6).


[image: Figure 1]
FIGURE 1. (A) A illustrative example of an anatomy-driven multiple trajectory planning strategy (3), with the target and entry points for the trajectory specified by the user. (B) The 3D segmentation of the whole brain structures outlined in the strategy and (C) the corresponding CAP trajectories optimizing for the user-defined parameters.


After CAP, the user reviews each trajectory to ensure clinical feasibility and safety. The potential trajectories generated for a specific target (or entry-target pair) can be iterated through using the “Next Entry” or “Next Target” functions. Manual changes to the entry and target points can also be performed by the user if no suitable CAP generated trajectory is found.



Cluster Generation

Following prospective SEEG planning and surgical implantation in the first 12 cases (108 electrodes), each patient's reference image was normalized to the MNI-152 (ICBM 2009a Non-linear Asymmetric) group template (17). The parameters for transformation were then applied to the electrode trajectories and coordinate points for the entry and target points were extracted. Right and left side trajectories were combined through flipping. Entry point coordinates were taken at the intersection of the planned trajectory and the cortical surface. The cluster centroids for trajectories were calculated from the coordinates in cases in which the ROI was targeted five or more times to form the training set. Trajectories targeting patient-specific abnormalities, such as lesions or PET/SPECT abnormalities were excluded as these were not generalizable. A total of 13 entry and 14 target ROIs were included. Within-cluster sum of squares (WCSS) was calculated to quantify the extent of variance. Based on the normalized trajectories, spatial priors were then generated to constrain the entry and target points.



Prospective Validation

Prospective planning was performed in a further 20 patients (210 electrodes) with spatial priors derived from the training set. The predictive utility of the spatial priors was determined by the proportion of trajectories that passed through both the entry and target priors. In addition, the Euclidean distances between the cluster centroids from the prospective trajectories (test set) and those derived from the first 12 cases (training set) were calculated.



Adaptive Learning

We also implemented a system whereby spatial priors could adapt to evolving SEEG planning practices. The added flexibility would allow the priors to adapt and potentially incorporate new entry or target points outside of the original priors. This would permit external institutions to use the above spatial priors as a starting point and, with subsequent SEEG implantations, enable it to adapt to the individual surgeon's or institutional preferences. This was accomplished through the implementation of a K-Nearest Neighbor (K-NN) classifier to the prospective validation dataset. The K-NN was deployed using Euclidean distance from 5 uniformly weighted neighbors to determine the classifier assignments.

Computational analysis was performed with custom scripts utilizing functions from the following python libraries: Pandas, Numpy and SciKit learn. The Matplotlib library was used for data visualization.




RESULTS


Priors Validation

In total, 13 entry and 14 target point clusters were included in the training set derived from the first 12 patients (Figure 2). An entry prior for the posterior insula was not generated due to the wide dispersion of selected entry points beyond that of a single GIF parcellation ROI, indicating a lack of consistency during planning. An overview of color coded priors derived from the entry and target regions of the training set are shown in Figure 3.


[image: Figure 2]
FIGURE 2. Coordinates of the entry points, shown from a right anterolateral projection for electrode trajectories within the training set (n = 12 patients). Table 2 outlines the ROIs included for the entry and target points. Greater transparency represents trajectory points closer to the midline.



[image: Figure 3]
FIGURE 3. Coordinates of the target points, shown from a right lateral projection, for electrode trajectories within the training set (n = 12 patients). Table 2 outlines the ROIs included for the entry and target points. Greater transparency represents trajectory points closer to the midline.


A further 20 patients were then prospectively planned and implanted using the spatial priors derived from the previously implanted trajectories within the training set. Of the prospectively planned trajectories, 79% (129/163) were able to be planned and implanted using the spatial priors to restrict the entry and target regions (see Table 2 and Figure 4). The remaining 21% (34/163) of prospectively implanted trajectories required entry or target points outside of these priors (see Figure 5). All prospectively planned and implanted trajectories sampled the intended ROIs and there were no postoperative complications or hemorrhages. Coordinates for the entry and target point cluster centroids from the training set and Euclidean distance to the cluster centroid from the prospective group are shown in Supplementary Table 1. On average, the training and test cluster centroids for the majority of entry and target points were 10 mm apart, with the most notable exception being mesial prefrontal cortex electrodes. This most likely reflects the variability of cerebral vasculature between patients and the large anatomical area for electrophysiological sampling.


Table 2. Results of implanted computer-assisted planning electrode in relation to the priors.
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[image: Figure 4]
FIGURE 4. Panel of 3D images shown from right lateral projection with color-coded entry (columns 1 and 3) and target (columns 2 and 4) priors within GIF defined anatomical regions (pink). Color scheme: Amygdala: Cyan, Hippocampus: Yellow, Temporo-occipital junction: Green, Orbitofrontal cortex: Red, Anterior Insula: Brown, Posterior Insula: Gray, Anterior Cingulum: Dark pink, Middle Cingulum: Purple, Posterior Cingulum: Blue, Mesial prefrontal cortex: Yellow, Supplementary sensory-motor area: Magenta, Precuneus: Orange.



[image: Figure 5]
FIGURE 5. Panel of 3D cortical images shown from various projections with implanted electrode trajectories from the test set (red) passing through the entry priors (yellow) and the target priors (blue) derived from the training set. GIF defined anatomical structures are shown in green.




Adaptive Learning

Given that 21% of the prospectively planned trajectories were outside of the spatial priors, a K-NN machine learning classifier was applied to dynamically refine the boundaries of the entry and target priors based on the data in the training set. Subsequent implantations from the test set were then added to the training set data in 5-folds (random selection of 42 new trajectories with each fold). The K-NN classifier was iteratively re-applied and the dynamic changes in the target priors are shown in Supplementary Figure 1.




DISCUSSION

We have previously shown that CAP using the EpiNav™ platform can optimize trajectory planning parameters and return feasible plans in < one-third of the time required for manual planning (6). Computer-assisted planning, however, requires familiarity with the software and algorithms as well as multimodal image processing. In the present study, we undertake a prospective validation of spatial priors to further refine CAP for SEEG electrode trajectories by removing the reliance on ROIs derived from whole-brain parcellations. Based on a training set of 12 patients (108 electrodes) in which the EpiNav™ platform was used for CAP utilizing the GIF parcellation, we generated entry and target spatial priors for common ROIs that were targeted five or more times. Five was chosen as an arbitrary threshold to allow accurate morphological delineation and cluster centroid calculation for the prior. The spatial priors were then prospectively used to restrict the entry and target points instead of the GIF parcellation for CAP in a further 20 patients (210 electrodes). The incorporation of spatial priors allowed feasible trajectories to be returned for 79% of the electrodes. Each of these was subsequently implanted into patients without complication. For the remaining 21%, the implemented entry or target points were outside of the spatial priors. A machine learning classifier was implemented to dynamically modify the priors to account for this. We provide the spatial priors in MNI template space for use by other institutions during CAP or manual planning and as a potential starting point for standardization of SEEG trajectories.

This is the first prospective study describing the utility of spatial priors to refine computer-assisted SEEG trajectory planning. Two main methods for SEEG CAP have been implemented in the literature. The first is where the user defines a target point and the algorithm returns a trajectory with the lowest risk score (18). This has the benefit of ensuring that the precise ROI within the anatomical structure is targeted, but this limits the algorithm to return the local, but not global, minimum risk score. It may also lead to a failure of the CAP algorithm to return a feasible trajectory, especially if the chosen target point is adjacent to a critical structure and therefore contravenes a “hard constraint” within the planning algorithm. Due to this, some groups suggest “roughly” selecting the entry and target point (19–21). The algorithm then returns trajectories within a 1 cm radius allowing for slightly more variation in the entry and target points. This method still requires manual user interaction for rough placement. Another method that has been implemented is to allow the algorithm to define the entry and target points automatically within predefined anatomical structures (4). This is reliant on the anatomical segmentation provided by whole-brain parcellations such as Freesurfer (22) or GIF (10). In general, whole-brain parcellations are developed from healthy controls and the accuracy of the segmentation may fail in patients with gross anatomical abnormalities or following previous surgery. Another limitation is that in some cases the anatomically defined entry and target regions may be very large such as electrodes targeting the anterior cingulum, which typically enter through the middle frontal gyrus. The computer planning algorithm then returns the global minimum risk score, but this may not be practical or feasible. Algorithms have been able to counter this problem to some extent through maximizing spatial distribution but only when multiple electrodes pass through a single ROI (4). One example of this can be seen with temporal implantations. In such a scenario sampling the temporal pole, amygdala, anterior hippocampus, posterior hippocampus and temporo-occipital junction may be required. Unless the clinical scenario dictates otherwise, it is likely that that entry points for all of these electrode trajectories will pass through the middle temporal gyrus. It is beneficial, therefore for the lateral neocortical sampling to be spatially distributed along the anteroposterior axis to prevent electrode conflicts and also aid in the delineation of the lateral neocortical resection margins. More advanced systems also enable the user to iterate through the proposed trajectories in a risk-stratified manner until a feasible trajectory with the lowest risk score is identified (5). Spatial priors can overcome this limitation as the entry and target points are confined to previously implemented trajectories. This removes the reliance on whole-brain parcellations for the entry and target point constraints and ensures reliable spatial sampling. Another benefit is that the risk-stratified trajectories returned to the user are more likely to be clinically acceptable and reduces the need to iterate through the options. In generating these priors, we purposefully excluded trajectories that targeted unique patient-specific abnormalities, such as focal cortical dysplasia, as these would not be generalizable when considering trajectory planning in other patients. In such cases, computer-assisted planning can still be utilized using the segmentation of the lesion as the target and allow the algorithm to choose the most appropriate entry point (12).

As a further analysis, we implemented a K-NN classifier as part of an adaptive learning algorithm. Here the K-NN classifier was used to generate the boundaries that define the priors for the entry and target points of the electrodes in the training set. Electrode entry and target points were then iteratively added in five equal folds, each with randomly selected trajectories. The K-NN classifier then adjusted the priors based on the additional feasible electrode information. The unique benefit of this adaptive technique is the ability to dynamically adapt to changing planning preferences and learn evolving individual surgical preferences. In this implementation, the weighting was uniformly distributed, in that the entry and target points contributed to the classifier equally. Where surgeons prefer entry or target regions within a specific location, weightings could also be applied to favor the distribution. Machine learning has previously been applied retrospectively to SEEG trajectory analysis to identify stereotyped implantation schema (23). In this work, the authors reviewed previous manually planned trajectories from their institution and used a K-NN clustering algorithm to identify that their implantation practices would be distilled down to 8 unique strategies. This work adds further utility as a potential recommendation system i.e., where the algorithm can identify predefined electrode trajectories and suggests where further electrodes are needed. The authors then show that the manually implanted trajectories can be further optimized by applying their computer-assisted planning pipeline once the surgeon has roughly placed an entry and target point within a 1 cm vicinity. It is unclear if these stereotype implantations are generalizable to other institutions that have varying practices. The automated trajectories in their study have also not been prospectively implanted in patients and hence there is no clinical validation of the true safety of the automated trajectories. The work presented in this manuscript, however, is distinct for the following reasons. Firstly, we make no suggestions regarding which targets are included in the implantation strategy as this is defined following the multidisciplinary review of the presurgical evaluation. Instead, we focus on improving the reliability, efficiency and adaptability of precise electrode planning. Secondly, all of the automated trajectories were prospectively implanted in our series without complication. Thirdly, the spatial priors generated from the training set leverages our institutional experience and the active learning approach mimics the real-world use of the platform if an external center were to add their implantation trajectories. Additionally, the spatial priors no longer require an anatomical segmentation atlas once generated.

There are limitations to this study. The entry and target priors are derived from a single-center incorporating planning practices from two surgeons. To mitigate this, a K-NN adaptive learning technique was implemented to dynamically modify the priors based on varying surgeon and institutional practices. We also found a considerable variation in the entry points relating to the posterior insula trajectories preventing the generation of an entry prior that was more constrained than the GIF parcellation. The principal reason for this was the between-patient variability in oblique vs. orthogonal (transsylvian) trajectories as a result of vascular constraints. In this study, a K-NN classifier was chosen over other potential learning algorithms as it allows for 3-dimensional clustering in a discriminative non-parametric fashion. Further work should also focus on evaluating other machine learning classifiers. Finally, the spatial prior and prospectively implanted trajectories are based on the pre-operative acquisition of a DSA to guide SEEG trajectory planning, as this is the standard of care at the study institution. The priors are equally applicable, however, to centers that do not use DSA for planning as CAP can be performed with any vascular imaging modality, but conflicts with non-segmented vasculature may be more frequent depending on the minimum clinically significant vessel size considered (24).



CONCLUSION

Spatial priors are a valuable contribution to CAP, allowing future implantations to be guided by previous planning experience. Through the prospective application of spatial priors, we show that feasible trajectories can be planned and implanted in test cases enabling CAP to be performed without the reliance on whole-brain parcellations. In addition, experience from SEEG trajectory planning can be continually refined and used to update the spatial priors dynamically, through the implementation of a K-NN classifier. This opens the possibility of the algorithm adapting to evolving practices as well as dynamically learning individual surgeon's planning preferences from subsequent implantations. Future work will focus on validating this novel preliminary approach through external, multi-center SEEG implantation data.
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Supplementary Figure 1. MNI coordinate system: K-NN classifier used to define spatial prior boundaries for target points based on the training set and subsequent addition of 5-folds of data from the test set. Dynamic refinement of the spatial priors can be seen with addition of subsequent target point information.

Supplementary Table 1. Coordinates of training and test set electrode cluster centroids in MNI space.
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Stereo-electro-encephalography (SEEG) is an invasive, surgical, and electrophysiological method for three-dimensional registration and mapping of seizure activity in drug-resistant epilepsy. It allows the accurate analysis of spatio-temporal seizure activity by multiple intraparenchymal depth electrodes. The technique requires rigorous non-invasive pre-SEEG evaluation (clinical, video-EEG, and neuroimaging investigations) in order to plan the insertion of the SEEG electrodes with minimal risk and maximal recording accuracy. The resulting recordings are used to precisely define the surgical limits of resection of the epileptogenic zone in relation to adjacent eloquent structures. Since the initial description of the technique by Talairach and Bancaud in the 1950's, several techniques of electrode insertion have been used with accuracy and relatively few complications. In the last decade, robot-assisted surgery has emerged as a safe, accurate, and time-saving electrode insertion technique due to its unparalleled potential for orthogonal and oblique insertion trajectories, guided by rigorous computer-assisted planning. SEEG exploration of the insular cortex remains difficult due to its anatomical location, hidden by the temporal and frontoparietal opercula. Furthermore, the close vicinity of Sylvian vessels makes surgical electrode insertion challenging. Some epilepsy surgery teams remain cautious about insular exploration due to the potential of neurovascular injury. However, several authors have published encouraging results regarding the technique's accuracy and safety in both children and adults. We will review the indications, techniques, and outcomes of insular SEEG exploration with emphasis on robot-assisted implantation.

Keywords: epilepsy, SEEG (stereoelectroencephalography), stereotaxic, epilepsy surgery planning, robot-assisted surgery (RAS)/computer assisted surgery (CAS)


INTRODUCTION

The insular cortex is anatomically located deep inside the lateral sulcus, enclosed and covered by the frontoparietal and temporal opercula. Its hidden location inspired Gray to name this deep cortical structure the “Island of Reil,” in tribute to the seminal description of the insula by Christian Reil (1). The neurofunctional role of the insula remained poorly understood, and its role in brain network organization and connectivity was underestimated until pioneers like Penfield and Faulk in Montreal (2), and Guillaume and Mazars in Paris (3), who both described the involvement of the insula in refractory epilepsy using electrocorticography during anterior temporal lobectomy surgeries. But before the advent of modern presurgical investigations and microsurgical techniques, insular surgery in addition to anterior temporal resection was considered at risk with high morbidity and poor effectiveness to increase epileptic control (4). This explains why the issue of insular investigation and resection entered a silent period of almost four decades, with the exception of very few studies of lesion cases.

A major breakthrough occurred in 2000, when Isnard et al. using stereo-electro-encephalography (SEEG), demonstrated that some failures of temporal lobectomy could be related to seizures originating in the insular cortex (5). Since then, the role of the insula in surgically focal epilepsy has been extensively investigated (6), showing first that insular (or insulo-opercular) cortex epilepsy may mimic temporal, frontal, or parietal epilepsy, and second that the insula can be part of widely extended epileptogenic zones such as in the case of temporal “plus” epilepsies (7). Overall, the complexity of focal epilepsies involving the insula makes the precise determination of the ictal topographical culprit of paramount importance, especially when a surgical treatment is envisioned. In this context, SEEG recordings are especially well-suited to giving access directly to deep brain structures that cannot be recorded using subdural grids or strips. Recent developments in imaging, computer-assisted planning (particularly image fusion algorithms and planning software), and robotic assistance currently allow safer and more accurate electrode insertion for performing electrophysiological recordings. Still, robotics has gained interest in the epilepsy surgery field due to their reliable, reproducible, safe, accurate, and time-saving electrode insertion potential and their versatility for orthogonal and oblique electrode insertions.

We will review here the indications, techniques and outcomes of insular SEEG exploration, emphasizing the current role of computational-image guidance and robot-assistance.



INDICATIONS FOR INSULAR SEEG

As a general rule, SEEG indications in insular epilepsy do not significantly differ from those proposed for other drug-resistant focal epilepsy, the clinical data—corroborated by ictal scalp-EEG and neuroimaging findings—being among the most important features. In the specific context where the insula can be part of the epileptogenic zone, two situations must be distinguished: either (i) the seizures are suspected to originate from the insula before they spread to other cortical areas (including the contralateral insula), therefore mimicking perisylvian, frontal, temporal, and even parietal seizures (8) or (ii) the insula is part of a more diffuse epileptogenic network as in temporo-insular epilepsy, which is the most frequent form of temporal “plus” epilepsies (9). In these scenarios, auras are of paramount importance, such as painful somatosensory sensations (10), olfactory, gustatory, auditory, and vestibular manifestations (11); or breathlessness, laryngeal discomfort, and perioral paresthesiae (12). Other clinical features, such as a reflex component of the seizures (13), or an ictal bradycardia/asystole (14–16) can also suggest an insular involvement. For Nguyen and colleagues (17), the insula should be explored whenever a clinical pattern other than the one expected to emerge from the ictal onset zone comes to the fore, especially in MRI negative cases. The combination of some of the ‘‘specific'' insular (or insulo-opercular) fingerprints described above, as well as their occurrence with hypermotor behavior (18), somato-motor signs, temporal-like automatism or spasm-like behavior, should lead to consideration of the insula (or insulo-opercular complex) as a possible seizure onset zone.

In addition to these clinical cues, SEEG should include an insular exploration when (i) there exists an insular lesion likely responsible for the seizure, in order to precisely delineate the borders of the resection, to perform a functional mapping (e.g., the dominant hemisphere for language) or to apply radiofrequency thermocoagulation; (ii) there is a cortical anomaly on standard MRI imaging in the close vicinity of the insula (e.g., supra- or infra-sylvian operculum, posterior part of the orbito-frontal cortex); or (iii) there is a suspicion of insular involvement in EEG-HD, MEG, fMRI, or PET studies (19).


Implantation Strategy in Suspected Insular Cases

The complexity of the insular cortex and the many forms of insular lobe seizures make SEEG implantation a challenge whenever insular epilepsy is suspected. The basic principle, however, remains the same as for any SEEG study: the number, targets, and trajectories of insular as well as extra-insular electrodes being personalized according to patients' specific profiles. While most patients have an epileptogenic zone extending beyond the insula, some may have a very focal seizure onset, which first needs a large insulo-opercular coverage. The best approach therefore combines an oblique approach through the frontal or parietal cortices to allow a larger insular sampling, with a lateral orthogonal trajectory through the fronto-parietal and temporal operculum in order to disentangle the insula from operculum involvement in seizure generation (see below). A bilateral insulo-opercular implantation has to be considered whenever the seizure lateralization is unclear. To better evaluate the extent of the future resection and to exclude any extra-insular onset, seizure spread must also be evaluated, which requires an appropriate sampling of the extra-insular regions to which the insula is closely connected. This extra-insular spread, which occurs often, early, and rapidly after the seizure onset, accounts for the majority of the semiological features and can therefore be anticipated from clinical seizure analysis (frontal vs. perisylvian vs. temporal semiology).



Robot-Assisted SEEG
 
Historical Perspective and Hardware Development

Robot is derived from the root of the Czech word “robota” which means “forced labor.” That resumes the human desire to delegate tiring, difficult, and repetitive tasks to technology. In this way, robot-assisted surgery has been developed in almost the entire field of surgery, including neurosurgery (20, 21). With the exponential development of robotics, stereotactic neurosurgeons rapidly recognized their potential for clinical use.

The first robot-aided neurosurgical procedure (a stereotactic biopsy) was carried out in 1985, making use of an industrial robot (PUMA 200) (22). A few years later, Benabid et al. in Grenoble, France, began to develop dedicated neurosurgical robots for general micro-neurosurgical procedures (using a Surgiscope microscope) and stereotactic procedures (Neuromate).

The Neuromate® robot (Renishaw-mayfield; Nyon, Switzerland) was developed and used successfully for brain biopsies, deep-brain stimulation, and SEEG (23, 24) and approved by the Food and Drug Administration for commercialization, leading to its worldwide diffusion and utilization for stereotactic procedures including SEEG. The ROSA® (Medtech SAS, Zimmer Biomet, Montpellier, France) robotic arm was later developed in the 2000's in France, based on an industrial robotic arm. It differed from the Neuromate in its built-in haptic capabilities, allowing the intuitive mobilization of the arm by the surgeon as an extension of herself. It also possesses a user-friendly graphical interface with a touch-screen monitor that can be used intraoperatively. The ROSA® is additionally more mobile (six movement axes as compared to five for the Neuromate).

The last-born commercial robotic arm is the iSYS1® (iSYS Medizintechnik, Kitzbühel, Austria), a novel miniature robotic arm with four axes of freedom that attaches to a classic three-pin headholder such as the Mayfield clamp (25). Neuromate® and ROSA® offer the possibility to perform both frame-based or frameless techniques while the iSYS1® offers a frameless technique only.

Other robotic arms had been developed over the years but were never used for SEEG or broadly commercialized.



Frame-Based Robot-Assisted SEEG Technique

The original Talairach's frame-based technique used an external fixed-grid system coupled with intraoperative teleangiography and ventriculography in order to allow the positioning of orthogonal electrodes in the desired place using two-dimensional imagery (26).

Nowadays, MRI and image fusion with digital subtraction angiography (DSA) have become the gold standard for SEEG pre-operative planning, as they are accurate and reliable.

Using a classical manual Leksell stereotactic frame, several epilepsy centers have described techniques of orthogonal and oblique depth-electrode insertion in the insula with good accuracy and few complications (27–29).

The first automatic robot-assisted techniques followed the same basic principles and used a cranial frame fixed on a robot (24). Robot assistance made oblique trajectories much easier due to robot reliability, versatility (multiple movement axes), and insertion-axis rigidity (30). Several groups have published their experience with frame-based robot-assisted methods (31–34), which have proven to be safe and accurate. Recently, frameless techniques have emerged in order to gain time without compromising accuracy.



Frameless Robot-Assisted SEEG Technique

The development of frameless insertion techniques aimed to simplify the process, with gains in time and procedural simplicity. These methods require a referencing step in order to match the patient's anatomy with the radiological images and pre-surgical planning. Laser-based facial referencing is possible with the ROSA® robot. As with current neuronavigation systems, several facial and skull landmarks are collected by the laser system in order to accurately superimpose the 3-D radiological exams on the patient's real anatomy. It is worth noting that using a CT exam for the laser referencing process appears to be much more accurate than using MRI, thus adding an additional step of CT/MRI image fusion (35). In our center, we use bone fiducial markers and intraoperative CT imaging (O-Arm®, Medtronic, Minneapolis, USA) for the referencing process and fuse the images with our MRI target plan and angiography. Trajectories are planned a week before the surgery on the ROSA® software. The resulting trajectories are executed by the ROSA® robot once the referencing accuracy has been carefully checked with the patient's anatomy (Figure 1). This technique was compared to frame-based methods on SEEG in term of complications but not accuracy (36). Our accuracy data published on DBS with sub-millimetric accuracy highlight the precision of this method (37). Dorfer et al. (25) used bone fiducial markers with the iSYS1® robot for SEEG, reporting millimetric accuracy. In Milan, Cardinale et al. (38) used the Neuromate® dedicated fiducial markers (Neurolocate) developed by Renishaw (Mayfield, Nyon, Switzerland) and mounted on the robot arm, rendering the use of bone or skin fiducial markers unnecessary with a gain of time and simplicity. Neuromate® offers another possibility of referencing based on ultrasound registration and is used by other teams (39) (Figure 2).


[image: Figure 1]
FIGURE 1. Example of ROSA-robot system in the operating room in Grenoble. (A) Five bone fiducials markers anchored in the patient skull in non-coplanar manner. (B) ROSA-robot system with sterile touchscreen easy to use interface and intraoperative CT. (C) ROSA-robot dedicated bone fiducials markers system for referencing process. (D) Immediate postoperative view of a right SEEG.



[image: Figure 2]
FIGURE 2. Neuromate-Robot system by Renishaw. (A,C) Neurolocate® system used for frameless registration. (B) Registration with Ultrasound technology. Images provided by RENISHAW with permission for publication (Renishaw-mayfield; Nyon, Switzerland).




Insular SEEG Electrode Trajectories: Advantages and Limitations
 
Orthogonal approach (Figure 3)

The first papers describing insular SEEG sampling used an orthogonal trans-opercular approach (5, 40). The entire perysylvian area can be recorded with information from either opercula and insula. However, the orthogonal approach imposes sampling limitations, with few contacts per electrode that are actually in the insular cortex, requiring the multiplication of trajectories with presumed greater vascular risk.


[image: Figure 3]
FIGURE 3. Example of preoperative SEEG planning on ROSA software and postoperative MRI with mixed orthogonal and oblique trajectories. (A) 3D view of a left SEEG planning along with bone fiducials markers. (B) In plane view along oblique anterior insular (X) trajectory. (C) Example of SEEG planning fused with 3D angiography. (D) Postoperative sagittal T1 MRI with dark shadows representing electrodes with yellow dots superimposed representing planned trajectories. Note the oblique trajectories (X and Y) and four orthogonal trajectories (Q, R, S, and U). (E) Postoperative axial T1 MRI with dark shadows representing electrodes. Note the end location of contacts in the upper insula of orthogonal electrodes (R and S).




Oblique approach (Figure 3)

Oblique approaches were developed through frontal and parietal entry points, in order to allow more extensive insular sampling while also limiting the vascular risks (30). A larger number of insular contacts are achieved through a less vascular intraparenchymal route. Oblique bone drilling, however, represents a technical challenge because of bone ripping, and the planned trajectories have to be longer. Both of these factors can result in target point inaccuracy. The second main pitfall is the occasional proximity of the entry point to the superior sagittal sinus, leading to possible transection of venous Trolard's lakes, but this problem is encountered in practice only exceptionally.



Posterior parasagittal trans-insular approach

As with the oblique approach, the posterior approach allows insular sampling that is widely distributed, and electrodes can reach the amygdala (28). However, when the implantation scheme is not planned specifically for posterior implantation, the multiplicity of electrodes placed in standard SEEG makes the use of this trajectory challenging as the posterior parieto-occipital entry point can be difficult to access, even with robotic assistance. Furthermore, as with the oblique approach, the length of the trajectory can be a factor for inaccuracy. Finally, the Sylvian cistern can be transected in the posterior part of the peri-insular sulcus.



Insular SEEG accuracy

Few studies exist on the accuracy of SEEG electrode implantation relative to planned trajectories, and the specific literature on insular trajectories is even more scarce. Table 1 summarizes the different studies published and available at the date of this review.


Table 1. Relevant literature about insular robot-assisted SEEG accuracy.
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Different methods have been used to calculate trajectory accuracy. Most authors have used the 3D Euclidean distance for assessing electrode divergence from the initial target plan in the three spatial planes at both the entry point and the final target using the formula

[image: image]

It is noteworthy that the lateral deviation, the radial error in a given plane, gave shorter distances compared to the Euclidean distance as emphasized by Ho et al. (46) with, at the target point, a lateral deviation estimate of 1.75 mm compared to 3.39 mm for the Euclidean distance (without insular electrodes).

Globally, entry-point errors range from 0.5 to 1.5 mm with either frame-based or frameless robot-assisted methods. Laser-based facial referencing with MRI appears to have a larger error margin (35). Entry-point errors seem to be dependent on the temporal pole position during surgery, the thickness of the scalp and the angle of the trajectory relative to the tangential plane of the skull (33). Inaccuracies at the entry point and distance to the target logically have a negative impact on target accuracy. An angle > 30° between the skull and the trajectory can lead to significant target deviations (45). Globally, target errors are in a range from 1.0 to 3.0 mm with 0.5 to 1.5 mm of difference between oblique and orthogonal trajectories. For comparison, with conventional frame-based SEEG (Tables 1, 2), target errors range from 2.0 to 4.0 mm. Neuronavigation systems have smaller accurate results in accordance with Vakharia et al. (51).


Table 2. Relevant literature about non robot-assisted SEEG accuracy for insular trajectories.
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SEEG planning, vascular avoidance, and vascular complications

Clinicians fear vascular complications, as hemostatic control is impossible given the percutaneous nature of the technique, and the consequences of intracranial bleeding can be ominous.

During SEEG planning, particular care must be taken to avoid vascular structures. A vessel-free safety radius of 2 mm is often considered around the planned trajectory. Angiography has remained the gold standard vascular examination for trajectory planning. With advances in MRI, CT, and computer-assisted fusion and planning techniques over the past two decades, some groups have drifted toward other means of vascular imaging for preoperative trajectory planning in order to reduce the length of the workflow. Intraoperative vascular imaging possibilities have also emerged, such as injected angio-CT with O-Arm (52). Whether these changes provide substantial advantages remains to be clearly determined.

In Table 3, we have summarized the vascular complications, SEEG technique, and type of vascular imagery used for referencing in the currently available literature on insular targeting with robot or non–robot-assisted techniques. Major bleeding complications have been defined as those causing death, needing surgical treatment, or leaving permanent sequelae. In a recent meta-analysis revising all sampling trajectories, hemorrhagic risk was estimated to be around 1.0%. The most frequent type of hemorrhagic complication was intraparenchymal hematoma followed by subdural and epidural hematomas. In comparison, infections, hardware-related complications, and permanent neurologic deficits were, respectively, estimated at 0.8, 0.4, and 0.6% (64).


Table 3. Overview of insular SEEG literature regarding vascular imaging reference and vascular complications.
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Interestingly, in the series from Milan (59), no major bleeding events were observed since robotic assistance was adopted, using a frameless technique. In the series from Cleveland (61), it appears that the adoption of robotic assistance has also had a beneficial effect, with a tendency for a lower hemorrhagic risk when comparing the technique to the conventional frame-based method. The Cleveland Group also described a higher hemorrhagic risk when MRI was used for vascular assessment compared to angiography, and they have currently added computed tomographic angiography (CTA) to their planning workflow, resulting in a decrease in hemorrhagic events (34).

In the consideration of vascular imaging for trajectory planning, another question arises. Should we also consider the smallest vessels as potential hazards? Are larger vessels more prone to be injured or more resistant to traction?

In studies made on susceptibility weighted imaging (SWI) or digital subtraction angiography (DSA), it appears that trajectories at the vicinity of vessels of a caliber <1.5 mm in the brain parenchyma (not at the cortical entry) could not be hazardous (65). Other authors suggest that SWI may overestimate the vasculature and thus limit the number of trajectories without influencing the bleeding incidence (66). The topic is still a matter of debate with some authors considering that “the better we can see the enemy, the better we can plan to avoid it” (67).

In the currently available literature, insular trajectories do not seem to be associated with higher hemorrhagic complications, at least for orthogonal trajectories (55). In our experience, neither oblique nor orthogonal trajectories seem to be associated with an overexposure risk of bleeding.



Outcomes after insular SEEG

The main challenge in interpreting insular SEEG tracings consists in differentiating primary insular involvement from early secondary involvement. In the case of temporo-insular epilepsy (temporal plus epilepsy—TPE), non-recognition of primary insular involvement can lead to resective surgery failure (7, 68). On the other hand, resection of the insula, when its involvement is a secondary event, does not improve resective surgery outcomes but exposes the patient to unnecessary surgical risks (53). The utility of SEEG is thus self-evident in these complex situations.

Isnard et al. (12) described insular or operculo-insular epilepsy in 10% of the patients from their cohort. In one patient (2%), the EZ was temporo-insular (TPE). In the vast majority of their series (86% of patients), the insular involvement was secondary to a temporal onset zone. Afif et al. (30) similarly showed 17% of primary insular epileptic involvement and 50% of secondary insular involvement. Alomar et al. (62) found 17% of primary involvement but only 0.37% of secondary involvement. Desai et al. (27) described 10% of primary and 25% of secondary insular involvement. Salado et al. (29) showed 41% of primary and 22% of secondary insular.

Whether these differences emerge from a high variability of epileptic syndromes, a topographical or genetic fingerprint or simply differences in SEEG sampling strategies and techniques remains unclear. This should be resolved as the amount of available data increase.

In the papers previously cited, resective surgery was the most frequently proposed therapeutic option, except when eloquent areas were in the EZ or when bilateral epilepsy was the culprit.

In cases where resective surgery is functionally impossible, vagal nerve stimulation can be proposed. An alternative approach has emerged with focal EZ ablation by thermal therapy. Laser-interstitial thermal therapy (LITT) has indeed been proposed by some authors (62, 69) with encouraging results. However, its availability across the world is still limited due to its cost, its highly complex technical platform, and its expertise requirement. In Europe, radio-frequency thermocoagulation (RF-TC) has been developed to address cases of non-resectable EZs, and sometimes as a primary treatment strategy when an extremely focal EZ is detected on SEEG.



Radio-frequency thermo-coagulation in the insula

Stereotactic lesion formation in epilepsy is not a novel approach, but the use of SEEG electrodes for RF-TC was published by Guénot et al. (70) in Lyon. They used this strategy in the insula in two patients with an 80% decrease in seizure events and no permanent adverse events (one patient suffered from transient oral paresthesia).

In our experience, based on 23 patients, seven RF-TC procedures were performed on the insula. Two patients had beneficial effects from the procedure (71). In the biggest insular RFTC-dedicated series published by Saint Anne's group (Paris), 89% of their 19 patients were good responders with 10 Engels's class I, 4 class II, and 3 class III patients (72). RFTC was performed as a separate procedure after SEEG. Transient postoperative deficits were observed in 42% (eight patients) with mild hemiparesis, hypoesthesia, dysgeusia, or dysarthria. Only one remained in a permanent mild dysarthria.

Finally, RF-TC can be used alone or in combination with insular or extra-insular corticectomy (29) and can be repeated in case of relapse (73) at the cost of a new lead implantation. Of note, performing RF-TC does not contraindicate subsequent surgery and can even be used as a strong predictive factor of postsurgical outcome (74).






CONCLUSION

The potential of preoperative SEEG exploration for planning effective and safe epilepsy surgeries has been recognized and established over the past decades. The technique has proven to be particularly useful when the insula needs to be explored as symptoms of insular epilepsy are harder to recognize or detect on a standard EEG. With the advances in robotic-assisted surgery, SEEG techniques have been simplified, and their accuracy has increased, thus diminishing the intervention risks and time constraints.

The future of the technique will most probably rely on computer-assisted planning strategies in order to reduce the time needed for trajectory planning and will probably employ artificial intelligence-based software (75). Further developments could come from accuracy registration verification in the operating room, with real-time augmented reality allowing an increase in accuracy (76).

While the dawn of SEEG seems to have passed and the technique has established itself as an essential tool for surgical planning in epilepsy surgery, the future of the technique appears brighter than ever, as robotics and software automatization aid neurosurgeons in this complex task.
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Objective: Patients with medically refractory focal epilepsy can be difficult to treat surgically, especially if invasive monitoring reveals multiple ictal onset zones. Possible therapeutic options may include resection, neurostimulation, laser ablation, or a combination of these surgical modalities. To date, no study has examined outcomes associated with resection plus responsive neurostimulation (RNS, Neuropace, Inc., Mountain View, CA) implantation and we describe our initial experience in patients with multifocal epilepsy undergoing this combination therapy.

Methods: A total of 43 responsive neurostimulation (RNS) devices were implanted at UCI from 2015 to 2019. We retrospectively reviewed charts of patients from the same time period who underwent both resection and RNS implantation. Patients were required to have independent or multifocal onset, undergo resection and RNS implantation, and have a minimum of six-months for follow-up to be included in the study. Demographics, location of ictal onset, location of surgery, complications, and seizure outcome were collected.

Results: Ten patients met inclusion criteria for the study, and seven underwent both procedures in the same setting. The average age was 36. All patients had multifocal ictal onset on video electroencephalogram or invasive EEG with four patients undergoing subdural grid placement and four patients undergoing bilateral sEEG prior to the definitive surgery. Five patients underwent resection plus ipsilateral RNS placement and the remainder underwent resection with contralateral RNS placement. Two minor complications were encountered in this group. At six months follow up, there was an average of 81% ± 9 reduction in seizures, while four patients experienced complete seizure freedom at 1 year.

Conclusion: Patients with multifocal epilepsy can be treated with partial resection plus RNS. The complication rates are low with potential for worthwhile seizure reduction.

Keywords: epilepsy, lobectomy, temporal, surgery, robotic, responsive neurostimulation (RNS)


INTRODUCTION

Approximately one-third of epilepsy patients have seizures that are refractory to antiepileptic medications (1, 2). Left untreated, patients are at risk of developing multiple comorbidities, and potentially death (3). For this reason, patients with medically refractory focal epilepsy should be referred to a Level 4 NAEC (National Association of Epilepsy Centers) center to be evaluated for surgical candidacy. The best outcomes are seen with temporal lobectomy for mesial temporal sclerosis (MTS) or other lesional resections, with 68% of patients with MTS becoming seizure free and 50% of neocortical extratemporal resections becoming seizure free at 2 years (4).

After being diagnosed with medically refractory epilepsy, pre-surgical evaluation includes video electroencephalography (EEG) monitoring to localize the ictal onset zone(s). If ictal onset is difficult to localize, or if bilateral or eloquent area ictal onset is suspected, the patients move on to have invasive monitoring studies including stereoelectroencephalography (sEEG) or subdural grids (SDG) to better delineate the ictal onset zone(s). Depending upon the location of the onset zone, subsequent resection, neurostimulation, or laser ablation might be performed.

However, there are limitations associated with performing resections including the inability to perform bilateral resection of the same lobe and the unfavorable functional outcomes associated with resecting eloquent regions. Therefore, patients with medically refractory epilepsy which involve multiple independent ictal onset zones or eloquent areas can be very difficult to treat surgically. Historically, when there is bilateral or multifocal ictal onset, palliative procedures such as callosotomy or neuromodulation have been performed (5–9). Unfortunately, these rarely result in complete seizure freedom. The authors describe their experience with resection of primary ictal onset zone as well as RNS implantation for additional ictal onset areas. This combination approach provides the ability to expand the treatment area outside of what is possible with resection alone. The authors demonstrate their early series of patients who underwent resection and RNS as part of their surgical management.



METHODS


Patient Selection

A total of 43 responsive neurostimulation (RNS) were placed at UCI from 2013 to 2019. To be included in the study, patients must have independent multifocal ictal onset which was demonstrated with video encephalography (vEEG) or invasive monitoring (sEEG or SDG) and undergone resection plus RNS implantation. Resection and RNS implantation were not required to be performed during the same surgical setting. Subjects must also have at least six months of follow up. Between February 2015 to January 2019, 10 patients met inclusion criteria and underwent responsive neurostimulation implantation as well as a resective procedure. Eight out of ten patients underwent phase two invasive monitoring with either SDG placement and sEEG or bilateral sEEG, while two patients underwent definitive treatment without undergoing invasive monitoring (Tables 1, 2). This study was approved by the University of California, Irvine's Institutional Review Board (IRB).


Table 1. Patient characteristic.
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Table 2. Clinical data.
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Presurgical Workup

All patients completed neuroimaging, neuropsychological testing, and non-invasive vEEG as part of their phase one evaluation. They were then presented and discussed at our institution's multidisciplinary epilepsy management conference. Epileptologists, neuroradiologists, and neuropsychologists as well as the senior author (SV) were present during these conferences. The subjects were presented by their treating epileptologist, and all relevant imaging studies, vEEG clips, and neuropsychological tests were thoroughly discussed. A treatment consensus was reached amongst all members of the group. After invasive monitoring was complete, patients with complex seizure onset (i.e., bilateral, eloquent area, or multifocal ictal onset) were again discussed at epilepsy management conference and a treatment consensus was reached. Once treatment consensus was reached, the patient was scheduled for definitive surgery within two weeks. All patients in the study underwent resection plus RNS implantation, although these were not necessarily performed during the same surgery.



Surgical Technique

Patients first undergo either sEEG or SDG implantation to localize the ictal onset. If sEEG is performed and it is determined that they will require resection plus RNS, the patients are discharged home and brought back at a later date for the definitive surgery. If SDG is performed, the definitive surgery is performed upon removal of electrodes. Resections were performed after stereotactic RNS implantation to avoid risk of brain shift intraoperatively.

In patients that required depth electrode placement for RNS, stereotactic implantation of RNS was done using the Robotic Operating Surgical Assistant (ROSA) (Zimmer-Biomet, Warsaw, IN). A mayfield skull clamp was placed on the patient's head for immobilization. A curvilinear incision was marked in a location that was accessible to both leads and not interfere with reopening for future generator replacements, which served as the incision for placement of the RNS generator. The ictal onset zone identified by previously implanted sEEG electrodes were used to target RNS leads. All target and entry points were planned on the ROSA on the day of surgery (Figure 1).


[image: Figure 1]
FIGURE 1. Patient undergoing left sided RNS placement with right temporal lobectomy. The figure depicts trajectory and target points for the RNS leads.


The skull clamp was then attached to the robot with the patient in the correct position, and registration was performed using the robot's laser registration. Following registration, the robotic arm was used to identify the two entry points. A hand drill was utilized to access the cranial vault, and the dura was carefully opened with a dural probe. The robotic arm maintained a rigid trajectory to the target while an outer cannula and subsequently the RNS lead were passed. Each lead was secured in place using a dog bone-shaped plate from a cranial plating system, which has been previously described in a separate paper (10). The curvilinear incision was then opened, and a small craniectomy was created to hold the RNS generator. The device was then connected to the implanted leads.

For patients that required strip electrode placement for RNS, stereotactic implantation was done using the Stryker (Stryker Corporation, Kalamazoo, MI) neuro-navigation system. Again, a Mayfield skull clamp was applied and the images were uploaded onto the navigation system. Target areas were selected based on patient's SDG data. Patients requiring strip electrodes most commonly underwent temporal lobectomy and RNS placement on the ipsilateral side. The electrodes can be placed once the resection is completed and secured into place by anchoring it to the craniotomy site edges. The rest of the procedure is done in the similar way as described above.

In patients undergoing both resection and RNS placement, once the RNS is implanted successfully, the resection is performed based upon the area of interest with standard surgical techniques (Figures 2A,B).


[image: Figure 2]
FIGURE 2. (A) Lateral view of left anterior temporal lobectomy with RNS placement in posterior temporal area. (B) Coronal view of right temporal lobectomy with RNS placement in left mesial structures.


An intraoperative CT is performed after the procedure and the image is fused with the planning MRI to confirm accurate placement of RNS leads.



Data Collection

The clinical data of subjects who underwent resection plus RNS implantation from July 2015 to January 2019 was retrospectively collected and analyzed. Data for the following variables were collected: (1) age at seizure onset; (2) number of baseline seizures per month; (3) location of ictal onsets; (4) location of RNS leads and resection; (5) postoperative outcome; (6) ECoG from RNS; and (7) surgical complications.




RESULTS

The age range at the time of surgery was 27 to 53 years, with a mean age of 36 years (Table 3). There were two patients that underwent definitive treatment without first undergoing invasive monitoring because their vEEG showed clear independent bilateral ictal onset in one patient and left ictal onset in another patient. Four patients underwent SDG placement as part of the invasive monitoring, while the remainder underwent sEEG. Of the four patients that underwent SDG, two initially had sEEG that lateralized to one side and therefore patient returned for SDG implantation to better localize the onset zone. Five patients underwent RNS and ipsilateral resection and the remaining patients underwent contralateral RNS and resection. The patient with bilateral ictal onset later underwent wada testing which showed language dominance on the right, therefore she underwent left temporal lobectomy with right RNS placement. The patient that had only left ictal onset, underwent left temporal lobectomy but continued to have persistent seizures and therefore underwent bilateral sEEG, which showed right sided onset as well, therefore, she underwent right RNS placement. There were two minor postoperative complications; one patient developed an epidural hematoma under the RNS generator site requiring evacuation while the second had a cerebral spinal fluid leak that require lumbar drain placement (Table 2). No long-term sequela was noted and all patients returned to baseline. At six months of follow up, there was an average of 81% ± 9 decrease in seizure frequency, with two patients becoming seizure free. Four patients continued to remain seizure-free at their one year follow up with a total of 83% ± 17 seizure reduction in the study group. Two patients remained seizure free at 2 years follow up, while the rest have not had their 2 year follow ups yet. Seizure reduction was measured by subtracting the number of seizures per month at the time of follow up divided by the number of baseline seizures per month by the number one [image: image]. Baseline seizures were calculated based on number of seizures patients had for 6 months.


Table 3. Surgical outcomes.
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DISCUSSION

Epilepsy surgery offers a potential cure for patients with medically refractory focal epilepsy (6, 9). Resections are considered when the seizure focus can be removed with minimal risk of disabling neurological deficits. Thus, patients with multifocal ictal onset zones, ictal onsets in eloquent areas, or bilateral ictal onsets still pose a significant challenge and these patients can be significantly more difficult to treat. The RNS device provides us with the ability to treat patients with multifocal and eloquent region onset (5). In this case series, we were able to supplement resective surgery with RNS in patients in which resective surgery alone could not address the entire ictal onset zone, such as in eloquent areas or with bilateral onset zones.

Patients with multifocal epilepsy historically were thought to be poor surgical candidates (11–13). There have been a few case series that show that patients with bilateral temporal lobe epilepsy may benefit after unilateral surgery (14–16), however, determining which side to resect also poses a challenge. In patients that have bilateral temporal lobe epilepsy, the chance of good seizure outcome after surgery (Engel class I or II) (17) is still much lower than patients with unilateral temporal lobe epilepsy at about 25–45% depending on the study (12, 18, 19). In our patients with bilateral ictal onset, we were able to use invasive EEG to lateralize which side demonstrated greater seizure activity. Because resection has been shown to have the best seizure free outcomes (6), we chose to treat the most active region with resection, while the contralateral side underwent RNS placement.

Patients with eloquent area onset (i.e., language or motor regions) pose an even greater challenge for treatment. In these patients, the risk of neurological deficit in resecting eloquent cortex outweigh the benefits of surgery. In these patients, partial resection plus RNS on the ipsilateral side can be done. This allows us to broaden the scope of coverage from the safe margin of the resection to eloquent regions with the RNS, effectively allowing us to extend our treatment of ictal onset outside of what is safe with resection alone.

In our patient population, there was an overall reduction in clinical seizures post operatively. Despite this, at the most recent interrogation the RNS system recorded ongoing electrographic (Figures 3A,B) seizures in 60% of the patients and epileptiform discharges and patterns in all 10 patients from the remaining areas which were not able to be safely resected. Placement of the RNS system allowed for the detection and treatment of these residual activities. Partial resection of the seizure focus can help lessen the burden of ictal activities and reduce seizure frequency. However, when the complete seizure focus is not removed, there remains a propensity for seizure recurrences (6). The authors argue that supplementing resections with RNS to treat the residual epileptogenic regions can have a complementary effect and yield greater seizure reduction.


[image: Figure 3]
FIGURE 3. (A) ECoG from patient JA showing epileptiform discharges from multiple areas. (B) ECoG from patient R.R. showing detection and treatment of another electrographic seizure from right amygdala.


The results of this present study show that resection of ictal onset plus RNS implantation in another location is safe and efficacious. There were two minor complications that did not cause long-term deficits.

There are two main limitations of this study. One limitation is that the study group is not well powered with only 10 patients. Although our results provide valuable information regarding the safety and efficacy of resection plus RNS, the clinical outcomes data may not be statistically significant given the small sample. Additionally, there are only two patients included in the study who had long-term outcomes over one-year, and oftentimes, the clinical benefit from epilepsy surgery may take several years to fully manifest, especially in the setting of RNS placement. Nevertheless, neuromodulation often demonstrates improvements in seizure reduction over time, suggesting continued improvement in seizure control may be seen in this group in the future.



CONCLUSION

RNS plus resection allows us to broaden the scope of coverage in patients with multifocal or eloquent ictal onset zones. While resection alone is limited by inability to perform bilateral resections or resections of eloquent regions, RNS provides the ability to extend the coverage and aid with seizure management in this difficult to treat patient population.
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Purpose: We are aiming to build a supervised machine learning-based classifier, in order to preoperatively distinguish focal cortical dysplasia (FCD) from glioneuronal tumors (GNTs) in patients with epilepsy.

Methods: This retrospective study was comprised of 96 patients who underwent epilepsy surgery, with the final neuropathologic diagnosis of either an FCD or GNTs. Seven classical machine learning algorithms (i.e., Random Forest, SVM, Decision Tree, Logistic Regression, XGBoost, LightGBM, and CatBoost) were employed and trained by our dataset to get the classification model. Ten features [i.e., Gender, Past history, Age at seizure onset, Course of disease, Seizure type, Seizure frequency, Scalp EEG biomarkers, MRI features, Lesion location, Number of antiepileptic drug (AEDs)] were analyzed in our study.

Results: We enrolled 56 patients with FCD and 40 patients with GNTs, which included 29 with gangliogliomas (GGs) and 11 with dysembryoplasic neuroepithelial tumors (DNTs). Our study demonstrated that the Random Forest-based machine learning model offered the best predictive performance on distinguishing the diagnosis of FCD from GNTs, with an F1-score of 0.9180 and AUC value of 0.9340. Furthermore, the most discriminative factor between FCD and GNTs was the feature “age at seizure onset” with the Chi-square value of 1,213.0, suggesting that patients who had a younger age at seizure onset were more likely to be diagnosed as FCD.

Conclusion: The Random Forest-based machine learning classifier can accurately differentiate FCD from GNTs in patients with epilepsy before surgery. This might lead to improved clinician confidence in appropriate surgical planning and treatment outcomes.

Keywords: machine learning, epilepsy, focal cortical dysplasia, glioneuronal tumors, distinguish


INTRODUCTION

Focal cortical dysplasia (FCD) is a distinctive malformation of cortical development that is highly associated with refractory epilepsy. Around 12–40% of patients with FCD were submitted to surgery for refractory epilepsy (1). Neuropathological findings have also reported glioneuronal tumors (GNTs) are another important cause of refractory epilepsy in children and young adults, including gangliogliomas (GGs) and dysembryoplastic neuroepithelial tumors (DNTs) (2). Previous studies have demonstrated that patients with FCD and GNTs have different postoperative seizure outcomes. Up to 80% patients with GNTs could achieve seizure-free during the follow-up. However, only 40–50% patients with FCD experienced no seizures after surgery (3, 4). As for the surgical protocol in many patients with FCD, wide cortical resection over the MRI-delineated lesion with invasive electroencephalography is frequently recommended, due to obscure histologic boundary and poor prognosis (5). In contrast, recent studies on tumor-associated epilepsy have emphasized that total surgical resection of the tumor is sufficient and effective for seizure control in most patients with GNTs (6). Thus, it is crucial to make the differential diagnosis of FCD and GNTs preoperatively. However, their clinical manifestation and imaging findings could be similar, especially in cases of mass-like FCD (7). What' more, type III FCD was accompanied by an additional brain lesion as noted in the classification system by the International League Against Epilepsy (ILAE) (8).

Some factors have been reported to differentiate FCD from GNTs before surgery. Rácz's et al. study indicated that age at epilepsy onset was younger in patients with FCD compared to those with GNTs (9). Though 18F-FDG PET can't contribute to the differentiation of FCD and GNTs, 11C-methionine PET identified a significant difference between them (10). But, up to now, 11C-methionine PET was unavailable in most hospitals worldwide. Several surface EEG biomarkers were also revealed to be significantly correlated with an underlying cortical dysplasia (11). Despite these factors, it remained a challenge to effectively differentiate FCD from GNTs preoperatively.

Machine learning, as an important branch of artificial intelligence, has been applied to automated seizure detection (12), prediction of antiepileptic drugs (AEDs) response (13), pre-surgical planning and surgical outcome prediction (14). In the present study, we adopted supervised machine learning-based algorithms to train the classifier to differentiate FCD from GNTs, using seven representative classification algorithms, i.e., Decision Tree (15), Random Forest (16), Logistic Regression (17), Support Vector Machine (SVM) (18), XGBoost (19), Catboost (20), and LightGBM (21). In addition, we included several features to predict different pathological results, attempting to identify the most valuable feature. Based on our results, one can use the trained classifier to make a diagnosis prediction of FCD or GNTs before surgery, hence helping clinicians to make better surgical planning.



METHODS


Patients and Definitions

The study was retrospectively conducted from January 2013 to December 2018 in the Second Affiliated Hospital of Zhejiang University, a tertiary referral hospital in Zhejiang, China. All the patients underwent epilepsy surgery at the Epilepsy Center. Inclusion criteria were as follows: (1) patients were diagnosed as epilepsy according to the guidelines for the Classification and Diagnosis of Epilepsy of ILAE (22). (2) the neuropathologic diagnosis of either FCD or GNTs was established by two senior neuropathologists (8, 23), discrepancies were discussed and resolved by verification from a third senior neuropathologist. (3) all the patients underwent a non-invasive pre-surgical evaluation, including long-term video-EEG monitoring, high-resolution MRI with epilepsy sequence and PET-CT for some of them; for patients whose surgical protocols were with difficulties, invasive evaluation with the stereo-electroencephalography was carried out. Among 308 patients who underwent epilepsy surgery from January 2013 to December 2018 in our center, 98 patients met inclusion criteria, 2 patients did not obtain informed consent, and 96 patients were included in the final analysis. Informed consents were obtained from all the participants, and the study was approved by the Second Affiliated hospital of Zhejiang University School of Medicine Ethics Committee.

The information of ten features (i.e., Gender, Past history, Age at seizure onset, Course of disease, Seizure type, Seizure frequency, Scalp EEG biomarkers, MRI features, Lesion location, Number of AEDs) were recorded. Past history included encephalitis, perinatal brain injury, febrile convulsion, traumatic brain injuries and other known secondary causes. Seizure type was classified according to the new operational classification by ILAE (24), and seizure frequency was grouped into four categories: every few years, once a year, once few months and several times a month (25). Video EEG (VEEG) was performed using digital VEEG systems (Nicolet, VIASYS, United States and Biologic, NATUS, United States), with scalp electrodes placed according to the international 10–20 system. All the patients were monitored for at least 24 h. For the patients with long-term monitoring, the first 24 h recordings were chosen without AEDs tapering. Two EEG experts were blind to the MRI results and underlying histopathology. EEG recordings were evaluated in both referential and bipolar montages, and positive biomarkers were considered to be present when consensus between two independent EEG experts was achieved. The positive biomarkers of FCD were defined as the presence of continuous epileptiform discharges, two types of rhythmic epileptiform discharges, polyspikes, repetitive activity and polyspikes, frequent rhythmic bursting epileptiform activity, or repetitive discharges according to Epitashvili's et al. study (11). Examples of positive EEG biomarkers were shown in (Supplementary Figure 1). As for MRI protocols, patients were conducted on a 3.0T scanner (MR750, GE Healthcare, United States) with an 8-channel brain phased array coil. High resolution coronal T2-weighted images perpendicular to the long axis of the hippocampus were acquired using spoiled gradient echo sequence with TR/TE = 5,518/176 ms, flip angle = 110°, slice thickness = 2 mm, matrix = 512 × 512. Sagittal 3D T1-weighted images were acquired using brain volume imaging (BRAVO) sequence with TR/TE = 8.2/3.2 ms, TI = 450 ms, flip angle = 12°, slice thickness = 1 mm, matrix = 256 × 256. High resolution axial T2-weighted images and fluid-attenuated inversion-recovery (FLAIR) sequence were also obtained. Contrast-enhanced images T1-and T2-weighted images were obtained, if necessary. Typical MRI characteristics of FCD type I included subtle white matter signal changes and regional reduction of the white matter volume. Typical MRI characteristics of FCD type II included focal cortical thickening, blurring of the gray-white matter interface, focally increased signal on T2-weighted imaging, and a tail of increased signal from the cortex to an underlying ventricle on T2-weighted imaging (transmantle sign) (26, 27). GGs usually presents as a cyst with an enhancing mural nodule, with minimal to no surrounding edema and no significant mass effect. Foci of calcification are frequent (40–50%) in GGs and areas of cortical dysplasia can be seen adjacent to the tumor (28, 29). On MRI, DNTs appear well-demarcated and frequently wedge shaped, hypointense on T1WI, and hyperintense on T2WI, lack of edema and mass effect. Calcifications can be seen in 20% DNTs, and 20% DNTs have nodular or ring-like enhancement (28, 29). Typical characteristics of GGs and DNTs on MRI imaging were considered as typical characteristics of GNTs (28, 29). Typical MRI characteristics of FCD or GNTs were considered when consensus between two independent neuroradiologists was achieved. Examples of MRI for FCD and GNTs were shown in (Supplementary Figure 2).



Machine Learning

Our work was aiming to build a binary classification model capable of distinguishing FCD from GNTs. The process of the supervised machine learning-based analysis included the following steps, i.e., data preprocessing, feature selection, algorithm selection, parameter tuning, and performance evaluation. The method was as the same as our previous study (13). The workflow of data preparation and machine-learning based modeling was shown in the (Supplementary Figure 3).


Data Preprocessing

In our analysis, 56 patients with FCD and 40 with GNTs were recruited. To solve the unbalanced sample problem, we over-sampled the minority type to 56 by using the SMOTE technique (30). (https://www.jair.org/index.php/jair/article/view/10302). Then we randomly split the entire dataset into a training and validation dataset and a test dataset. The training and validation dataset were used to train and validate the prediction model, while the test dataset was applied to evaluate the prediction performance of the trained model. We used 50% of patients for training and validation, the rest for test. The aim of the training and validation stage is to find an optimal set of parameters that can achieve the highest prediction performance. We further applied the 5-fold cross-validation method by randomly dividing the training and validation dataset into 5 subsets with equal sample sizes. The cross-validation process was repeated for 5 rounds. For each round, one of the 5 subsets were retained as the validation data to evaluate the model, and the remaining 4 subsets were used for training. We have made our dataset available to the public via Harvard Dataverse (https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/6F7QPP).



Algorithm Selection and Parameter Tuning

For machine learning algorithm selection, we included classical algorithms such as Random Forest, SVM, Decision Tree and Logistic Regression, as well as new algorithms, i.e., XGBoost, LightGBM, and CatBoost. For each algorithm, we should determine an optimal set of parameters. Based on the training and validation dataset, we applied grid search to go through the parameter space, which covers a finite set of parameter combinations. For each parameter combination, we evaluated the model's prediction performance using the training and validation dataset. We record the parameters leading to the highest F1-score. To train and evaluate the classification model (31), we used the scikit-learn library, a representative open source machine learning toolkit, written in the Python programming language. This library supports a number of supervised machine learning algorithms, including Decision Tree, Random Forest, Logistic Regression, Support Vector Machine (SVM), XGBoost, Catboost, and LightGBM. After selecting a specified algorithm, the scikit-learn library is able to process the training and validation dataset to obtain a classification model. Then this model can be further applied to the test dataset.



Performance Evaluation

Based on the test dataset, we used precision, recall, F1-score, and the AUC (Area Under the ROC Curve) value to evaluate the predictive performance of our trained model (32). Precision was the fraction of patients with FCD who were finally diagnosed with FCD. Recall was the fraction of patients with FCD who have been adequately identified by the model. F1-score was the harmonic mean of precision and recall, with its best value at 1 and worst value at 0. F1-score was calculated as follows:

[image: image]

From the perspective of clinicians, high precision means that our prediction rarely over-reports or over-represents the fraction of patients with predicted FCD who are in fact diagnosed with FCD. Meanwhile, high recall means the fraction of patients with FCD who are uncovered accurately. A higher value of F1-score indicates a better overall predictive performance of a classifier. AUC is another important metric for evaluating a classification model's performance, which denotes the probability that a machine learning algorithm will rank higher of a random positive instance than a randomly chosen negative instance. The value of AUC is between 0 and 1. For a perfect classifier, the AUC value will be 1. For a completely random classifier, the AUC value will be 0.5. If the AUC value is smaller than 0.5, we could invert all the outputs of the classifier and obtain a new AUC value larger than 0.5. An AUC value close to 1 indicates that the model is good at distinguishing FCD from GNTs.




Statistical Analysis

Statistical analysis was performed using python. Continuous variable (course of disease) with normal distribution was represented as mean ± standard deviation (SD), non-normal variable (age at seizure onset) was reported as median [interquartile range (IQR)]. Categorical variables were described in the form of frequency and percentage. Independent student's t-test were conducted to compare the means of the continuous variables with normal distribution while Welch's t-test was used if the data was not normally distributed. Chi-Squared (χ2) Statistics was used to compare the frequencies of categorical variables between FCD and GNTs Groups. And we calculated the Chi-Square (χ2) Statistics to evaluate the dependence of each selected feature on different pathological results (33). A larger χ2 value indicated a better discriminative power of the feature. A value of p < 0.05 was considered significant. All the tests were two tailed.




RESULTS


Patient Characteristics

A total of 96 patients who underwent epilepsy surgery were analyzed in our study, including 56 patients with FCD (FCD I: n = 16; FCD II: n = 40) and 40 patients with GNTs (GG: n = 29; DNTs = 11). Ten features were reviewed and recorded; the details were shown in Table 1. The median age at seizure onset (months) in FCD group was much lower than that in GNTs group (77 vs. 155, P = 0.002, also see Figure 1); Course of disease (months) in FCD group was longer than that in GNTs group, but not statistically significant (105 vs. 69, P = 0.12, also see Figure 1). Thirty-five (62.5%) patients with FCD showed scalp EEG biomarkers of FCD, whereas only 13 (32.5%) patients with GNTs had the positive biomarkers (p = 0.04, also see Figure 1). Thirty six (64.3%) patients with FCD had typical MRI characteristics of FCD, and 29 (72.5%) patients in GNTs group had typical MRI characteristics of GNTs (p < 0.001, also see Figure 1). As for AEDs, 37 (66.0%) patients in FCD group were taking more than 3 kinds of AEDs, while only 6 (15.0%) patients in GNTs group were taking 3 or more kinds of AEDs (p < 0.001, also see Figure 1). However, there were no significant differences in gender, past history, seizure type, seizure frequency, and lesion location between two groups with FCD and GNTs.


Table 1. Clinical characteristics of included patients with FCD and GNTs.
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FIGURE 1. The comparison of patients with FCD and GNTs in terms of different features. FCD, focal cortical dysplasia; GNTs, glioneuronal tumors; AEDs, antiepileptic drugs.




Machine Learning Algorithms Used to Distinguish FCD From GNTs

With the current dataset, we adopted supervised machine learning algorithms to preoperatively predict pathological diagnosis of patients with epilepsy. A wide variety of machine learning algorithms were selected to build classification models, including Random Forest, Catboost, SVM, XGBoost, LightGBM, Logistic Regression, and Decision Tree. As shown in Table 2, the F1-scores of these seven models (Random Forest, Catboost, SVM, XGBoost, LightGBM, Logistic Regression, and Decision Tree) were 0.9180, 0.9000, 0.8621, 0.8667, 0.8750, 0.8889, and 0.8000, and the AUC values were 0.9340, 0.9515, 0.9055, 0.9630, 0.8531, 0.9132, and 0.7873, respectively. The precision/positive predictive value and recall/sensitivity for each model were also described in Table 2. Overall, our data revealed that Random Forest and Catboost were most effective in distinguishing patients with FCDs from those with GNTs. Furthermore, Random Forest-based classifier achieved the highest F1-score of 0.9180 and an AUC value of 0.9340, providing the best discriminatory ability in the prediction of pathological diagnosis.


Table 2. The performance of different algorithms to distinguish FCD from GNTs.
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The Features Used to Distinguish FCD From GNTs

Next, the Chi-Square analysis was employed to identify the discriminative power of each feature to preoperatively make the diagnosis of FCD or GNTs. The top 5 ranked features that effectively contributed to distinguishing FCD from GNTs were Age at seizure onset, Course of disease, MRI features, Number of AEDs, and Scalp EEG biomarkers, with the Chi-square values of 1,213.000, 334.800, 19.969, 13.946, and 4.200, respectively (Table 3).


Table 3. The discriminative power of different features to distinguish FCD from GNTs.
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To visualize the difference between patients with FCD and GNTs, we analyzed in terms of Age at seizure onset, Course of disease, MRI features, Number of AEDs and Scalp EEG biomarkers as shown in Figure 1. Age at seizure onset was revealed to be the most discriminative feature to distinguish between patients with FCD and GNTs, meaning that younger age at seizure onset would increase the probability of the diagnosis of FCD.




DISCUSSION

In the present study, we demonstrated that the Random Forest-based machine learning model provided the best predictive performance on distinguishing FCD from GNTs, with an F1-score of 0.9180 and AUC value of 0.9340. Of ten included features, “Age at seizure onset” was revealed to be the most discriminative feature. With this supervised machine learning-based approach, one would accurately differentiate FCD from GNTs in patients with epilepsy before surgery, allowing clinicians to make the surgical planning properly and individually.

For all the patients who underwent epilepsy surgery, the ultimate desired outcomes were complete seizure freedom without further AEDs. Therefore, accurate preoperative diagnosis of FCD or GNTs based upon clinical features was of great importance, when planning the extent of resection and choosing the invasive evaluation as noted above. With widespread use in image recognition, language processing, and data mining, machine learning-based techniques have received increasing attention in medical applications, including the use of epilepsy (14). One challenge is that there are a series of potential supervised ML algorithms which could be selected. To our knowledge, which algorithm is the most suitable one for our problem is unknown. Our study focused on the differential diagnosis of FCD and GNTs before surgery, indicating that two classification algorithms (Random Forest and Catboost) were quite effective to predict between FCD and GNTs. Particularly, the Random Forest-based model performed best in prediction. Logistic regression was a widely used statistical method with an F1-score of 0.8889 in our study, which was much lower compared to that of Random Forest. Consequently, our Random Forest-based model would be considered as a potential and powerful classifier to predict the preoperative pathological diagnosis for patients with epilepsy. Consistent with our result, Paldino et al. have indicated that the Random Forest classifier achieved 100% sensitivity and 95.4% specificity in predicting language impairment with DTI-based whole-brain tractography data from pediatric patients with malformations of cortical development (34). A later study conducted by Grinspan et al. has also demonstrated that the Random Forest classifier achieved AUCs of 84.1 and 73.4% at each center in predicting emergency department visit rates for the following year, using a combination of demographic characteristics, insurance, comorbidity, and medication data in medical records at two pediatric referral centers (35). In our study, the consistent rate between conventional preoperative diagnosis and postoperative pathology was 76%, while the consistent rate was 89.6% when preoperative Random Forest algorithm was used to predict postoperative pathology, showing a statistically significant difference (Supplementary Table 1, χ2 = 6.184, p = 0.013). As far as we know, this was the first study reporting that machine learning-based algorithms could be used to differentiate FCD from GNTs in patients with epilepsy. For the next step, we will use a larger sample to train our algorithm. One practical challenge is that different hospitals might host their patient databases on computers with different operating systems, including Windows, Linux and MacOSX. Our algorithm is implemented using the scikit-learn library (https://scikit-learn.org/stable/), which is an open source library written in the Python programming language. Thanks to the cross-platform nature of Python, our algorithm can be directly deployed on computers with any mainstream operating system without modification. Our algorithm could directly access a hospital's database of patient records, and read the patient information automatically to provide the predicted diagnosis of FCD or GNTs. In short, our algorithm has no special requirement for either the operating system or the computer hardware. It is convenient to be employed in clinical applications. If the diagnosis given by the classifier is FCD, wider cortical resection over the MRI-delineated lesion may be taken into consideration by neurosurgeons, in order to achieve favorable seizure outcomes. Furthermore, having a good knowledge of the potential postsurgical outcome may improve clinicians' and patients' confidence in epilepsy surgery.

As for the top 5 ranked features which contributed most to distinguishing FCD from GNTs in patients with epilepsy, the feature “Age at seizure onset” had the highest Chi-square value at 1,213.000, suggesting patients who have the younger age at seizure onset were more likely to be diagnosed as FCD finally. This result was consistent with the study from Rácz et al. which indicated that age at epilepsy onset was significantly earlier in patients with FCD than that in GNTs (9). The second feature “Course of disease” had the Chi-square value at 334.800, suggesting that epileptic patients with FCD had a longer course of disease compared to patients with GNTs. A possible explanation could be that GNTs group had a higher proportion (72.5%) of patients with typical characteristics of GNTs and consequently underwent surgical treatment earlier, which was also a reason for the number difference of AEDs between two groups. As the commonly used method to distinguish FCD from GNTs, “MRI” was the third feature with the Chi-square value at 19.969, which was however obviously lower than the former. Epitashvili et al. have demonstrated that six surface EEG biomarkers (continuous epileptiform discharges, two types of rhythmic epileptiform discharges, polyspikes, repetitive activity, and polyspikes, frequent rhythmic bursting epileptiform activity or repetitive discharges) were significantly associated with an underlying cortical dysplasia (11). However, the single feature “Scalp EEG biomarkers” was also shown with less significance in our study, meaning the requirement of machine learning-based comprehensive evaluation progressed from signal processing analyses.

The predictive performance of a model depends on the large scale of dataset, the number and quality of features, and the design of the algorithms. Our study had some limitations. First, the current dataset was collected at a local tertiary hospital, and the sample may not be representative of all the regions in China and other countries. In the future, a prospective multicenter study with a larger sample size should be required. Second, ten features were included in our study, however the weight of each feature in the final model differed, which possibly increased the risk of overfitting or bias. Finally, some features were not included in this work, such as multiple seizure types, other MRI sequences (DTI) and PET-CT finding. The diagnostic validity of machine learning-based approach was associated with comprehensive parameters, thereby more features were considered, the higher level of performance we would achieve.



CONCLUSION

Taken together, this study highlighted the potential of a supervised machine learning-based model to differentiate FCD from GNTs in patients with epilepsy before surgery, contributing to appropriate surgical planning. With the availability and convenience of this model, clinicians will benefit from the novel approach in clinical applications.
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Localization of the epileptogenic zone (EZ) is crucial in the surgical treatment of focal epilepsy. Recently, EEG studies have revealed that the EZ exhibits abnormal connectivity, which has led investigators to now consider connectivity as a biomarker to localize the EZ. Further, abnormal connectivity of the EZ may provide an explanation for the impact of focal epilepsy on more widespread brain networks involved in typical cognition and development. Stereo-electroencephalography (sEEG) is a well-established method for localizing the EZ that has recently been applied to examine altered brain connectivity in epilepsy. In this manuscript, we review recent computational methods for identifying the EZ using sEEG connectivity. Findings from previous sEEG studies indicate that during interictal periods, the EZ is prone to seizure generation but concurrently receives inward connectivity preventing seizures. At seizure onset, this control is lost, allowing seizure activity to spread from the EZ. Regulatory areas within the EZ may be important for subsequently ending the seizure. After the seizure, the EZ appears to regain its influence on the network, which may be how it is able to regenerate epileptiform activity. However, more research is needed on the dynamic connectivity of the EZ in order to build a biomarker for EZ localization. Such a biomarker would allow for patients undergoing sEEG to have electrode implantation, localization of the EZ, and resection in a fraction of the time currently needed, preventing patients from having to endure long hospital stays and induced seizures.

Keywords: focal epilepsy, SEEG, connectivity, epileptogenic, Granger causality, EZ, biomarker


INTRODUCTION

Focal epilepsy is the most common type of epilepsy (1). Although seizure onset is confined to a focus comprising one or a few areas, several lines of evidence now demonstrate that focal epilepsy is a network disorder with widespread influence rather than a disorder of an isolated area (2, 3). The epileptogenic zone (EZ), often defined theoretically as that part of the cortex which when removed results in seizure freedom, must be localized in order to successfully treat patients with drug-resistant focal epilepsy (4). However, such a definition of the EZ cannot be measured, as it is impossible to know whether a smaller area could have been resected that would have also provided seizure freedom for a patient. Here, we operationalize the EZ as the area of seizure onset and primary seizure organization (5). Neuroimaging modalities such as fMRI and EEG have allowed us to examine how the EZ exhibits abnormal connectivity. By using network models to understand focal epilepsy, we can find new ways to define and identify the EZ. In this manuscript, we describe emerging connectivity methods for identifying the EZ measured by sEEG (Table 1) and conceptual advances of the EZ using these methods.


Table 1. sEEG functional connectivity methods and their advantages and limitations.
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Resting-state EEG connectivity studies have also generated new knowledge about the outward connectivity of the EZ. Whereas, the bilateral posterior cingulate cortex (PCC) has been shown to have the highest outward connectivity in controls during resting state, the ipsilateral hippocampus had the highest outward connectivity in patients with temporal lobe epilepsy (TLE) using electrical source imaging from high-density EEG (19). This finding indicates that the hippocampus (the EZ) seems to be the predominant source of influence outflow in TLE even in the absence of seizures, and it may be disrupting other functional networks, such as those controlled by the PCC. In the immediate period leading up to an interictal discharge, patients with right and left TLE show rapidly increasing outward connectivity from the ipsilateral mesial temporal pole, suggesting that epileptogenic areas recruit other brain regions to generate and spread epileptogenic activity (20).

Localization of the EZ is crucial for patients with drug-resistant focal epilepsy who are candidates for surgery. Stereoelectroencephalography (sEEG), a minimally invasive technique used to record electrical activity directly from the brain, is used frequently in patients with drug-resistant epilepsy in which the EZ cannot be localized using non-invasive modalities. Since sEEG exhibits the fine temporal resolution of intracerebral recordings, it provides an unparalleled opportunity to explore the interictal and ictal network properties of the EZ and may provide opportunities to exploit the network properties of the EZ for localization purposes. Furthermore, if successful algorithms were found using only a short period of interictal data, recording time could be reduced from days to only hours at most, and we would not have to trigger seizures in patients. These improvements would be invaluable for patients with epilepsy, especially children who might not tolerate multiple days in the epilepsy monitoring unit.



sEEG CONNECTIVITY STUDIES

While several studies have examined interictal connectivity using resting-state fMRI (rs-fMRI) and scalp EEG, relatively fewer studies have examined interictal connectivity using sEEG. sEEG offers exquisite spatial and temporal resolution compared to rs-fMRI and scalp EEG, making it well-suited to examine the fine time course of epileptic cortical activity. Unlike scalp EEG, sEEG can measure activity directly from both cortical and subcortical areas and is only limited by the placement of electrodes, which is usually only in areas suspected to be involved in seizure onset or propagation. Whereas, fMRI is reliant on the hemodynamic response, which is a delayed measure associated with brain activation, sEEG provides a real-time measure of electrical brain activity. Compared to subdural grids, another type of invasive monitoring technique which can only be placed on the surface of the cortex, sEEG electrodes can be placed into deep structures of the brain. Although sEEG is more invasive than fMRI and scalp EEG, it does not require a craniotomy like subdural grids and has a good safety profile with a lower rate of postoperative complications and infections compared to grids (21–25). Given that no other technique has the combined high spatiotemporal resolution and safety associated with sEEG, it is an ideal tool for studying epileptogenic networks. Building on a strong premise of previous work, we present connectivity findings from several sEEG papers and provide a framework for a model of ictogenesis that could be used to identify a biomarker for the EZ (26, 27).



FUNCTIONAL CONNECTIVITY METHODS AND FINDINGS


Coherence-Related Undirected Methods

Several methods have been used to analyze the functional connectivity between epileptogenic and non-epileptogenic areas (Table 1) during resting-state, pre-ictal, and ictal periods. A recent sEEG study of focal epilepsy measured the Pearson correlation coefficient during resting state and calculated node strength, which measures the average connection between a contact to all other contacts, for each contact (28). The distinguishability between node strength in resected vs. not resected contacts (DRS) was calculated for each patient. Only after correcting for spatial proximity between contacts did the DRS values between seizure-free and not-seizure-free patient groups become significantly different. Patients with seizure-free outcomes had less distinguishability than patients who were not seizure-free, suggesting that resected nodes were more similar to unresected nodes and less epileptogenic in seizure-free patients. This finding also suggests that network properties during resting-state can help differentiate patients who will have better outcomes postoperatively.

In another study, alpha, theta, and delta imaginary coherence within a region and between regions was significantly higher in epileptogenic regions compared to non-epileptogenic regions, with the alpha-frequency band showing the biggest differences (29). Furthermore, several graph theory measures, including nodal betweenness centrality, edge betweenness centrality, and clustering coefficient were significantly higher in epileptogenic regions. The increased edge and nodal betweenness centrality of the EZ indicates that the epileptogenic zone is an important hub for network connectivity. The increased clustering coefficient reflects that the EZ and the nodes that it is connected to occur in a cluster, or segregated group, that are all functionally connected to each other. When all of these network measures were combined into a logistic regression model, the model was able to classify epileptogenic regions with an AUC of 0.78. This study suggests that epileptogenic cortex is strongly connected to areas likely involved in primary seizure organization and propagation. Understanding these features of epileptogenic cortex may be exploited to provide a clinically relevant biomarker of the EZ.

Phase-amplitude coupling occurs (PAC) is a connectivity measure based on how the phase of a low-frequency rhythm couples with the amplitude of another high-frequency rhythm. One study used PAC to characterize areas belonging to the ictal core vs. the surrounding penumbra (7). The ictal core was defined as the region of neurons showing hypersynchronous firing in multielectrode array recordings during seizures, whereas the penumbra was defined as a group of areas that show less prominent, unorganized firing. PAC between a low-frequency ictal rhythm and high-gamma frequency amplitude in subdural electrodes was shown to correspond with multiunit firing bursts measured by nearby microelectrode arrays in the ictal core after the onset of seizure activity. However, subdural electrode contacts with low-frequency activity that was not phase-locked to high-gamma amplitude coincided with nearby microelectrode arrays that did not display synchronized firing bursts, suggesting that these contacts are part of the penumbra in which there is a lack of early seizure propagation. The lack of high-frequency oscillations in the penumbra has been thought to be a result of a feedforward inhibitory mechanism, resulting in the penumbra displaying high-amplitude, low-frequency EEG signals without true increases in synchronized neuronal firing (30). Therefore, phase-amplitude coupling between high-frequency oscillations and low-frequency ictal activity appears to be a biomarker for the epileptogenic zone, which can be targeted for resection while sparing the ictal penumbra. Another study used Phase Locking Value (PLV) to identify the seizure onset zone using ictal data in 10 patients with focal epilepsy (8). In seizure-free patients, resected electrodes displayed greater PLV right before seizure onset, and higher PLV peak and power just after seizure onset. This finding further suggests that PAC between low and high-frequency rhythms could be a reflection of the mechanism leading to seizure generation and propagation. Several measures calculated from the PLV were combined into a logistic regression model to classify electrode contacts as belonging to either the seizure onset zone (SOZ) or non-SOZ. Ninety-six percent of the electrodes classified as belonging to the SOZ were within the resection area in seizure-free patients. In patients that were not seizure-free, the more electrodes that were labeled by the algorithm as in the SOZ that were not resected, the worse the patient's seizure outcome.



Directional Connectivity Methods

Granger causality is a concept that has been used to develop several connectivity measures and is a favorable connectivity analysis method given that it can provide directional inferences of influence. In a study using generalized Partial Directed Coherence (PDC), a Granger causality-based method, on resting-state sEEG data, the region of the highest inflow colocalized with the EZ in nine patients with temporal lobe epilepsy (31). In-degree, a graph theory measure of the number of inward connections to a node, was similarly found to be effective at localizing the EZ in another study when applied to PDC analyses from pre-ictal sEEG data (5 s before seizure onset), as epileptogenic regions had the highest in-degree (32). Together, these studies indicate that there is possibly a control mechanism preventing seizures during seizure-free periods and that during a seizure such influence may be lost. Another study using non-linear regression, an alternative to Granger causality-based methods for studying directed network connectivity, found that in pre-ictal sEEG data (8 s before seizure onset), the total number of connections was found to be better at localizing the epileptogenic zone than the number of inward or outward connections, suggesting that the pre-ictal period could be a transition point between the inward influence received during resting-state and the outward connectivity demonstrated during seizure onset (33). However, it is also possible that inward connectivity toward the EZ drives the EZ to send outward ictogenic connectivity. Epileptogenic structures in patients with mesial TLE also show increased synchronization in the pre-ictal period, which may be a seizure generation mechanism (34).

Contrary to the inward influence received during interictal and pre-ictal periods, the EZ shows a switch in connectivity patterns during seizure onset. At the start of a seizure, the EZ can be identified as the region containing the contact with the highest out-degree (35) or the most causal outflow (36). Using Directed Transfer Function (DTF) connectivity, nodes with high betweenness centrality, a graph theory marker for hubs in a network, during seizures have also been shown to coincide with the seizure onset zone (37). This finding was modulated by frequency, as overlap with the SOZ was greater for nodes with large betweenness centrality values in higher frequency gamma and beta networks compared to theta and alpha networks. The high betweenness centrality of nodes thought to be involved in seizure activity was shown to decrease during a seizure and reach a minimum 1 min after a seizure, perhaps because Granger causal influence is spreading more distally from the EZ as the seizure progresses and cortical activity is synchronizing. However, after a seizure, the betweenness centrality rose to pre-ictal levels in just 5 min after a seizure, emphasizing the need to understand the dynamics of EZ connectivity.

In patients who were seizure-free postsurgery, the SOZ colocalized more with nodes with high betweenness centrality in the gamma band during seizures compared to those of patients who still had seizures after surgery (37). This finding suggests that regions involved in generating epileptogenic activity display high gamma band connectivity in ictal periods, which is supported by phase-amplitude coupling studies mentioned earlier and studies showing that fast gamma band activity and suppression of lower frequency activity during seizure onset can localize the EZ (38, 39). However, the relative contribution of connectivity in higher frequencies during ictal periods, with that in alpha band during resting-state, to the epileptogenicity of the EZ remains to be investigated. Furthermore, patients who did not have seizure freedom after surgery have been shown to have a greater percentage of nodes with high betweenness centrality preoperatively, highlighting that as more regions in the brain are highly connected, and likely to spread epileptogenicity, the less likely the patient will be seizure-free (40). However, if the resected area has nodes with high betweenness centrality during the middle to after the end of the seizure, the patient is less likely to be seizure-free. Hence, within or near the EZ, there may be nodes that should be spared from resection, as they are likely involved in suppressing seizures. Another sEEG study using phase transfer entropy found that the ratio of out/in connections increased from the interictal to ictal state but declined drastically from the late-ictal to post-ictal state, suggesting a need to study the possible role of inward connectivity in seizure control (41).

In a sEEG study using non-linear regression, brain regions were classified as belonging to the EZ, propagation zone (PZ), or non-involved zone (NIZ) using ictal data (42). Then, resting-state connectivity was measured between zones and within a zone itself. This analysis revealed that resting-state connectivity was greater within the EZ compared to the NIZ, and greater within the PZ vs. the NIZ, illustrating that the more epileptogenic the area, the more that area is connected within itself, which could be a mechanism for seizure generation. Furthermore, the connectivity between EZ-PZ was higher than the connectivity between EZ-NIZ, and the connectivity within the EZ was significantly higher than connectivity between the EZ-NIZ but not higher than connectivity between the EZ-PZ. Therefore, the EZ seems to be highly connected to itself and the PZ, but not the NIZ. Whereas, high internal connectivity in the EZ could allow for generation of epileptogenic activity, enhanced EZ-PZ connectivity could allow for quick propagation of epileptogenic activity during a seizure. The EZ was also shown to be the source of outward connectivity toward the PZ and NIZ. Although this seems contradictory to an earlier finding that inflow was able to localize the EZ during resting state, it is possible that the EZ could be receiving inward connectivity while also producing outward connectivity toward propagation zones.



Cortico-Cortico-Evoked Potentials

Another method that uses directional connectivity to localize the EZ is based on cortico-cortico-evoked potentials (CCEPS). In patients with cortical electrodes, stimulation is applied at one electrode and the resulting evoked potential is measured at other electrode sites. One study illustrated that the amplitude of local CCEPs after stimulation in the SOZ is greater than the amplitude of local CCEPs after stimulation in a region near the SOZ that is not active at seizure onset, suggesting that the epileptogenic cortex is more responsive to excitation due to increased connectivity compared to non-epileptogenic areas (43). A recent study of patients with drug-resistant epilepsy used CCEPs to study directional connectivity between different areas of the brain (44). A large amplitude response evoked from stimulation was taken as a marker for the presence of a directed connection from the stimulation site to the recording site. After constructing connectivity matrices, the authors used graph theory measures to compare the connectivity of the EZ vs. non-EZ. When stimulation was applied to a contact located in the EZ, other electrode contacts in the EZ had a large amplitude evoked potential, reiterating that areas within the EZ are highly connected. Furthermore, the EZ was shown to have higher degree centrality, illustrating that it is highly connected to other nodes in the network (45). Another CCEP paper on patients with focal epilepsy found that contacts in the SOZ had increased out-degree, indicating a higher number of outward connections, as well as increased structural and functional connectivity toward areas of seizure propagation (46).




FUTURE DIRECTIONS

There are several promising topics for future investigation. sEEG studies showing the dynamic nature of directional connectivity of the EZ between interictal, pre-ictal, and ictal time periods are needed to demonstrate how the EZ may be prevented from producing seizures during interictal periods and subsequently becomes uncontrollable just before seizure onset. The dynamic connectivity of the EZ could be used to build an individualized model of epileptogenicity for each patient that identifies the number and location of epileptogenic foci, as well as the optimal area of resection that spares regions that may be involved in seizure control.



DISCUSSION

Findings from sEEG studies have allowed us to better understand how focal epilepsy has widespread effects on brain network connectivity. Taken together, sEEG connectivity findings have shed light on a model of ictogenesis (Figure 1): (1) during interictal and pre-ictal periods, the EZ, which may be sending outward connectivity to generate a seizure, is also controlled by inflow from other regions; (2) during seizure onset, the EZ is no longer controlled by inward connectivity and generates epileptiform activity via its high intrinsic connectivity; (3) the EZ sends epileptic influence to propagation zones; (4) areas that are not invaded by seizure activity may be protected by a feedforward inhibition mechanism; (5) as a seizure progresses, the EZ loses its influence on the network, which then builds up again post-ictally; and (6) seizure termination may be partly a result of internal regulation within or near the EZ.


[image: Figure 1]
FIGURE 1. Connectivity of the epileptogenic zone changes between interictal, pre-ictal, and ictal time periods. During interictal periods, the EZ displays both high outward connectivity, which is likely related to the EZ's seizure-generating activity, and inward connectivity, which is possibly preventing a seizure from starting. During seizure onset, we propose that such inward control is lost and that the internal connectivity of the EZ allows for seizure generation. Epileptogenic influence spreads from the EZ via its high connectivity to propagation zones. However, the EZ becomes less influential in the network over time, and regions in or near the EZ may be involved in seizure cessation.


Barriers to implementation of automated resting-state sEEG analysis in the clinic include several parameters that still need to be explored fully and optimized, such as the effect of type of focal epilepsy on suitability for connectivity-based analyses and the amount of resting-state data that would need to be analyzed to localize the EZ confidently. However, the sEEG studies discussed in this paper showing connectivity-based differences between the EZ and non-EZ have been performed on patients with different types of focal epilepsy, and even a few minutes of data has been shown to be sufficient for these analyses. These results show the promise of implementing sEEG-based localization methods of the EZ into clinical practice. Hence, it is exciting that soon we could have automated, intraoperative localization and removal of the EZ that prevents patients from enduring long hospital stays and multiple seizures and gives them a better chance at long-term seizure freedom.
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Objective: Investigate areas of correlation between gray matter volumes by MRI and interictal EEG source maps in subtypes of mesial temporal lobe epilepsy (MTLE).

Method: 71 patients and 36 controls underwent 3T MRI and and routine EEG was performed. Voxel-based morphometry (VBM) was used for gray matter analysis and analysis of interictal discharge sources for quantitative EEG. Voxel-wise correlation analysis was conducted between the gray matter and EEG source maps in MTLE subtypes.

Results: The claustrum was the main structure involved in the individual source analysis. Twelve patients had bilateral HA, VBM showed bilateral hippocampal. Twenty-one patients had right HA, VBM showed right hippocampal and thalamic atrophy and negatively correlated involving the right inferior frontal gyrus and insula. Twenty-two patients had left HA, VBM showed left hippocampal atrophy and negatively correlated involving the left temporal lobe and insula. Sixteen patients had MTLE without HA, VBM showed middle cingulate gyrus atrophy and were negatively correlated involving extra-temporal regions, the main one located in postcentral gyrus.

Conclusions: Negative correlations between gray matter volumes and EEG source imaging. Neuroanatomical generators of interictal discharges are heterogeneous and vary according to MTLE subtype.

Significance: These findings suggest different pathophysiological mechanisms among patients with different subtypes of MTLE.

Keywords: mesial temporal lobe epilepsy, magnetic ressonance imaging, eletroencepalogram, hippocampal atrophy, quantitative EEG, quantitative MR analysis


INTRODUCTION

Interictal spikes in the EEG of patients with mesial temporal lobe epilepsy (MTLE) critically contribute to the diagnosis and lateralization of the epileptogenic zone (1, 2). Seizures can originate from one or more anatomical structures of the temporal lobe and spread inward (temporal) or outward (extratemporal) through connected neural networks (3).

Anatomical generators of epileptiform discharges in MTLE have not yet been accurately identified. The maximal negativity of epileptiform activity is in middle and posterior temporal electrodes suggesting a possible onset in the temporal neocortex (4). Intracranial recordings and magnetoencephalograpy (MEG) also support a temporal origin and indicate that conventional noninvasive EEG and MEG cannot identify true mesial temporal spikes (5).

Using quantitative EEG one investigation demonstrated that 62% of MTLE patients had dipole source localization in the epileptogenic temporal lobe (6). Two main types of dipole orientation were described, one with vertical orientation corresponding to inferior or basal temporal spikes and the second with horizontal orientation corresponding to lateral temporal spikes. The second showed widespread cortical thinning when compared to the fisrt one: in the left hemisphere involving cingulate, supramarginal, occipitotemporal an parahippocampal gyri, precuneus and parietal lobule; in the right hemisphere, frontomedial, central and basal gyri and precuneus was envolved. These findings suggest that a large cortical network in this group is affected and showed that the distribution of interictal spikes was associated with widespread cortical thinning beyond the mesiotemporal region (7, 8).

MTLE pathophysiology is not limited to the amygdalo-hippocampal system. Quantitative MRI revealed an extensive network of abnormal neural structure in these patients (9). In-depth investigation showed that in unilateral MTLE the ipsilateral hippocampus is markedly abnormal, and extrahippocampal cortical regions (including the precentral and paracentral gyri) show decreased thickness (10).

The relationship between structural and neurophysiological observations is not completely understood. The objective of the present study was to investigate correlations between gray matter volumes and interictal EEG source maps in subtypes of MTLE. It was hypothesized that this correlation may be present and would change according to subtypes of MTLE. This observation could help to map the epileptogenic circuitry involved in the pathophysiology of MTLE and improve understanding of the mechanisms of interictal epileptiform discharges observed in these patients.



METHODS


Subjects

Seventy-one patients with MTLE (51 women, mean age 46.2 ± 12.6 years) and 36 control subjects (18 women, mean age 32 ± 7 years) with no history of epilepsy or neurological diseases were investigated. Patients were selected at the Outpatient Epilepsy Clinic of the Hospital das Clínicas of Botucatu Medical School. The diagnosis of MTLE was assigned according to clinical and electroencephalographic criteria (1). All patients had at least one typical EEG with temporal epileptiform discharges. Patients with extra-temporal pathology, double pathology or non-epileptic seizures were excluded. Controls were randomly recruited from the local community. All participants signed an informed consent form approved by the local Ethics Committee.



Electroencephalography Acquisition

Patients were submitted to EEG with a 32-channel Nihon-Kohden (Tokyo, Japan) system. EEG acquisition used the international 10-20 electrode placement system and 1,000 Hz sample rate, with additional Silverman T1 and T2 electrodes. In all 23 electrodes impedance was kept below 10 kΩ and duration of EEG was approximately 20 min including photostimulation and hyperventilation.



Analysis of Interictal Discharges

Analysis of interictal discharge sources was performed using BESA Research 6.0 software (BESA GmbH, Gräfelfing, Germany). EEG was imported to the software and for each individual all epileptiform discharges were manually selected and averaged (Figure 1). A 10 ms segment in the ascending portion of the averaged epileptiform activity was then selected, guided by principal component analysis, and was maintained with an average of 97.7% for left discharges and 97.3% for right discharges, which means that the analysis represents the majority of the spikes in both sides (Figure 2). For patients with more than one EEG or bilateral discharges the exams were individually analyzed and the discharges were grouped by side and also separately analyzed. Classical LORETA Analysis Recursively Applied (CLARA) algorithm included in the BESA package was used to generate epileptiform discharges source maps using a realistic approximation model for adult patients. Peak locations of the discharges maps were extracted according to Tailarach coordinates (11). Source images were exported as three-dimensional high resolution files (1 mm) in ANALYZE format (Figure 3). These images were used to calculate mean and overlap images for the MTLE subgroups (12).


[image: Figure 1]
FIGURE 1. Example of EEG imported to the software BESA with the left temporal epileptiform activity with phase reversal with equipotentiality F7 -T1. For each individual, all epileptiform discharges were manually selected.



[image: Figure 2]
Figure 2. (A,B). Analysis of interictal discharge for each individual all epileptiform discharges were averaged. A 10 ms segment in the ascending portion of the averaged epileptiform activity was then selected.



[image: Figure 3]
FIGURE 3. Classical LORETA analysis recursively applied (CLARA) algorithm included in the BESA package used to generate epileptiform discharges source maps from a realistic approximation model for adult patients, according to Tailarach coordinates extracted as three- dimensional high-resolution files (1 mm) in ANALYZE format.




Magnetic Resonance Imaging Acquisition

All subjects underwent MRI. Images were acquired using a 3T scanner (Siemens, Verio, Erlangen, Germany) with a 12-channel head coil. The acquisition protocol included magnetization-prepared rapid gradient-echo (MPRAGE) with 0.5 × 0.5 mm voxels, acquired with 1 mm thickness in the sagittal plane; excitation angle 9°; TR (repeat time) 2,300 ms; TE (excitation time) 2.47 ms; TI (inversion time) 1,100 ms; matrix 256 × 256 and field of view (FOV) 256 mm; Axial FLAIR (Fluid Attenuated Inversion Recovery) 4.0 mm thick; excitation angle 150°; TR 9,000 ms; TE 80 ms; TI 2,500 ms; 208 × 256 matrix and FOV 220 mm; Coronal T2 perpendicular to the long axis of the hippocampus with 2.2 mm of thickness; excitation angle 120°; TR 4,000 ms; TE 135 ms; matrix 230 × 256 and FOV 180 mm; coronal T1 STIR (Short TI Inversion Recovery) perpendicular to the long axis of the hippocampus with 2.2 mm thickness; excitation angle 150°; TR 2,100 ms; TE 9.5 ms; TI 499 ms; matrix 230 ×256 and FOV 180 mm; coronal T2 STIR perpendicular to the long axis of the hippocampus with 2.2 mm of thickness; excitation angle 150°; TR 4,300 ms; TE 74 ms; matrix 128 × 128 and FOV 180 mm. Quantitative structural analysis was performed using the T1 volumetric sequence. Qualitative assessment of hippocampus and evaluation of other cerebral lesions was performed with the remainder sequences.



MRI Quantitative Analysis

Automatic volumetry was conducted using standard routines within FreeSurfer software (version 6.0, https://surfer.nmr.mgh.harvard.edu/) (13, 14). This program automatically normalizes intensity, corrects for movement artifacts, removes extra-cerebral tissues, registers the images into Talairach space, and segments subcortical structures including hippocampus (15). For each subject, hippocampal volume was normalized to total intracranial volume (16). Across groups, hippocampal volumes were normalized to those of controls (yielding a z score). Asymmetry index was calculated as 2 × (right hippocampal volume – left hippocampal volume) / (right hippocampal volume + left hippocampal volume). HA was defined as when the standardized volumes were at least 2 standard deviations (SDs) less than the mean, or when the asymmetry index was at least 2 SDs from the mean in either direction.

Based on the volumetry findings, patients were divided into four groups: bilateral HA (BHA), right HA (RHA), left HA (LHA) and without HA (normal). Voxel-based morphometry (VBM) was performed using the SPM12 program (http://www.fil.ion.ucl.ac.uk) running on MATLAB® R2012b platform. This program performs a unified segmentation (17). Initially the gray matter of all subjects was automatically segmented. Then, using the Diffeomorphic Anatomical Registration Through Exponentiated Lie Algebra (DARTEL) algorithm, a template was created based on all individuals included in the study. This template was registered into standard ICBM-152 (International Consortium for Brain Mapping) space. The final step was to register the segmented images with the template. Structural images were also modulated with the objective of preserving gray matter and minimizing distortions due to normalization. A Gaussian filter (8 mm Full Width at Half Maximum) was applied to all segmented images and EEG maps in order to reduce variation and normally distribute the intensity of the voxels.



Correlation and Statistical Analysis

Voxel wise comparisons were made by full factorial design, looking for areas of increased or decreased gray matter. The four patient groups were compared to controls. A p value < 0.05, corrected for multiple comparisons (Bonferroni correction), was the threshold for statistical significance. Age, sex, and total intracranial volume were introduced as covariates.

For the four groups, voxel by voxel correlation analysis was also performed between the interictal discharge source maps and gray matter volume maps using SPM5 and BPM program (18). Regions of interest analysis were also performed for VBM and for correlation analysis, using the same parameters. Three analyzes were performed, the first global analysis, the second involving the temporal lobes and the third including only the hippocampi. The regions were selected according to the AAL (Automatic Anatomic Labeling) atlas (19–21).




RESULTS


Clinical Features

Of the 71 MTLE patients studied, average age of seizure onset was 18.4 ± 15.7 years and frequency of seizures was 7.1 ± 13 seizures per month. Twelve patients had bilateral HA (8 females, 41.1 ± 14.6 years) with standardized mean volumes of −5.6 ± 1.9 SDs and −4.2 ± 1.4 for the left and right hippocampus, respectively. Twenty-one patients had right HA (15 women, mean age 45 ± 12 years) with mean hippocampal volumes of 1.0 ± 1.4 SDs (left) and −3.8 ± 1.6 (right). Twenty-two patients had left HA (15 women, mean age 46.3 ± 10.9 years), mean normalized volumes were −3.5 ± 1.9 SDs for the left and 1.3 ± 2.3 for the right hippocampus. Sixteen patients had normal MRI without HA (12 females, 51.2 ± 13.3 years), and standardized mean hippocampal volumes of 0.7 ± 1.9 SDs and 0.8 ± 1.8 for the left and right hippocampus, respectively. Additional characteristics can be found in Table 1 and Appendix.


Table 1. Clinical, electroencephalographic, and neuroimaging features of the four groups of patients with mesial temporal lobe epilepsy (bilateral, right and left hippocampal atrophy, and without hippocampal atrophy).
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Electroencephalographic Features

Eighty-six EEGs were investigated. Eleven patients had two records, one patient had three records, and one patient four records (mean of 1.2 ± 0.5 records per patient). Thirty patients had right discharges only, 33 had left discharges only, and 8 had bilateral discharges. In total, 2,366 epileptiform discharges were observed, 1,367 left (33 ± 62 discharges per patient, range 1–359) and 959 right (25 ± 44 discharges per patient, range 1–234).

In BHA group, 264 discharges on left (37.7 ± 54.7 discharges, range 2–155) and 79 discharges on right (11.3 ± 13.4 discharges, range 1–37) were analyzed. In RHA group, 139 discharges on left (6.6 ± 18.4 discharges, range 2–70) and 771 discharges on right were analyzed (36.7 ± 55.8 discharges, range 5–234). In LHA group, 897 discharges were analyzed on left (44.9 ± 80.6 discharges, 1–359) and 21 on right (4.2 ± 3 discharges, 2–7). In normal group, 67 discharges on left (7.4 ± 4.8 discharges, 1–16) and 88 discharges on right (12.3 ± 19 discharges, 1–55) were analyzed.

Source analysis of the discharges showed 95 foci distributed over 16 areas. The main areas were claustrum (22%), inferior frontal region (16%), insula (12%) and superior temporal gyrus (12%). For BHA patients, the three main locations were claustrum (23%), inferior frontal gyrus (23%), and lentiform nucleus (15%). For RHA patients the three main locations were claustrum (20%), insula (20%), and inferior frontal gyrus (16%). For LHA patients the three main locations were claustrum (19%), superior temporal gyrus (19%), and inferior frontal gyrus (15%). For the normal group, the three main locations were claustrum (33%), lentiform nucleus (22%), and parahipocampal gyrus, lentiform gyrus, and precentral gyrus (11% each). Maps of discharges can be observed in Figure 4 (average) and Figure 5 (overlap of all patients).


[image: Figure 4]
FIGURE 4. Average maps of the localization of interictal epileptiform discharges of patients with mesial temporal lobe epilepsy. The figure is color-coded according to the current density and overlaid on an MRI model (coronal section). The orientation is in neurological convention (right on right). The slices on left are anteriorly located than those to right.



[image: Figure 5]
FIGURE 5. Overlap maps of the localization of interictal epileptiform discharges of patients with mesial temporal lobe epilepsy. The figure is color-coded according to the number of individuals and overlaid on a magnetic resonance model (coronal section). The figure is in the neurological orientation (right on right). The slices on left are anteriorly located than those to right.


Table 1 summarizes the clinical and electroencephalographic features, Table 2 shows the source location for all patients and Supplementary Tables shows the source location for the subgroups.


Table 2. Results of the source localization using the CLARA algorithm for all patients with mesial temporal lobe epilepsy.
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Voxel-Based Morphometry Analysis

The BHA group, as compared to controls, showed atrophy in seven main regions (totaling 166,853 mm3), the most significant region being right hippocampus. For the RHA group, only one cluster was significantly atrophied (hippocampus; 6,819 mm3). Two clusters of atrophy were observed in the LHA group, the most significant being left hippocampus (total 5,863 mm3). In the normal group, six clusters were atrophied, the main one located in middle cingulate gyrus (totaling 6,5076 mm3). All clusters are listed in Table 3.


Table 3. Results of voxel-based morphometry (VBM) and correlation analysis between gray matter volumes and interictal discharges source maps (EEG) for patients with mesial temporal lobe epilepsy (bilateral, right and left hippocampal atrophy, and without hippocampal atrophy) with normal controls.
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No areas of increased gray matter volumes were observed.



Correlation Analysis

Correlations were drawn between source maps of interictal epileptiform discharges and gray matter maps. For the BHA group, a strong negative correlation was observed in right insula (r = −0.87, p < 0.0001). In RHA group, the right inferior frontal gyrus was significant (r = 0.70, p = 0.020). In the LHA group, left hippocampus was negatively correlated (r = −0.56, p = 0.001). For the normal group two clusters of correlated regions were observed, the main one located in postcentral gyrus (r = −0.86, p < 0.0001). No areas of positive correlations were observed. Detailed results of these analyses can be seen in Table 3 and Figure 6.


[image: Figure 6]
FIGURE 6. Results of the voxel-based morphometry (VBM, blue-green color scale) and correlation analysis between EEG source images and gray matter maps (red-yellow color scale) according to groups of mesial temporal lobe epilepsy. The results are overlaid on coronal MRI model slices in neurological orientation (right to right) and in three-dimensional models of the brain and hippocampus. The color scale in the figure indicates the results of statistical analysis for VBM (T - value) and correction analysis between EEG and gray matter (r - value, negative correlations).





DISCUSSION

Using quantitative EEG source imaging the present study demonstrated that at an individual level, interictal epileptiform discharges involved the claustrum of patients with MTLE. This behavior occurred in all subgroups (BHA, RHA, LHA, and normal). Voxel wise structural analysis revealed a different pattern of gray matter atrophy for each subgroup. Correlation analysis between gray matter and interictal spike source imaging revealed that there was not a perfect overlap between major structural abnormalities and source distribution.

The claustrum is a thin, irregular neural structure located on the inner surface of the insula with connections to nearly all cortical regions, and its function is thought to include synchronization of disparate perceptual, cognitive, and motor modalities (22). Bilateral abnormalities in the claustrum were associated with refractory status epilepticus, focal motor seizures, and myoclonic seizures (23). Physiological properties of the claustrum may help to explain the propagation and synchronization of abnormal epileptic activity from various cortical regions, since claustro-cortical fibers connect the claustrum with several cortical areas including the prefrontal cortex, pre- and postcentral gyri, and orbitofrontal and medial temporal cortices (24).

The claustrum is composed of GABA-ergic interneurons, damage to which could promote a state of hypersynchronization in connections with distant cortical regions. The frontal piriform cortex was found in the evaluation of IED in patients with focal epilepsy in one study. Because of their location close to the claustrum, they may be responsible for the origin and spread of epileptiform activity (25).

Several theories have been proposed to explain the impairment of consciousness that occurs during focal seizures: reduction of cerebral blood flow to areas responsible for consciousness in response to hyperflow in temporal regions; bilateral activation of hippocampus after unilateral seizure and, more recently, a loss of activity of the default mode network with bilateral deactivation of posterior cingulate (26). The involvement of insular cortex and claustrum could be related to impairment of consciousness and the frequent involvement of orofacial musculature in focal seizures (23).

Other regions identified as sources for interictal epileptiform discharges were inferior frontal region, insula, and superior temporal gyrus. Interictal spikes may be related to cognitive decline, as observed in experimental models (27). A more widespread distribution of epileptogenic discharges as observed in some patients may influence cognition via frontal and temporal lobes and limbic system that are especially involved in cognition.

One investigation of 22 patients with HA and 12 patients without HA used equivalent dipole source localization to analyze interictal epileptiform discharges obtained during pre-surgical video-EEG monitoring. This investigation showed no differences between patients with or without HA suggesting the same etiology for these discharges (6). Using similar source analysis methodology to that used here, a study with 15 patients applied the low-resolution electromagnetic tomography (LORETA) algorithm and observed that this technique can aid in detection of discharge propagation (28).

Therefore, precise determination of the epileptogenic zone is vital for surgical planning, and the possibility of noninvasive tests being used in the preoperative routine may benefit these patients. Coito et al. (29) evaluated IED routine EEG with electrical source analysis in 34 patients (20 temporal lobe epilepsy and 14 extra temporal epilepsy) before and after surgery. The efficiency were concordant with the presumed epileptic zone in 76% of the patients, showing the importance of these findings.

Regarding the morphometric evaluation, patients with BHA presented diffuse atrophy with a centrifugal pattern compared to the other groups. In the groups with unilateral HA, the evaluation by VBM demonstrated ipsilateral atrophy, as expected. When comparisons were made, we observed that the group with right HA exhibits changes related to the right lower frontal gyrus, lower right temporal and left hippocampus in the three analyzes, respectively. Such changes could be related to anterior, mesial and contralateral spread of epileptiform discharges in the group with HA on the right. On the other hand, in the group with left HA the correlation changes were restricted to the mesial structures on the left, in the three analyzes: left parahipocampal gyrus, left upper temporal gyrus and left hippocampus. Thus, the more limited pattern of correlation on the left indicates a higher current density with a greater degree of atrophy in these structures. Thus, a different neuroanatomical involvement was discovered in patients with left or right epileptiform discharges.

Moreover, for groups with lateralized HA, VBM revealed that patients with LHA had more anterior hippocampal involvement and patients with RHA had a more posterior involvement. A previous investigation described similar findings (30). Abnormalities outside the mesial temporal lobe were also observed. Patients in LHA group presented a slightly more diffuse pattern involving bilateral basal ganglia and thalamus. The literature related to MTLE laterality and atrophy is controversial. One investigation found more structural abnormalities in patients with right MTLE, especially in ipsilateral insula and contralateral thalamus (31). Another study observed a higher degree of cerebral atrophy, longer duration of disease, and worse control of seizures in patients with left HA (32).

Patients without HA showed widespread area of atrophy involving the amygdala, cingulate, temporal, and frontal cortex. This observation is in line with other studies suggesting that MRI-negative temporal lobe epilepsy is a different condition involving separate networks (33).

Negative correlations were observed between gray matter volumes and source maps; i.e., increased current densities were associated with reduced gray matter. For unilateral MTLE, differential network involvement was found in patients with left (hippocampal region and insula) or right (inferior frontal gyrus) HA. Once again these findings align with connectivity studies to point to distinct patterns for right or left HA (34). These results show how a focal pathology can influence diffuse neural networks differently depending on the affected hemisphere. Patients with bilateral HA had areas of correlation localized to the basal ganglia, insula, and mesial frontal regions. Finally, patients without any hippocampal atrophy had an extensive area of extra-temporal correlations. This suggests that the irritative zone does not always contain the epileptogenic zone. It also indicates that neuroanatomical generators and pathways of interictal discharges are heterogeneous and vary according to MTLE subtype.

Scalp EEG has a very precise temporal resolution, but limited spatial resolution for source analysis. The number of electrodes in this study was modest; currently, there are EEG studies with a greater number of electrodes and channels, and thus greater accuracy of source detection (35). However, the methodology used here is very similar to that of daily clinical practice and should be relatively easy to implement in clinical settings in the future.

Associated anatomopathological studies may help to confirm diagnosis and elucidate the relationship between HA and epileptogenic networks in MTLE (36). Future investigations using dense array EEG, with a higher number of subjects and prospectively evaluating these patients after surgical procedure should be performed in order to confirm these findings.



CONCLUSIONS

At the individual level, interictal epileptiform discharges localized mainly to the claustrum of patients with MTLE. Quantitative analysis of MRI showed a heterogeneous and distinct pattern for MTLE subtypes. Finally, correlation analysis between quantitative EEG and structural MRI failed to demonstrate overlap with the epileptogenic zone but illustrated different networks involved in each MTLE subgroup. The observations of the present investigation suggest different pathophysiological mechanisms for interictal epileptiform discharges even among patients with unilateral HA. These findings may contribute to a better understanding of the MTLE pathophysiology, the extent of abnormalities and, in the future, to a more individualized approach for surgical therapy.
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Robotic systems have fundamentally altered the landscape of functional neurosurgery. These allow automated stereotaxy with high accuracy and reliability, and are rapidly becoming a mainstay in stereotactic surgeries such as deep brain stimulation (DBS), stereoelectroencephalography (SEEG), and stereotactic laser ablation/MRI guided laser interstitial thermal therapy (MRgLITT). Robotic systems have been effectively applied to create a minimally invasive approach for diagnostics and therapeutics in the treatment of epilepsy, utilizing robots for expeditious and accurate stereotaxy for SEEG and MRgLITT. MRgLITT has been shown to approach open surgical techniques in efficacy of seizure control while minimizing collateral injury. We describe the use of robot assisted MRgLITT for a minimally invasive laser anterior temporal lobotomy, describing the approach and potential pitfalls. Goals of MRgLITT are complete ablation of the epileptogenic zone and avoiding injury to uninvolved structures. In the middle fossa these include structures such as cranial nerves in the skull base and cavernous sinus and the thalamus. These can be mitigated with careful trajectory planning and control of laser ablation intensity.

Keywords: temporal lobe epilepsy, LITT (laser interstitial thermal therapy), ROSA (robotized stereotactic assistant), temporal lobectomy, SEEG (stereoelectroencephalography)


INTRODUCTION

Advancements in robotic and laser technology have dramatically altered the landscape of functional neurosurgery. The principal application of robotics in functional neurosurgery has been automated stereotaxy, providing a potentially expeditious workflow for cases involving multiple sequential and unrelated trajectories, as exemplified by stereoelectroencephalography (SEEG). A number of robotic stereotactic devices are currently available in North America, including the Neuromate robotic system (Renishaw), ROSA ONE Brain robotic platform (Zimmer Biomet), and Stealth Autoguide cranial robotic guidance platform (Medtronic). Robots are rapidly becoming a mainstay in surgical stereotaxy and studies have demonstrated that the accuracy of robotic guidance systems can approach that of gold-standard stereotactic frames (1–4).

Likewise, the modern surgical application of laser technology combines a number of advancements, narrow-caliber cooled-fibers for laser interstitial thermal therapy and magnetic resonance thermography for non-invasive real-time imaging of tissue temperature, into a minimally invasive therapeutic strategy. Two commercial platforms utilizing this technology are currently available for central nervous system application in North America, NeuroBlate (Monteris) and Visualase (Medtronic). Robotic stereotaxy and laser technology can be combined as a minimally invasive therapy, providing surgeons a method to ablate tissue across a number of subspecialties including epilepsy and neuro-oncology.

Laser ablation of the temporal lobe is especially challenging due to its complex shape and volume. MRgLITT has been successfully applied to ablation of the mesial temporal lobe for laser amygdalohippocampotomy, with up to 53% freedom from focal seizures impairing awareness reported after 12 months (5, 6), with variable outcomes likely resulting from important differences in patient selection and technical execution. In particular, temporal lobe epileptogenic zones may extend outside the entorhinal cortex, amygdala, and hippocampus. However, previous case series of MRgLITT for temporal lobe epilepsy describe approaches intended to deliver a minimally invasive analog to an open selective amygdalohippocampectomy. In cases where a wider epileptogenic zone is identified by SEEG or other approaches, a more extensive resection or ablation may be indicated. Complete laser ablation of the mesial, anterior and lateral structures requires a combination of multiple lateral and posterior approaches, which could be difficult to achieve expeditiously with a stereotactic frame set up in a single configuration. Advances in robotic stereotactic targeting allows the placement of multiple LITT bolts and laser cannulae expeditiously and accurately, with potentially fewer restrictions upon available trajectories (7, 8). Here, we present the use of robotic assisted MRgLITT for ablation of the anterior temporal lobe using multiple stereotactic trajectories to create a temporal lobe ablation volume analogous to open anterior temporal lobotomy.



CASE REPORT

A 32-year-old right handed female presented with a 2-year history of medically refractory right temporal lobe epilepsy. Her seizures comprised 2 semiologies; the first consisted of focal seizures with déjà vu, out of body sensation and dream-like state, shortness of breath, nausea, diaphoresis, and bilateral hand paresthesia. These sometimes progress to behavioral arrest and loss of awareness. She reported post-ictal tiredness, fear and confusion. These initially occurred 2–20 times per day, however the frequency reduced to 1–3 times per month with lacosamide treatment, and followed a catamenial pattern. Her second seizure semiology consisted of generalized tonic seizures, characterized by arm extension and stiffening, lasting a few minutes, with 2 h of post-ictal confusion. These were infrequent, having occurred twice since the onset of her seizures. She has an existing diagnosis of depression and took citalopram for this. She denied specific risk factors, precipitating events, or other psychiatric comorbidities. She reported, however, that she was hospitalized with fever of unknown origin at age 19-years-old and again at 20-years-old (10–11 years prior to seizure onset). Her other medical history was unremarkable and she had not had prior epilepsy surgery or evaluation. She had failed trials of levetiracetam, oxcarbazepine, and lamotrigine. Cerebrospinal fluid and blood serology were negative for auto-antibodies. She was neurologically non-focal on examination.

Long-term video scalp electroencephalography (LTvEEG) captured 10 events. Two events were characterized by whole body tremors and pelvic thrusting without electrographic correlate (and were deemed non-epileptic events). For two events she reported a dreamlike state that often occurred prior to her seizures, however these had no electrographic change. Six typical events were captured, during which she described her typical semiology of a rushing feeling, bilateral hand paresthesia and nausea; she did not exhibit behavioral arrest. During these typical events, right frontal temporal polymorphic delta and theta activity were noted, maximal in F8/T2. She underwent neuropsychological testing, which demonstrated average to above average function with mild dysfunction in both verbal and non-verbal domains. While there was a slight split favoring non-verbal performance, other areas conflicted this, including better visual naming vs. auditory naming. Therefore, her neuropsychological testing was felt to be non-lateralizing.

Her brain MRI showed no structural abnormalities (Figures 1A,B). Volumetric quantification of her hippocampi (NeuroQuant) demonstrated that her combined hippocampal volume was in the 95th percentile (9.41cc). Functional MRI demonstrated bilateral language lateralization (left > right Broca's area representation, left Wernicke's area, and right supplementary motor area activation) as well as bilateral parahippocampal gyrus activation with memory tasks. Positron emission tomography (PET) was performed; an area in the right Rolandic operculum demonstrated hypometabolism (z = −2.78) however this was felt to be discordant with her semiology and therefore of low clinical relevance during epilepsy multi-disciplinary team discussion. Ictal single-photon emission computerized tomography (SPECT) was attempted but injection of isotope was unable to be timed appropriately with a seizure. Results were therefore reported as interictal SPECT, which showed an area of hypometabolism in right inferior temporal lobe. Magnetoencephalography (MEG) demonstrated a single interictal spike in right medial basal temporal lobe. Her case was discussed in an epilepsy multi-disciplinary team meeting; given her semiology and LTvEEG findings it was reasoned that the most likely location for seizure onset was her right mesial temporal lobe. As she did not have mesial temporal sclerosis (and therefore did not meet criteria to skip invasive monitoring), it was recommended that she undergo stereoelectroencephalography (SEEG). Given mixed language dominance and potentially discordant neuropsychological memory results, she also underwent Wada testing, which unambiguously confirmed left sided support of memory and language.


[image: Figure 1]
FIGURE 1. Pre-operative imaging demonstrates no abnormality on MRI and location of SEEG electrode contacts involved in the seizure network. (A) Coronal T2 MRI and (B) axial T2 MRI show normal appearance of the temporal lobes bilaterally. (C) Sagittal T1 MRI at the level of the mesial temporal lobe. White arrow indicates SEEG electrode contact in the fusiform gyrus with spread pattern electrographic activity during a captured seizure. (D) Sagittal T1 MRI at level of the lateral temporal neocortex. White arrows indicate SEEG electrode contacts in the superior temporal gyrus (anterior arrow) and middle temporal gyrus (posterior arrow) involved in spread patterns during subclinical seizures. (E) A clinical seizure (characterized by behavioral arrest and oral automatism) had EEG onset with rhythmic theta spiking, maximal on a contact in fusiform gyrus (FG) near the basal temporal pole, which evolved in frequency and morphology and then spread to other contacts in the neocortex of the superior, middle, and inferior temporal gyrus. Note that at onset of this clinical seizure, a contact in the superior temporal gyrus (STG) was not involved. (F) A subclinical seizure recorded on the same day had an onset of rhythmic theta spiking, maximal on a contact in the superior temporal gyrus (STG) which evolved in frequency and morphology and also spread to other contacts in the neocortex of the superior, middle, and inferior temporal gyrus. Note that at the onset of this subclinical seizures a contact in the fusiform gyrus (FG) implicated as the clinical seizure onset was not involved.


Stereoelectroencephalography (SEEG) was performed targeting the right temporal lobe and related networks. Sampled locations included mesial structures (entorhinal cortex, parahippocampal gyrus, amygdala, hippocampus), basal structures (fusiform gyrus), lateral structures (superior, middle, and inferior temporal gyrus), and limbic lobe associated structures (insula, frontal and temporal opercula, orbitofrontal cortex, retrosplenial cingulate cortex). Twelve electrode arrays were placed in total, utilizing robotic assisted stereotaxy (ROSA robot), and the patient was monitored for 4-weeks. She had one typical clinical seizure (characterized by behavioral arrest and oral automatism noticed by patient's spouse) which was first detected in the contacts located in the fusiform gyrus (Figures 1C,E) with spread to the superior, middle, and inferior temporal gyrus. She also had subclinical seizures with a similar onset, as well as two independent seizure onset zones in the lateral superior temporal gyrus or the lateral inferior temporal gyrus (Figures 1D,F). In each of these three locations, however, low voltage fast activity was not detected, suggesting that the true epileptogenic zone had not been captured. Given the widespread and multi-focal right temporal involvement for the electrographic seizures, it was determined that the patient would benefit from anterior temporal lobectomy. Options of surgical therapy by conventional open anterior lobectomy vs. MRI-guided laser interstitial thermal therapy (MRgLITT) were presented, and she ultimately expressed a preference for a minimally invasive approach.

MRgLITT was performed utilizing the ROSA stereotactic robot, at 6 trajectories encompassing the right temporal lobe. The patient's head was secured within a stereotactic frame base ring (CRW, Integra) and then affixed to the ROSA robot. Stereotactic registration was performed and the robotic articulated arm was navigated to each trajectory. In each location a twist-drill hole was made and laser bolts (Visualase, Medtronic) were placed. Once the bolts had been placed, alignment stylets were inserted to target (Figure 2A) and an O-arm (Medtronic) 3-dimensional image was obtained to ensure that the trajectories were accurate (Figure 2B). The distance to target from the top of each bolt was recorded for laser fiber insertion. The alignment stylets were removed and the bolts and surrounding scalp were covered with a sterile impermeable adhesive barrier (Ioban) (Figure 2C). The patient was transferred to the interventional MRI suite, positioned supine on the MRI table with the right shoulder bumped and the head turned laterally. A head coil was positioned to allow access to all the bolts and the adhesive barrier was prepped with betadine (Figure 2D). The area was then draped with sterile towels (Figure 2E) and the Ioban was removed for each trajectory, exposing the underlying sterile field. For each trajectory, and the laser fiber was inserted to the appropriate depth (Figure 2F), using the distance from the bolt to the target that had been recorded earlier.


[image: Figure 2]
FIGURE 2. Intra-operative images demonstrating robotic workflow for implantation of laser bolts and subsequent MRgLITT in an interventional MRI suite. (A) Visualase bolts have been implanted and alignment stylets have been passed to target. (B) The patient is draped and the O-arm (Medtronic) is used to visualize each trajectory; inset demonstrates representative axial image and alignment stylets. (C) A sterile adhesive barrier (Ioban) is placed over the bolts prior to patient transfer to iMRI. (D) The head coil is placed and the area prepped with betadine. (E) Sterile towels are used to drape the head coil and allow access to the laser bolts; laser fibers are inserted through each bolt for laser ablation. (F) At the end of the case the bolts are removed and a single suture placed at each insertion site. (G) The end cosmetic result from multiple small incisions. Minimal hair removal is possible, however, in this case the patient shaved her own head prior to surgery.


A 980 nm/15 w diode laser (Visualase, Medtronic) was used to ablate all six trajectories, with the intention of confluent ablation of the medial temporal structures (extending posteriorly to the landmark of the lateral mesencephalic sulcus), as well as temporal pole, basal temporal lobe, and lateral temporal lobe extending 5 cm from the temporal tip. Figure 3 demonstrates orthogonal images for each laser fiber and the resultant Visualase ablation volumes for each trajectory. Two trajectories began in the parietal-occipital region to cannulate the long axes of the hippocampus/uncus (Figures 3A,B) and the rhinal cortices and medial temporal pole (Figures 3C,D), two oblique lateral trajectories began in the posterolateral temporal region and terminated in the superior (Figures 3E,F) and inferior (Figures 3G,H) lateral temporal pole, and two lateral trajectories completed the lateral neocortical ablation at the level of the uncus (Figures 3I,J) and the hippocampal body (Figures 3K,L). A final volumetric MRI confirmed the extent of the ablation (Figure 4B), and demonstrates the complete ablation of the targeted structures. The final ablation volume was 49.9 cm3 [itksnap.org (9)]. At the end of the case, the bolts were removed and a single interrupted suture was placed at each bolt site (Figure 2G). Total anesthesia time was 9.8 h, and total operative time was 8.85 h.


[image: Figure 3]
FIGURE 3. Panel demonstrates MRI images obtained during MRgLITT ablation of the right temporal lobe. Each panel demonstrates two orthogonal views along the laser fiber; inset images demonstrate the resultant ablation volume as determined by the Visualase system for each trajectory (Medtronic). (A,B) Panel demonstrates mesial hippocampal laser fiber trajectory. (C,D) Panel demonstrates medial temporal pole laser fiber trajectory. (E,F) Panel demonstrates superior lateral temporal pole laser fiber trajectory. (G,H) Panel demonstrates inferior lateral temporal pole laser fiber trajectory. (I,J) Panel demonstrates lateral approach to uncus laser fiber trajectory. (K,L) Panel demonstrates lateral approach to hippocampal body laser fiber trajectory.



[image: Figure 4]
FIGURE 4. Panel demonstrates intra-operative and peri-operative patient imaging. (A) Axial CT obtained on post-operative day 2 demonstrates cerebral edema at the ablation site. (B) Post-ablation contrast-enhanced T1 axial MRI that demonstrates ablation of temporal lobe from the temporal pole to the level of the lateral mesencephalic sulcus and collicular plate at the time of surgery. (C) Contrast-enhanced (fluid dark) T1 axial MRI demonstrates the ablation 3 months after surgery.


Immediately after surgery the patient had no gross neurological deficits. By post-operative day 1, however, she was noted to have the onset of right facial weakness. This gradually progressed by post-operative day 3 to an inability to close her right eye (House Brackman grade 4). Direct thermal injury during the ablation was considered unlikely to have occurred as the laser fiber was intentionally placed 8 mm away from the middle fossa skull base, and deficit took time to develop. She underwent repeat CT that demonstrated stable post-ablation changes (Figure 4A). She remained admitted for 3 days to ensure that radiographic imaging and clinical symptoms were stable prior to discharge. She was advised to tape the right eye closed to prevent exposure keratopathy. She was evaluated by ophthalmology as an out-patient: a left superior quadrantanopsia was noted on formal Goldman visual field testing; 3rd, 4th and 6th cranial nerves were functioning normally; and she was advised on continued eye-care to prevent exposure keratopathy. She and her husband reported cluster of 11 focal impaired-awareness seizures immediately after discharge however no further seizures by 6-weeks after surgery. At 6-weeks post-op she was noted to have worsening hemifacial weakness (now House Brackman grade 5). A brain MRI was obtained as an out-patient to evaluate her ablation (Figure 4C) and determine an etiology for her symptoms. Immediately after surgery there was evidence of mild enhancement of the distal canalicular, labyrinthine, geniculate and tympanic segments of the facial nerve (Figure 5B) compared to pre-operative imaging (Figure 5A). At 3-month follow-up there was intense perineural enhancement of the greater-superficial petrosal nerve, geniculate ganglion and tympanic segment of facial nerve (Figure 5C).


[image: Figure 5]
FIGURE 5. Panel demonstrates MRI scans of the internal acoustic meatus and facial nerve ipsilateral to the ablation. (A) Axial contrast-enhanced T1 pre-operative MRI demonstrates normal appearance of the facial nerve without abnormal enhancement. (B) Axial contrast-enhanced T1 intra-operative MRI demonstrates mild enhancement of the distal canalicular, labyrinthine and geniculate segments of the facial nerve at the time of surgery. (C) Coronal contrast-enhanced T1 MRI demonstrates intense enhancement of the facial nerve 3-months after surgery.


At 6-months after surgery, her hemifacial weakness had improved considerably to House Brackman grade 2, not visible at rest and she was able to close her right eye completely, and some residual reduced acuity of hearing with the right ear. She reported subjective headaches and insomnia but she did not find these symptoms bothersome enough to warrant further investigation. Her husband also reported multiple episodes of brief staring and unresponsiveness, and the patient denied recollection of these events, and given history of non-epileptic events, the episodes remained unconfirmed. These events occurred several times per week, without conversion to generalized seizure. Given the history of non-epileptic events, these episodes could not be discriminated from possible focal impaired awareness seizures, and lacosamide dosing was increased by her treating neurologist.

At 12-months after surgery, she reported complete resolution of her hemifacial weakness, however she acknowledged subjectively reduced acuity of right-sided hearing. She was referred to otorhinolaryngology, but chose not to pursue this. She denied new memory complaints and did not submit to post-operative neuropsychological assessment. Notably, follow up history and physical examinations did not detect visual defects or complaints, although we did not pursue formal ophthalmological evaluations. She and her husband denied any further episodes of impaired awareness since the increase in lacosamide dosing and no generalized seizures since surgery.



DISCUSSION

Robot-assisted MRI-guided laser interstitial thermal therapy provides a novel tool in the neurosurgeon's armamentarium for the treatment of epilepsy (and other subspecialties such as neuro-oncology and movement disorders). In particular, the surgical techniques that we describe combine novel robotic stereotaxy with laser technology to provide a minimally invasive approach for laser temporal lobotomy. A surgical strategy that utilizes robot-assisted stereoencephalography (SEEG) and MRgLITT is particularly powerful as it combines minimally invasive intracranial diagnostics with minimally invasive therapy. LITT ablation of the mesial temporal lobe has now been reported from multiple epilepsy surgery centers in North America, and such ablations have often utilized robotic and SEEG techniques (6). Nonetheless, a similarly large experience describing the potential indications, outcomes, and adversities of temporal lobe ablations that are large, complex, atypical, and/or extra-mesial remains to be established. This report stands out as an illustration of bringing multiple technologies to bear on a particularly atypical case and raises issues needing to be addressed in larger future series.

For patients diagnosed with MTLE, larger temporal lobe resections are associated with a greater chance of seizure freedom, presumably by eliminating occult epileptogenic tissues. The highly selective laser technique that is typically reported targets the amygdala, hippocampus, subiculum, and part of the entorhinal cortex. By contrast, open anterior temporal lobectomy generally also includes resection of the temporal pole, all of the rhinal cortices within the anterior fusiform and parahippocampal gyri, as well as anterior portions of the lateral temporal lobe, all of which may harbor occult epileptogenic tissues. Middle ground is represented by open “selective” amygdalohippocampectomy techniques which typically include much of the rhinal cortices. Thus, it comes as no surprise that despite efforts to select patients ideal for each of these procedures, overall seizure freedom rates have been reported as ~68–78% achieved by anterior temporal lobectomy in lesional cases (10, 11) vs. ~64% achieved by open selective amygdalohippocampectomy (12) vs. 53% seizure freedom with SLAH (5, 6). Complication rates attributed to open temporal lobectomy are also reduced with SLAH, including reduced incidence of visual field deficits (13, 14) and reduced neuropsychological deficits in naming and object recognition (15), as well as reduced hospitalization times and an improved patient experience. Nevertheless, the uniqueness of the case we report herein precludes any direct comparison to more extensive published results regarding open anterior temporal lobectomy or SLAH.

Improved patient experience with MRgLITT may also expand access to epilepsy surgery for patients fearful of open surgery. When patients are asked their opinions about epilepsy surgery beforehand, a majority (74%) expressed “anxiety of the unknown” prior to surgery, even though after surgery the vast majority (94%) reported surgery increased their independence and only a minority (19%) complained of wide-ranging psychological and neurological long-term adverse effects such as fatigue, memory, and concentration impairment (16). These anxieties don't necessarily reflect the complication rates attributable to open surgery; in the seminal study by Wiebe et al. 10% (4/40) incurred an unexpected adverse event (1 thalamic infarct causing sensory changes, 1 wound infection, and 2 declines in verbal memory interfering with occupation) and 55% (22/40) had expected non-disabling visual quadrantanopsia (17). Nevertheless, in our experience, a non-trivial fraction of patients will refuse a standard open anterior temporal lobectomy but will consider the less invasive laser ablation, even if the volume of tissue targeted for destruction is the same.

We have previously described outcomes of LITT to target lesion boundaries and networks explored by SEEG (18). In our case example, we used robotic MRgLITT to achieve an ablation comparable to anterior temporal lobectomy. An extensive treatment area was recommended based upon SEEG results which generally suggested multifocal mesial-lateral temporal lobe epilepsy. Failure to identify a particular region of rhythmic spiking and/or low voltage fast activity precluded the use of LITT to target only a small area (e.g., mesial temporal) for ablation and puts our patient at greater risk of not achieving or maintaining seizure freedom (19). Thus, our team offered extensive right temporal lobectomy, but the patient expressed an interest in avoiding a typical surgical incision and a likely visual field defect. She likewise expressed understanding that despite potential feasibility, ablation might not achieve as predictable an outcome as open surgery. The complex shape of the temporal lobe and mesial temporal structures in particular must be considered due to the limitations imposed by linear stereotactic trajectories. The curvature of the hippocampus and uncus limits the anterior medial extent of the ablation and a more lateral entry must be utilized to place the laser fiber in the uncus (20). Due to the medial curvature of the posterior hippocampal formation at the region of the lateral mesencephalic sulcus, however, the posterior body of the hippocampus could be missed. For this reason, we used two occipital trajectories to ablate the parahippocampal gyrus and rhinal cortices, the amygdala and uncus, and the head and body of the hippocampus. The remaining planum polare and inferior temporal pole and lateral temporal neocortex (including the superior temporal sulcus) were ablated using four lateral trajectories. Additional lateral trajectories were included in this particular case to assure a confluent ablation of the lateral temporal cortices, because the SEEG results implicated a widespread medial-lateral temporal epileptogenic zone. Fewer trajectories might be required to target the combination of the temporopolar and medial temporal structures alone. The combination of posterior and lateral approach trajectories is easily accommodated within a robotic workflow.

For trajectory planning, deliberate considerations must be made to (i) target the appropriate tissue for ablation and (ii) avoid key structures to minimize the risk of complications from off-target injury. In particular for the mesial temporal lobe, cranial nerves within the cavernous sinus, along the tentorium, and within the skull base are vulnerable to thermal injury, as well as the optic tracts and lateral geniculate nucleus (LGN) of the thalamus which overly the body of the hippocampus. This patient did incur an ipsilateral facial nerve injury, which resolved with conservative management by 6-months after surgery. Proximity to the skull base was considered during surgical planning, and the trajectory in this location was planned 8 mm away from the skull base to account for the expected diameter of the ablation. As the patient seemed to have no facial nerve palsy immediately after surgery but developed hemifacial weakness progressively over the first 3 days after surgery, this suggests that direct thermal injury during the ablation was not the cause. Given prior reports of prolonged blood brain barrier disruption following laser ablation including a published case of delayed optic neuritis (21), it is possible that thermal ablation may rarely precipitate autoimmune central nervous system inflammatory conditions, as in this case resembling typical Bell's palsy. Supporting this hypothesis, the facial nerve itself showed minimal changes on immediate post-operative imaging, and was found to avidly contrast-enhance on imaging obtained 3-months after surgery. Despite our attention to the location and course of the facial nerve in the skull base when ablating the basal temporal lobe, the observed nerve injury testifies to the sensitivity of this nerve to direct thermal and/or indirect inflammatory injury. We urge even greater respect for proximity to this nerve with regard to laser trajectory proximity and relative power settings. Inherent constraints of gradient echo-weighted imaging-based thermometry near bone remain a limitation of commercially available MRgLITT systems and highlight a need for further technological developments.



CONCLUSION

We described the application of robotic stereotaxy and MR-guided laser interstitial thermal therapy in a combined minimally invasive surgical workflow for anterior temporal lobotomy. Robot guided MRgLITT provides a number of benefits, including those associated with minimally invasive techniques such as smaller incisions and reduced length of stay, with comparable surgical efficacy. Complications remain possible with minimally invasive techniques, and must be considered and mitigated with prior knowledge and experience. Minimally invasive techniques such as MRgLITT will not entirely replace open surgical techniques, however complement existing treatments and offer alternate therapeutic strategies in selected patients. MRgLITT may also expand access to epilepsy surgery for patients who refuse open surgery.
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Background: Robotic stereotaxy is increasingly common in epilepsy surgery for the implantation of stereo-electroencephalography (sEEG) electrodes for intracranial seizure monitoring. The use of robots is also gaining popularity for permanent stereotactic lead implantation applications such as in deep brain stimulation and responsive neurostimulation (RNS) procedures.

Objective: We describe the evolution of our robotic stereotactic implantation technique for placement of occipital-approach hippocampal RNS depth leads.

Methods: We performed a retrospective review of 10 consecutive patients who underwent robotic RNS hippocampal depth electrode implantation. Accuracy of depth lead implantation was measured by registering intraoperative post-implantation fluoroscopic CT images and post-operative CT scans with the stereotactic plan to measure implantation accuracy. Seizure data were also collected from the RNS devices and analyzed to obtain initial seizure control outcome estimates.

Results: Ten patients underwent occipital-approach hippocampal RNS depth electrode placement for medically refractory epilepsy. A total of 18 depth electrodes were included in the analysis. Six patients (10 electrodes) were implanted in the supine position, with mean target radial error of 1.9 ± 0.9 mm (mean ± SD). Four patients (8 electrodes) were implanted in the prone position, with mean radial error of 0.8 ± 0.3 mm. The radial error was significantly smaller when electrodes were implanted in the prone position compared to the supine position (p = 0.002). Early results (median follow-up time 7.4 months) demonstrate mean seizure frequency reduction of 26% (n = 8), with 37.5% achieving ≥50% reduction in seizure frequency as measured by RNS long episode counts.

Conclusion: Prone positioning for robotic implantation of occipital-approach hippocampal RNS depth electrodes led to lower radial target error compared to supine positioning. The robotic platform offers a number of workflow advantages over traditional frame-based approaches, including parallel rather than serial operation in a bilateral case, decreased concern regarding human error in setting frame coordinates, and surgeon comfort.

Keywords: hippocampal depth electrode, robotic stereotaxy, responsive neurostimulation (RNS), RNS workflow, robotic stereotaxy accuracy, NeuroPace


INTRODUCTION

Robotic stereotaxy is increasingly common both for the implantation of stereo-electroencephalography (sEEG) electrodes during phase 2 epilepsy monitoring and for the implantation of permanent therapeutic neuromodulation systems such as deep brain stimulation (DBS) and responsive neurostimulation (RNS) (1). Similar to frame-based stereotactic systems, robotic stereotaxy allows for submillimeter accuracy for the implantation of DBS electrodes (2, 3), which has broadened its application across the United States and Europe. Advances in computer planning software have also facilitated broader adoption.

In this paper we discuss our use of robotic stereotaxy for the placement of occipital-approach hippocampal depth electrodes for RNS therapy. We describe the evolution of our workflow, which started with the supine beach-chair semi-sitting positioning for implantation of depth electrodes and neurostimulator in one stage with evolution to prone implantation of hippocampal depth electrodes followed by supine implantation of the RNS neurostimulator in two stages. We present a technical note on our electrode implantation workflow, and our initial single center experience with electrode implantation accuracy and early seizure response rates.



MATERIALS AND METHODS


Subjects

Ten consecutive subjects (6 women and 4 men) who underwent unilateral or bilateral hippocampal RNS depth electrode implantation (Figure 1A) were included. The median age was 40 years (range 25–63), with median duration of epilepsy for 15 years (range 3–43 years). The subjects failed a median of 4 antiepileptic medications prior to RNS implantation (range 2–12 medications) and reported a median seizure frequency of 1–2 seizures weekly. Full demographic information is available in Table 1.


[image: Figure 1]
FIGURE 1. (A) Scout x-ray showing lateral view after implantation of bilateral hippocampal RNS electrodes and RNS generator. (B) Intra-operative O-arm fluoroscopic CT projected over preoperative planning MRI is used to confirm target accuracy electrodes compared to operative plans (displayed in red and blue). (C) Post-operative CT projected over preoperative planning MRI was also used to confirm target accuracy in cases where O-arm fluoroscopic CT was not performed. (D) Radial target error (yellow line) was measured as the distance from the planned electrode target to the center of the actual electrode position. Depth target error (green) was measured as the difference in depth between the implanted electrode and the planned electrode tip measured along the trajectory of the implanted electrode. Positive values represent electrodes that were implanted past/deeper to target. Negative values represent electrodes that were implanted more shallow compared to target. (E) Radial entry point error was measured as the distance from the planned electrode entry point at the inner table of the skull to the center of the implanted electrode.



Table 1. Patient demographics.

[image: Table 1]



Procedure

Preoperative high-resolution CT and MRI scans are loaded into the ROSA (Zimmer Biomet, Warsaw, Indiana, USA) planning computer and merged. A preoperative CT is highly recommended, as intraoperative fluoroscopic CT imaging (O-arm O2, Medtronic, Minneapolis, MN, USA) merges best with CT; merging these images to MRI may result in suboptimal registration. The ROSA software automatic registration is used but must be checked carefully prior to proceeding with planning and implantation. The target trajectory length is set to 190 mm (based on cannula length; see below), and the intended electrode trajectory is planned based on the surgeon's standard procedure. We use an occipital approach and strive for a trajectory that spans the head and body of the hippocampus, often extending into the amygdala, with >25 mm of the trajectory within these structures. We use a T1 post-contrast MRI in order to identify and avoid traversing vascular structures and also try to avoid entering the occipital horn of the lateral ventricle in order to avoid deflection off the ependymal surface.

Prior to using robotic stereotaxy, we used a conventional frame for RNS depth electrode placement. For an occipital approach hippocampal depth electrode, we would position the patient supine in a slouched semi-sitting position with the neck flexed, such that the trajectory is approximately parallel to the floor. This position is not easily achieved with our preferred head fixation method using the robot (see below) because of the low occipital entry points and inferior-to-superior trajectory. We therefore evolved our approach to performing the electrode implant procedure prone, with a second stage for placement of the RNS generator. In some cases, the two stages were performed during the same procedure, but in others we separated them into separate admissions as is common in DBS surgery. The prone position during stage 1 facilitates placement of the hippocampal depth electrodes. The second stage, generator placement and connection to the depth leads, is performed supine with the head turned. This is the approach we describe in this report.

The patient is induced under general endotracheal anesthesia on the transport stretcher. The back of the stretcher can be easily raised to facilitate placement of the Leksell frame, which we use for both head fixation and robot registration. The Leksell frame is assembled “backwards” so that the short fixation posts are alongside the curved nasal front piece and the long fixation posts are along the straight portion of the frame (Figures 2A,B). The frame is still applied with the short posts on the occipital aspect and the front posts on the frontal aspect of the head, but the reverse assembly of the frame puts the curved nasal piece over the occipital aspect.
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FIGURE 2. (A,B) The Leksell frame is assembled opposite the traditional manner, with the short fixation posts flanking the curved nasal piece, and long fixation posts flanking the straight piece. Female fixation screws are used and serve as skull fiducials for robot registration after O-arm imaging. (C) After frame placement, the patient is initially positioned supine while still on the stretcher, with the head supported on a radiolucent plastic board, and a pre-operative O-arm image is obtained for registration to the pre-operative CT. (D) The patient is then flipped prone on gel rolls on the OR table, and the Leksell frame is affixed to the robot using the goalpost-shaped Leksell holder. The reverse orientation of the frame allows the three straight edges of the frame to fit within the beveled clamps of the Leksell holder, with the curved nasal piece over the occipital region. (E) Registration points are chosen on the merged fluoroscopic CT image including the frame. Four points are chosen, one for each frame pin, such that the registration marker sits in middle of the divot on the pin with its equator flush with the flat surface of the pin. (F) Registration is then performed using the ball-tip probe robot attachment.


There are two types of Leksell frame pins available. We use the pins with a female head, as this socket allows for robot registration. The frame pins thus serve as skull fiducials, allowing the accuracy of skull fiducial-based registration without the need for placement of separate fiducials screws. The long fixation posts are placed at slightly different lengths creating non-coplanar registration points (Figures 2A,B). Non-coplanar registration points are important to ensure that the registration algorithm arrives at a unique (i.e., correct) solution. After applying the frame, we place a radiolucent board under the stretcher mattress and slide the patient up so the head is on the board. The fluoroscopic CT system (O-arm O2, Medtronic, Minneapolis, MN, USA) is then positioned around the head, and we obtain the fluoroscopic CT including the frame in the field of view (Figure 2C). This process allows the acquisition of a suitable scan in the supine position, before flipping prone, and without metallic artifact. This fluoroscopic CT is then merged with the preoperative planning CT (1 mm axial cuts) on the ROSA robot.

The patient is then turned prone onto the OR table on gel rolls, and the frame is affixed to the “goalpost-shaped” ROSA Leksell holder (Figure 2D). This Leksell holder has fewer degrees of freedom than the Mayfield-style Leksell holder, making supine placement of occipital approach hippocampal depths difficult, but is extremely stable and sturdy. Once the frame is affixed, the OR table and robot are locked and should not be moved, as the head is affixed to the robot, and the body to the table. Ensuring that the bed control is off and the bed unplugged has been incorporated into our Time Out procedure.

Registration begins with choosing the registration points on the fluoroscopic CT (Figure 2E). The 3 mm diameter registration circle fits snugly within the divot of the frame pin, with little room for radial ambiguity. The depth ambiguity is reduced by choosing a depth that puts the equator of the registration circle at the flush surface of the frame pin. The surgeon then navigates the ball-tip registration attachment to each point and marks it (Figure 2F). Again, there is little room for laxity in the radial position for choosing this point given the close fit of the ball tip within the frame pin, and the depth position is chosen by placing the equator of the ball tip at the level of the surface of the pin. We strive for a registration error (root mean square, RMS) of <0.8 mm and are usually able to achieve <0.6 mm. After the subsequent verification step, we navigate to and mark the entry point(s). The fluoroscopic CT is then positioned over the patient to be draped in for intraoperative verification during the procedure. We plan for a ~1 inch incision at each entry point and prep and drape these regions.

We create vertical linear incisions over the entry points and use a cutting burr to create small burr holes at each entry point. The burr hole can also be created with a twist-drill bit through the robot arm. If doing so, we recommend over-sizing the hole (e.g., with a 3.2 mm bit) in order to ensure that the cannula does not deflect off the bone edge. We use the 2.15 mm PEEK ROSA adapter attachment for the robot, which fits the slotted cannula (2.1 mm, Ad-Tech Medical Instrument Corporation, Oak Creek, WI, USA) that we use for electrode placement (Figure 3A). This slotted cannula is 190 mm in length, which is why each trajectory is defined as 190 mm long. In the “Axial Fast” mode within each trajectory, the robot arm and cannula can be quickly brought in and out to ensure that the burr hole is centered around the cannula as it is drilled. Because there are no frame coordinates to set and check between trajectories, a surgeon and assistant can work in parallel by handing the robot arm back and forth, thus greatly increasing efficiency in a bilateral case.
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FIGURE 3. (A) Required stereotactic equipment for the procedure: 2.15 mm PEEK ROSA adapter, 190 mm length slotted canula, RNS depth electrode, stereotactic ruler, bent cranial plate and cut segment of lead cap. The depth electrode is marked at three points: 190 and 200 mm, which flank the wide hub of the cannula, and the point corresponding to the outer table of the skull, measured on the stereotactic plan. This last point is important to mark, as it is the only one visible once the cannula is removed and the robot arm moved away. (B) After the electrode is inserted, a dog-bone cranial fixation miniplate is fastened to the skull to hold the electrode in place. We use the cut segment of the lead cap as a shock absorber around the lead. (C) After creating the craniectomy and securing the ferrule, the RNS leads are retrieved from their subgaleal position. (D) The RNS generator can be placed and connected to the depth electrodes. This can be performed either in the same prone position or after re-positioning the patient supine with the head turned.


We pass monopolar cautery (set at 20) through the cannula to open the dura just around the cannula, thus minimizing CSF loss. With the robot arm at target, the slotted canula is advanced to full depth, placing it at target, and the inner stylet removed. Prior to placing the RNS (10 mm inter-contact spacing, NeuroPace Inc., Mountain View, CA, USA) depth lead, we mark it at three points: 190 and 200 mm, which flank the wide hub of the cannula, and the point corresponding to the outer table of the skull (measured on the robot, Figure 3A). Following placement of the lead into the cannula, the lead is bent out of the slot in the cannula, and the cannula is removed. The lead is held steady at the skull, visualizing the bottom pre-placed mark at the outer table. The lead stylet is then removed, and the robot arm is moved out of the way. At this point the only visual indication of depth is the mark at the outer table. The electrode is folded over and affixed to the skull with a “dog-bone” cranial plate, with a short cylinder of lead cap used as a shock absorber around the lead (Figure 3B). If using a smaller twist-drill burr hole, we recommend beveling the edge of the hole to prevent the sharp edge from damaging the lead over time. After placement of both leads, we obtain an intraoperative fluoroscopic CT, register it to the preoperative CT on the stereotactic plan, and verify lead location relative to the planned trajectory (Figure 1B). If accuracy is acceptable, we place temporary caps on the leads, mark them with our conventional marks to maintain laterality, and tunnel them subgaleally to the planned location of the RNS generator. The incisions are then irrigated and closed.

The stage 2 surgery is performed supine with the head turned. The RNS generator is placed using standard technique, typically in the right parietal area. Once the craniectomy is performed and the ferrule is secured, the previously tunneled leads are exposed and connected to the generator (Figures 3C,D). In some cases in our series, this stage 2 surgery followed immediately after the stage 1 surgery after re-positioning and re-prep/draping. In other cases, we separated the two stages with a 1 week interval, allowing the patient to go home between the stages, similar to the approach for DBS. In either case, we obtain a stereotactic head CT after stage 1 (if staged) or the whole procedure (if combined).

For comparison, we also briefly mention the supine method of placement used in our earlier cases. Notable differences are placing the Leksell frame in the usual front-facing orientation and using the Mayfield-style robot attachment to attach the frame to the robot. This arrangement allows better elevation and flexion of the head in order to produce an achievable angle for the occipital entry, but we found the operating position uncomfortable for drilling the burr hole and visualizing the cannula entry point on the dura. For these reasons we adopted the prone approach described above.



Analysis

Patient charts were retrospectively reviewed with institutional review board approval. Registration was performed using the automatic registration tool in the ROSA planning software and confirmed with manual inspection. All scans, including pre-operative planning MRI, intraoperative O-arm spins (Figure 1B), and post-operative CT scans (Figure 1C), were registered to a stereotactic pre-operative CT scan.

Radial target error (Figure 1D, yellow measurement) was measured as the distance from the planned electrode target to the center of the actual electrode position in the “Trajectory View” at the deepest point of the planned electrode trajectory. This measurement was confirmed on a “Cross-Sectional” view. Depth target error (Figure 1D, green measurement) was measured as the difference in depth between the actual electrode and the planned electrode tip, either deeper (positive) or more shallow (negative). Radial entry point error (Figure 1E) was measured as the distance from the planned electrode entry point at the inner table of the skull to the center of the actual electrode in the “Trajectory View.” The trajectory length was measured as the distance from the inner table of the skull to the tip of the planned electrode position along the planned trajectory of the electrode.

Seizure outcomes were reported using proxy values obtained from the RNS recordings. We reviewed ECoG recordings and stimulations during the first month after the initial post-implantation detection stabilization. “Long events” identified by the RNS device were used as a proxy for seizure events, as home seizure diaries were not available for some of the patients implanted. All long events identified by the RNS were manually examined and only retained if they exhibited sustained rhythmic activity with epileptiform evolution. Daily activations were also recorded and averaged over the same month to calculate average daily activations. The same process was followed at 6 months after post-implantation detection stabilization and during the last month of available data (last follow-up). Responder rate was defined as the percentage of subjects with a 50% or greater reduction in seizure frequency.

All calculations were performed in Microsoft Excel. Reported errors were calculated using standard deviation. One-tailed unpaired t-test was used to determine statistical significance for comparisons of radial target error, radial entry point error, and CT vs. O-arm measurements. Two-tail unpaired t-test was used to determine statistical significance for the comparison of depth target error. We set statistical significance at p < 0.01 after Bonferroni correction for multiple comparisons (p < 0.05/4; m = 4). Linear correlation between trajectory length and radial target error was calculated using the Pearson correlation coefficient.




RESULTS

Ten consecutive patients who underwent robotic RNS hippocampal depth electrode implantation over 16 months were retrospectively included in this study. All ten patients' original implantation plans were available for review, totaling 18 depth electrodes. The locations of 8 electrodes (five patients) were measured with post-operative CT. The locations of 10 electrodes (five patients) were measured with intra-operative O-arm. Eight electrodes across four patients were implanted in patients positioned prone, and ten electrodes across six patients were implanted in supine procedures.


Electrode Placement

Electrode placement results are compiled in Table 2. The mean radial error across all patients was 1.4 ± 0.9 mm. Mean radial target error for the prone position was 0.8 ± 0.3 mm, significantly less than the 1.9 ± 0.9 mean radial target error in the supine position (p = 0.002). The mean depth error across all patients was past target by 2.9 ± 3.6 mm. There was no significant difference between the prone position (deep by 2.7 ± 2.3 mm) and the supine position (deep by 3.0 ± 3.8 mm, p = 0.31). The mean entry point radial error across all patients was 0.9 ± 0.7 mm with no significant difference between the prone position (0.8 ± 0.7 mm) and the supine position (0.9 ± 0.7 mm, p = 0.39). There was not a strong correlation between trajectory length and radial target error across all electrodes (r = 0.26). There was no significant difference between radial target error measured by intraoperative O-arm (1.2 ± 0.9 mm) vs. post-operative CT (1.6 ± 0.8 mm, p = 0.14).


Table 2. Electrode measurements across all patients.
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Seizure Outcomes

Eight of ten patients had enough data after a baseline recording period to report seizure outcome based on RNS recordings and stimulations (Table 3). The two patients who did not have sufficient data recently had their detection parameters changed. Median time from implantation to stabilization of detection was 1.9 months (range 0.6–9.6 months). Median follow-up time after detection stabilization was 7.5 months (range 3.4–10.7 months).


Table 3. Seizure outcomes at last follow-up.
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Mean seizure frequency reduction at last follow-up was 26% (available in eight patients). Five patients (62.5%) had reduction in seizure frequency, and three of these (37.5%) had ≥50% reduction in seizure frequency at last follow-up. Mean reduction in the number of average daily activations at last follow-up was 9%. Four patients (50%) had a reduction in average daily activations at 6 months.

There were no complications, including no cases of intracranial hemorrhage, infection, or hardware failures.




DISCUSSION

This study describes the evolution and current details of our workflow for robotic stereotactic implantation and intraoperative image-guided verification of occipital approach mesial temporal depth electrode placement for RNS therapy. Robotic stereotaxy assists in accurate placement of hippocampal depth electrodes with submillimeter precision, especially when the patient is positioned prone, according to our data. Intraoperative image-based verification allows the surgeon to confirm that the electrode is in the intended target using volumetric imaging prior to leaving the OR.

Our initial robotic workflow, adopted from our frame-based workflow for both hippocampal RNS leads and for laser amygdalohippocampotomy (4, 5), used the slouched semi-sitting position for occipital-approach mesial temporal trajectories. As mentioned above, the Mayfield attachment of the robot allows this position, but it is fairly uncomfortable for the surgeon and also makes visualizing the full interior of the burr hole more difficult. This circumferential visualization is important for ensuring that the cannula is not deflecting off the edge of the burr hole or the edge of dura. Because the angle of the cannula is horizontal, it may also be more likely to deflect off trajectory due to gravity if there is any play in the adapter holding the cannula. All these factors may introduce errors in stereotactic accuracy. Additional errors in this position can be introduced secondary to cerebrospinal fluid egress since occipital burr holes are in a dependent position.

For all these reasons, we have shifted to the prone position. The setup requires the minor hassle of prone positioning, but the surgeon's comfort, easy view of the burr hole and dural entry point, and vertical trajectory relative to the ground are superior features. As we show here, this position also seems to produce better radial accuracy. Depth accuracy was worse than radial accuracy and did not differ between the positions. We suspect that the greater depth accuracy error is related to the method of securing the lead. Rather than clamping it in place in situ, as is typically done during DBS procedures using a lead securing system in the burr hole cover, we visualize a mark and secure the lead to the skull with a cranial miniplate. This method likely leads to slight depth movement of the lead and therefore the larger measured error. Our experience with robotic DBS demonstrates a significantly lower depth error, further implicating the lead securing technique as the cause of the increased error. The RNS depth electrode kit does provide a DBS-style burr hole cover that would allow in situ securing, should the surgeon want to try to reduce this depth error. We plan a trajectory spanning 26–30 mm of amygdala and hippocampal tissue, a distance that matches the 32 mm span of contacts across the wide-spaced (10 mm inter-contact distance) depth lead. Thus, a depth error of 2–3 mm is not critical. We feel that the much more important feature is a low radial error, which reduces the chance of being off trajectory enough to hit vascular structures that the trajectory was planned to avoid.

Prior reports of robotic stereotactic implantation for DBS devices have achieved submillimeter accuracy with average radial target errors of 0.86 mm (2, 3), suggesting that for DBS surgery robotic stereotaxy has at least equivalent accuracy compared to frame-based stereotaxy. Direct comparison of robotic vs. frame-based stereotaxy has also suggested that robotic stereotaxy has lower mean radial target error of 0.76 ± 0.37 mm compared to 1.11 ± 0.59 mm for frame-based implantation (6). Prior reports for robotic-assisted occipital-approach mesial temporal RNS depth electrode accuracy have not been as positive, with median radial error over 2.18 mm (7). We improved our initial mean radial target error of 1.9 ± 0.9 mm achieved in the supine position with better intraoperative ergonomics and positioning, decreasing it to 0.8 ± 0.3 mm with the prone technique described above.

The incorporation of intraoperative fluoroscopic CT also represents an important improvement in our workflow. It allows us to head fix and register the patient without leaving the OR for a CT scan, reducing procedural time and increasing efficiency. Draping the scanner into the field also allows easy and rapid acquisition of a volumetric image set to verify the location of the lead. Just as image verification prior to leaving the OR is becoming an essential feature of DBS procedures (8–10), we propose the same standard for other stereotactic procedures such as RNS depth electrode placement.

There are several advantages to robotic stereotactic procedures over using a conventional frame. Entry points can be easily marked prior to draping, allowing a smaller hair shave. Although setup may take slightly longer because of the registration process, the time savings during the procedure more than makes up for the setup time cost. The robot arm can move back and forth between the two trajectories of a bilateral implant, allowing the surgeon and assistant to work simultaneously. Resetting the five coordinates for a frame requires serial rather than parallel effort. Not having to set and check these coordinates also reduces the chance for human error and allows trainees to play a greater role, as the surgeon does not have to worry about coordinate errors. On top of these advantages, robotic procedures also do not sacrifice accuracy, as demonstrated here and by several others (2, 3).

One disadvantage to the prone lead placement is the slightly more awkward position for generator placement. It can either be placed in the same procedure, or the patient can be re-positioned supine with the head turned for a more comfortable position. In some cases, we staged the procedures, with prone lead placement in one procedure and supine generator placement and attachment to the leads in a separate procedure 1–2 weeks later. Logistical reasons such as OR time or equipment availability concerns usually drove the choice for staged procedures. The current additional burden of COVID-19 testing required before all elective surgical procedures favors a single-stage procedure.

Reported seizure outcomes are preliminary and include small sample size and relatively short follow-up duration. A 67.9% median reduction in seizure frequency, along with 64.5% responder rate, has been reported in patients with bilateral onset mesial temporal epilepsy observed 2–6 years after bilateral hippocampal RNS (11). Our observed median reduction in seizure frequency (26%) and responder rate (37.5%) are consistent with the 6–8 month outcomes in the RNS pivotal trial (12) and remain reassuring given observations that seizure reduction and response rates improve significantly over time with neurostimulation (13).

While most RNS outcomes are reported based on seizure diaries, we report results based on electrocorticographic “long events” that were detected and recorded automatically by the RNS device and then manually reviewed for accuracy. Long events were used for analysis because seizure diaries were not available for a few of the patients included in this study due to the short follow-up period. There is a strong correlation between reduction in patient-reported events and automatically recorded long events, however the relationship is not one-to-one (14). Long events generally overestimate patient-reported events. Large discrepancies between long events and patient-reported events have been reported (15), which introduces a degree of uncertainty in our results. However, it remains reassuring that our seizure response rates are consistent with other reported short-term results.

This study has limitations. The number of patients included is low, limiting the generalizability of the results. Furthermore, since our initial depth electrodes were placed in the supine position, with later electrodes placed in the prone position, a learning curve such as found by Faraji et al. (3) could account for some of the improvement in radial target error. Additionally, despite manual confirmation, errors in image registration and frame-robot registration could affect our analysis. The post-operative follow-up duration is relatively short, and we will continue to monitor these patients.



CONCLUSION

Robotic stereotaxy enables submillimeter radial target accuracy for implantation of occipital -approach hippocampal RNS depth electrodes. In our experience, accuracy is better when the patient is positioned prone compared to supine slouched semi-sitting positioning; However, more studies with larger cohorts of subjects are required before generalizing the findings reported in this study. In addition to its excellent accuracy, robotic placement of these depth leads improves ergonomic comfort, increases operative efficiency by allowing parallel bilateral operation, and reduces the chance for human error associated with frame coordinates.
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Surgical resection of the seizure onset zone (SOZ) could potentially lead to seizure-freedom in medically refractory epilepsy patients. However, localizing the SOZ can be a time consuming and tedious process involving visual inspection of intracranial electroencephalographic (iEEG) recordings captured during passive patient monitoring. Cortical stimulation is currently performed on patients undergoing invasive EEG monitoring for the main purpose of mapping functional brain networks such as language and motor networks. We hypothesized that evoked responses from single pulse electrical stimulation (SPES) can also be used to localize the SOZ as they may express the natural frequencies and connectivity of the iEEG network. To test our hypothesis, we constructed patient specific transfer function models from the evoked responses recorded from 22 epilepsy patients that underwent SPES evaluation and iEEG monitoring. We then computed the frequency and connectivity dependent “peak gain” of the system as measured by the [image: image]norm from systems theory. We found that in cases for which clinicians had high confidence in localizing the SOZ, the highest peak gain transfer functions with the smallest “floor gain” (gain at which the dipped [image: image] 3dB below DC gain) corresponded to when the clinically annotated SOZ and early spread regions were stimulated. In more complex cases, there was a large spread of the peak-to-floor (PF) ratios when the clinically annotated SOZ was stimulated. Interestingly for patients who had successful surgeries, our ratio of gains, agreed with clinical localization, no matter the complexity of the case. For patients with failed surgeries, the PF ratio did not match clinical annotations. Our findings suggest that transfer function gains and their corresponding frequency responses computed from SPES evoked responses may improve SOZ localization and thus surgical outcomes.

Keywords: epilepsy, CCEPs, stimulation, SPES, seizure


INTRODUCTION

Epilepsy is a widespread neurological disease that affects nearly 1% of the world's population (1). First-line treatment for epilepsy is anti-epileptic medication, however up to 30% of patients do not respond to the drugs and thus are considered to have medically refractory epilepsy (MRE) (2, 3). However, for MRE patients with well-defined seizure onset zones (SOZ) and early spread regions, seizure freedom may be possible with surgical resection, disconnection of, or electrical stimulation of the SOZ. Localization of the SOZ often requires invasive monitoring with intracranial (iEEG) recordings, but even with such techniques surgical success rates remain highly variable ranging 30–70% (4, 5).

Current SOZ localization methods rely on clinicians inspecting abnormalities on individual channels from iEEG recordings, despite the fact that the epileptic brain is a complex network wherein individual channels interact dynamically (6); therefore, novel tools that investigate epilepsy with a network model may serve as a superior framework for identifying the SOZ. A clinical tool developed to analyze brain networks in vivo is single-pulse electrical stimulation (SPES), which elicits an evoked response potential (ERP) in regions that are connected to the stimulation site, known as cortico-cortical evoked potentials (CCEPs) (7, 8).

SPES evokes CCEPs (9, 10) to define effective, or directed, connections to map the human brain (10). The mechanisms of CCEPs induced by SPES are still not fully certain (10), but it is hypothesized that the earliest sensory response is a depolarization in the middle laminae (N1 response), followed by complex patterns of excitatory and inhibitory post-synaptic potentials to form the N2 response (11). The technique was first used to map inter-areal connectivity of the language (9) and motor cortices (12), but has been extended to evaluate functional connections of the frontal-temporal lobe (13), the parietal-frontal lobe (14), the limbic network (15), the insula (16, 17), and deeper brain structures (18, 19). In the last decade SPES has been gaining traction as a tool to probe functional and pathological connectivity in epilepsy and to localize the epileptic networks (20).

SPES has been used as an investigational tool in epilepsy by probing seizure networks as well as investigating cortical excitability (20). A decreased threshold of excitability, as measured by the presence or strength of CCEPs in the stimulating or surrounding regions, possibly indicates seizure-prone tissue (20). This increased excitability is hypothesized to be evident when features of CCEPs differ when stimulated or recorded in the SOZ regions as compared to in healthy tissue. For example, the amplitude of the CCEP response was found to be higher in the SOZ regions when compared to outside regions (21–23) as well as in early ictal propagation sites (24, 25). A second marker of epileptogenicity induced by CCEPs are “delayed responses,” neuronal activities that resemble spikes or slow waves that occur 100 ms to 1 s after the stimulation onset that are more likely to be present in SOZ regions (26–28). Additionally, it was shown that removal of areas that consistently exhibited these delayed responses resulted in good outcomes (29–31). High frequency activity during the CCEP (32, 33) or suppression of high-frequency activity after stimulation (34) have been investigated for their SOZ localizing power. Specifically high frequency oscillations were found to colocalize with CCEP responses (35–37), in one study as much as 40% of the time (38). Lastly, graph theoretical properties of the networks generated from CCEP response amplitudes revealed that networks are more bi-directionally connected in the SOZ than in non-SOZ regions (39–41).

Current computational approaches to analyzing seizure networks from CCEPs either compute iEEG features on individual channels, such as the N1 peak amplitudes and signal latencies (21, 25, 36, 42, 43), or they compute static pairwise correlations, organize these correlations into adjacency matrices, and derive graph-theoretic measures (44, 45). These approaches are limited in their ability to capture the underlying network dynamics of the disease. Computing iEEG features such as N1 peak amplitudes forgoes the network aspect of epilepsy by inspecting individual channels instead of its connections to others. While graph theoretic approaches can compute summary statistics of interest such as nodal centralities and network hubs, such measures are not based on well-formulated hypotheses of the role of the SOZ in the iEEG network, and worse many different networks (adjacency matrices) can have identical summary statistics. The interpretations of such measures are thus ambiguous. In contrast, dynamical network models can reveal the natural frequencies of the epileptic network, its connectivity properties, and the underlying dynamics of seizure generation.

We hypothesized that the SOZ is distinguishable from other brain regions in that it generates the “largest” network response to the “smallest” pulse input or “kick.” To test this hypothesis, we investigated a property of transfer functions that reflected the epileptogenic nature of the EEG network. Specifically, we calculated the system gain defined by the [image: image] norm of a transfer function, a notion that describes the amplification and spread of the CCEPs in the network, and the corresponding input “size” required to achieve the system gain. Our approach consisted of building patient specific transfer function models for every stimulation pair. System gains were then computed by calculating the [image: image] norm of the single input-multi output (SIMO) model, the “peak,” for each stimulation pair. For each system model, the 2-norm or “energy” of the associated frequency response a the roll-off, defined to be 3dB below DC gain, was also computed and denoted as the “floor” gain. Finally, we calculated the peak-to-floor (PF) gain ratio. We then defined a confidence statistic that was computed for each patient to assess the level of agreement between the PF ratio, the stimulated SOZ contacts, and surgical outcome. We found that the PF ratio correlates well with clinically annotated SOZ and early spread regions for more straightforward clinical cases and with greater accuracy than current visual assessment approaches. This computational tool may aid clinicians in the identification of the epileptogenic network and thereby improve surgical outcomes.



MATERIALS AND METHODS


Patients

We used a retrospective dataset of 22 MRE patients who underwent iEEG monitoring and SPES for localization of seizures at the Johns Hopkins Hospital (JHH) Epilepsy Monitoring Unit (EMU) with patient's consent as part of the Studies of Patients with Implanted Intracranial Electrodes (IRB 00044461). At least two board-certified epileptologists reviewed the iEEG during the patient's seizures and identified electrodes involved in regions of seizure onset (SOZ), early spread (EP), and irritative (IZ). Seizure onset was defined as the first consistent presence of rhythmic spikes, rhythmic sharp waves, regular or low amplitude activity in the beta range, or recruiting gamma activity that was either prior or coinciding with the clinical manifestation of the seizure. The early spread regions were defined as those areas to which the seizure activity spread before secondary generalization occurred, and irritative zones were marked where there were epileptic spikes only (46).

Patients were classified as having successful surgical outcomes if they experienced seizure freedom one-year after surgery (Engel class I) or nearly seizure freedom (Engel class II) and failed outcomes if they experienced seizure recurrence (Engel classes III-IV) (47) (Table 1). However, in instances where a responsive neurostimulation device (RNS) was used rather than resection or ablation, Engel class III was a surgical success. Thirteen of the 22 patients underwent surgical intervention and were evaluated for surgical outcome. Due to the lack of outcome data in the remaining 9 patients, we categorized all patients by a custom “clinical complexity (CC)” score (Figure 1) (42, 43). Patients with lesional or focal epilepsy in the temporal lobe were classified as CCLow and those patients with non-lesional or multifocal epilepsy outside of the temporal or that were non-localizable were classified as CCHigh (Figure 1). These categories were developed in light of previous outcome studies that showed that patients with visible lesions on MRI (lesional) have higher surgical success rates (~70%), while non-lesional, extratemporal, and multifocal epilepsies have much lower success rates (48–50) (Figure 1).


Table 1. Summary of patient clinical data.

[image: Table 1]


[image: Figure 1]
FIGURE 1. Pictorial representation of clinical complexity. CCLow was defined as cases that were lesional, only one seizure focus, or solely confined to the temporal lobe. CCHigh was defined as cases of multi-focal epilepsy, a seizure focus outside the temporal lobe, and/or no lesions on imaging.




Single-Pulse Electrical Stimulation

SPES was conducted in a bipolar fashion of adjacent electrode pairs clinically annotated in the SOZ and early spread regions as well some outside of the SOZ using a Blackrock acquisition system at a sampling rate of 1 or 2 kHz (51). A monophasic, alternating polarity, 0.3 ms width square wave pulse at a fixed frequency of 0.5 Hz was delivered to all the electrode pairs an average of 50 times. Current intensity was titrated until manifestations of local/distant evoked response potentials (ERPs), discharges/seizures, or a maximum intensity of 12 mA was reached. A 5 mA stimulus intensity was most often used. Responses were recorded from all channels during the 50 trials. The data was digitized and stored in an IRB-approved database compliant with the Health Insurance Portability and Accountability Act regulations. Data was then preprocessed as .dat files for analysis in MATLAB (52). The research protocol was approved by the Institutional Review Board and informed consent was obtained from all participants.



iEEG Preprocessing

The average evoked response was computed for every contact in 2 s epochs. We included 500 ms of data before stimulus onset and 1,500 ms post stimulus onset. We calculated the distribution of the 50 time series responses for each 2 s window and marked channels as artifactual if the median standard deviation of the sample distributions was >1,000. These artifactual channels were then removed from the dataset. Next, artifacts due to electrical stimulation were removed by replacing the data 2 ms before and 8 ms after stimulus onset with a linearly spaced vector between those voltage values. We classified channels as responsive and non-responsive if the absolute value of the maximum post-stimulus amplitude was >100μV from the baseline (Figure 2). Non-responsive channels were removed from the dataset before model construction.


[image: Figure 2]
FIGURE 2. Examples of responsive and non-responsive waveforms from patient iEEG data. (A) Responsive CCEPs were defined as an absolute value of the post-stimulus amplitude >100 uV from the baseline. The N1 and N2 peak are labeled. (B) Non-responsive CCEP that does not meet the 100 uV post-stimulus amplitude threshold. The black line indicates the average evoked response, the purple boundaries denote one standard deviation, and the red vertical dotted line indicates the stimulation onset.




Transfer Function Model Construction

SIMO transfer functions were constructed for each subject and each stimulating electrode pair to estimate the behavior of the CCEPs. To construct our transfer function models, we first built stable, discrete, linear time invariant (LTI) state space models of the following form for each stimulating contact pair:

[image: image]

where x(t) ϵ ℝN×1 is the state vector, A ϵ ℝN×N is the state transition matrix, u(t) ∈ ℝ is the input stimulation pulse, and B ϵ ℝN×1 is the input matrix, with N representing the total number of contacts for each dataset. A and B were calculated via least-squares estimation as described in (53), and the state vector was comprised of the responsive iEEG signals (Figure 3). The models were stimulated with input signal (t) = 0 or 1, where the first non-zero element corresponded to the iEEG stimulation onset, with a pulse duration of 2 ms, and t is the index for each millisecond. The pair of stimulation electrodes were not included in the models as state variables and were instead characterized as providing the exogenous input u(t). Next, to improve our model fits, we established a scaling factor, α, based on the range of data x(t) in relation to the range of the model reconstruction [image: image] for every contact, k:

[image: image]

We then scaled our A and B by this factor, giving us the following:

[image: image]

where [image: image] and [image: image].


[image: Figure 3]
FIGURE 3. Pipeline to obtain system gain H∞- to- input norm ratio from individual patients' SPES iEEG data. Starting from top left, a brain region is stimulated. Then a stereotyped response is extracted for each electrode, from which the average evoked CCEP is calculated. The CCEPs are used to construct a state-space model. From the state space model, a SIMO transfer function vector is constructed via H(z) = C(zI − A)−1B. Then the maximum system gain is calculated for every stimulation pair through ‖H(ω)‖∞ = sup ωϵRσmax(H(e − iω)) and the 2-norm of the associated frequency response at the cutoff frequency, is computed resulting in the PF ratio. The expectation is that the true SOZ contacts will have the largest PF ratios.


Once the state space models were created, we calculated the SIMO transfer function model from u(t) to x(t) via the formula

[image: image]

which is derived by taking the z-transform of (1). These transfer function models represent the input-output behavior of CCEPs under SPES. The SIMO transfer function models characterize how each iEEG node (channel) dynamically influences the rest of the network and how the network responds to an exogenous stimulus, like SPES.



Investigating Model Properties

After constructing the SIMO transfer function models for each stimulating pair for each subject, we investigated whether properties of these transfer functions correlated to clinically annotated SOZ regions. Specifically, we investigated the peak system gain and the magnitude of the frequency response at the roll-off frequency defined to be the frequency at which the magnitude dipped 3dB below the DC gain (gain at 0 frequency) for each model. The system gain of a transfer function, a metric that quantifies how much ERPs can be amplified and spread in the iEEG network, may reveal epileptogenic zone (EZ) regions. The larger the gain, the more influence the node has on spreading activity throughout the network. We also hypothesized that the peak of the frequency response should be followed by a steep roll-off since seizures happen infrequently, which is likely a consequence of resonance in the iEEG network. Consistent with the theory of “fragility” in epileptic brain networks (54), we further hypothesized that the SOZ should produce the largest network responses with the smallest input size.

We therefore proposed a metric which can capture the large system responses and its fast magnitude drop-off through a ratio of peak-to-floor gains, the PF ratio. Epileptogenic regions when stimulated should result in a high PF ratio. To compute the PF ratio for a given stimulation pair, we calculated the system gain of all the SIMO transfer function as quantified by the [image: image] norm. The [image: image] norm of each stimulation electrode pair j was calculated, as follows:

[image: image]

where [image: image] denotes the supremum or least upper bound over all real frequencies ω and σmax denotes the maximum singular value of the vector Hj. The third equality is due to the fact Hj(e − iω) that is a column vector.

For each system gain there is a frequency ω* at which this maximum gain was achieved, ‖ Hj(ω*) ‖∞. To quantify the “quick” magnitude drop, we calculated the cut-off frequency at which this occurred, ωc. The cutoff frequency in electrical engineering is the boundary where th energy flowing through a system begins to reduce (55). From here, we then calculated the 2-norm of the frequency response evaluated at this cut-off frequency ωc, ‖ Hj(ωc) ‖2, and finally the PF ratio as follows:

[image: image]

where j represents each stimulation electrode pair ω* is the peak frequency at which the maximum system gain was attained, and ωc is the cut-off frequency at which the magnitude response begins to drop (Figure 4).


[image: Figure 4]
FIGURE 4. Pictorial representation of the PF ratio and its calculation. Representative bode plot of two transfer function models, where red denotes a clinically annotated SOZ dataset and blue denotes a dataset stimulated that is not part of the epileptogenic region, with their labeled peak and cutoff frequencies, ω* and ωc, respectively. The cutoff frequency is defined as the frequency for which the magnitude is 3dB less than the gain at frequency 0, ω = 0 (DC gain).




Correlating PF Ratios to Epileptogenic Regions

Once the PF ratio was computed for each stimulating pair for each subject, we measured the agreement between our PF ratios and the clinical annotations through a confidence statistic (CS). We defined the CS to be the ratio of the mean of the PF ratios of stimulation pairs in the clinically annotated SOZ and early spread (EP) to the mean of the PF ratios of all other stimulation pairs:

[image: image]

where m is the number of stimulation pairs in the SOZ and EP regions, n is the total number of stimulation pairs, and other is all the stimulation pairs not in the SOZ or EP. We expected the highest GN ratios to closely match the clinical annotated SOZ in patients with a lower clinical complexity score (CCLow). That is we expected higher confidence statistics in patients with lower clinical complexity. On the other hand, patients with a higher clinical complexity score (CCHigh) may show more disagreement between the model results and the clinical notations, resulting in lower and more variable confidence statistics.



Correlating CCEPs Amplitude to Epileptogenic Regions

In the current SPES literature, there are numerous methods for CCEP analysis. The most common practice is visual inspection of the peak response amplitude, more precisely, the N1 response. The N1 responses are early sharp negative responses occurring anywhere from 10 to 30 ms post stimulation and are believed to reflect the direct structural connections (Figure 2) (11). For our study, to be able to compare the N1 response with our PF ratio, we calculated the N1 peak for all evoked potentials. This was done after the preprocessing of our data in which we looked at a window 10 ms before and 30 ms after the onset of stimulation. Within that time frame, the maximum absolute peak amplitude was calculated, which we called the N1 peak for all output contacts. We then calculated our confidence statistic using the N1 peak as well.




RESULTS


Transfer Function Models Reconstruct CCEPs

We first assessed whether the SIMO transfer function models were able to accurately reconstruct CCEPs by calculating the percentage of data points that lied within the 95% confidence interval of the mean from the 50 stimulation trials. This resulted in an average concordance of 92.96% indicating that our models were able to accurately reconstruct the mean waveforms of our data, capturing the input-output behavior of CCEPs under SPES (Figure 5).


[image: Figure 5]
FIGURE 5. Model fits of four representative responsive channels from patient data showing SIMO transfer function models capture CCEP responses in recording electrodes. Black lines are the average the evoked responses, blue lines are the model reconstruction, and the purple boundaries denotes one standard deviation.




Higher PF Ratios in the Seizure Onset Zone for Low Clinical Complexity Cases

In cases of low clinical complexity, our expectation was that our models would agree with the clinical annotations, and in cases of high clinical complexity there would be high variability of agreement between our model statistics and clinical annotations. We further hypothesized that successful surgical outcomes will show high agreement regardless of clinical complexity.

Patient 13 is an example of a low clinical complexity case (CCLow) and Patient 14 is an example of a high clinical complexity case (CCHigh) (Figure 6). These two cases show alignment with our hypothesis in the low clinical complexity cases, our PF ratios are the highest in the areas of the clinical annotated SOZ as well as early spread regions resulting in a higher confidence statistic, while in the higher complexity case, the highest PF ratios are not in areas deemed to be part of the epileptogenic network.


[image: Figure 6]
FIGURE 6. Bar plot of the PF ratios, where red indicates electrode pairs in the clinically annotated seizure onset zone (SOZ), orange indicates early spread (EP), and gray represents all others. To the right of the bar graphs are the electrode implantation maps for each patient with the clinical annotated SOZ denoted in red. (A) PF ratios of representative “model success” Patient 13 dataset; high PF ratio values closely correspond with SOZ and EP regions. (B) PF ratios of representative “model disagreement” Patient 14A dataset; SOZ and EP PF ratios are indistinguishable from non-epileptogenic regions.


In Patient 13, the largest PF ratios were associated with stimulation pairs that were in the SOZ (Figure 6A). Further, most other contact pairs in the EP (orange) also yielded high PF ratios, while the two electrodes pairs believed to not be part of the epileptic network (gray) had the smallest PF ratios. The high degree of agreement between our model gains and the clinical annotations resulted in a CS of 1.034.

In Patient 14, the largest PF ratios were in areas outside of the clinical annotations (Figure 6B), where the average PF ratio of 27.550 for the SOZ and EP electrodes and an average GN ratio of 80.2357 in all other electrode pairs.



Faster Magnitude Roll-Offs in Successful Patient Outcomes

In successful surgical outcomes, where clinicians were able to accurately localize the SOZ, we anticipated frequency response plots similar to the ones in Figure 4, where the SOZ stimulated dataset would have a high peak gain and a roll-off in magnitude compared to the non-SOZ stimulated datasets. The mean frequency response plot of the SOZ and EP stimulated datasets of Patient 18, a surgical success, had a high peak gain and a big roll-off compared to the non-EZ stimulated datasets (Figure 7A). In the failed surgical outcome case of Patient 2 (Figure 7B), the SOZ stimulated datasets not only had a very small peak gain, but a rather slow roll-off as well. However, the non-SOZ stimulated datasets had overall the highest peak gains and incredibly fast roll-offs, suggesting that these datasets may be part of the epileptogenic region.


[image: Figure 7]
FIGURE 7. Representative frequency response plots of a successful and failed surgical outcome where red denotes SOZ and EP stimulated datasets, grey denotes non-SOZ and EP stimulated datasets, black is the mean frequency response, and the shaded regions denote ±2 standard error. (A) Frequency response plot of the SOZ & EP stimulated datasets vs the non-SOZ & EP stimulated datasets for successful surgical outcome Patient 18. The SOZ & EP stimulated datasets show a larger peak gain and a bigger roll off than the non-SOZ & EP counterparts. (B) Frequency response plot of the SOZ & EP stimulated datasets vs the non-SOZ & EP stimulated datasets for failed surgical outcome Patient 2.




Correlating Surgical Outcomes to PF Ratios

We have summarized our findings for all 22 patients with three different scatter plots (Figure 8). The first plot displays the confidence statistic for all patients classified in terms of their clinical complexity, confidence statistic, and surgical outcome if available (Figure 8A). The second plot displays the confidence statistic for only those patients with surgical outcome classified in terms of their confidence statistic and either surgical failure or success (Figure 8B). Finally, the last scatter plot again displays the confidence statistic for patients with surgical outcome but has now separated outcomes in terms of the Engel Score (Figure 8C). The dotted line indicates the degree of agreement boundary, where CS values above the line indicate patients whose highest PF ratios agreed most with the clinically annotated SOZ and EP regions, and thereby implying a greater chance of surgical success, while those CS values below the line indicate patients whose highest PF ratios varied most with clinical annotations, and potentially imply a greater chance of surgical failure.


[image: Figure 8]
FIGURE 8. PF ratio confidence statistic reflects surgical outcome. Green circles denote those patients with successful surgical outcomes, red denotes those with failed surgical outcomes, and black denotes datasets that currently have no surgical outcome. The blue dotted line denotes the boundary for the degree of agreement between clinical annotations and the performance metrics. Diamond shape indicates RNS patients and open circle indicates outlier Patient 5. Top row contains the confidence statistic plots for all datasets. Middle row are the confidence statistic plots for surgical patients categorized by surgical success and failures. Bottom row has the confidence statistic plots for surgical patients categorized by Engel Score. (A) The confidence statistic plot for the PF ratio for all datasets. CCLow patients often have CS > 1, and surgical success nearly always have CS values >1. (B) The confidence statistic plot for N1 peak for all datasets. Less distinction is provided between groups according to the N1 amplitude as compared to system gain. (C,D) Confidence statistic plots for surgical patients categorized by surgical success/failure for (C) PF ratio (D) and N1 peak. (E,F) Confidence statistic plot for surgical patients categorized by Engel score for (E) PF ratio and (F) N1 peak.


We tested whether the transfer function models were able to not only localize the SOZ, but also anticipate the surgical outcome for seizure freedom. Overall, in the MRE patients who underwent resective surgery and had a successful outcome (ES I and ES II), indicating the clinicians were able to successfully localize the SOZ, our models had the highest PF ratios in the clinically annotated SOZ and therefore a high confidence statistic (CS ≥ 1), irrespective of the clinical complexity (Figure 8C). In the surgical resection cases that resulted in poor seizure outcomes (ES III and ES IV), suggesting the clinicians were unable to precisely and accurately localize the SOZ, our models exhibited low PF ratios in the clinically annotated SOZ and larger PF ratio values in areas that were not part of the clinically annotated SOZ (CS < 1) (Figure 8C). Thus, we conjecture that in patients that have undergone surgical resection/ablation, a high concordance between our models and clinical annotations would suggest seizure freedom, while large variations between our models and annotations would suggest a poor surgical outcome.



PF Ratios vs. N1 Peaks

To determine the efficacy of our system metric over the current CCEP analysis through visual inspection of the N1 amplitude, we analyzed the correlation between PF ratio and peak amplitude as well as the confidence statistic for N1. The confidence statistic for N1 demonstrated slightly poorer performance in the classification of surgical outcomes than the PF ratio (Figure 8B). In the CCLow cases, one of the datasets (Patient 4) which has a successful surgical outcome has a CS < 1, while in the CCHigh case Patient 2, which had an unsuccessful surgical result, has a CS > 1 (Figure 8B). Additionally, the Pearson correlation between PF ratios and N1 peak amplitude for all datasets averaged 0.1515 ± 0.1676, indicating little correspondence between the metrics (Supplementary Figure 1).




DISCUSSION

Patient specific dynamical network models were built from SPES data and analyzed for a population of medically refractory epilepsy patients that were admitted to the Johns Hopkins Hospital. These patients were admitted for the localization of their seizure network for the possibility of seizure freedom via surgical resection. As epileptic seizures are believed to result from a pathologically connected brain network with epileptic foci (56), we conjectured that the analysis of intracranial EEG data in response to stimulation in the context of dynamic networks would provide an advantage to current localization techniques that are based on passive iEEG. SPES provides an opportunity to actively perturb the brain, and then capture and analyze the rich dynamics of the iEEG network to localize the SOZ.


Dynamical Network Models for the Localization of the SOZ

Work done by A. Li et al. (54) showed that an epileptic brain can be modeled as a network that is on the verge of instability, where a small perturbation can result in the manifestation of a seizure. There are nodes within this network that are potentially more “fragile” than others, corresponding to the brain regions associated with the onset of the seizure. The fragility of these network nodes makes them susceptible to small perturbations, evoking a significant response or disturbance in the network, possibly initiating a seizure. We hypothesized that these “fragile” nodes should produce large responses, responses larger than the other nodes within the network. It is also known that seizure spread is specified by impaired excitation and inhibition balance, suggesting that large responses may be a potential biomarker of this imbalance (57–59).

We used transfer function models to analyze the responses of the network to SPES. One performance metric of these models that can quantify and characterize this notion is the peak gain of the system and the cutoff frequency at which the magnitude drops by half. This can be calculated through a ratio of the [image: image] norm and the 2-norm of the associated frequency response evaluated at the cutoff frequency. Our conjecture was that those electrode pairs with the highest PF ratio of peak gain to cutoff gain to input norm would correspond to the electrode pairs in the clinically annotated SOZ, particularly for patients with low clinical complexity and successful surgical outcomes.



PF Ratios Correlate to Clinical Annotations

We hypothesized that the areas involved in the epileptogenic region, such as SOZ and EP, when stimulated, would produce the largest system gains and the biggest response drop-offs as compared to areas not involved in the epileptogenic network. We further conjectured that for those patients whose epilepsy was due to a lesion, had a focal onset, or originated solely in the temporal region (CCLow), the clinicians would be able to identify the SOZ accurately and completely. This would suggest that, in our models, those electrode pairs in the clinically annotated SOZ and EP, should have large gain values and small floor gain values, when compared to other electrode pairs. Therefore, we expected to see a higher degree of agreement between our PF ratios and the clinical annotations, resulting in a confidence statistic ≥1. However, for those patients whose epilepsy was non-lesional, multifocal, and extratemporal, (CCHigh), we speculated that the clinicians had a more difficult time precisely locating the SOZ and early spread regions. Thus, we expected in these cases for our PF ratios to have more variations and potential disagreements with the clinical annotations (more variable CS), possibly highlighting areas that may have been overlooked or that could not be captured with the current localization methods. Our models may also be able to predict which patients will have surgical success and which will fail, depending on the level of disagreement between the model and the clinical annotations. A larger discordance would indicate a more complex case and the increased likelihood of a failed outcome.

We explored the relationship between the ratio of the system gains and the input norms of our transfer function models to regions of epileptogenic interest. Overall, we found that the patient cases classified of lower clinical complexity tended to have the highest PF ratio in the electrodes clinically marked as SOZ. If not in the SOZ, often electrode pairs with higher PF ratios belonged to locations that were of interest, such as the EP. For example, Patient 13 had been classified as CCLow because the patient presented with a focal encephalomalacia of the inferior temporal lobe. This lesion, in conjunction with the patient's seizure semiology and iEEG recordings made the localization of the SOZ and early spread regions more straightforward for the clinicians.

On the other hand, as the clinical complexity increased, the discrepancies between the model PF ratios and the clinically annotated SOZs also increased. In Patient 14, the electrode pairs in the clinically annotated SOZ and EP, yielded some of the smallest PF ratio values (Figure 6B). However, this patient has been admitted to the JHH EMU on two separate occasions for localization of seizure onset. During both stays, the clinicians were unable to localize the SOZ, requiring a third visit with the implantation of a grid. The inability to localize this patient's seizures implies that though there is disagreement between the clinical annotations and the PF ratios, our model may be identifying regions of interest that the clinicians were unable to identify through individual iEEG channel inspection.



Large Magnitude Drop Offs Correlate to Epileptogenic Regions

Studying the mean frequency responses of our systems, we explored properties that may indicate the epileptogenic zone. We observed that the frequency responses of the SOZ stimulated datasets in successful surgical outcomes, had not only some of the largest system gains, but also some of the quickest and biggest magnitude drops, especially when compared to their non-SOZ counterparts (Figure 7A). This difference became even more striking when comparing the mean SOZ stimulated datasets vs the mean non-SOZ stimulated datasets for a failed surgical outcome case. In this instance, the clinically annotated SOZ stimulated datasets had some of the smallest peak gains and some of the slower, smaller magnitude drop offs, while the non-SOZ stimulated datasets had very high peak gains and steep drop offs (Figure 7B). This may suggest a resonance-like property of cortical networks that can generate seizures if triggered by a periodic stimulation at a particular frequency. This is certainly the case for photosensitive epilepsy (60), where flashing stimuli (in time or space) at a particular frequency may cause a seizure. Our findings suggest that resonance may be more prevalent in all types of epilepsy.



PF Ratios Reflect Surgical Outcomes

A true test for SOZ localization algorithms is in their ability to predict surgical outcomes. We defined a successful surgical outcome to be those patients with an Engel score or I and II, or if a responsive neurostimulation (RNS) device was implanted, an Engel score of III was considered a success. A failed surgical outcome was defined as those patients who had surgical resection or ablation and received an Engel score of III or IV. Patient 3 was categorized as CCLow and now has seizure freedom (ES II) (Figure 9A). The clinicians identified electrode pairs LIF03/11, LTG09/91 and LTG127128 as those they believed to be the in the EP (orange) and SOZ (red), respectively. Our model revealed that LTG90/91 and LIF03/11 had the highest PF ratios out of all electrode pairs. The resected areas included the SOZ contact LTG127/128 and EP contact LTG90/91, which had one of the highest PF ratios. Which had the two highest PF ratios. Given the surgical outcome of ES II, this demonstrates the agreement between our model and clinical annotations in patient cases of low clinical complexity and the correlation to successful surgical outcomes.


[image: Figure 9]
FIGURE 9. Bar plot of the PF ratio transfer functions for two patient datasets with surgical outcome data. Dashed lines indicate the areas of resection. (A) CCLow Patient 3 who now is seizure free (ESII), (B) CCHigh Patient 7 who still has seizures (ES IV). Red indicates electrode pairs in the clinically annotated seizure onset zone (SOZ), orange is early spread (EP), and gray are all others. In surgical success, the resected regions closely matched the clinically annotated SOZ regions with high PF ratio values.


In unsuccessful surgical outcomes (ES III and ES IV), we hypothesized the highest PF ratios would be in regions not labeled as the SOZ. Patient 7 was a difficult case (CCHigh) who, despite a laser ablation at contact CINA1-2, had no improvement in their seizure frequency (ES IV) (Figure 9B). The low PF ratio in CINA1-2 indicates that our algorithm identified this region of the brain as non-epileptogenic. Moreover, our algorithm identified SENI1-2 as a region that may possibly show epileptogenicity due to the high PF ratio values in that region.

There were instances where our model agreed with the clinical annotations resulting in a high confidence statistic, however, the surgical outcome did not result in seizure freedom. Outlier Patient 5 is a patient whose clinically annotated SOZ and EP contacts resulted in high PF ratios which would normally suggest a success (Figure 10). The regions that were resected were those in the SOZ pairs LPPS1/2 and LSPS1/2, which resulted in an unsuccessful surgical outcome (ES IV). However, despite the poor surgical results, the confidence statistic for this patient (Patient 5) was high (CS = 1.0263). Due to part of the SOZ (electrode pair LFP63/64) being located in a language area of the cortex, it was not surgically removed to prevent a functional deficit. The next highest PF ratios not resected were in the EP pairs LFPG33/34 and LFPG35/36, which were also located in the eloquent cortex (motor), making the tissue not viable for resection. Failing to remove the entire SOZ likely caused the failed outcome. This is just one of several examples demonstrating the complexity of diagnosing and treating these patients and more importantly the difficulty of evaluating computational algorithms.


[image: Figure 10]
FIGURE 10. Bar plot of PF ratios for Patient 5 with a high confidence statistic value according to the model, but an unsuccessful surgical outcome. The dotted boxes represent the regions that were resected. Red indicates electrode pairs in the clinically annotated seizure onset zone (SOZ), orange is early spread (EP), and gray are all others. Regions with high PF ratios were not resected because they were in eloquent cortex, possibly explaining the seizure persistence.




Study Limitations

The major limitation of this study is the low number of study subjects, particularly those with surgical outcomes. Extending this study to more patients with varying pathologies and epilepsy etiologies, particularly those with surgical outcomes, would increase the power of this study. The inclusion of more surgical outcome data would help to prove the efficacy of the PF ratio and its advantages over the N1 peak. There are also other properties of the transfer function models that need to be explored, such as the phase delay, and pole-zero locations. Potentially, analysis and inclusion of these additional metrics may help more accurately and fully characterize the epileptic network and show the advantage of using the PF ratio for localization of the SOZ, particularly in cases of high clinical complexity.
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Intracranial electroencephalography (EEG) studies using stereotactic EEG (SEEG) have shown that during seizures, epileptic activity spreads across several anatomical regions from the seizure onset zone toward remote brain areas. A full and objective characterization of this patient-specific time-varying network is crucial for optimal surgical treatment. Functional connectivity (FC) analysis of SEEG signals recorded during seizures enables to describe the statistical relations between all pairs of recorded signals. However, extracting meaningful information from those large datasets is time consuming and requires high expertise. In the present study, we first propose a novel method named Brain-wide Time-varying Network Decomposition (BTND) to characterize the dynamic epileptogenic networks activated during seizures in individual patients recorded with SEEG electrodes. The method provides a number of pathological FC subgraphs with their temporal course of activation. The method can be applied to several seizures of the patient to extract reproducible subgraphs. Second, we compare the activated subgraphs obtained by the BTND method with visual interpretation of SEEG signals recorded in 27 seizures from nine different patients. As a whole, we found that activated subgraphs corresponded to brain regions involved during the course of the seizures and their time course was highly consistent with classical visual interpretation. We believe that the proposed method can complement the visual analysis of SEEG signals recorded during seizures by highlighting and characterizing the most significant parts of epileptic networks with their activation dynamics.

Keywords: epilepsy, functional connectivity, SEEG, epileptogenic networks, dynamical graph, subgraphs extraction


1. INTRODUCTION

About 30–40% of epileptic patients are drug resistant (1). For those patients, surgical resection of the epileptogenic brain structures is considered to promote seizure freedom (1). Intracranial EEG using depth EEG recordings or the stereoencephalography (SEEG) method is often required to guide tailored-surgical resection (2, 3).

The primary aim of SEEG is to delineate precisely the epileptogenic regions. However, since the pioneering works in SEEG, it has been shown that seizures cannot be considered as static phenomena with a single focus activation leading to clinical manifestations (4). SEEG recordings of focal seizures typically show that the epileptic activity spreads during seizures across several anatomical regions. It begins at the seizure onset zone and spreads toward remote brain areas. This dynamical pathological process can be described by several brain states characterized by transient and abnormal connectivity profiles within the epileptogenic network (5). A full and objective characterization of this patient-specific dynamic network is crucial for optimal surgical treatment.

Understanding brain network modifications operating at different time scales in the interictal state and during seizures is a very active stream of research. This is in line with computational neuroscience studies modeling neurological diseases as brain network disease (6–11).

In the field of epileptology, the structure of epileptic (or ictal) networks has been explored using connectivity analysis (functional or effective connectivity) and more recently, graph-theory analysis, (5). Functional connectivity (FC) approaches, based on linear or non-linear measures, quantify the statistical relations between any pair of recorded SEEG signals and their evolution across time. In most of the studies, pairwise correlations between remote sites are computed at specific time points [for a review, see (5)]. Those approaches unveil the organizational interactions of different regions of interest in the brains. They have proved very fruitful to investigate the neurophysiological correlations of symptoms during seizures, or to describe several subtypes of focal epilepsy involving specific networks (12–14). Graph theory is the study of graphs, which are mathematical structures used to model networks, and specifically pairwise relations between objects (8, 15). A graph is made up of vertices (also called nodes) that are connected by edges. Graph theory approaches allow the description of both local and global characteristics (16). For epilepsy, the nodes usually represent electrode contacts and the edges represent the FC measures. The resulting graph structure is known to contain relevant fingerprints of the seizure dynamic. Studying network structures with graph theory provides mathematical tools to investigate different subtypes of epilepsy (17). For example, it has been shown that the properties of networks' topology are different for temporal lobe, mesial temporal lobe, and neocortical epilepsy (18). Moreover, some studies suggest that investigating local properties of the network structure through graph theory concepts provides biomarkers for epileptogenic focus localization (19–21). Lastly, dynamic graph theory can also provide step-by-step modeling of the propagation of the seizure in the brain (19, 22).

A major challenge for the study of ictal networks is that seizures are a highly dynamical process with rapid transitions between network states (5, 23). To track network changes during the seizures, the network organization has to be described at short time scales. In the most straightforward approach, FC approaches forming the backbone of the network are estimated at different time steps of the seizure. Therefore, they are prone to create spurious connections and constitute a noisy estimation of the pathologic dynamic network. Moreover, as the brain activity is commonly monitored with more than 100 electrode contacts distributed along the stereotactic rods, the number of FC scales quadratically (100 electrode contacts providing around 5000 FC measures), making the study of FC over time a resources consuming task that requires high expertise.

One advantage of SEEG monitoring is to allow the recording of several seizures from the same patient, with the same measurement points (or nodes), yielding thus as many realizations of identically distributed dynamical networks of FC. Hence, several seizures from the same patient can be investigated that may share some connectivity features but with different dynamics. Methodological tools have to be proposed to extract relevant information from those large datasets. Ideally, such methods should summarize the dynamics of the seizures by providing several epileptogenic networks, with stable network structures, that characterize the different steps of the seizures and that are involved in the production and the propagation of the ictal events. Those network states may be common to the different seizures of the patient, but the timeline activation should follow a pattern that remains specific to each seizure (22).

Along these lines, we propose a novel semi-automatic method to characterize the dynamic epileptogenic network quantitatively and across time using SEEG signals. We propose to perform the joint analysis of all seizures of the same patient, first to reduce the measurement uncertainty in the calculation of FC indices, and second to make robust the identification of a time-functional pattern, systematic in all seizures and characteristic of a patient's pathology. First, the full FC matrix is computed for each time step using a classical FC measure, namely the Phase Locking Value (PLV) (24, 25). Then, the method extracts several pathological subgraphs with their own activation score during seizures. We expect each subgraph to comprise several brain nodes with high connectivity values. The paper is organized as follows: We extend our previous work (26) to seizures with different durations, we call this method the Brain-wide Time-varying Network Decomposition (BTND). On the application side, we validate the clinical use of the method on a larger clinical dataset.



2. MATERIALS AND METHODS


2.1. Description of the Brain-Wide Time-Varying Network Decomposition Method

For each patient, the dataset is composed of several SEEG recordings for different seizures. Seizures can have different durations. The proposed strategy can be summarized in four steps: (a) We chop each recording into short segments; (b) for each segment, we estimate via FC measures the connectivity for each pair of electrode contacts; (c) we rearrange the FC measures into a list of matrices representing the time evolution of FC for each seizure of a patient; (d) the list of matrices representing the multi-seizures brain-wide time-varying network is decomposed into FC subgraphs characteristic of one patient but common to all his seizures, along with their activation profile specific to each seizure. The main steps of the method are illustrated in Figure 1.


[image: Figure 1]
FIGURE 1. Overview of the strategy: (A) We chop each recording in time segment, potentially with some overlapping. (B) For each segment, we compute the connectivity level of each pair of electrode contacts with a Functional connectivity (FC) measure. (C) We rearrange the FC measures in a vector, stacked in time they form for each seizure an FC matrix. (D) The list of FC matrix is decomposed into a set of FC graphs with their activation profiles respective to each seizure. Here, the number of subgraph is K = 4, and the activation profiles of each subgraph are represented for the 3 available seizures of this patient.




2.2. Representation of the Multi-Seizure Brain-Wide Time-Varying Network

Practically, FC measurements are stored in a three-dimensional structure Xlt{s} corresponding to the FC of index l at time segment t and for the seizure s. The list of matrix X{s} ∈ ℝL×T(s) ∀s (1, ..., S) is the mathematical representation of the multi-seizures brain-wide time-varying network. Here, S is the total number of seizures recorded for the same patient. We remind that the number of time steps T(s) can vary for each seizure. Figure 1C illustrates an example of list of matrices X{s}.



2.3. The Optimization Problem Related to the BTND Method

The core of the BTND method is then to seek, for each seizure, for the following decomposition:

[image: image]

where F ∈ ℝL×K contains the K FC subgraphs and V{s} ∈ ℝT(s)×K are their respective temporal activations corresponding to the specific seizure s. This approach directly entails the requested decomposition since the columns of the matrix F contains the weights of the edges in the sub-graphs, as it can be seen in Figure 1D and matrices V{s} directly correspond to the activation profiles of each seizure depicted in Figure 1D.

However, the solution for the decomposition (1) is not unique, and to favor handily interpretability from the medical viewpoint, we impose several constraints on the components F and V{s}:

a) because most of the functional connectivity measures and activation indices are naturally positive values, we impose F and V to be non-negative matrices;

b) to limit the complexity of the inferred subgraphs, we restrict the number of non-zero significant FC values, yielding a sparse matrix F. The sparsity constraint is meaningful in the context of epilepsy, where a large number of functional connectivities can be passively implied in the neurological process;

c) to promote FC subgraphs that are continuously activated over specific periods, we impose sparsity and compactness on V{s}. These two constraints drastically improve the interpretability of the solution, as they prompt sparse and piecewise continuous activation periods that are close to cluster-like solutions. Formally, they correspond to the fused lasso constraint that reads:

[image: image]

where the parameter γ and the parameter η compel each activation profile v = V:k{s}, to be sparse and compact, respectively. As for the third term in expression (2), it prevents incoherent solutions due to scaling indeterminacy (27).

Finally, the BTND boils down to an instance of joint non-negative matrix factorization (28–31) that takes on the following form:

[image: image]

The ζs are free parameters to balance the relative importance of each seizure (in our study, we consider all seizures evenly and select the ζs parameter according to the energy of each seizure, see the Supplementary Materials for more precision). The sparsity factor γs and the compactness factor ηs are chosen to adapt to the particular duration of each seizure s.

Then, the method is associated with three hyperparameters: λ and γ, respectively, controlling the sparsity level of the FC subgraphs and the activation profiles, and η regulating the temporal compactness of the activation profiles.



2.4. Additional Comments on BTND

Let us stress that the optimization problem of Equation (3) is non-convex, and therefore, different initial conditions yield different solutions corresponding to local maxima. As it is common practice for non-convex methods in machine learning [e.g., k-means for data clustering, (32)], we repeatedly solve (3) with a different initialization and retain the one that reached the smaller minimum cost function. In practice, we empirically chose 20 trials. As for the other hyper-parameters, we observed that η = 0.2 produces coherent activation profiles. Also, fixing λ = γ simplifies the procedure without altering the results significantly. Then, λ is tuned so as to identify the 20% most resilient activated FC. To select the most pertinent number of subgraphs, we successively compute the decomposition for K ranging from 3 to 10. Based on an Elbow criterion and on visual inspection, we compare the quality of the resulting temporal activation and subgraphs, identifying thus the best value for K. Finally, we normalize each subgraph such that their connectivity strengths are between 0 and 1. We only retain connections above some threshold (empirically set to 0.2 in our experiments) to eliminate non-significant interactions.

For more details on the practical use of the method, see the Supplementary Materials. We provide the URL1 for a Github repository with Matlab implementation of the proposed BTND method.




3. APPLICATION ON A REAL DATASET OF EPILEPTIC PATIENTS


3.1. Patients

To illustrate the clinical relevance of the BTND method, we applied the method on seizures recorded with intracranial EEG in 9 epileptic patients.

We included 9 adult patients suffering from drug-resistant focal epilepsy, followed in the Department of Functional Neurology and Epileptology at Lyon's University Hospital, who underwent intracranial EEG with SEEG according to the following criteria: (i) at least 1 seizure recorded during long-term monitoring; and (ii) conventional visual analysis of the SEEG signals identified clearly the seizure-onset zone.

Clinical details of all the patient included are listed in Table 1.


Table 1. Clinical details of each patient.

[image: Table 1]

Among them, 8 patients presented seizures suggesting a temporal lobe involvement but with clinical features or morphological alterations on brain magnetic resonance imaging (MRI) not typical for medial temporal epilepsy requiring intracranial EEG. For one patient, clinical semiology suggested an involvement of operculo-insular cortex. Three patients underwent surgical resection of the epileptogenic cortex and all had a good surgical outcome (Engel class Ia for all patients with a follow-up duration between 4 and 48 months). For 2 patients, a focal thermolesion using SEEG electrodes was performed, resulting in a dramatic improvement of epilepsy (Engel Ia for both patients with 4 and 5 months of follow-up). For 2 patients, surgery was contraindicated because of the involvement of both temporal lobes during seizures. For 2 patients, surgical resection is planned based on SEEG findings but has not been performed at the time of the present study.

This study, involving human participants, was reviewed and approved by Ethics Committee CPP Lyon Sud EST IV (24/05/2012 N2012-A00516-37). The patients/participants provided their written informed consent to participate in this study.



3.2. SEEG Recordings

Intracerebral multi-contact electrodes (5–15 contacts, diameter 0.8 mm, length 2 mm, and 1.5 mm apart) were implanted according to Talairach's stereotactic method (3). Electrode location was verified with post-implantation MRI. Prolonged extra-operative recordings were performed to capture each patient's habitual seizures.

SEEG data were acquired with a 256 channel video EEG monitoring system, Micromed video EEG acquisition system (SD LTM express, Micromed, Treviso, Italy), using the following parameters: sampling rate 256 Hz, high-pass filter 0.15 Hz, low-pass filter 200 Hz, notch filter at 50 Hz.

The median number of bipolar contacts recorded per patient was 101 (range 64–130). The main cerebral structures targeted by intracranial electrodes for each patient are listed in the Supplementary Table 1. As a whole, for all patients, the medial temporal lobe (anterior hippocampus, posterior hippocampus, amygdala, entorhinal cortex), the temporal lateral neocortex and the insular cortex were always targeted. Depending on the electroclinical findings of each patient, frontal lobe, parietal lobe, and occipital cortex were targeted.

For 9 patients, all available seizures were extracted, forming a dataset composed of a total of 27 seizures. For 6 patients, 3 seizures were analyzed. For 2 patients, 4 seizures were analyzed and for 1 patient, a single seizure was available for analysis. For each seizure, we extracted signals for at least 1 min before the onset of the seizure and the whole course of the seizure.

The duration of the seizure was largely heterogeneous both at the inter-individual and intra-individual level. The median length of the seizures across patients was 96 s (range 18–337).



3.3. SEEG Signal Analysis

SEEG signals are considered in bipolar derivations; hence each signal is referenced to its closest neighbor. A high-pass filter, with a cut-off frequency equal to 20 Hz at -3 dB was applied on SEEG signals in order to highlight the high-frequency activity typical of seizure activity, particularly at seizure onset (33).

For each seizure, we computed the FC matrices during the pre-seizure period and the course of the whole seizure using a classical connectivity measure, the PLV (24, 25). Briefly, the PLV quantifies the synchronization in phase between two signal. The phase of each signal is computed by the Hilbert transform. The PLV is the time average of the relative phase difference. To compute the FC matrices, the SEEG signals were windowed with 4 s sliding windows moving by steps of 1 s. For each 4 s window, the PLV between all pairs of bipolar contacts was computed to produce the overall network at each time step.

Finally, the BTND method is applied to the set of several seizures for each patient, to decompose all seizures in several subgraphs, activating through time.



3.4. Comparison of Network Dynamics Estimated Through Conventional Visual Analysis and the BTND Method

Each seizure was pragmatically segmented in three main periods defined by visual analysis: seizure-onset, seizure propagation, and seizure ending. Visual analysis of the seizures was performed by an expert in clinical SEEG interpretation (JJ). Seizure onset corresponded to the time period with a dramatic change of SEEG signals with either low-voltage fast activity (typically above 20 Hz) or rhythmic spikes in a subset of electrode contacts. Seizure propagation corresponded to an extended time period where ictal SEEG discharge spread to several brain structures either locally or remotely from the seizure onset zone. The recruitment of these regions in the propagation zone can happen either by independent activation of the single areas or by activating multiple areas at the same time. Lastly, a seizure was supposed to have ended when the activation across brain structures was mostly synchronous (typically synchronous spikes) and stable in time and resolved ultimately.

For each time period, we determined the electrode contacts that were involved in the ictal wave with a conventional visual inspection. The electrode contacts were then pooled in several anatomical predefined subregions.

For each patient, the output of the BTND method provided the temporal profile of activation of several common subgraphs of the whole network during each seizure. The list of activated subgraphs at each time period of the seizure was then collected. Each subgraph included several contacts with strong functional connectivity. At each time period, we determined which anatomical subregions were connected based on the activated subgraphs.

Lastly, a qualitative comparison between the set of activated structures determined by visual analysis and the BTND method was performed for each seizure.



3.5. Results for the Real Dataset of Epileptic Patients

The overall functional connectivity organization was extracted in all 27 seizures using the BTND method. This means that the seizures (from 1 to 4) of one patient are processed together according to BTND. Table 2 provides the qualitative comparison between the set of activated structures between visual analysis and the BTND method for patients 1 and 2. Also, Tables 3, 4 show the same qualitative comparison for, respectively, patients 2–4 and patients 5–9.


Table 2. Qualitative comparison between the set of activated structures determined by visual analysis and the BTND method for the patient 1 and 2.

[image: Table 2]


Table 3. Qualitative comparison between the set of activated structures determined by visual analysis and the Brain-wide Time-varying Network Decomposition (BTND) method for the patients 3, 4, and 5 (see legend Table 2).
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Table 4. Qualitative comparison between the set of activated structures determined by visual analysis and the Brain-wide Time-varying Network Decomposition (BTND) method for the patients 6, 7, 8, and 9 (see legend Table 2).

[image: Table 4]

Using this method, we found, in the case of 6 patients, that 6 distinct functional subgraphs characterized the organization of seizures; 7 subgraphs for 1 patient; 5 subgraphs for another one; and only 4 subgraphs characterized seizures for the last patient. However, for each patient, some subgraphs were more strongly activated before seizure onset or were continuously activated before seizure onset and remained active during the course of the seizures. Those subgraphs were considered as non-specific subgraphs for the ictal events. For 5 patients, 2 subgraphs were non-specific while for 4 patients a single subgraph was non-specific.

At seizure onset, a single subgraph was activated for 1 patient, two subgraphs were activated for 4 patients, three subgraphs were activated for 3 patients, and 5 subgraphs were activated for 1 patient. For 24 seizures in 6 patients, the seizure onset determined by visual analysis overlapped closely with the network disclosed by the BTND method. For those patients, the cortical regions underlying the seizure-onset zone determined through visual analysis were included in the seizure-onset subgraphs. However, the seizure-onset subgraph also included other regions with strong functional connectivity not directly outside of the seizure-onset zone. For one of those 6 patients (Pt 2), the seizure involved either the left or the right medial temporal lobe at seizure onset. The seizure-onset subgraph was different for each seizure, and the lateralization of the activated structures was concordant with visual analysis. For 3 seizures in one patient (Pt 9), the seizure-onset subgraph was discordant from the seizure onset-zone. For this patient, the seizure-onset zone involved either right or left medial temporal lobe depending on the seizure. The seizure-onset subgraph for this patient was wrongly lateralized to the right or the left temporal lobe.

During seizure propagation, there was always a close spatial overlap between the activated subgraphs and the brain regions involved at each part of the seizure in all patients. For the 27 seizures in the 9 patients, the brain regions involved during seizure propagation were included in activated subgraphs. However, the congruence between activated subgraphs and regions disclosed by visual analysis was not perfect: a minority of regions were revealed by the BTND method but was not detected by visual analysis.

During seizure ending, a tight spatial overlap was also observed between activated subgraphs and brain regions determined by visual analysis. For 23 seizures, the brain regions involved at seizure ending were included in activated subgraphs. For 4 seizures in 1 patient, visual analysis disclosed more activated regions than the BTND method (Pt 4).

The detailed results are now presented for two cases (Pt 1 and Pt 2).

CASE 1:

Pt 1 is a 49 years old male patient. Presurgical non-invasive investigations suggested left temporal lobe epilepsy but some radiological features were considered as atypical for mesial temporal lobe epilepsy syndrome and prompted invasive EEG with SEEG. SEEG targeted several regions within left temporal lobe (anterior hippocampus, posterior hippocampus, amygdala, temporal pole, anterior temporal neocortex, posterior temporal lobe), left orbito frontal cortex, and right temporal lobe (right amygdala, right anterior temporal neocortex).

Three seizures were recorded during SEEG. During the 3 seizures, the initial seizure-onset activity developed in left anterior and posterior hippocampus with secondary involvement of the temporal pole, amygdalar nucleus, and left anterior temporal neocortex at the end of the seizures.

The BTND method applied to the three seizures decomposed the connectivity pattern in 6 subgraphs. Figure 2 shows the recording of two seizures (seizure 1 and 2) of the patient 1 for selected electrode contacts. Below each recording, we provide the activation profiles of all subgraphs obtained by the BTND for this specific seizure. On top is represented the main cerebral structures targeted by intracranial electrodes for this patient. Figure 3 shows the 6 FC subgraphs revealed by the BTND.


[image: Figure 2]
FIGURE 2. On top is represented the main cerebral structures targeted by intracranial electrodes for the patient 1. Then we picture the recording of two seizures of the patient 1 for selected electrode contacts. Under each seizure, we show the activation level of each subgraph obtained by the BTND decomposition. A subgraph is composed of pairs of contacts with high FC values. The activation level shows the FC dynamic of a subgraph. The main features of ictal semiology are represented by vertical lines, SS, start of the seizure; BA/LC, clinical onset with behavioral arrest and loss of consciousness; OAO, oro alimentary automatisms; RAD, right arm dystonia; SE, end of the seizure.



[image: Figure 3]
FIGURE 3. Six functional connectivity (FC) subgraphs revealed by the Brain-wide Time-varying Network Decomposition (BTND) decomposition for the patient 1. The colorbar is the same for each graph. Only the electrode contacts that show one or several connections in at least one subgraph are represented.


One subgraph was active before the seizure and during the whole course of the seizures. This subgraph was mostly composed of local connections within temporal lobe (mostly within anterior hippocampus, posterior hippocampus, amygdala). At the seizure onset, during the first seconds of the seizure, there was a reproducible activation of one subgraph, that involved mostly connections between anterior hippocampus and amygdala, posterior hippocampus, and posterior temporal neocortex. A few seconds later, a strong activation of another subgraph was observed that involved mostly connections between medial temporal lobe and temporal pole. During the course of the seizures, there was a consistent activation of three other subgraphs, with a very similar pattern between seizures. Those subgraphs contained mostly connections between anterior lateral temporal neocortex, temporal posterior neocortex, and temporal pole. As a whole, the pattern of activations was very similar for the three seizures and was very consistent with visual analysis of the seizures.

From a clinical point of view, at seizure onset, the patient was asymptomatic and the seizure remained clinically silent for almost 80 s. First clinical symptoms (behavioral arrest and loss of consciousness) occurred more than 1 min after seizure onset during the course propagation. Secondary clinical manifestations included oro alimentary automatisms (seizure 1) and right arm dystonia (seizure 2). Those symptoms occurred while several modules were simultaneously activated.

The patient underwent left anterior lobectomy that resulted in seizure freedom with more than 24 months of follow-up.

CASE 2:

Pt 2 is a 37 years old female patient. Presurgical non-invasive investigations suggested that both temporal lobes could trigger habitual epileptic seizures of the patient. Intracranial EEG using SEEG was thus required to evaluate the intrinsic epileptogenicity of each temporal lobe. Intracranial SEEG electrodes targeted mostly both medial and lateral temporal lobes (left and right anterior hippocampus, left and right temporal pole, right amygdala, left and right anterior temporal neocortex, left and right posterior temporal neocortex, left and right insula), but also left and right orbitofrontal cortex.

Three seizures were recorded during SEEG. For the seizure 1, seizure-onset was characterized by a rapid discharge in the left anterior and posterior hippocampus with secondary spread to left anterior lateral temporal and left orbito frontal cortex fast activity and at the end of the seizure propagation to right temporal lobe (right hippocampus and right amygdala). For two seizures (seizures 2 and 3), the initial seizure-onset activity developed in right hippocampus, right amygdala, and right entorhinal cortex with a secondary ictal spread to right anterior temporal cortex and with a propagation to left temporal lobe at seizure ending.

The BTND method applied to the three seizures decomposed the connectivity pattern in 7 subgraphs. Figure 4 shows the recording of two seizures (seizures 1 and 2) of the Patient 2 for selected electrode contacts. Below each recording, we provide the activation profiles of all subgraphs obtained by the BTND for this specific seizure. On top is represented the main cerebral structures targeted by intracranial electrodes for this patient. Figure 5 shows the 7 FC subgraphs revealed by the BTND.
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FIGURE 4. On top is represented the main cerebral structures targeted by intracranial electrodes for patient 2. Then we picture the recording of two seizures of the patient 2 for selected electrode contacts. Under each seizure, we show the activation level of each subgraph obtained by the Brain-wide Time-varying Network Decomposition (BTND) decomposition. A subgraph is composed of pairs of contacts with high functional connectivity (FC) values. The activation level shows the FC dynamic of a subgraph. The main features of ictal semiology are represented by vertical lines, BA/LC, behavioral arrest and loss of consciousness; N/OH, clinical onset with nausea and olfactory hallucinations; NA, nocturnal arousal; IC, ictal confusion.



[image: Figure 5]
FIGURE 5. Seven functional connectivity (FC) subgraphs revealed by the Brain-wide Time-varying Network Decomposition (BTND) decomposition for the patient 2. Only the electrode contacts that show one or several connections in at least one subgraph are represented. The dotted line separates the electrode contacts located in the right hemisphere from those located in the left hemisphere.


One subgraph was mostly composed of connections within left medial temporal lobe and left orbitofrontal cortex. Another subgraph was mostly composed of connections within left anterior temporal neocortex. The remaining five subgraphs consisted of regions connecting mostly right medial temporal structures (hippocampus, amygdala, entorhinal cortex) and/or right lateral temporal neocortex. The time course of activation of those subgraphs was closely related to the ictal involvement of both temporal lobes revealed by visual analysis of the seizures: involvement of the left (right) medial temporal lobe was paralleled by an activation of the left (right) subgraphs in a timely fashion, depending on the seizure.

Clinically, ictal semiology for seizure 1 consisted of nausea and olfactory hallucinations with preserved consciousness reported consciously by the patient 30 s after EEG onset followed by behavioral arrest with loss of consciousness more 60 seconds later. Loss of consciousness occurred lately during the course of the seizure when both temporal lobes were involved. At that time, the BTND method showed activation of modules in both temporal lobes. Seizure 2 was a nocturnal seizure with mild clinical semiology, mostly consisting of nocturnal arousal and confusion.

Since SEEG revealed an intrinsic epileptogenicity of both temporal lobes, surgical resection was contraindicated.




4. DISCUSSION

This study investigated a new method named BTND to decompose the multi-seizure brain-wide time-varying network obtained by means of FC. The dataset is visualized as FC sub-graphs characterizing the dynamic of all seizures from the same patient. The FC measure used was the PLV, estimated at different time steps of the seizure and applied on large band signal (20–100 Hz). We compared the obtained decomposition of ictal events from 9 patients who have drug-resistant focal epilepsy (observation of a total of 27 seizures) to the visual interpretation from the clinician. Overall, for every patient, results consisting of spatially localized FC subgraphs with stepwise activation were easily interpretable. For 8 of the 9 patients, the decomposition matched with the clinical observation entailing the BTND method as a relevant tool to visualize the multi-seizure brain-wide time-varying network.


4.1. Investigating Seizure Dynamics With Brain-Wide Time-Varying Network

It is well-established that the brain is a complex network, with a sophisticated structural connectivity architecture and specific anatomical networks shaping sensory and cognitive processes (34, 35). Functional connectivity measures are a statistical way to investigate the interrelations between brain regions, forming a physiological or pathological brain network (36). When applied on static processes, FC network analysis can provide an instantaneous picture of a stable network. In the field of clinical neuroscience, this proved to be useful for studying stable disease traits like the effects of specific lesions (10) or the effects of drugs on the brain (6, 11, 37). Graph theory-based measures can then provide quantitative tools to explore the overall topology of the network (35). Thus, specific metrics such as modularity, clustering coefficients, or efficiency originating from graph theory (16) were proposed as a useful strategy, for example, to classify patients with Alzheimer disease from standard patients (9) or to explain the effect of physical activity on relations between brain regions (38).

However, static network analysis does not capture one fundamental property of epileptic seizures, the dynamic propagation of the ictal wave. Analysis of time-varying network inferred by dynamic FC measures is a recent topic. Newly emerging dynamic measures that quantify how community organization evolved in time have been proposed in recent years (39). In this context, Kerr et al. (40) shows that simple metrics using the first eigenvector of each FC network lead to the separation of ictal, pre-ictal, or non-ictal events of a recording. A similar metric demonstrated in (22) used to describe the seizure as a succession of states. The strategy can be used to decompose the time axes in states, and then to extract the major FC network of each state (41). Despite producing intelligible results, this strategy hampers the identification of FC subgraphs with interconnected temporal activation, and prevents highlighting some complex relations between brain regions. A complementary approach has been proposed in (23): the authors identify first the main subgraphs of the seizures by modularity optimization (42), and the evolution in time of the main subgraphs leads to a decomposition of the seizure in time states. It should be noticed that this approach is not fundamentally different from the study of static graphs since the subgraphs and their time evolution are determined independently. However, in addition to finding a measure characterizing each FC graph, one must know how to analyze the temporal evolution of the proposed scores. It becomes even more complicated when several modalities are used, as in (43), where several seizures are analyzed for different frequency bands over time.

The present study proposes another strategy, consisting of decomposing all modalities characterizing the dataset simultaneously. Thus, the main advantages of the proposed method are that the analysis pipeline provides both the subgraphs and their temporal activations. The output of the process highlights the main components of the connectivity structure and summarizes a large amount of data with an automatic approach. A similar approach has already been employed in the context of epilepsy in (44) to decompose FC matrices from seizures into FC subgraphs with their respective activation profile. Khambhati et al. (44) demonstrate that inferred FC subgraphs during interictal periods can predict brain regions that generate seizures, and that those subgraphs undergo slower and more coordinated fluctuations during the ictal events compared to interictal states. However, this kind of simultaneous decompositions can produce results that are difficult to interpret. Therefore, for an application different from epilepsy, a sparsity constraint applied on activation profile was shown to enforce intelligibility of the results (45), providing FC subgraphs discriminating the brain network's dynamic in neurodevelopment. Moreover, contrary to our study, the decomposition from (44) does not integrate the different seizures of the same patient to obtain more reproducible FC subgraphs. Tools to decompose several modalities, like tensor decomposition (46–48), were already applied in neuroscience (41, 49, 50) and recently in the context of epilepsy (26). In (26), we proposed a specific tensor decomposition with relevant constraints to encourage the inference of interpretable clusters of FC common to several seizures of the same patient. However, this method is only applicable if all seizures from the same patient have similar durations. In the present study, we developed a new method offering the possibility of decomposing several seizures with different durations from the same patient, which is a more realistic situation in a clinical setting.



4.2. Limitations

The BTND method can produce relevant FC, but several limitations have to be addressed. First, the method requires 3 parameters that are directly related to the obtained FC results. We expose a simple procedure to choose each parameter that produces relevant results for each of the 27 seizures. However, the optimal selection of these parameters may be dependent on the FC measure and might be adapted for other clinical applications. Second, for one patient, the BTND method identified a seizure-onset subgraph that was discordant from the seizure onset-zone. For that patient, at seizure-onset, there was a rapid discharge within the seizure-onset zone (without any focal change of synchrony) and a spiking activity within the contralateral hemisphere (accompanied with an increase in synchrony). The increase of FC evaluated by the phase-locking value was wrongly lateralized, emphasizing that the BTND method is dependent on the FC measure used to infer the brain-wide time-varying network. Thus, using another FC measure could be envisaged for this patient. In addition, several studies have already shown that seizure-onset is often marked by a dramatic decrease in seizure connectivity among recorded brain structures. At the same time, synchrony increases progressively during the seizure (51, 52). It might be thus expected that seizure-onset should be characterized by a decrease of activation of subgraphs located within the seizure-onset zone with the BTND method in some patients. It is important to consider that our procedure only highlights functional subgraphs associated with high values of functional connectivity. Thus, it is ideal for showing activations of synchrony in different areas of the brain. However, it is not able to explicitly demonstrate the deactivations that may occur in the brain at the early start of the seizure when SEEG activities in different areas of the brain are suddenly decorrelated. Lastly, direct validation of the method is out of reach since there is no perfect gold standard for the estimation of the connectivity pattern in epileptic patients. We chose to make a correspondence between the propagation patterns disclosed by classical visual interpretation of SEEG signals and the BTND method. Simulation studies generating neural models of epileptic activity with a known connectivity pattern could represent an alternative in future studies.



4.3. Clinical Application of the Method

In the present study, we presented an automatic method to describe the connectivity structures of epileptic seizures using an original algorithm with several constraints optimized for that clinical context.

As a whole, we found that the method produces several subgraphs of connections with their activation time course that parallel the patterns of propagation of the seizures closely. In 24/27 seizures, one or two subgraphs overlapped clearly with the seizure onset zone. This suggests that the method can help to localize the seizure-onset zone if there is an increase in synchrony at seizure-onset revealed by FC. This finding confirms several studies evidencing that focal modulations of synchrony help to localize the seizure-onset zone to be surgically resected (5, 53). Moreover, thanks to the sparsity and temporal coherence constraints, the method effortlessly reveals how FC synchrony propagates to the different regions of the brain. As a whole, the method summarizes a vast amount of complex interactions with high readability. We believe that the method is thus highly valuable in clinical studies focusing on connectivity in epileptic patients. For example, this may help to unravel the neural bases of clinical semiology of seizures, which are often related to ictal dysfunction of widespread brain networks involving cortical or subcortical structures. The BTND method provides an exhaustive view of the structure of functional networks at each period of the seizure enabling a fine-grained correlation ictal semiology and network analysis. Lastly, clinical interpretation of SEEG signals is mostly focused on changes of power in large frequency bands (typically high-frequency above 20 Hz at seizure-onset and low band or large band frequency during propagation) revealed by visual inspection. The BTND method enables the detection of changes of synchrony revealed by functional connectivity measures, which are not necessarily paralleled by changes of power. In that respect, we believe that the method may thus contribute to bringing into clinical practice computational measures complementary to a visual interpretation of seizures.




5. CONCLUSION

We present here a novel approach to decompose epileptic seizures in several time-varying subgraphs with high and reproducible functional connectivity values. The method extracts the most significant subgraphs and their corresponding time course of activation. We suggest that this represents a first step to simplify the interpretation of large datasets of functional connectivity for clinical practice. We believe that this will enable further studies investigating the clinical relevance of networks identification for epilepsy surgery.
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Phase Lag Analyses on Ictal Scalp Electroencephalography May Predict Outcomes of Corpus Callosotomy for Epileptic Spasms
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Objective: We aimed to clarify the patterns of ictal power and phase lag among bilateral hemispheres on scalp electroencephalography (EEG) recorded pre-operatively during epileptic spasms (ESs) and the correlation with the outcomes following corpus callosotomy.

Methods: We enrolled 17 patients who underwent corpus callosotomy for ESs before 20 years of age. After corpus callosotomy, seven patients did not experience further ESs (favorable outcome group), and the remaining 10 patients had ongoing ESs (unfavorable outcome group). We used pre-operative scalp EEG data from monopolar montages using the average reference. The relative power spectrum (PS), ictal power laterality (IPL) among the hemispheres, and phase lag, calculated by the cross-power spectrum (CPS) among symmetrical electrodes (i.e., F3 and F4), were analyzed in the EEG data of ESs from 143 pre-operative scalp video-EEG records. Analyses were conducted separately in each frequency band from the delta, theta, alpha, beta, and gamma range. We compared the means of those data in each patient between favorable and unfavorable outcome groups.

Results: Among all frequency bands, no significant differences were seen in the individual mean relative PSs in the favorable and unfavorable outcome group. Although the mean IPLs in each patient tended to be high in the unfavorable outcome group, no significant differences were found. The mean CPSs in the delta, theta, and gamma frequency bands were significantly higher in the unfavorable than in the favorable outcome group. Using the Youden index, the optimal cutoff points of those mean CPS values for unfavorable outcomes were 64.00 in the delta band (sensitivity: 100%, specificity: 80%), 74.20 in the theta band (100, 80%), and 82.05 in the gamma band (100, 80%). Subanalyses indicated that those CPS differences originated from pairs of symmetrical electrodes in the bilateral frontal and temporal areas.

Significance: Ictal power and laterality of the ictal power in each frequency band were not associated with the outcomes of CC; however, the phase lags seen in the delta, theta, and gamma frequency bands were larger in the unfavorable than in the favorable outcome group. The phase lags may predict outcomes of CC for ESs on pre-surgical scalp-ictal EEGs.

Keywords: corpus callosotomy, cross-frequency analysis, electroencephaloagraphy (EEG), epileptic spasms (ES), phase lag analysis, computer analysis, pre-surgical evaluation of epilepsy


INTRODUCTION

Epileptic spasms (ESs) are seizures leading to muscular contraction, typically involving the axial muscles and proximal limb segments (1); they appear mainly in patients with West syndrome. The patterns of electroencephalography (EEG) and electromyography (EMG) activity observed in these spasms are similar (2). Ictal EEG findings in these patients comprise three contiguous phases: (1) 15- to 20-Hz spindle-like fast activity in posterior areas, (2) diffuse polyphasic delta/theta waves, and (3) electrodecremental activity (1, 3). Diffuse polyphasic delta/theta waves occur in 100%, and electrodecremental activity occurs in 70% of patients with ESs (4). Ictal EMG findings in these patients have rhombus or diamond shapes. When electroencephalographic/video monitoring first came into clinical use, several studies investigated ictal EEG patterns of ESs, including isolated spindle-like activity, high-amplitude slow wave, the spindle-like activity followed by the slow wave, and decremental activity, which follows the slow wave (1). In recent studies, computer-based frequency analysis has been adapted to estimate the ictal-scalp EEG of ESs. The scalp EEG data of ESs showed components of wide frequencies from delta to high gamma bands, and the coupling of high gamma and slow wave EEG components associated with the response to medical treatment (5).

Corpus callosotomy (CC) is a valuable palliative surgical option for patients with generalized seizures with diffuse or multifocal epileptic discharges (6, 7). Some reports have indicated that CC exerts beneficial effects in patients with ESs (8–11). Taking the results of these studies collectively, ESs were eliminated after CC in 42 of 87 patients. Previous studies have attempted to elucidate the prognostic factors following CC for ESs, finding good prognostic factors to include the absence of imaging abnormalities, normal development at the time of surgery, no background etiology, and performance of total callosotomy (11–15). A developmental delay before the onset of epilepsy has been shown to be associated with the worst outcomes following CC for ESs in West syndrome (9). Although electrophysiological factors that predict the outcome of CC for ESs were previously unknown, we recently found symmetrical ictal slow waves during the emergence of ESs to be associated with good outcomes following CC (16). In this study, three asymmetrical indices were identified: interhemispheric delay of negative peaks, interhemispheric ratio of amplitude for the highest positive peak, and interhemispheric ratio of slow wave duration. However, the study did not include the analyses for ictal waves faster than alpha rhythms, and computer-based frequency analyses are necessary to identify more objective and detailed associations between interhemispheric brain activity and the effectiveness of CC.

The aim of the current ictal EEG study was to use computer-based quantitative analysis to clarify the power of ictal period, laterality of ictal power, and phase lag among bilateral hemispheres in the variable frequency bands.



MATERIALS AND METHODS


Patients

The studies involving human participants were reviewed and approved by the Seirei Hamamatsu General Hospital and Tottori University Hospital Clinical Research Review Committees. We retrospectively collected patients' clinical data from medical charts and reviewed the video-EEG recordings. Written informed consent to participate in this study was provided by the participants' legal guardian/next of kin.

Seventeen patients (female: 2; male: 15) with epilepsy were screened from patients admitted to the Seirei-Hamamatsu General Hospital between 2010 and 2017. The inclusion criteria for this study were the same as those in our previous study (16), which were as follows: (1) patients undergoing CC between January 2008 and December 2017 at the Seirei-Hamamatsu General Hospital, (2) CC performed before the age of 20 years, (3) the patient's main seizure type was ES, (4) the patient received ictal EEG recordings prior to CC, and (5) a follow-up period following CC of more than 6 months. We defined ES as a seizure (1) leading to contractions in axial muscles, (2) presenting with ictal EEGs containing polyphasic high-voltage delta/theta waves, and (3) presenting with an ictal electromyogram showing rhombus or diamond shapes. We excluded patients with inappropriate EEG recordings, such as those with misplaced EEG electrodes or serious surgical complications.



Clinical Profiles

We reviewed the patients' clinical profiles, including the sex, age at epilepsy onset, seizure types prior to CC, classification of epilepsy or epilepsy syndrome prior to CC, total number of antiepileptic drugs (AEDs) prescribed before CC, frequency of ESs, etiology, age at CC, procedures for CC, and follow-up period.

The seizure outcomes of ESs after CC were assessed based on the Engel's classification at the last follow-up. We classified the patients into a favorable outcome group (seizure free = Engel classification I) and an unfavorable outcome (residual seizures = Engel classifications II to IV).



Scalp Video-EEG Recordings

Scalp video-EEGs were performed using NicoletOne or BMSI6000 (Natus Medical Incorporated, WI) for patients 1–4, 6–9, and 11–16, and Neurofax (Nihon-Kohden, Japan) for patients 5, 10, and 17. EEG was sampled at 256 Hz (patients 3, 8, 12, and 16), 400 Hz (patients 1, 2, 4, 7, 11, 14, and 15), 500 Hz (patients 5, 10, and 17), 512 Hz (patients 6 and 13), and 1,024 Hz (patient 9). Electrodes were placed according to the international 10/20 system, using at least 16 EEG channels (Fp1, Fp2, F3, F4, C3, Cz, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, and T6). The ground electrode was set attached to the frontal pole (Fpz). Electromyogram (EMG) electrodes were placed on both deltoid muscles.



Quantitative EEG Analysis
 
Selection of Ictal EEG, Time Window, and Electrodes for the Analyses

We visually reviewed the video-EEG records, and selected ES based on the ictal EEG change of polyphasic delta or theta waves with EMG activities of rhombus or diamond shapes, coincidently occurring with clinical muscular contraction in the neck, shoulder, and/or body trunk on video recording.

Initially, the ictal record was identified visually by each muscular contraction on video and EMG recording. Then, we reviewed the ictal EEG records of polyphasic delta or theta waves, which coincided with the muscular contractions. We excluded the records that detected physiological (muscle, movement, cardiac, tongue movement, and eye movement) or non-physiological (line noise, electrode artifacts, and other equipment) artifacts.

We used the EEG data of ictal polyphasic slow waves, using the average reference (Figure 1). The EEG data, which were mainly preceding, coinciding with or preceding ictal muscle contractions, and presented the typical negative–positive–negative waveform were visually selected from each record. For the visual review of EEG, the sensitivity was set at 10 μV/mm with low cut and high filter of 0.5 and 70 Hz for NicoletOne or BMSI6000 and 1.6 and 60 Hz for Neurofax, respectively. We set the trigger point (0 s) for the window of EEG analysis as the start of the negative peak. Focal spasms were defined as the ES with apparently asymmetrical or asynchronous among the movements of bilateral extremities on the video, or twice or more different amplitudes of bilateral EMG.


[image: Figure 1]
FIGURE 1. Electroencephalography (EEG) example of epileptic spasms in monopolar montages of average reference and EEG analysis window. We used the EEG data between the trigger point (0 s, black triangle) and 500 ms (purple window) for the computer analyses.


For the computer-based analyses, we used the EEG data with monopolar montages (Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, and T6), using the average reference. The EEG data were calculated using MATLAB plug-in for EEGLAB. The frequency bands were classified into delta (0.5–3.9 Hz), theta (4.0–7.9 Hz), alpha (8.0–12.9 Hz), beta (13.0–29.9 Hz), and gamma (30.0–79.9 Hz) bands.



Analysis for Relative Power Spectrums

We initially analyzed the powers of each ictal EEG by individual frequency band. For the quantitative analysis, the relative power spectrum (PS) was calculated using the Welch's method with a Hamming window, for frequencies between 0.5 and 79.9 Hz. We used the EEG data with monopolar montages (Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, and T6), using the average as reference. The PS was calculated using MATLAB plug-in for EEGLAB. First, we analyzed and averaged PS from −0 and 500 ms on each electrode in each frequency band. The frequency bands were then classified into delta (0.5–3.9 Hz), theta (4.0–7.9 Hz), alpha (8.0–12.9 Hz), beta (13.0–29.9 Hz), and gamma (30.0–79.9 Hz) bands.

We first calculated the relative PS on each electrode during an ictal EEG. Second, the relative PSs among all electrodes were averaged for each ictal EEG (mean relative PS per seizure). Finally, we calculated the mean of “the mean relative PSs per seizure” for all ictal EEGs per patient (mean relative PS in each patient). In these analyses, we separately calculated the values by each frequency band.



Analysis for Laterality of the Ictal Relative PS (Ictal Power Laterality)

We intended to identify the differences in the EEG PS among each pair of symmetrical electrodes. We defined “ictal power laterality (IPL)” of each ictal EEG in this study using the following formula:

[image: image]

For example, if a patient had a relative PS of 0.41 dB on Fp1 and 0.64 dB on Fp2 in the delta band during an ictal EEG, the result of IPL among the pair of Fp1 and Fp2 would be 0.64/0.41 = 1.57. We first calculated the IPL of each pair of symmetrical electrodes (Fp1 vs. Fp2, F3 vs. F4, C3 vs. C4, P3 vs. P4, O1 vs. O2, F7 vs. F8, T3 vs. T4, and T5 vs. T6) during each ictal EEG. Subsequently, we calculated the mean IPL of all pairs of symmetrical electrodes during an ictal EEG (mean IPL per seizure) and then calculated the mean of “the mean IPLs per seizure” for all ictal EEGs per patient (mean IPL in each patient). In these analyses, we separately calculated these values by each frequency band.



Analysis for Cross-Power Spectrum

The cross-power spectrum (CPS) estimates the degrees of the phase lag of two discrete-time signals x and y, using the Welch's averaged and modified periodogram method of spectral estimation. We used the same data selected for the PS analysis to calculate the CPS. We calculated the CPS using MATLAB software using cross-power spectrum density. The CPS is the distribution of power per unit frequency, and is defined as:
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The cross-correlation sequence is defined as:

[image: image]

where xn and yn are jointly stationary random processes, –∞ < n < ∞, –∞ < n < ∞, and E {· } is the expected value operator.

The values of CPS represented ranged from 0 to 180 degrees on each frequency band. First, we calculated the absolute CPS of an ictal EEG at each pair of symmetrical electrodes (Fp1 vs. Fp2, F3 vs. F4, C3 vs. C4, P3 vs. P4, O1 vs. O2, F7 vs. F8, T3 vs. T4, and T5 vs. T6) in each ictal EEG. Second, we calculated the mean of the absolute CPS in all pairs of symmetrical electrodes in the ictal EEG (mean CPS per seizure). Finally, we calculated the mean of “the mean CPS per seizure” for all ictal EEGs per patient (mean CPS in each patient). In these analyses, we separately calculated these values by each frequency band.

We performed subanalysis of CPS to identify the electrode pairs from which the phase lags originated; we calculated the CPS at each electrode pair for each ictal EEG and calculated the mean of the CPS for each electrode pair during all ictal EEGs in each patient (mean CPS of each pair of symmetrical electrodes in each patient). During analysis, we also separately calculated them by each frequency band.




Statistical Analyses

All data were analyzed using GraphPad Prism 6 (GraphPad Software, La Jolla, CA, USA). For comparing the data of clinical profiles, we used the Fisher's exact probability, Welch t-, and chi-square tests, as appropriate. By removing the effect of age, we used analysis of covariance for comparing the relative PS, IPL, and CPS among the outcome groups. The mean relative PS, mean IPL, and mean CPS were individually compared between the favorable and the unfavorable outcome groups using the Welch t-test by each frequency band.

Multiple liner regression was used to identify significant correlations between the mean CPS of each ictal EEG in each patient and the outcomes. We calculated the optimal cut-off points of CPS values in the frequency band with statistical significance for the predictive factors of unfavorable outcome using the Youden index.

A p-value of < 0.05 was considered to indicate statistical significance.




RESULTS


Clinical Profiles

The details regarding the clinical information are shown in Table 1. The age at epilepsy onset ranged from 1 to 166 months old (mean: 23 months). The classifications of the epilepsy/epilepsy syndrome were West syndrome (n = 10) and combined generalized and focal epilepsy (n = 7). Fourteen patients developed more than two types of seizures, including tonic seizures, focal impaired awareness seizure, atonic seizures, and myoclonic seizures. The mean frequency of ES pre-operatively was 40.1 times per day (range: 5–200).


Table 1. Clinical profiles of patients in the favorable and unfavorable outcome groups.
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The patients' etiologies were identified in 16: tuberous sclerosis complex (n = 5), post-acute encephalopathy (n = 3), post-neonatal hypoglycemia (n = 2), hippocampal sclerosis (n = 1), focal cortical dysplasia (n = 1), chemotherapy-induced leukoencephalopathy (n = 1), methyl-CpG binding protein 2 (MECP2) duplication syndrome (n = 1), post-neonatal hypoxic–ischemic encephalopathy (n = 1), and Down syndrome (n = 1); one patient had both TSC and acute encephalopathy, and one patient had both MECP2 duplication syndrome and acute encephalopathy. Three patients did not have a neurologic history prior to the onset of epilepsy.

The mean age at CC was 81.4 months (range: 17–237 months). The mean follow-up period after CC was 22.1 months (range: 8–72 months). Seven patients showed a favorable outcome (Engel classification I). Ten patients showed unfavorable outcomes (Engel II in two patients, III in four patients, and IV in four patients).

Among the outcome groups, only the age at CC was significantly higher in the favorable outcome group (p = 0.042) than in the unfavorable outcome group. No significant differences were seen in other factors.



Selection of Ictal EEG

In total, 143 ES were visually identified in this study. The range and the median number of ES per patient were 4–15 and 9, respectively. Fifteen EEG records of ES were excluded due to non-negligible artifacts or misplacements of EEG electrodes. For the first time, SK and MS anonymously reviewed and selected ictal EEG. They discussed and excluded 15 ES due to the artifacts or misplacements of the EEG electrodes. MO performed computer analyses for the ES data. Focal spasms were seen in seven patients. All of those patients showed unfavorable outcome.



Relative PS

The mean relative PSs for each patient in the favorable and unfavorable outcome groups were 1.45 ± 2.07 (range: −0.60–49.56) (standard deviation: SD) and 2.52 (mean) ± 6.16 (range: −1.38–244.91) in the delta frequency band, 0.48 ± 1.71 (range: −2.80–38.79) and −0.55 ± 2.04 (range: −97.27–11.18) in the theta frequency band, −0.45 ± 0.41 (range: −6.28–1.63) and −1.97 ± 5.05 (range: −209.00–1.45) in the alpha frequency band, −0.42 ± 1.04 (range: −25.13–1.41) and 1.37 ± 4.61 (range: −8.61–192.96) in the beta frequency band, −1.00 ± 2.53 (range: −61.74–1.66) and −1.35 ± 3.99 (range: −132.61–29.65) in the gamma frequency band, respectively.

No significant differences were identified in the individual mean relative PSs in the all-frequency bands between the favorable and the unfavorable outcome groups (Table 2).


Table 2. The mean relative power spectrum of each patient in the favorable and unfavorable outcome groups.
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IPL

The mean IPLs in each patient in favorable and unfavorable outcome groups were 1.51 ± 0.47 (range: 0.73–2.21) and 6.37 ± 11.88 (range: 1.03–39.34) in the delta frequency band, 1.06 ± 0.55 (range: 0.06–1.70) and 1.06 ± 0.89 (range: 0.08–2.60) in the theta frequency band, 0.68 ± 0.28 (range: 0.20–1.01) and 1.14 ± 0.24 (range: 0.01–3.46) in the alpha frequency band, 1.60 ± 1.65 (range: 0.45–4.86) and 11.88 ± 30.08 (range: 0.13 97.09) in the beta frequency band, 1.21 ± 0.78 (range: 0.28–0.57) and 2.19 ± 3.50 (range: 0.30–11.74) in the gamma frequency band, respectively.

Although the mean IPLs in each patient tended to be higher in unfavorable outcome groups than in favorable groups, no significant differences were identified in the all-frequency bands among the groups (Table 3).


Table 3. The mean ictal power laterality using relative power results, averaging all electrodes in each patient in the favorable and unfavorable outcome groups.
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CPS

Figure 2 shows the bar charts of the mean CPS in each patient in the favorable and unfavorable outcome groups by each frequency bands The mean CPS in each patient in the favorable and unfavorable outcomes were 56.2 ± 9.2° (range: 0.32–179.5°) and 86.5 ± 8.4 (range: 0.19–179.7) degrees in the delta frequency band, 61.7 ± 7.8 (range: 0.53–178.4) and 85.0 ± 7.3 (range: 0.77–177.8) degrees in the theta frequency band, 76.7 ± 7.6 (range: 3.33–175.0) and 89.4 ± 5.7 (range: 2.6–171.7) degrees in the alpha frequency band, 79.3 ± 5.6 (range: 15.0–167.4) and 91.9 ± 5.3 (range: 6.6–174.3) degrees in the beta frequency band, 71.2 ± 7.4 (range: 5.0–173.1) and 90.9 ± 6.0 (range: 5.3–172.9) degrees in the theta frequency band, respectively. The numeric data are provided in Supplementary Table 1.
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FIGURE 2. The bar charts of the mean cross-power spectrums (CPS) in each patient by each frequency band, in favorable and unfavorable outcome groups. Although the mean CPS in each patient tended to be higher in unfavorable outcome group in all frequency bands, significant differences were seen in the delta, theta, and gamma bands.


The mean CPSs in each patient in the unfavorable outcome group tended to be higher than those in the favorable outcome group in all frequency bands, and there were significant differences in the delta (p = 0.018), theta (p = 0.034), and gamma (p = 0.040) frequency bands.

The optimal cutoff values of the mean CPS in each patient for unfavorable outcome were 64.00 in the delta band (sensitivity: 100, specificity: 80%), 74.20 in the theta band (100, 80%), and 82.05 in the gamma band (100, 80%).

Subsequently, we calculated the CPS of each pair of symmetrical electrodes in each patient to identify the cortical regions that generated the differences of the mean CPS in each frequency band. Overall, 72.5% (29/40) of the pairs showed higher mean CPS values in the unfavorable than in the favorable outcome group. The CPS values were significantly higher in the unfavorable outcome group than in the favorable outcome group (p = 0.036 at F7 vs. F8 in the delta, p = 0.041 at F3 vs. F4 and p = 0.041 at F7 vs. F8 in the theta, p = 0.048 at F3 vs. F4 in the alpha, p = 0.012 at F7 vs. F8 and p = 0.010 at T3 vs. T4 in the beta, and p = 0.012 at F3 vs. F4 in the gamma frequency bands). Figure 3 indicate the pairs of symmetrical electrodes with significant mean CPS differences among the outcomes groups. The numeric data are described in Supplementary Table 2.
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FIGURE 3. The chart of a pair of symmetrical electrodes with large phase lags in the unfavorable outcome group. The red lines indicate the pair of symmetrical electrodes with significantly large phase lags between the unfavorable and favorable outcome groups, in the analyses for mean cross-power spectrum (CPS) of each pair of symmetrical electrodes. All of the pairs with the red line showed higher CPS in the unfavorable outcome group than in the favorable outcome group.





DISCUSSION


Summary of the Results

In this study, we analyzed the relative PS, IPL, and CPS by each frequency band on the scalp ictal-EEG of ES before CC. We compared the results between the patients with favorable and unfavorable outcomes after CC. No significant differences were found in terms of the relative PS and IPL between favorable and unfavorable outcome groups. Conversely, our study revealed higher CPS values regarding the delta, theta, and gamma frequency bands; these indicated phase lags of the waves of EEG among pairs of symmetrical electrodes in patients with unfavorable outcomes, compared to those with favorable outcomes. The differences in CPS tended to be apparent in the frontal and temporal areas.



Relative PS Analyses

Previous studies on the analysis of the EEG power indicated that the emergence of gamma activity during interictal scalp EEG in patients with West syndrome positively correlated with intractableness of seizures or severity of hypsarrhythmia (17, 18). Moreover, abnormal EEGs, defined as abnormal backgrounds and focal background slowing, were indicators of poor surgical outcomes in intractable epilepsy in patients with ES on inspection (19). Regarding the studies on ictal EEG of ES, Myers et al. (20) reported that less ictal slow activity was associated with better medical treatment responses in West syndrome. Using computer-based frequency analysis, Nariai et al. (21) reported that gamma and beta activities during spasms correlated with strong ictogenesis. Although we predicted that relative PS in both slow and fast activities would be higher in the unfavorable than in the favorable outcomes groups, there were no significant differences among the groups in this study. The powers of ictal activities in ES may not associate with the outcomes of CC.



IPL Analyses

We subsequently analyzed the IPL, which indicates laterality of powers of ictal EEG among bilateral hemispheres. In our previous report, we visually analyzed the ratio of the ictal peaks of the slow waves in bilateral hemispheres. The ictal slow waves were asymmetrical in patients with unfavorable outcomes after CC than in those with favorable outcomes (16). In this study, we compared the IPL, including delta to gamma frequency bands. However, this study did not show significant differences on any frequency bands, although the IPLs tended to be higher in the unfavorable than in the favorable outcome group. In our previous study on ictal slow waves, the electrodes with the most preceding seizure activity were selected for analysis (16). This study included all temporal and parasagittal electrodes for the analyses; the differences in the laterality may have been attenuated by averaging.



CPS Analyses

In our previous report using visual analysis, the peak of the negative slow wave during spasms showed more time differences among bilateral hemispheres in the unfavorable outcome group (16). Using computer-based analyses, we confirmed a larger phase lag in the unfavorable than in the favorable outcome group. Significant differences were observed in both slow activities of delta or theta bands and in gamma bands. The large phase lags in the slow frequency bands in the unfavorable group may reflect the negative peak delay in our previous report (16), and the small phase lags in the patients with favorable outcomes may reflect the approximation of epileptic excitations among bilateral hemispheres via transcallosal volleys (16, 22).

We additionally analyzed the mean CPS of each symmetrical pair of electrodes in each patient, to identify the origin of the phase lags. In this study, the CPS was higher among bilateral frontal and temporal regions in the unfavorable outcome group than in the favorable outcome group. The interhemispheric connection might be predominant via the anterior part of corpus callosum in the patients with favorable outcome group.



Study Limitations

Our study has some limitations. The number of the patients was not large, and the backgrounds of the patients were different. The results with statistical significances in this study became not significant after multiple comparisons. Larger samples are necessary for more definitive conclusion. Selection bias might occur, when we removed the ictal EEG data with muscle artifact. The sampling ratios (256 or 400 Hz) were lower than those in the previous studies (5, 21), and we could not analyze for more high frequency band of ripples (>80 Hz).




CONCLUSION

In conclusion, the large phase lags of delta, theta, and gamma activities among bilateral hemispheres during ES correlated with unfavorable outcomes following CC. Asynchronous activities in ES may indicate low performance of the corpus callosum in emergent seizures or severe epileptogenicity. These computed wave analyses for ictal-scalp EEG in ES may be used pre-operatively to predict outcomes of CC for ES.
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The purpose of this review is to provide a discussion of the history and utility of robotics in invasive monitoring for epilepsy surgery using stereoelectroencephalography (sEEG). The authors conducted a literature review of available sources to describe how the advent of surgical robotics has improved the efficacy and ease of performing sEEG surgery. The sEEG method integrates anatomic, electrographic, and clinical information to test hypotheses regarding the localization of the epileptogenic zone (EZ) and has been used in Europe since the 1950s. One of the primary benefits of robot-assisted sEEG implantation techniques is the ability to seamlessly transition between both orthogonal and oblique trajectory types using a single technique. Based on available information, it is our view that, when applied appropriately, robotic sEEG can have a low rate of complications and many advantages over both non-robotic sEEG implantation and traditional craniotomy-based invasive monitoring methods.

Keywords: robotics, stereoelectroencephalography, frameless technique, epilepsy surgery, neurosurgery


INTRODUCTION

The utilization of surgical robots has improved the precision and accuracy of a given procedure. Robots have predetermined, reproducible, and exact paths that limit error, excursions, and the potential for injury to nearby structures if utilized properly (1). Neurosurgeons recognized the utility of robotic assistance more than 30 years ago with the Minerva CT-guided biopsy (University of Lausanne) and PUMA (Advance Research and Robotics) systems, introduced in 1985 (2–4). These systems demonstrated high rates of malfunction and safety concerns related to a lack of operational safeguards and clinical experience. Additional operative robotic systems were subsequently introduced, including the NeuroMate (Integrated Surgical Systems) in 1987, an MRI-compatible system in 1995, and the Cyberknife system (Accuray Incorporated) in 1998 (5–7). The utilization of surgical robotics has improved the utility and performance of several neurosurgical procedures (3, 5, 8–16).

More recently, operative robotic systems for neurosurgical procedures have been increasingly adopted in the United States following the demonstration of their utility in Europe (17–22). Benabid et al. initially described a computer-driven technique for stereotaxy connected to CT and MR imaging in 1987 (5). Moreover, the neurosurgical center in Grenoble, France has utilized a stereotactic robot since 1989 and a microscope robot since 1995 for various surgical procedures (23). Their team further expanded the indications for robotic-assisted stereotaxy to include deep brain stimulation (DBS), stereoelectroencephalography (sEEG), and tumor biopsies or resections (17, 24). Finally, the ROSA-Brain system (Medtech, Zimmer Biomet) was released in 2007 and gained FDA approval in 2012 for cranial surgery (12, 25–27). The ROSA system is used typically for sEEG implantation; however, it is increasingly being applied to deep brain stimulation as well. While the ROSA system is widely utilized, there are now several other cranial robotic systems also in use for cranial surgery, including the Neuromate (Renishaw) and Renaissance (Mazor) systems (6, 16, 28–33). It is also noteworthy that much of the robust data on complications and surgical outcomes following robotic-assisted sEEG are performed using the ROSA system, which is again reflective of its widespread use specifically at large-volume epilepsy centers. Furthermore, non-robotic systems such as the FHC microtargeting epilepsy platform, may also play a role in some centers with limited patient volume or where robotic purchases may not be permissible (34, 35). These systems are less bulky and require less initial economic investment, but do not allow for a stereotactic plan which can be simultaneously modified during surgical placement. This review will describe how the advent of surgical robotics has improved the efficacy and ease of performing sEEG surgery. A timeline of important events in the history of robotics in sEEG surgery can be found in Figure 1.


[image: Figure 1]
FIGURE 1. A timeline of important events in the history of robotics in sEEG surgery.




ROBOTIC VERSATILITY FOR BOTH OBLIQUE AND ORTHOGONAL SEEG TRAJECTORIES

The epileptogenic zone (EZ) is commonly defined as the region of brain tissue that results in seizure freedom when removed. However, it is further described as the area of cortex which is indispensable for the generation of clinical seizures, taking into account both the anatomical location of the origin of the seizures as well as the associated regions of discharge which give rise to their accompanying clinical symptoms (36, 37). Therefore, it is essential to fully delineate the EZ prior to effective epilepsy surgery (37–39). Epileptologists attempt to identify the EZ via non-invasive methods, such as video electroencephalography (EEG) and advanced imaging studies such as magnetic resonance imaging (MRI) (40). In many instances, however, invasive monitoring is required to adequately understand and characterize the EZ (41, 42). Stereoelectroencephalography (sEEG) is a method of planning and implanting percutaneous intracerebral electrodes based upon a customized patient-specific anatamo-electro-clinical hypothesis (43). In other words, the sEEG method integrates anatomic, electrographic, and clinical information to test hypotheses regarding the localization of the EZ and has been used in Europe since the 1950s (44).

Orthogonal placement of sEEG electrodes is heavily influenced by the Talairach method (45). First described by neurosurgeons Talairach and Szikla in 1967, this method creates a standardized grid for neurosurgical procedures, whereby distances to lesions were proportional to the overall brain size (46). In 1988, a second edition of the Talairach Atlas was coauthored by Tournoux and was based upon a postmortem dissection of a human brain (47). The Talairach coordinate system is defined by making two anchors—the anterior commissure (AC) and posterior commissure (PC)—lie on a straight horizonal line in the midsagittal plane. Originally, this method used pneumoencephalograms to identify these two anatomical anchor points. Bancaud, a neurologist, collaborated with Talairach to develop a collaborative approach to sEEG implantation. Therefore, sEEG allowed not only the recording of deep brain structures but also the possibility of a three-dimensional analysis of seizure spread and distribution as well as its correlation to a patient's clinical characteristics. Orthogonal sEEG implantations are standardized to enable electrographic information to be obtained from both the cortical surface and deep targets.

One of the great advantages of robot-assisted implantation techniques is the ability to seamlessly transition between both orthogonal and oblique trajectory types using a single technique. Previously, neurosurgeons would use a Talairach frame, which provided the capability of rapid implantation of orthogonal sEEG electrodes, but was unable to place oblique electrodes (48). When the Talairach frame was used, a Leksell frame could then be used secondarily if an oblique trajectory was necessary. A recent study by Bourdillon et al., which compared the traditional orthogonal Talairach approach to a frame-based robotic technique, concluded that while both procedures are safe and sufficient, the effective accuracy (96.5 vs. 13.7%; 95% CI, −0.863 to −0.781; p < 0.001; t = −39.92) and absolute accuracy (1.15 vs. 4.00 mm; 95% CI, 2.597–3.183; p < 0.001; t = 19.73) was significantly higher in cases utilizing the robotic technique (49). These findings highlight the added value of robotics in the precision and accuracy of implantation. In contrast, the Leksell frame can be used to place both oblique and orthogonal trajectories but is limited by a need to manually configure each trajectory intraoperatively and also the Leksell frame “no-fly zone,” which sometimes necessitates replanning of trajectories intraoperatively based on Leksell frame placement (50). Robotic devices circumvent these limitations and enable a platform through which sEEG trajectories can be planned entirely before entering the operating room.

While the discussion of oblique vs. orthogonal implantation trajectories is subjective and heavily dependent on individual surgeon training and experience, it is our view that orthogonal or quasi-orthogonal implantation trajectories (in relation to the midline sagittal plane as defined by the AC–PC) are preferred for most sEEG targets. We would like to emphasize that surgical robotics allow for the safe and accurate implantation of sEEG electrodes in any direction; however, oblique trajectories play a crucial role for some targets (see below). There are three primary conceptual justifications, in our view, for favoring orthogonal implantations for the majority of sEEG trajectories:

1) Coverage volume reasons: Numerous functional networks are distributed and organized along an orthogonal orientation vs. the mid-sagittal plane. For example, the orientation of the cortical and subcortical perisylvian areas are principally distributed along a rostral–caudal orientation. Therefore, systematic orthogonal electrode implantation facilitates an understanding of the target structure(s) and also its interaction with surrounding brain pathways. While there are many networks in the brain that are not organized orthogonally, many relevant to the mesial temporal lobe, for example, can be investigated in an orthogonal approach to record activity of the amygdala or hippocampus, while more superficial trajectories can record from the temporal neocortex. In relation to SEEG electrode implantation, the Talairach method also aims to successively place anteroposterior and dorsoventral depth electrodes, thus obtaining broad electrophysiological coverage that reconstitutes the three-dimensional brain volume. In addition, this technique remains uniquely suited for the rational investigation of longitudinal and transversal cortical connections. If oblique trajectories are applied as the primary manner of exploration, this three-dimensional understanding may be overlooked or underrepresented.

2) Surgical reasons: The three-dimensional anatomical definition of the EZ is conceptualized in orthogonal planes (axial, coronal, and sagittal) during surgical resections (51). Thus, neurosurgeons typically appreciate neuroanatomy in orthogonal orientations that are constructed within the surgeon's mind, as these orthogonal planes and their anatomic relationships are constant and predictable and routinely parallel with imaging studies. Upon introduction of an oblique plane, this necessary predictability is lost, and the anatomical relationships between structures is increasingly obscured (52). With the advent of surgical robotics, oblique trajectories have become increasingly prevalent. This ultimately results in significantly increased complexity in interpreting SEEG recordings. Finally, a comprehensive neuroimaging pipeline allows for the direct visualization of sEEG anatomical targets and electrodes. The quality of imaging studies and the overlay between a fiducial-based scan and the planning scan allows the stereotactic robot arm to maximize precision via an accurate registration, safely place sEEG electrodes, and provide for meaningful interpretation of clinical information. As the technology evolves, image registration may eventually become an automated process; however, it will still rely on selection of fiducials until real-time imaging feedback can be incorporated into the surgical workflow.

3) Technical reasons: Orthogonal implantations may be safer and more precise when compared to oblique trajectories (53). Oblique trajectories in relation to the skull may generate lead deflections, which may factor into placement inaccuracies (such as epidural electrodes, for example) or predispose a patient to complications, such as intracranial hemorrhage. In addition, long oblique trajectories (e.g., the medial–lateral insular trajectory) may have decreased accuracy due to long span. Orthogonal implantations are shorter and moreover less prone to deflections.

Oblique implantations are conducted in specific situations, where the targeted cortical areas are truly and more efficiently explored via such trajectories, as described:

1) Ventromedial prefrontal cortex (vmPFC): Significant portions of vmPFC, which includes the gyrus rectus and the orbital gyri, can be difficult to investigate via standard orthogonal sEEG trajectories. The bony structure of the orbital cavity necessitates oblique trajectories. As mentioned, attempts at low orthogonal approaches to the gyrus rectus may also lead to a subdural deflection of the sEEG electrode. The preferred implantation method for this region is obtained via oblique orientation electrodes with an entry point located in the frontal areas (at the hair line) in converging orientation and targeting the most posterior and medial aspect of the vmPFC in the gyrus rectus.

2) Dorsal frontal and parietal areas: The dorsal frontal areas are also challenging to investigate via orthogonal SEEG trajectories. The skull is curved in this topography, thus making orthogonal implantations imprecise and perhaps less safe (53). Oblique implantations are more suitable when placed along the coronal plane while preserving orthogonality in the sagittal plane. The dorsal parietal areas are equally as difficult for orthogonal electrode implantation for similar reasons. In these situations, oblique SEEG trajectories that are nearly perpendicular to the skull are preferred to avoid deflection.

3) Skull defects preventing orthogonal trajectories: Skull defects, such as from prior surgical intervention, may prevent typical lead placement if the bony defect is in the orthogonal projection of the intended target. In this scenario, oblique implantations are preferred and perhaps the only alternative. This may further apply to trajectories where bone may be too thin to accommodate an anchor post, or in the presence of air cells, bony emissary vessels, etc. However, there are unique situations in which oblique trajectories are warranted. For example, in some cases of temporal corticectomy, an oblique trajectory may be required to reach mesial structures.

4) Insula: The insular cortex can be explored with either orthogonal or oblique SEEG trajectories (54, 55). However, a medial to lateral oblique trajectory maximizes gray matter coverage of the insular gyri. Trajectories originating from the frontal bone can target the anterior short gyri and conversing a parietal bone entry site can be used to approach the posterior long insular gyri. A combination of both trajectories is commonly used, depending on the pre-implantation hypothesis. These oblique trajectories maximize insular coverage by providing several contacts within the insula, whereas orthogonal approaches provide only one or two insular electrodes per trajectory (56). The disadvantage of oblique approaches is the lack of opercular coverage. With an orthogonal approach, a single SEEG electrode may explore the insula with its distal contacts and also explore the adjacent opercular cortex with its most superficial contacts. Since the insulo-opercular regions are often involved together in the EZ, the simultaneous evaluation of both cortical areas has distinct advantages in understanding the organization of the EZ and provides a functional assessment of the opercular areas, which may ultimately require resection to gain surgical access to the insular cortex. However, this subtle disadvantage of oblique investigations can be overcome with the addition of orthogonally placed electrodes in the opercular areas in addition to oblique insular electrodes, albeit this approach requires added electrodes.



COMPLICATIONS AND PATTERNS OF USE IN SEEG IMPLANTATION: CONTRIBUTIONS OF ROBOTICS

While different invasive monitoring techniques offer distinct philosophical approaches, as well as unique advantages and disadvantages, sEEG stands apart as a less invasive approach (57). Furthermore, sEEG provides an exclusive opportunity to sample and record from deep cortical structures with unparalleled accuracy to provide surgeons and clinicians with high-powered, three-dimensional mappings of epileptic networks that are used to meticulously guide resection (58). As the use of sEEG for invasive monitoring becomes increasingly popular, both within the United States and across the globe, its relative safety and efficacy has been well-documented and its rate of complications are reported to be the lowest amongst all methods of invasive monitoring in both adult and pediatric patient populations (59–64). Though sEEG has been in use in France since the 1950s, the advent of robotics and recent neuroimaging techniques have led to its proliferation and acceptance throughout North America (65).

The largest sEEG series ever reported, by Cardinale et al., described the 20-year single-institution experience of seizure freedom rates, outcome predictors, and complication rates from 742 sEEG procedures in 713 patients conducted between May 1996 and July 2018 (66). Seizure freedom outcomes were compared to 1,128 patients who underwent surgical intervention after non-invasive evaluation. Furthermore, 185 of the sEEG cases (25.9%) were pediatric patients with the average total cohort age of 26.2 ± 11.8 years. The institutional surgical workflow consisted of the traditional Talairach approach until 2009, after which time the center adopted an image-guided workflow utilizing 3D imaging and robotic assistance (3DIRA). Among sEEG patients, resective surgery was indicated in 79.9% of the total cohort, with 59.4% of patients ultimately achieving seizure freedom at 2 years. With regards to medical and procedural complications, these were present in 13 (1.8%) procedures of which 4 (0.5%) were classified as major events (i.e., one death, two permanent contralateral hemiplegic conditions, and one unilateral leg compartment syndrome with permanent deficit). Although statistically insignificant, it is noteworthy that the overall complication rate was lower following implementation of the 3DIRA workflow (0.9 vs. 2.4%; p = 0.16), and no major procedure-related complications were reported out of 5,181 3DIRA-implanted electrodes. These findings substantially support the efficacy and safety of sEEG in both adult and pediatric patients. Furthermore, the decreased rate of complications following implementation of a 3DIRA workflow emphasizes the value and utility of new robotic technologies in neurosurgery.

In 2016, Mullin et al. published a meta-analysis of observational data describing the rates of sEEG complications in 2,624 patients aged between 1 and 69 years (average age, 24 years) from 30 previously published studies (62). Additionally, the review included 124 pediatric patients (4.7%) from four previously published studies examining the efficacy and safety of sEEG in children (67–70). The pooled prevalence rate of 1.3% (95% CI 0.9–1.7%) for all complications demonstrates a remarkably low complication rate in sEEG surgery. While the most common risk is hemorrhagic complications (pooled prevalence 1.0%, 95% CI 0.6–1.4%), the hemorrhage rate was significantly lower when compared to a meta-analysis of patients monitored with subdural grid electrodes (SDG; pooled prevalence 4.0%, 95% CI 3.2–4.8%) (61). Furthermore, a lower overall rate of infection in sEEG monitored patients (pooled prevalence 0.8%, 95% CI 0.3–1.2%) was demonstrated when compared to the reported infection rate (pooled prevalence 2.3%, 95% CI 1.5–3.1%) in the previously mentioned meta-analysis. The overall pooled prevalence of either transient or permanent neurological deficits was 0.6% (95% CI, 0.2–1.0%); however, it was noted that the causes of permanent neurological deficit were not always attributable to sEEG. Of the 2,624 patients in the pooled meta-analysis, there were five reported mortalities: two from intracerebral hemorrhage (ICH), two from preimplantation ventriculography (which is no longer performed routinely at most centers), and one from severe cerebral edema from a likely underlying metabolic derangement. The meta-analysis also noted a total of 11 hardware complications, including one patient who required an additional craniotomy for removal of a retained electrode.

When comparing the complication rates of the two most common methods of invasive monitoring, sEEG and SDG, the relative safety and efficacy of sEEG becomes increasingly clear. A systematic review published by Yan et al. in 2019 examined rates of epilepsy surgery-associated morbidity and subsequent seizure freedom in patients with drug-resistant epilepsy (DRE) monitored with either sEEG or SDG (59). The review included 48 observational studies that captured 1,973 sEEG patients and 2,036 SDE patients, of which 29 examined both adult and pediatric patients and 8 were pediatric-only studies. While none of the included studies performed direct head-to-head comparisons between the two monitoring techniques, sEEG was associated with 4.8% morbidity compared to a rate of 15.5% with SDG (WMD, −10.6%; 95% CI, −11.6–19.6%; p = 0.001). Reported complications included hemorrhage, infection, cerebrospinal fluid (CSF) leak, lead fracture, transient and permanent neurological deficits, and medical complications. Rates of subdural and epidural hematoma (0.7% sEEG; 3.4% SDG; WMD, −2.6%; 95% CI, −2.8 to −2.4%; p = 0.01), cerebrospinal fluid leak (0% sEEG; 0.6% SDG; WMD, −1.0%; 95% CI, −1.1 to −0.9%; p = 0.01), lead fracture (0.4% sEEG; 1.0% SDG; WMD, −0.5%; 95% CI, −0.7 to −0.2%; p = 0.01), transient neurological deficit (1.9% sEEG; 5.7% SDG; WMD, −1.4%; 95% CI, −1.7 to −1.1%; p = 0.01), and medical complications (0.7% sEEG; 2.6% SDG; WMD, −1.4%; 95% CI, −1.7 to −1.2%; p = 0.01) were significantly lower among sEEG patients compared to SDG. The rate of infection was also significantly lower among sEEG patients (0.9% sEEG; 1.6% SDG; WMD, −1.6%; 95% CI, −1.7 to −1.5%; p = 0.01). Although sEEG can be technically difficult in very young children (i.e., before the age of 2 years), it provides a means of extended recording time coupled with a lower risk of infection compared to SDG (71). While intraparenchymal hemorrhage was significantly more common in sEEG (2.3% sEEG; 1.4% SDG; WMD, 1.5%; 95% CI, 1.4 to −1.7%; p = 0.01), the results suggest an overall lower complication profile compared to SDG. The pooled prevalence of mortality was 0.2% among sEEG patients and 0.4% among SDG (WMD, −10.6%; 95% CI, −11.6 to −9.6%; p = 0.01) with all mortalities attributed to the method of invasive monitoring itself.

Additional benefits of sEEG with regards to low complication rates can be seen at the individual patient level. A recently published individual patient data (IPD) meta-analysis by Remick et al. was the first to simultaneously examine individual patient phenotypes and their outcomes following invasive monitoring with either sEEG or SDG (63). The review analyzed 595 patients from 33 studies, of which 15 examined both adult and pediatric patients and nine included pediatric patients only. Morbidities such as infection, hemorrhage, and transient and permanent neurological deficits were used as dependent variables in a regression analysis aimed at identifying their associations with patient phenotypes. The results indicate that clinical profiles of patients undergoing sEEG significantly differ from their SDG counterparts. For example, sEEG was a dominant contributor to patient phenotypes associated with low morbidity, while patient phenotypes involving multiple subpial transections, anterior temporal lobectomy, amygdalectomy, and hippocampectomy disproportionately contributed to greater morbidity and were strongly colinear with SDG. As a result, complication rates may be associated with the unique epileptic etiologies that invasive monitoring is used to explore. The authors conclude that while sEEG is associated with a lower rate of resection (82.0%; 95% CI, 78.8–84.2%) compared with SDG (92.7%; 95% CI, 91.1–94.4%; p = 0.0002), the clinical phenotypes of sEEG patients were also associated with lower rates of complication, suggesting that the nature of the invasive monitoring technique itself may contribute to patient morbidities. As a minimally invasive approach, sEEG may provide patients with a lower risk approach to successful localization of the EZ.

Finally, there may be spatial and temporal trends in sEEG utilization that contribute to complications in its use. For example, sEEG electrodes were first used to study epilepsy in France during the 1950s; however, the technique did not emerge in practice in the United States until the mid-1970s, where it has been slow to gain popularity (72). While sEEG usage has exponentially increased in recent decades, it is still considered a relatively novel technique when compared to traditional North American methods such as SDG (64). As a result, differences in both institution- and surgeon-level education, training, and experience may contribute to observed rates of complications and decrease over time as sEEG becomes a more widely utilized approach. Furthermore, while modern robotic placement is gaining traction as a valuable enhancement to the precision and accuracy of traditional stereotaxy, many centers continue to utilize manual frame-based and frameless techniques for electrode insertion.

While many of the studies discussed in this review are reflective of adult data, a great number included children in their analyses. This is not surprising as pediatric cases represent a large proportion of sEEG implantations, especially at high volume epilepsy centers. However, the safety profile of robotic sEEG usage in children is comparable to adults in pediatric-only studies (48, 70, 71, 73–76). Furthermore, some studies have examined differences in the utility of frameless robotic technique as opposed to the traditional Talairach frame approach, suggesting that pediatric patients specifically benefit from the swift precision and accuracy that is gained through the use of surgical robots in sEEG surgery. A recent observational study described the technical aspects of and comparison between frameless robot-assisted vs. Talairach frame-based sEEG in 17 children with DRE at an institution with over 30 years of sEEG experience (48). The authors report that, while there were no significant differences in complication rates regardless of a robotic approach, the frameless robot-assisted technique was more efficient, as it required less operating room time and time under anesthesia.



CONCLUSION

The contributions of robotics to the safety and efficacy of invasive monitoring in epilepsy surgery have grown substantially in recent decades. Although sEEG has been in use in France since the 1950s, the advent of robotics and recent neuroimaging techniques have led to its proliferation and acceptance throughout North America. The traditional Talairach frame approach provided the capability of rapid implantation of orthogonal sEEG electrodes; however, it falls short of allowing placement of oblique electrodes. One of the great advantages of robot-assisted implantation techniques is the ability to seamlessly transition between both orthogonal and oblique trajectory types using a single technique. Furthermore, while there are a variety of factors that contribute to both the rates and types of complications observed in sEEG patients, sEEG surgery demonstrates an inherently low complication profile, especially when compared to traditionally held methods of invasive monitoring, such as SDG.
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It is increasingly recognized that deep understanding of epileptic seizures requires both localizing and characterizing the functional network of the region where they are initiated, i. e., the epileptic focus. Previous investigations of the epileptogenic focus' functional connectivity have yielded contrasting results, reporting both pathological increases and decreases during resting periods and seizures. In this study, we shifted paradigm to investigate the time course of connectivity in relation to interictal epileptiform discharges. We recruited 35 epileptic patients undergoing intracranial EEG (iEEG) investigation as part of their presurgical evaluation. For each patient, 50 interictal epileptic discharges (IEDs) were marked and iEEG signals were epoched around those markers. Signals were narrow-band filtered and time resolved phase-locking values were computed to track the dynamics of functional connectivity during IEDs. Results show that IEDs are associated with a transient decrease in global functional connectivity, time-locked to the peak of the discharge and specific to the high range of the gamma frequency band. Disruption of the long-range connectivity between the epileptic focus and other brain areas might be an important process for the generation of epileptic activity. Transient desynchronization could be a potential biomarker of the epileptogenic focus since 1) the functional connectivity involving the focus decreases significantly more than the connectivity outside the focus and 2) patients with good surgical outcome appear to have a significantly more disconnected focus than patients with bad outcomes.

Keywords: intracranial electroencephalography, epileptiform discharges, epileptic focus, epilepsy surgery, surgical outcome, functional connectivity


INTRODUCTION


Networks at Work

It has long been recognized that most anatomical subdivisions of the brain exhibit some degree of functional specialization (1, 2), and localization of the neural substrate of brain function has constituted the workhorse of neuroscientists for decades. More recently, it was shown that a deeper understanding of brain functions could be gained by investigating functional specialization at the scale of brain networks. Functional networks emerge as sets of brain regions that exchange information in a spontaneous and transient fashion through synchronization of their activity (3, 4), a process commonly referred to as “functional connectivity.” Importantly, healthy functioning of brain networks relies on precise levels of connectivity among its constituting structures, and alterations of functional connectivity were shown to be involved in various neurological diseases (5).



Epilepsy as a Network Disease

In epilepsy, it is increasingly recognized that deep understanding of seizures requires both localizing and characterizing the functional network of the region where they are initiated, which is usually referred to as the epileptic focus. As was originally postulated by Spencer, seizures arise when an epileptic focus disrupts the balance of functional connectivity within a network, thereby driving its constituting regions into aberrant discharges (6). This theoretical framework is supported empirically by a number of studies showing permanent alterations in brain connectivity in epilepsy. Indeed, resting-state brain functional connectivity in epileptic patients is significantly different from control subjects (7–9). Interestingly, abnormal increases in functional connectivity seem to be closely associated with evolution of the disease (10) and local hypersynchrony/ hyposynchrony were found to be potential electrophysiological/hemodynamic biomarkers for localizing the epileptic focus (11–15). This clinical perspective was further investigated during epileptiform discharges (16) and seizures (17–19), during which regions with elevated connectivity spatially overlapped with the clinically defined epileptic focus. However, it is still unclear whether functional connectivity increases or decreases at seizure onset, as both findings are reported in the literature. Those contrasting findings cannot be attributed to different recording modalities since contradictions arise both from magnetoencephalography (MEG) (20, 21) and intracranial electroencephalography (iEEG) (22–28) studies. In addition, although those studies evaluate functional connectivity using different metrics, most of them use broad-band cross-correlation and mean phase coherence, which were shown to perform relatively similarly on simulations (29) and in vitro (30) studies. At least three possible explanations could explain these discrepancies: (1) the definition of the electrical onset of seizures can vary among epileptologists; (2) the changes in connectivity that culminate in seizures might begin before visually identified electrical onset, and (3) different frequency bands could act as distinct information transfer channels during seizures, which has been seldom investigated.



Ictal vs. Interictal Networks

In addition to seizures, epilepsy is characterized by brief asymptomatic electrical discharges called interictal epileptiform discharges (IEDs). Given their sharp shape on electroencephalographic recordings and the large spatial overlap of their generators with the epileptic focus (31), IEDs might be an easier proxy than seizures to study the alterations of functional connectivity in epilepsy. Indeed, it was found that functional connectivity during IEDs might be informative for identifying the epileptic focus as they co-localize with the site of seizure onset (32–36). However, all of those studies evaluated functional connectivity in a relatively large window, which mixes the changes specific to IEDs with those preceding and following IEDs.

In the present study, we hypothesized that functional connectivity exhibits significant variations in the amplitude of synchronization time-locked to the appearance of IEDs, as recorded by intracranial macroelectrodes. In addition, we hypothesized that the epileptic focus displays smaller high-frequency synchrony during IEDs than other brain regions.




METHODS


Patients

For this study, we retrospectively collected data from patients with pharmacoresistant epilepsy who were admitted at the epilepsy monitoring unit of the University of Montreal Hospital Center. Thirty-five consecutive patients undergoing iEEG recordings as part of their pre-surgical evaluation were recruited for this study. In case patients had more than one epilepsy surgery, only the first invasive investigation was considered in this study. The research project was approved by the University of Montreal hospital research center ethics committee (approval reference number: 18.016).



Recordings

All iEEG recordings were acquired from a combination of subdural strip, grid (10 mm spacing, 2.3 mm diameter of exposed area per contact, AD-TECH, WI, USA) and depth electrodes (5 mm spacing, 1.6 mm contact per contact, AD-TECH, WI). iEEG signals were sampled at 2 kHz and digitized (eAMP 64 channel EEG amplifier, Stellate now Natus medical, CA). Electrode contacts were labeled according to timing of the epileptic activity they display during seizures into 3 classes: focus (F—involved at onset), propagation (P—involved after seizure spread), and silent (S—not involved). An expert epileptologist (D.K.N.) reviewed seizure traces and assigned class labels to each electrode contact.



Data Processing

For each patient, we randomly selected a subset of IEDs among continuous recordings and extracted a three-second epoch around the positive peak of IEDs, as marked by an expert epileptologist (-2 to 1 s). To avoid sleep cycles' effect on IEDs, these were selected from awake state day recordings. An average of 51 IEDs were randomly selected per patient to provide a global picture of their interictal epileptiform activity. Data epochs were mirror band-pass filtered in consecutive frequency bands (theta-θ: 4-7Hz, alpha-α: 8-12Hz, beta-β: 12-30Hz, gamma1-γ1: 30-60Hz, and gamma2-γ2: 60-120Hz) with a finite impulse response (FIR) filter defined using a Kaiser window, as implemented in Brainstorm (37). The backward and forward filtering technique was used to keep the phase of signals intact. In order to avoid edge effects, only the [−1, 0.5] s window was considered for analysis. We then evaluated pairwise connectivity among iEEG electrode contacts within a frequency-adapted sliding window. We set the sliding window to two periods of the middle frequency per band (θ: 363 ms; α: 200 ms; β: 95 ms; γ1: 44 ms; γ2: 22 ms) and computed in each window the phase-locking value (PLV) (38), which is a measure of synchrony bounded between 0 (asynchrony) and 1 (synchrony). We thus obtained one Ne x Ne PLV-based synchrony matrix for each time window and frequency band, where Ne is the number of electrode contacts. For details regarding the mathematical basis of PLV, readers are referred to (38). In brief, PLV is a measure of synchrony which computes a degree of phase-locking between the components the components of 2 time series at each latency. The PLV at each time instant t is then computed as the average value:
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where θ(t, n) is the difference between phases of the 2 given signals at time t and trial n, and N is the number of trials.

We recall that the size of the sliding window used for analysis of the time course of connectivity was frequency adaptive. Since phase locking of Hilbert-transformed signals assesses coupling among oscillators, the analysis window was selected in terms of cycles of oscillation. In this work, we chose 2 cycles of oscillation to balance the need for sufficient temporal resolution and signal-to-noise ratio.



Dynamics of Global PLV-Based Synchrony

PLV-based synchrony values were averaged within each matrix to obtain a single time course for each IED and frequency band, representing the dynamics of global PLV-based synchrony. Since those matrices are symmetrical, only upper off-diagonal values were averaged. Time courses of PLV-based synchrony were then averaged over IEDs for each frequency band to reveal band-specific dynamics. In order to identify the time windows during which the global PLV-based synchrony level departs significantly from chance level, we designed a band-specific non-parametric statistical procedure. First, electrode signals were randomly shuffled across IEDs, such that electrode signal Xi,k from electrode i and IED k is replaced by the signal Xi,l, where l is a IED index and k≠l. This procedure disrupts the connectivity structure among sensors while preserving the IED shape (39). Dynamics of global connectivity is then computed using the procedure described in the previous section. The shuffling operation is iterated 1,000 times to produce confidence intervals (99% percentile, corresponding to p < =0.01) on the global level of PLV-based synchrony at each time window.

To further ensure that observed dynamic changes of PLV-based synchrony are specific to IEDs, we repeated the described analysis on randomly selected epochs. For each patient, 50 markers were set randomly on the DC component of iEEG signals to avoid any bias toward epileptic activity. Epochs [-2, 1] s were then exported and analyzed.



IED-Locked PLV-Based Synchrony Changes

We then computed the dynamics of PLV-based synchrony according to the connectivity types: the links among electrodes in the focus (F-F), among electrodes in the propagation area (P-P), among electrodes in silent areas (S-S) and across areas (F-P, F-S, P-S) were averaged separately within each connectivity matrix. The focus area (or seizure onset zone), the propagation zone, and silent electrodes were determined by an expert epileptologist based on visual interpretation of seizure recordings. The focus area was defined as the one displaying the first unequivocal intracranial EEG sign of change from the background that leads to a clear sustained rhythmic discharge, without return to background activity. The propagation zone is composed of other electrodes (areas) showing ictal activity but with a delay with regard to the onset zone. Figure 1 shows illustrative examples of iEEG ictal signals recorded by electrodes within the focus area (red), propagation area (yellow) and silent area (blue) This electrode classification (based on ictal recordings) was then used to compute the dynamics of PLV-based synchrony during interictal epileptiform discharges. Figure 2 displays illustrative examples of IEDs as recorded in the focus area (red), propagation area (yellow), and silent area (blue).


[image: Figure 1]
FIGURE 1. Illustrative examples of intracranial EEG ictal signals recorded by electrodes within the focus area (red), propagation area (yellow) and silent area (blue). The x-axis displays time (in seconds). Green vertical lines are spaced one second each. The red dashed vertical line displays electrical seizure onset.



[image: Figure 2]
FIGURE 2. Illustrative examples of IEDs as recorded in the focus area (red), propagation area (yellow), and silent area (blue). The x axis displays time (in seconds). Green vertical lines are spaced one second each.


The dynamics of PLV-based synchrony of each connectivity type were then averaged across IEDs to obtain an average time course. We then quantified the change in PLV-based synchrony at the IED peak relatively to a baseline window (-1 to−0.5s relative to IED marker) by computing a z-score ([IED peak—average of baseline] / std. of baseline). The PLV-based synchrony change scores involving the focus—F-F/F-P/F-S—and those not involving the focus—P-P/P-S/S-S—were analyzed separately.

We then assessed the relationship between the changes in PLV-based synchrony of each connectivity type and the surgical outcome of patients. We categorized patients as having either good (Engel I and II post-surgical outcome scores) or bad (Engel III or IV) and assessed the effect of surgical outcome and frequency bands on PLV-based synchrony changes. Since data patients with good and bad outcomes had unequal variances, we conducted non-parametric t-tests: for each frequency band, we computed the t-statistic to measure the difference of average PLV-based synchrony change between patients with good and bad outcomes. This statistic was compared against 100 000 surrogate t-statistic generated by randomly shuffling patients across groups. Differences between patients with respect to surgical outcome were considered significant if the t-statistic exceeded 500 random t-statistics, which corresponds to a Bonferroni-corrected 5% significance level.




RESULTS


Patients

In total, 35 patients (15 female, age 34.0 ± 10.8 years—demographic and clinical data are provided in Table 1) were recruited and an average of 51 IEDs (average 51.5±8.0) were selected for each patient. Twenty-one and ten patients were categorized as having good and bad surgical outcomes, respectively. Follow-up was not available for four subjects and were thus excluded from the surgical outcome association analysis.


Table 1. Demographic and clinical characteristics of patients.
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Dynamics of Global PLV-Based Synchrony

As can be seen from Figure 3, the global level of PLV-based synchrony changes in a frequency-dependent manner. Low frequency bands (θ, α, β) display an increase in PLV-based synchrony time-locked to the appearance of the IEDs while high frequency bands display a decrease in PLV-based synchrony. However, those changes exceed the confidence interval only for the γ2 band. PLV-based synchrony changes for low-frequency bands were not statistically significant. Interestingly, such changes were absent from global PLV-based synchrony during randomly selected epochs, for any frequency band (Figure 4).


[image: Figure 3]
FIGURE 3. Average time course of the iEEG functional connectivity. The average PLV across pairs of iEEG contacts for each patient is represented with a light solid line and the average across patients is displayed in thick colored lines. Confidence intervals for the average across patients are displayed as a dark shaded area. The time axis is centered on the peak of IEDs (time 0). In general, the average functional connectivity, as measured with the phase-locking value (PLV), increases at IED peak for lower frequency bands (<30 Hz) and decreases for higher frequency bands (>30 Hz). The y-axis displays absolute variation in terms of z-score.



[image: Figure 4]
FIGURE 4. Average time course of the shuffled iEEG functional connectivity; results were only flat noise and no change in connectivity was observed for all frequency bands.


We found no significant interplay between low and high frequency bands. By correlating the average relative changes in functional connectivity across low and high frequency bands (theta/alpha/beta X gamma1/gamma2) across patients, we found no statistically significant linear associations.



IED Changes of PLV-Based Synchrony According to Connectivity Type

We compared changes of PLV-based synchrony at the IED peak relative to a preceding baseline period separately for connectivity involving the focus and connectivity not involving the focus:

When analyzing PLV-based synchrony involving the focus (Figure 5, left), non-parametric pairwise t-tests revealed that IED-locked high-frequency (γ1: p = 0.0088; γ2: p = 0.0183) PLV-based synchrony is significantly different between patients with good and bad outcomes. However, those differences did not survive Bonferroni correction (γ1: p = 0.088; γ2: p = 0.18). No significant differences in low-frequency IED-locked PLV-based synchrony were found between patients with good and bad outcomes (θ: p = 0.95, α: p = 0.26, β: p = 0.31). We then averaged IED-locked PLV-based synchrony changes within low (θ+α+β) and high (γ1+γ2) frequencies and repeated the non-parametric test. We found that IED-locked high-frequency PLV-based synchrony was significantly lower in patients with good than in patients with bad outcome (p = 0.023, corrected) while no difference was found for low-frequency PLV-based synchrony (p = 0.59, uncorrected).


[image: Figure 5]
FIGURE 5. Comparison of PLV variations among the (good outcome—G vs. bad outcome—B) patients groups for each frequency band using a 2-way ANOVA. Connectivity involving the epileptic focus (F-F, F-P, and F-S connections, A) increases in lower frequency bands and decrease in higher frequency bands. Differences between patients groups reach significance at the 5% level for gamma1 and gamma2 bands. Connectivity not involving the focus (P-P, P-S, and S-S, B) shows similar trends but differences were not significant. Outliers are represented with a “+” symbol. Significant differences are represented with a “*” symbol.


When analyzing PLV-based synchrony not involving the focus (Figure 5, right), we found that neither high (γ1: p = 0.43; γ2: p = 0.48—corrected) nor low (θ: p = 0.93, α: p = 0.67, β: p = 0.46—uncorrected) frequency IED-locked PLV-based synchrony differed between patients with good and bad outcomes. After averaging PLV-based synchrony changes within bands, differences between patients with good and bad outcomes were not significant (low freq.: p = 0.92; high freq.: p = 0.092—corrected).



Illustrative Cases

Patient 1 is a 35 year-old male with persistent nocturnal seizures (2–3 per day) despite eight antiepileptic drug trials. A presurgical evaluation revealed on surface EEG left fronto-temporal IEDs while ictal single-photon emission computed tomography (SPECT) and interictal positron emission tomography (PET) imaging showed, respectively hyperperfusion and hypometabolism over the left inferior frontal gyrus and anterior insula. MEG dipole imaging of IEDs showed a dense cluster of dipoles over the left superior temporal gyrus, anterior insula and left inferior frontal gyrus. IEEG recordings showed frequent interictal spiking activity in the anterior insula and broad onset of seizures, including the insula, the inferior frontal gyrus, the orbito-frontal gyrus and the superior temporal gyrus. The patient subsequently underwent an insulectomy (see Figure 6, top) that rendered him seizure-free for 6 months prior to recurrence. Interestingly, the resection site does not overlap with the site of maximal decrease of functional connectivity in the gamma2 band at the peak of IEDs (Figure 6, top), which was rather located in the lateral inferior frontal gyrus. Importantly, a second surgery targeting the lateral inferior frontal gyrus and orbitofrontal cortex subsequently rendered the patient seizure-free (follow-up of 2 years).


[image: Figure 6]
FIGURE 6. Variation of functional connectivity in the high gamma band (60–120 Hz) as measured with PLV index at the IED peak with respect to baseline (-1 to−0.5 s) for two illustrative patients. The variation index was computed for each electrode contact then interpolated over the underlying cortical surface using an in-house algorithm. The resection site targeted by a later surgery is overlaid as a thick contour. The first patient (upper row) had 2 surgeries; the first one targeted mainly the anterior insula (white contour line) while the maximal decrease of PLV was found in the lateral inferior frontal gyrus. The second surgery (orange contour line) targeted left orbitofrontal and frontal lateral regions, which was concordant with the sites of maximal PLV variation. For the second patient, the resected site (orange contour line) overlaps with the two sites with maximal PLV variation. The PLV projection onto the modeled cortex was threshold; only points on the projection of the cortex which account for 95% of the variance were kept.


Patient 2 is a 23-year-old female with pharmacoresistant non-lesional right occipital lobe epilepsy. Scalp EEG revealed frequent spiking over bilateral temporo-occipital regions with right predominance. Seizures started with low-voltage fast activity over the right occipito-temporal regions. Interictal PET and ictal SPECT imaging revealed, respectively hypometabolism and hyperperfusion over the same regions. MEG dipole imaging revealed a dense cluster over the right occipito-temporal region. Those observations were confirmed with iEEG recordings that showed frequent spiking over occipital and posterior temporal contacts. Surgical resection of the occipito-temporal junction (Figure 6, bottom), which overlapped with two “hot spots” showing maximal decrease of functional connectivity at IED peak, rendered the patient seizure-free (follow-up of 2 years).




DISCUSSION

In this work, we investigated the role of PLV-based synchrony during the generation of IEDs at the macroscopic scale of brain networks using a relatively large cohort of patients (N = 35) with an average of 51 IEDs per patient. In addition, we explored the link between changes in levels of PLV-based synchrony at the IED peak and the surgical outcome of patients.


Network Desynchronization in Epilepsy

We found that the high frequency (γ1 + γ2) component of iEEG signals during interictal epileptiform discharges is associated with a statistically significant transient decrease in functional connectivity, time locked to the peak of the IEDs. Our results are in line with observations made during seizures; Mormann et al. found that seizures are consistently preceded by a state of hyposynchronization involving both the epileptic focus and distant brain areas (24). Burns et al. demonstrated a specific association between decreased synchronization at seizure onset and the epileptic focus, as surgical resection of the regions that display desynchronization at seizure onset correlated with good outcome in patients with refractory epilepsy (40). Our results are concordant with that study, as we showed significant relationship between the degree of desynchronization of the resected region with the surgical outcome of patients. Taken together with previous studies on long-range synchronization in epilepsy, our results suggest that transient desynchronization is observed during interictal epileptiform discharges.

Importantly, our study showed that decreases in PLV-based synchrony during IEDs were restricted to the gamma 1 and gamma 2 frequency bands. By recording simultaneously unit activity in pairs of neurons and the local field potential in slice preparations of rats hippocampus, Netoff and Schiff observed that seizure initiation is marked by a decrease of synchrony both between pairs of neurons and between individual neurons and the local field potential (30). This transient decrease in synchrony was specific to seizure initiation since epileptic bursts were associated with increased synchrony both between individual neurons and between neurons and the local field potential. In humans, simultaneous recordings of multiunit activity using microelectrode arrays and local field potentials revealed that microscopic seizures are initiated in very focal regions while the majority of the clinically defined seizure onset zone is silent. Transition to macroscopic seizures is thought to result from the coalescence of small seizing territories into a synchronized neural mass. At this stage, synchrony between the seizing cortex and the silent regions of the brain drops below baseline levels (41). Our results and those from studies showing transient desynchronization (40, 42, 43) at seizure onset are in line with this explanation.

The emergence of a hypersynchronous state, i.e., seizures, in weakly coupled networks has also been studied using numerical simulations. Nishikawa and Motter showed that any network under quantized total interactions could reach hypersynchronous states (44). In their simulations, they showed that weakly coupled networks can reach hypersynchrony after a phase of relative disconnection during which some specific links are removed (44), which supports the hypothesis that functional decoupling is a possible mechanism for seizure initiation.



Functional Isolation Through Desynchronization

More than fifty years ago, Cannon proposed the “Law of denervation” to account for increased neuronal sensitivity following deprivation of the nervous connections from which they routinely receive inputs (45). In a series of observations on neurons in the spinal cord (46) and the cortex (47, 48) it was demonstrated that isolation of a patch of neurons after incision of its lateral connections increases its sensitivity to both chemical agents and electrical stimulation, thereby lowering the threshold for eliciting epileptiform activity. Can desynchronization transiently mimic functional isolation in human cortex such as to promote epileptiform activity?

Warren et al. used iEEG to compare the resting-state functional connectivity of the epileptic focus in epileptic patients to that of homologous regions in control patients suffering from facial pain injury and implanted with depth electrodes (43). They found that connectivity of the epileptic focus with surrounding regions was significantly reduced as compared to both intra-focus connections and homologous connections in control patients (43). They concluded that the epileptic focus was “functionally disconnected” from the rest of the brain in epilepsy. Recently, Burns et al. supported this view by analyzing seizures in human patients. They found that seizures can be robustly described with a finite set of states including an “isolated focus” state during which the focus exhibits decreased connectivity with the rest of the brain (40). Interestingly, patients who display the isolated focus state in early stages of seizures are those with good postsurgical outcomes while patients who do not display such a state have bad outcomes.

In line with that study, we found in our work that IED-locked high frequency (γ1+γ2) PLV-based synchrony was significantly lower in patients with good outcome than in patients with bad outcome. In other words, patients with good postsurgical outcome have a significantly more disconnected focus during IEDs than patients with bad outcome. We speculate that the epileptic focus is under the influence of resting-state networks during interictal periods and transient desynchronization is necessary to achieve transition toward the spiking and ictal states. More specifically, we found that IED-locked gamma-band PLV-based synchrony was significantly lower in patients with good outcome than in patients with bad outcome when analyzing connectivity within the focus (p < 0.05, corrected). We were not able to reveal differences in discriminative power (among patients with good vs. bad outcomes) between γ1 and γ2 frequency bands.

Clearly, we must remain prudent before translating this work into clinical practice since findings are based on group analyses using retrospective data from a modest number of patients. Further studies with larger cohorts of patients are required to better characterize the contribution of gamma (and subdivisions of gamma) frequency bands. Furthermore, in this work, electrodes were labeled according to the timing of the epileptic activity they displayed during seizures as classified by an expert epileptologist. Exploring how changing electrode class can impact the observed results could be an interesting future avenue. Given the sample size of our study, we could not investigate the effect of antiseizure medications on functional connectivity patterns or postoperative seizure control.



Frequency-Specific Networks in Epilepsy

Our findings suggest band-specific changes in the time course of functional connectivity during IEDs. Although changes were only significant for the γ2 band, a preliminary distinction between frequency bands can be observed by comparing higher (>30 Hz) and lower (<30 Hz) bands, which respectively displayed decrease and increase in connectivity at the IED peak. This distinction is expected since they have distinct neural correlates and physiological roles in the healthy brain. Indeed, the low frequency range of the local field potentials reflects mainly synaptic activity and was associated with memory (theta band) (49, 50), arousal (alpha band) (51) and motor processing (beta band) (52), while higher frequencies reflect partly neural spiking activity (53) and were associated with higher cognitive functions such as visual (54) and auditory (55) perception. In epilepsy, the spectral power of high frequencies (>50 Hz) was shown to increase prior to seizure initiation in both humans (56–58) and animal models (59).

Relative contributions of synchronized neural activity within specific frequency bands to epileptiform activity are yet poorly understood. Most of the previous studies investigating epilepsy-related changes in functional connectivity using EEG (either intracranial or scalp) assessed coupling in the broad band signal, which is mainly dominated by lower frequencies given the well-described 1/f shape of the power density spectrum on electrophysiological signals. In addition, we found a distinction between high (>60 Hz) and low (<60 Hz) gamma bands to connectivity changes. This distinction is in line with changes in the power spectrum density of EEG prior to seizures, which shows a bimodal distribution with two statistically independent peaks in the (low: 30–60 Hz, high: 60–120 Hz) gamma range (57).




CONCLUSION

This study suggests that the emergence of interictal epileptiform activity is time-locked with a decrease in functional connectivity in the γ2 frequency range. Moreover, IED-locked gamma band PLV-based synchrony was significantly lower in patients with good than in patients with bad outcome recalling to a network configuration in which the epileptogenic focus is functionally isolated from the rest of the brain. While further studies with a larger cohort of patients are required, our results show promise for the design of quantitative methods capable of quantitatively localizing the epileptic focus.
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For epileptic patients requiring resective surgery, a modality called stereo-electroencephalography (SEEG) may be used to monitor the patient's brain signals to help identify epileptogenic regions that generate and propagate seizures. SEEG involves the insertion of multiple depth electrodes into the patient's brain, each with 10 or more recording contacts along its length. However, a significant fraction (≈ 30% or more) of the contacts typically reside in white matter or other areas of the brain which can not be epileptogenic themselves. Thus, an important step in the analysis of SEEG recordings is distinguishing between electrode contacts which reside in gray matter vs. those that do not. MRI images overlaid with CT scans are currently used for this task, but they take significant amounts of time to manually annotate, and even then it may be difficult to determine the status of some contacts. In this paper we present a fast, automated method for classifying contacts in gray vs. white matter based only on the recorded signal and relative contact depth. We observe that bipolar referenced contacts in white matter have less power in all frequencies below 150 Hz than contacts in gray matter, which we use in a Bayesian classifier to attain an average area under the receiver operating characteristic curve of 0.85 ± 0.079 (SD) across 29 patients. Because our method gives a probability for each contact rather than a hard labeling, and uses a feature of the recorded signal that has direct clinical relevance, it can be useful to supplement decision-making on difficult to classify contacts or as a rapid, first-pass filter when choosing subsets of contacts from which to save recordings.

Keywords: stereo-electroencephalography, SEEG, white matter, classification, power spectrum, bipolar reference


1. INTRODUCTION

Over 15 million epilepsy patients worldwide and 1 million in the US suffer from drug-resistant epilepsy (1–4). Approximately 50% of such patients have focal drug-resistant epilepsy, where a specific region or set of regions in the brain is the source of the abnormal electrical activity resulting in seizures. This region, termed the epileptogenic zone (EZ), is the area of cortex that is necessary and sufficient for initiating seizures and whose removal or disconnection is necessary for complete abolition of seizures (5–8). When successful, surgical resection treatments stop seizures or allow them to be controlled with medications. Outcomes depend critically on the clinician's ability to accurately identify the EZ.

In cases where standard methods such as EEG are inconclusive in determining the EZ, a more invasive modality called stereo-electroencephalography (SEEG) may be used. With SEEG, multiple depth electrodes are inserted into a patient's brain, each with 10 or more contacts along its length. This allows relatively high resolution mapping of the electrical activity in both shallow and deep structures of the brain. One drawback however is that a significant fraction of the contacts will reside in white matter or other areas of the brain which can not be epileptogenic themselves (although they can contribute to propagation of seizures). Thus, accurate localization of the EZ begins with determining which electrode contacts provide useful information about brain activity. Generally these are contacts which reside in gray matter or close to it. Especially in cases where patients have a large number of electrodes implanted, it is highly convenient for the SEEG reader to have such contacts readily identified. If a contact in gray matter is ignored because it is incorrectly believed to be in white matter, a part of the EZ may be missed. On the other hand, if a contact in white matter is assumed to be in gray matter, it may confound localization. Further, in studies that use network-based analysis to assist in identification of the epileptogenic zone, it is important to have a complete labeling of all contacts with information about which are likely to be in gray vs. white matter (9–12).

Another aspect of presurgical planning is functional mapping of the patient's brain to determine the borders of highly important areas such as those used for speech or movement which should be avoided as much as possible during surgery. Functional mapping involves sub-threshold stimulation of both white matter and gray matter regions of the patient's brain and observing the electrical and behavioral response. Stimulation parameters in white matter must be tuned differently than those for gray matter, and the results of the stimulation are interpreted differently as well. An incorrect label of a contact as being white matter will result in the wrong stimulation settings and potentially errors in functional mapping.

Many epilepsy treatment centers, including those not invested in research and data analysis such as the aforementioned network analysis methods, have resource and time constraints in both the presurgical planning and functional mapping stages which do not allow gray/white matter labeling of all recording contacts. Instead, labels are identified for only a fraction of contacts around the likely EZ or perhaps even for no contacts at all. The latter approach, while taking little time, relies heavily on physician experience and is potentially prone to errors in localization. For those contacts which are labeled however, whether this is a full or partial labeling, the standard approach uses co-registration of MRIs with CT scans, which are overlaid onto brain atlases to anatomically identify regions including white matter (13). Contacts are then classified based on majority-voting or distance measures using white matter voxel masks derived from segmentations of the T1 MRI (e.g., FreeSurfer) (14, 15). However, MRI-based methods, including those that combine other modalities like diffusion tensor imaging, take significant amounts of time to analyze and annotate, hence the tendency toward partial labeling in many centers, and accuracy depends highly on the quality of images (13, 16, 17). While software exists to assist with and automate parts of the segmentation and gray/white matter classification process, to our knowledge all such software is based on MRI and CT images (15). A method which requires minimal time and uses non-imaging data would give clinicians an additional source of information that may be helpful, especially at centers where labeling is currently not done at all or in cases of contacts whose position is uncertain.

In this paper we present a fast, automated Bayesian method for estimating the probability that an electrode contact is in white matter based only on the spectral content of the recorded signal and the relative contact depth. We tested our method using SEEG recordings from 29 drug resistant epilepsy patients who underwent invasive monitoring for treatment purposes. We found that our classifier achieved an average area under the receiver operating characteristic curve of 0.845 ± 0.079 (SD) across patients. Our method is accurate enough that it can be used to supplement MRI-based approaches to further improve accuracy and reduce the time needed to find an informative subset of recording contacts. In particular, for treatment centers where electrode contact labeling is not done due to time or resource limitations, or is done for only a small subset of contacts, our method can be thought of as identifying contacts which have strong, lower correlation signals relative to their neighbors—typically gray matter contacts—without requiring any additional work or scans on the part of the clinician and very little additional time. As one step within a larger automation pipeline for aiding identification of the EZ, we believe that such a method may prove useful in increasing speed and localization accuracy regardless of whether the center uses a full, partial, or no labeling.



2. MATERIALS AND METHODS


2.1. Data Collection

EEG data from 29 epilepsy patients who underwent intracranial EEG monitoring, which included depth electrodes with stereotactic EEG (SEEG) were selected from the Cleveland Clinic. Patients exhibiting the following criteria were excluded: patients with no seizures recorded, pregnant patients, patients less than 5 years of age, and patients with an EEG sampling rate less than 1000 Hz. For each patient, we aggregated interictal data where the patient was not seizing. Figure 1 shows an example SEEG implantation with common reference voltage data from white and gray matter contacts.


[image: Figure 1]
FIGURE 1. Example of SEEG electrode placement and raw voltage data for sample subject EFRI13 over a 20 s snapshot. Blue traces denote gray matter and red traces denote white matter. Each trace has a scale of 400 uV and has a monopolar reference.


Data were recorded using a Nihon Kohden (Tokyo, Japan) acquisition system with a typical sampling rate of 1,000–2,000 Hz. Signals were referenced to a separate, common electrode placed subcutaneously on the scalp. The clinicians then clipped snapshots of SEEG data and passed it through a secure transfer for analysis in the form of the European Data Format (EDF) (18). We discarded electrodes from further analysis if they were deemed excessively noisy by clinicians, or were not relevant (for example: reference, or EKG, or not attached to the brain). We stored data in the BIDS-iEEG format and performed processing using Python 3.6, MNE-Python, and MNE-BIDS, as well as MATLAB (19–23). Figures were generated using MATLAB and Matplotlib (24). An implementation of our classifier is available at https://github.com/Patrick-Greene/WM-classifier.

Decisions regarding the need for invasive monitoring and the placement of electrode arrays were made independently of this work and part of routine clinical care. All data were acquired with approval of the local Institutional Review Board (IRB) at each clinical institution. The acquisition of data for research purposes was completed with no impact on the clinical objectives of the patient stay. Digitized data were stored in an IRB-approved database compliant with Health Insurance Portability and Accountability Act (HIPAA) regulations.



2.2. Feature Extraction

For each electrode contact, the raw, common reference SEEG data were bipolar referenced by subtracting off the signal from the adjacent contact closer to the tip of the shank (i.e., the next deeper or more mesial electrode). The contact at the end of the shank had the previous contact subtracted. White matter contacts were those identified by the treating physician as being in white matter using the standard MRI and CT coregistration procedure described previously. Ambiguous electrodes were labeled according to which class the clinician felt was most correct (i.e., if an electrode appeared to be more in gray matter than white matter, it would be labeled as gray matter), and this was the “ground truth” used in our training set and for computing test set error rates. For the purposes of this study, we simplified the analysis by removing all contacts which were not in either white or gray matter, for example contacts in ventricles or outside the cortical surface, during preprocessing.

We chose two features for each electrode contact which preliminary exploration and conversations with clinicians identified as potentially useful in classification. Feature one was the average vertical shift in the contact's power spectrum (in log scale) relative to the average power spectrum over all contacts within that patient. This was computed as the average difference across all frequencies from 1 to 150 Hz between each contact's power spectral density and the average power spectral density. This feature takes into account the fact that white matter contacts tend to have both smaller and more correlated signals because they are further from the neural source of the signal, the gray matter. Figure 2 shows examples of the average power spectrum for white and gray matter contacts under both common and bipolar referencing schemes. The lower overall power in white matter contacts can clearly be seen, particularly in the bipolar referenced data. We subtract off the average power spectral density across contacts within each patient in order to account for across-patient differences in mean power.


[image: Figure 2]
FIGURE 2. Power spectral density (PSD) plots for two example patients over a snapshot of 10 s with monopolar and bipolar referencing. EFRI13 (A), and EFRI16 (B) are shown with PSD segregated based on contacts in white matter (red traces) or gray matter (blue traces). Shaded regions denote one standard deviation. Spikes at multiples of 60 Hz are due to line frequency noise.


Between 1 and 150 Hz the difference between the gray and white matter power spectra in log scale can be closely approximated by a simple downward shift, allowing us to reduce the relevant information in the spectrum to a single dimension—the size of the shift relative to the average spectrum. For significantly higher frequencies (250+ Hz), both spectra have almost equally low power and thus do not contribute much to classification while also violating the simple shift described above, requiring a higher dimensional feature space. For smaller frequency ranges, the estimate of the shift amount is slightly less accurate because it is averaged over fewer frequencies. We thus use roughly the largest frequency range in which the simple shift approximation still holds. The exact cutoff at 150 Hz is not important though; one can vary the upper frequency limit by 50 Hz in either direction with minimal change in accuracy. The power spectral density was estimated using Welch's method in 10 equally spaced 10 s windows, then averaged across the windows. The spectrum in a 4 Hz band around 60 and 120 Hz was omitted due to line noise. The use of multiple windows helped to average out temporary changes in the spectrum due to movement or other artifacts. The number and length of windows was chosen to balance running time and accuracy of the estimated spectrum. Longer or more windows did not significantly change the estimated feature values.

The second feature for each contact was the contact's distance from the most peripheral electrode shank, where the distance between contacts was normalized to 1. We will refer to this as the contact depth or distance along the shank. The most peripheral contact was defined as the first contact that was not outside the brain. For example, if the first 3 contacts on a shank were outside the brain, contact 4 would have a depth value of 0, contact 5 would have a value of 1, and so forth. The normalization was simply for convenience because all our patients had the same distance between contacts; if applying the method on a heterogeneous set of electrodes, one would use the actual distance along the shank instead. This feature takes into account the spatial distribution of white matter along the electrode.



2.3. Bayesian Classification

Our overall goals is, for each contact on an electrode in the test set, to classify it as either being in white or gray matter. We approach this classification problem from a Bayesian perspective, which allows us to give class probabilities for each contact that explicitly take into account its feature values, the overall structure of the brain, and uncertainty in our parameter estimates.

With the features described above, we use a kernel density estimator to estimate the continuous feature distributions for both white and gray matter on the training data D. The value of the density at any point is given by a distance-weighted average of feature values at nearby training points, where the weighting function is a gaussian Kα centered at the evaluation point and parameterized by the vector of kernel widths αwm = (αwm,1, αwm,2) or αgm = (αgm,1, αgm,2) for the white and gray matter distributions, respectively. For a new contact in the test set, we use these distributions to evaluate the probability of observing the contact's feature values, given that it is either in white matter or gray matter (the likelihood of the contact's data). This likelihood is calculated for each contact on an electrode shank and, under the assumption that each contact's data is independent conditioned on the class assignment (gray or white matter), the likelihood of the electrode shank as a whole is computed by multiplying together the individual contact probabilities. This independence assumption, along with several others used in the derivation of our classifier, is shown graphically in Figure 3.


[image: Figure 3]
FIGURE 3. Graphical model for a patient in the test set. There are S electrode shanks to be classified, each with Ns electrode contacts. The contact label is given by zi, and the observed features are given by xi. α and β are parameters whose distribution is estimated using the training set D, which is not shown here.


We now wish to take into account the large-scale distribution of white and gray matter in the brain. Given the physical structure of the brain, we would find it unlikely for an electrode to have contacts that alternate between white matter and gray matter in rapid succession. More typical would be to have several gray matter contacts in a row, followed by several white matter contacts in a row, perhaps followed by another chunk of gray matter contacts. This tendency for neighboring contacts to have the same classification is captured by our prior distribution on labelings, which consists of an exponentially increasing function of a sum of pairwise products between neighboring contact classes. Since the classes are denoted −1 for gray matter and 1 for white matter, neighboring contacts that have the same class assignment increase the prior probability, while contacts that have different assignments decrease the probability, resulting in a tendency toward fewer gray/white matter transitions on each electrode. This prior is a one-dimensional version of an Ising-type prior used for example in image de-noising, where neighboring pixels in an image are assumed more likely to have the same color (25). The degree to which gray/white matter transitions are penalized is determined by a parameter β. For a fixed choice of parameters α and β, the product of this prior distribution with the likelihood gives, after normalization, the posterior probability of a particular labeling of all the contacts on an electrode shank.

We now turn to the problem of determining our unknown parameters. We allow the user to explicitly choose the kernel width α2 = (αwm,2, αgm,2) in the second feature dimension corresponding to the contact depth. This is because the appropriate kernel width depends on the physical distance between contacts relative to the size of white matter or gray matter structures in the brain. Larger kernel widths mean that the spatial distribution of white or gray matter varies slowly from contact to contact, while smaller widths allow for more rapid variation. For example, if it is known that contacts are spaced several cm apart, the spatial distribution of white or gray matter varies relatively rapidly with respect to this distance, and hence a smaller kernel width would be called for. In our patients, the contacts are 5 mm apart, so we expect the spatial distribution of white or gray matter to be fairly similar between neighboring contacts. We thus use a larger kernel width equal to the spacing between contacts.

Our data set contains only regularly-spaced electrodes, however, electrodes with irregular spacing can also be accommodated by our method. Rather than using normalized units for the contact positions along the shank (feature two), one would use the actual positions in mm. The estimated white and gray matter densities would automatically scale. The limits of the integral used to compute the likelihood (see Supplementary Equation 5) should be modified accordingly, going from halfway between the previous and next contact positions. The α2 kernel width can be chosen according to the smallest set of spacings on the electrode. Cross validation on the training set could also be used to choose α2 if a more hands-off approach is desired.

Similarly to the classification problem itself, for the remaining parameters α1 and β we estimate their posterior distribution in a Bayesian way by calculating the likelihood of the data given the parameters and multiplying it by a prior distribution. In this case we use a diffuse exponential distribution because we do not have any prior knowledge about parameter values.

Finally, we integrate the posterior probability distribution for each electrode shank's labeling with respect to the posterior distribution of the parameters to form the posterior predictive distribution. This takes into account uncertainty in our parameter estimates by forming a weighted average of the class probabilities for various possible parameter values, with weights determined by how probable the parameter values are given the training data. In practice, we estimate this integral by using a truncated gaussian approximation to the posterior parameter distribution (truncated because the parameters must be positive), and average the posterior class probability with respect to samples drawn from this distribution. In the results shown, we average across 100 samples. To compute the probability that any individual contact is in white matter, we sum the posterior predictive over all possible labelings of the other contacts. A detailed mathematical exposition of our method can be found in the Supplementary Material.



2.4. Training and Testing

We primarily used leave-one-out cross validation to train and test our method, although we also report results for four-fold cross validation. For a given test patient, the remaining 28 patients were used as training data to estimate the feature distributions for both the white and gray matter classes. We measure overall accuracy by calculating a receiver operating characteristic (ROC) curve and measuring the area under the curve (AUC). A point on the ROC curve is found by picking a probability threshold between 0 and 1, then classifying all contacts on all electrode shanks by whether their estimated probability of being in white matter falls above or below the probability threshold. Contacts with estimated probability above the threshold are classified as being in white matter, and those below the threshold are classified as being in gray matter. The resulting true positive rate—the number of correctly identified white matter contacts divided by the total number of true white matter contacts, and the false positive rate—the number of contacts identified as white matter which were actually in gray matter, divided by the total number of true gray matter contacts, is then calculated. Plotting the true positive rate vs. the false positive rate for various values of the threshold probability produces the ROC curve. Higher threshold probabilities result in fewer false positives but also fewer true positives, and vice versa for lower thresholds, so that ROC curves increase from (0, 0) to (1, 1) as the threshold is lowered. The area under an ROC curve is a summary measure of how efficiently the classifier trades off false positives for true positives, with a maximum value of 1.




3. RESULTS

The normalized histograms of the white and gray matter training data are shown together in Figure 4A. We then use kernel density estimators as described previously to give smoothed estimates of each of these distributions. Overlaid contour plots of the density estimates are shown in Figure 4B. In estimating the posterior parameter distributions, we found the average mean of the α1 kernel width posterior distributions to be 0.135 for gray matter and 0.156 for white matter (averaged across patients), and the average standard deviations of these posterior distributions to be 0.012 and 0.015, respectively (averaged across patients). The larger kernel width for the white matter distribution is expected given that there are fewer contacts in white matter than gray matter, resulting in fewer data points to estimate the feature distribution. For β, the average mean of its posterior distribution was 7.738 across patients, with an average standard deviation of its distribution of 0.249. The small standard deviations of the posterior distributions relative to their means indicates that the parameters are well-estimated with a 28 patient training set.


[image: Figure 4]
FIGURE 4. Two dimensional white and gray matter distributions of features: power spectrum difference from average (relative power) and contact depth. These distributions (specifically the training subsets of them) form our white and gray matter likelihoods. All contacts from all patients are shown here, with the feature distribution of white matter contacts shown in red and the distribution for gray matter contacts shown in blue. (A) Histogram. (B) Overlaid contour plots of estimated kernel densities.


Figure 5 shows example outputs for six patients: the two patients with highest overall accuracy, two patients at the median level of accuracy, and the two least accurate patients. For the high accuracy patients, we see that nearly all gray and white matter contacts are correctly identified with high confidence - probability near 1 for true white matter contacts and probability near 0 for true gray matter contacts. For the median accuracy patients we see some mislabelings, particularly near the transitions between white and gray matter. In patient LA24 a section of white matter spanning three contacts is missed completely, and in patient LA08 sections of gray matter on two electrodes are indicated as likely to be in white matter. Labelings are also done with lower confidence, shown by the lighter reds and blues, particularly in LA24, which denote probabilities closer to 0.5. However, the estimated probabilities still do a good job of tracking the white matter distribution overall. In the patient with the second worst AUC, EFRI17, most of the white matter contacts are missed and a spurious white matter region is found on one of the electrodes. Within this spurious region, the U'5, U'4, and U'3 contacts were labeled by clinicians as being in Heschl's gyrus, which is used for acoustic processing and has a high density of white matter tracts through its center (26). To the classifier's credit, most of the missed contacts are indicated with higher white matter probability than surrounding contacts, albeit still below 0.5. In LA01, the patient with the lowest AUC, we see that this poor accuracy is due almost completely to a low true positive rate. There are only five white matter contacts in this patient, and our classifier fails to find any of them. Nearly all the gray matter contacts are correctly identified however. The two worst patients are somewhat outliers in that the third worst patient has an AUC of 0.74, nearly 10 percentage points better. Only 5 patients had an AUC under 0.8, meaning that the median patients with 0.86 AUC are well representative of most patients.


[image: Figure 5]
FIGURE 5. Examples of estimated white matter probabilities for several patients. For each patient, the left column is the probabilities estimated by our classifier, while the right column is the reference labeling done by clinicians using MRI+CT. Each row represents one electrode shank, with individual contacts labeled below. In the reference labeling, red indicates that the contact was labeled as white matter, blue indicates gray matter. In the estimated probabilities, red indicates higher probability of a contact being in white matter according to our classifier. First row: Two of the best patients (EFRI18, LA11), each with > 0.9 AUC. Second row: Two median patients (LA24, LA08), each with 0.86 AUC. Third row: The two worst patients (EFRI17, LA01), representing 0.65 and 0.62 AUC, respectively.


Figure 6 shows the ROC curves for all 29 patients using two different approaches to setting the prior smoothing parameter β. When we integrate over the posterior distribution of β given the training set as described in the section 2, we obtain the set of ROC curves in Figure 6A. The mean AUC in this case was 0.845±0.079 (SD). If instead we choose a particular value of β for each patient by explicitly maximizing the AUC over the training set, we obtain the set of curves in Figure 6B. Although choosing the AUC-maximizing β predictably results in a slightly higher average AUC (0.859±0.097), the difference is quite small and choosing β in this way is much slower, as it requires running the classifier on the entire training set for multiple values of β. The AUC-maximizing β is approximately 3 on average, while the mean of the posterior distribution of β in our usual approach is 7.7 on average as stated above. While this higher value reduces overall AUC slightly, it also decreases the variance across patients. This can most clearly be seen in the least accurate patient LA01, where the mislabeled white matter contacts are less confidently mislabeled.


[image: Figure 6]
FIGURE 6. Receiver operating characteristic (ROC) curves for all patients. For a given threshold value pthresh, a contact is classified as white matter if the probability computed by the classifier is above that threshold. Each curve shows how the fraction of false positives (gray matter contacts incorrectly classified as white matter) and true positives (white matter contacts correctly identified) varies with the threshold level. The red dots indicate the point on the curve obtained when pthresh = 0.5. The area under the curve (AUC) is the integral of the ROC curve and measures overall performance. (A) ROC curves when prior smoothing parameter β is automatically integrated over with respect to its estimated posterior distribution (see section 2). Mean AUC = 0.845 ± 0.079 (SD). Patients shown in Figure 5 are labeled. The mean ROC curve is shown in bold. (B) ROC curves when β is chosen to maximize AUC over the training set. Mean AUC = 0.859 ± 0.097 (SD).


The dotted line in Figure 6 with slope 1 represents the average performance for a random classifier that, given a threshold τ ∈ [0, 1], labels a contact as white matter with probability τ. For reference, the deterministic classifier that guesses gray matter for all contacts is the same as the random classifier with a threshold of 0, and would be at the point (0, 0) on the graph. This demonstrates why we use ROC curves rather than a simple percentage correct out of the total number of contacts. We might think that if only about 30% of contacts are in white matter, a “dumb” classifier that labels everything as gray matter should have 70% accuracy. In fact it does, but yet it fails as a useful classifier because it has no ability to detect true positives, and its position at (0, 0) on the ROC graph reflects this.

In four-fold cross validation, the training sets are reduced by 25% compared to leave-one-out, resulting in a slightly decreased average AUC of 0.790±0.115 (SD) when integrating over the posterior distribution of β. The low dimensionality of our method and integration over parameters helps to minimize the drop in performance, although we can see that having more training data is generally beneficial.

Given the fact that the electrical signals produced by gray matter regions propagate some distance into neighboring white matter rather than stopping abruptly at the boundary, we would expect white matter contacts to have signals that are more similar to gray matter the closer they are to the boundary. Our classifier should therefore be less confident (i.e., assign probabilities closer to 0.5) for contacts near a gray/white matter boundary, and more confident for contacts that are deeper in white matter. A similar argument applies to gray matter contacts, as those close to a white matter region receive less signal from the white matter direction, and thus should have lower signal power overall. One place where we know gray/white matter boundaries occur is where there are transitions in the electrode labeling from gray to white or vice versa. Figure 7 shows how our classifier's output probabilities change as a function of distance from these transition points. As expected, contacts near the transition between a gray matter and white matter region tend to be more uncertain, as shown by the median value closer to 0.5, and less accurately assigned, as shown by the larger spread in probabilities, while contacts deeper within white or gray matter are more confidently and accurately assigned.


[image: Figure 7]
FIGURE 7. Estimated probability of white matter for electrode contacts as a function of distance from the nearest white matter/gray matter transition. The transition point is defined to be at x = 0, and the first contact on the white matter side is at x = 0.5, the second contact is at x = 1.5, and so forth in unit increments. Positive distances indicate that the contact is deeper into a white matter region, while negative distances indicate the same for gray matter regions. The center circle of each box plot is the median, the thick line indicates the first and third quartiles, and the thin line represents an additional 1.5 times the interquartile range. Points outside this are plotted individually as circles.




4. DISCUSSION


4.1. Feature Selection

In preliminary testing, we investigated several potential features, including the difference in white and gray matter power spectra in the common (also called monopolar) reference signal. The common reference signal is taken relative to one common reference used by all contacts (not to be confused with common average referencing). It is often used by clinicians in conjunction with the bipolar reference signal when examining epilepsy patients and thus seems like an obvious feature candidate. While we found that white and gray matter had somewhat different power spectral densities in the common reference signal, this difference was often much less pronounced than in the bipolar signal and varied more depending on the frequency. This can be seen in Figure 2. We believe this is because the bipolar reference signal takes advantage of the fact that signals in white matter are both smaller and more correlated due to their increased distance from neural sources.

Specifically, if we view the signal on each contact as a combination of a shared source detected across neighboring contacts with some amplitude decay from one contact to the next and an independent local source detected on only the nearest contact, then contacts in white matter will tend to be farther from both their shared and local sources (since the sources must be located in gray matter). If the signal from these sources decays inversely with distance, then the local contributions in white matter contacts will tend to be smaller, and the shared portion of the signal will be closer in magnitude across neighboring electrodes because the rate of decay in signal strength is slower further from the source. Subtracting the signals on neighboring electrodes therefore tends to reduce the signal strength on white matter contacts relatively more than on gray matter contacts, resulting in a larger contrast between the two. We refer the reader to the Supplementary Material for a more in-depth exposition of this argument. Although we expect this to be the typical situation, there can be scenarios where the bipolar signal on white matter contacts remains large due to the geometry of the sources. For example, two contacts within a narrow channel of white matter may have sizable local contributions from separate patches of adjacent gray matter, resulting in a bipolar signal that remains relatively large.

In practice we found that out of 29 patients analyzed, 19 had better AUC when using bipolar referencing, while the remaining 10 patients had better AUC under common referencing. For those patients who did better under common referencing, the difference was often slight. As a result, we did not find an improvement in average AUC when using both common and bipolar referenced features, as opposed to using only bipolar referenced features.

Our second feature, the contact depth, was less important than the first feature, increasing AUC by about 3 percentage points over using the first feature alone. However, it still contributed positively to overall accuracy by encoding the coarse spatial distribution of white and gray matter along an electrode. When an electrode is inserted, it must first pass through the cortex before entering white matter, resulting in the outermost electrodes almost always being in gray matter. The next set of electrodes toward the middle are then more likely to be in white matter, although there can be substantial variation depending on the brain region and angle of insertion due to the anatomy of gyri and sulci. The contacts at the end of an electrode are often used to record from deeper brain areas, and thus are more likely to be in gray matter again. These general tendencies are reflected in the distribution shown in Figure 4.



4.2. Uncertainty Quantification

One significant aspect of our classifier is that, rather than giving a single labeling for each electrode, as would be the case in a maximum likelihood classifier or support vector machine, it gives a marginal probability for each contact, and this probability is computed with respect to a flexible and explicit distribution (the kernel density estimate), unlike for example logistic regression where probabilities can be computed but the underlying distribution is implicit and restricted to the exponential family. Furthermore the probabilities take into account uncertainty in the parameter estimates through the posterior predictive calculation, which none of the above methods do and which can be important for small training sets.

For clinical use, we consider giving accurate uncertainty estimates nearly as important as giving the right answer. Any classification method will result in errors, but when the uncertainty in a labeling is given accurately, it allows the clinician to ignore a large fraction of those. Defining the “confidence” that our classifier has in a labeling by 2|p − 0.5|, where p is the estimated probability of white matter, we find that on mislabelings (defined as p > 0.5 for a gray matter contact or p < 0.5 for a white matter contact), our classifier had an average confidence level of 54.7, vs. 76.6% for correct labelings. Giving useful probabilities means accurately estimating the underlying data distributions, which becomes increasingly difficult as the number of features increases. This is related to overfitting and can occur even when test set accuracy is very good. Neural networks for example, will typically use hundreds of features and obtain good accuracy, but at the cost of output layer “probabilities” that may not correspond to real error rates or can vary wildly with small perturbations of the input.



4.3. Interpretability

Interpretability of features is another aspect we feel is relevant for clinical usefulness. Because of our decision to use features that are explicitly related to the end goal of selecting a subset of informative channels for seizure localization, our classifier's mistakes tend to be clinically acceptable. A white matter contact that has an above-average signal power has a higher chance of being mislabeled as gray matter, but the fact that it is capturing a strong signal means that clinicians may want to keep this channel anyway as it is likely to be picking up signal from an adjacent gray matter region. It is also possible that there are errors in the clinician-labeled ground truth classifications, and that in some cases it may be the clinician labeling which is wrong rather than our classifier. Several patients had files which indicated uncertainty about some of the labeled white matter contacts, showing that even with MRI and CT, it can be difficult to determine whether some contacts are in white or gray matter, and that a signal-based classifier may be useful as an independent reference.



4.4. Computational Efficiency

Our classifier takes less than 5 min to run per patient, much faster than the typical hand-labeling process using MRI and CT which can take several hours. In theory, the evaluation of the likelihood in the posterior predictive requires a sum over a number of terms that grows quadratically with the size of the number of contacts in the data set, due to the use of a gaussian kernel estimator to evaluate the distribution rather than a parametric model. For large datasets, one can reduce this somewhat by using a kernel with finite support rather than a gaussian. As the number of data points increases, the estimated kernel width will become narrower, reducing the growth in the number of points within the support of the kernel. For very large datasets we recommend simply using a subset as the training data; since our model is low-dimensional, it is not necessary to use vast amounts of data to estimate the feature distributions, and using a random training subset of a few dozen patients will likely yield nearly identical results.

The run time of our classifier can also be adjusted by changing the number of samples drawn from the posterior distribution of the parameters when computing the posterior predictive. With our truncated gaussian approximation, drawing samples is fast but evaluating the posterior probability of a labeling is slow due to having to recalculate the normalizing constant for each sample. In our case, we have sufficient training data that our posterior parameter distributions are tightly peaked, and thus relatively few samples are needed. The required number of samples depends on the desired amount of variance in the posterior predictive estimate. If one has less than 20 or so patients, more extensive sampling will likely be needed, with total computation time increasing linearly with the number of samples.



4.5. Future Work

One limitation of our current approach is the way in which we compute the distribution of our second feature, the location of white or gray matter along the electrode. For simplicity we pool the data from all electrodes, giving us a coarse average distribution which ignores the differences between electrodes inserted in different brain regions or at different angles. An improvement on this would be to estimate separate distributions as functions of the brain region and other implantation variables, which would allow more detailed structure to be captured and improve the usefulness of this feature. Further testing would be needed to explore the trade-off between accuracy and the amount of extra data needed to estimate the distributions.

Additional refinements to our method are possible, for example the sample-based estimation of the posterior predictive could be parallelized to further increase speed. Another avenue for improvement would be the use of common reference data in addition to bipolar reference data. As described above, although the majority of contacts are better distinguished using bipolar data, there are undoubtedly a fraction of contacts which can be more accurately classified using the common reference. Simply adding the common reference power as a third feature does not improve accuracy by a useful amount however. What is needed is an additional feature that determines whether a contact is more likely to benefit from using the bipolar or common reference. The previous discussion (also see Supplementary Material) suggests some possibilities which we leave for future work, such as estimating the fraction of common vs. local variance.




DATA AVAILABILITY STATEMENT

The data analyzed in this study is subject to the following licenses/restrictions: Patient data to be used for approved research/medical purposes only. Requests to access these datasets should be directed to Jorge González-Martínez, jalmartinez@sbcglobal.net.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Cleveland Clinic Institutional Review Board. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

PG developed the method with support from SS and implemented it. PG wrote the manuscript with contributions from AL, SS, and JG-M. JG-M provided clinical information and raw patient data. AL organized the data into the BIDS format. All authors contributed to the article and approved the submitted version.



FUNDING

This work was supported by NSF grant 1835202 and NIH grant R01 NS110423.



ACKNOWLEDGMENTS

We would like to thank Professor of Neurology Joon Kang at Johns Hopkins for helpful discussion on how white matter signals differ from those in gray matter, as well as professor Pierre Sacré at University of Liège for providing annotated data for the EFRI patients.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fneur.2020.605696/full#supplementary-material



REFERENCES

 1. Brodie MJ, Shorvon SD, Canger R, Halasz P, Johannessen S, Thompson P, et al. Commission on European affairs: appropriate standards of epilepsy care across Europe. Epilepsia. (1997) 38:1245–50.

 2. Berg AT, Kelly MM. Defining intractability: comparisons among published definitions. Epilepsia. (2006) 47:431–6. doi: 10.1111/j.1528-1167.2006.00440.x

 3. Kwan P, Brodie MJ. Early identification of refractory epilepsy. N Engl J Med. (2000) 342:314–9. doi: 10.1056/NEJM200002033420503

 4. Berg AT. Identification of pharmacoresistant epilepsy. Neurol Clin. (2009) 27:1003–13. doi: 10.1016/j.ncl.2009.06.001

 5. Lüders HO, Najm I, Nair D, Widdess-Walsh P, Bingman W. The epileptogenic zone: general principles. Epileptic Disord. (2006) 8(Suppl. 2):S1–9. Available online at: https://www.jle.com/en/revues/epd/revue.phtm

 6. Jehi L. The Epileptogenic Zone: Concept and Definition. American Epilepsy Society (2018). Available online at: http://www.ncbi.nlm.nih.gov/pubmed/29844752 http://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=PMC5963498.

 7. Penfield W. Epileptogenic lesions. Acta Neurol Psychiatr Belgica. (1956) 56:75–88.

 8. Penfield W, Jasper H. Epilepsy and the Functional Anatomy of the Human Brain. Vol. 155. 1st ed. Boston, MA: Little Brown (1954).

 9. Sritharan D, Sarma SV. Fragility in dynamic networks: application to neural networks in the epileptic cortex. Neural Comput. (2014) 26:2294–327. doi: 10.1162/NECO_a_00644

 10. Li A, Inati S, Zaghloul K, Sarma S. Fragility in epileptic networks : the epileptogenic zone. In: American Control Conference (Seattle, WA) (2017). p. 1–8.

 11. Li A, Chennuri B, Subramanian S, Yaffe R, Gliske S, Stacey W, et al. Using network analysis to localize the epileptogenic zone from invasive EEG recordings in intractable focal epilepsy. Netw Neurosci. (2018) 2:218–40. doi: 10.1162/netn_a_00043

 12. Li A, Fitzgerald Z, Hopp J, Johnson E, Crone N, Bulacio J, et al. Virtual cortical stimulation mapping of epilepsy networks to localize the epileptogenic zone. In: Proceedings of the Annual International Conference of the IEEE Engineering in Medicine and Biology Society. Institute of Electrical and Electronics Engineers (Berlin: IEEE) (2019). p. 2328–2331.

 13. Oostenveld R, Fries P, Maris E, Schoffelen JM. FieldTrip: open source software for advanced analysis of MEG, EEG, and invasive electrophysiological data. Comput Intell Neurosci. (2011) 2011:156869. doi: 10.1155/2011/156869

 14. Fischl B. FreeSurfer. Neuroimage. (2012) 62:774–81. doi: 10.1016/j.neuroimage.2012.01.021

 15. Narizzano M, Arnulfo G, Ricci S, Toselli B, Tisdall M, Canessa A, et al. SEEG assistant: a 3DSlicer extension to support epilepsy surgery. BMC Bioinform. (2017) 18:124. doi: 10.1186/s12859-017-1545-8

 16. Fisher RS. Therapeutic devices for epilepsy. Ann Neurol. (2012) 71:157–68. doi: 10.1002/ana.22621

 17. Mercier MR, Bickel S, Megevand P, Groppe DM, Schroeder CE, Mehta AD, et al. Evaluation of cortical local field potential diffusion in stereotactic electro-encephalography recordings: a glimpse on white matter signal. Neuroimage. (2017) 147:219–32. doi: 10.1016/j.neuroimage.2016.08.037

 18. Kemp B, Värri A, Rosa AC, Nielsen KD, Gade J. A simple format for exchange of digitized polygraphic recordings. Electroencephalogr Clin Neurophysiol. (1992) 82:391–3.

 19. Holdgraf C, Appelhoff S, Bickel S, Bouchard K, D'Ambrosio S, David O, et al. iEEG-BIDS, extending the Brain Imaging Data Structure specification to human intracranial electrophysiology. Sci Data. (2019) 6:102. doi: 10.1038/s41597-019-0105-7

 20. Gorgolewski KJ, Auer T, Calhoun VD, Craddock RC, Das S, Duff EP, et al. The brain imaging data structure, a format for organizing and describing outputs of neuroimaging experiments. Sci Data. (2016) 3:160044. doi: 10.1038/sdata.2016.44

 21. Gramfort A, Luessi M, Larson E, Engemann DA, Strohmeier D, Brodbeck C, et al. MEG and EEG data analysis with MNE-Python. Front Neurosci. (2013) 7:267. doi: 10.3389/fnins.2013.00267

 22. Gramfort A, Luessi M, Larson E, Engemann DA, Strohmeier D, Brodbeck C, et al. MNE software for processing MEG and EEG data. Neuroimage. (2014) 86:446–60. doi: 10.1016/j.neuroimage.2013.10.027

 23. MATLAB. (R2019a). Natick, MA: The MathWorks Inc. (2019).

 24. Hunter JD. Matplotlib: a 2D graphics environment. Comput Sci Eng. (2007) 9:99–104. doi: 10.1109/MCSE.2007.55

 25. Besag J. On the statistical analysis of dirty pictures. J R Stat Soc Ser B. (1986) 48:259–79.

 26. Warrier C, Wong P, Penhune V, Zatorre R, Parrish T, Abrams D, et al. Relating structure to function: Heschl's gyrus and acoustic processing. J Neurosci. (2009) 29:61–9. doi: 10.1523/JNEUROSCI.3489-08.2009

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Greene, Li, González-Martínez and Sarma. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	REVIEW
published: 12 April 2021
doi: 10.3389/fneur.2021.627981






[image: image2]

Cognitive and Emotional Mapping With SEEG

Daniel L. Drane1,2,3,4*, Nigel P. Pedersen1,2,5*, David S. Sabsevitz6,7, Cady Block1, Adam S. Dickey1, Abdulrahman Alwaki1 and Ammar Kheder1,3


1Department of Neurology, Emory University School of Medicine, Atlanta, GA, United States

2Emory Epilepsy Center, Atlanta, GA, United States

3Department of Pediatrics, Emory University School of Medicine, Atlanta, GA, United States

4Department of Neurology, University of Washington School of Medicine, Seattle, WA, United States

5Department of Biomedical Engineering, Georgia Institute of Technology and Emory University, Atlanta, GA, United States

6Department of Psychology and Psychiatry, Mayo Clinic, Jacksonville, FL, United States

7Department of Neurological Surgery, Mayo Clinic, Jacksonville, FL, United States

Edited by:
Patrick Chauvel, University of Pittsburgh Medical Center, United States

Reviewed by:
Liankun Ren, Capital Medical University, China
 Silvia Kochen, Hospital EL Cruce, Argentina
 Aileen McGonigal, Aix-Marseille Université, France
 Louis Maillard, Université de Lorraine, France

*Correspondence: Daniel L. Drane, ddrane@emory.edu
Nigel P. Pedersen, npeders@emory.edu

Specialty section: This article was submitted to Epilepsy, a section of the journal Frontiers in Neurology

Received: 10 November 2020
 Accepted: 04 March 2021
 Published: 12 April 2021

Citation: Drane DL, Pedersen NP, Sabsevitz DS, Block C, Dickey AS, Alwaki A and Kheder A (2021) Cognitive and Emotional Mapping With SEEG. Front. Neurol. 12:627981. doi: 10.3389/fneur.2021.627981



Mapping of cortical functions is critical for the best clinical care of patients undergoing epilepsy and tumor surgery, but also to better understand human brain function and connectivity. The purpose of this review is to explore existing and potential means of mapping higher cortical functions, including stimulation mapping, passive mapping, and connectivity analyses. We examine the history of mapping, differences between subdural and stereoelectroencephalographic approaches, and some risks and safety aspects, before examining different types of functional mapping. Much of this review explores the prospects for new mapping approaches to better understand other components of language, memory, spatial skills, executive, and socio-emotional functions. We also touch on brain-machine interfaces, philosophical aspects of aligning tasks to brain circuits, and the study of consciousness. We end by discussing multi-modal testing and virtual reality approaches to mapping higher cortical functions.
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INTRODUCTION

Mapping of cortical functions in humans has provided substantial insights about the organization of the human forebrain. This review focuses on the mapping of higher cognitive functions, and will not address the mapping of primary sensory or primary motor cortices [recently covered elsewhere: (1)] nor the premotor or cingulate motor regions. We will describe the rationale for mapping in the context of its conceptual and historical development. We will then describe stimulation mapping and how it differs between subdural electrode stimulation and in the setting of stereoelectroenecephalography (SEEG). We will review language mapping and then describe broader applications of mapping to cognition and emotion and the potential for further research and technical development. Wherever relevant we will highlight controversies, key concepts, gaps in knowledge, and areas of present development.



RATIONALE AND OPPORTUNITY FOR INTRACRANIAL MONITORING FOR UNDERSTANDING SEIZURE NETWORKS AND CONDUCTING NEUROCOGNITIVE MAPPING

When seizures continue despite thoughtful medical management, epilepsy surgery is considered, often in turn resulting in invasive electrophysiology with subdural or depth electrodes. The ultimate goal of such studies is to test hypotheses about the network and location of seizure onset with a view to resective surgery, tissue ablation, or neuromodulation (2). In order to localize areas of hyperexcitability, reproduce seizures and aura, and map cortical function, electrical stimulation can also be performed while intracranial electrodes are in place, with this method arguably having afforded the greatest body of knowledge about cortical function through the last ~80 years. For much of this time in North America, this has involved a large craniotomy and placement of a subdural grid of electrodes on the surface of the brain, sometimes augmented with strip or depth electrodes. In contrast, in Europe, the approach to invasive studies has grown out of a more clinical approach with semiologic analysis, ultimately relying on less invasive depth electrodes with the overall method referred to as SEEG (3). While both methods started out as acute approaches, limited to the operating room, both rapidly developed into continuous extra-operative recording.

SEEG has been used more extensively in Europe for many years (4), but has recently become popular in North America, particularly since the use of minimally invasive procedures has increased (5). These have included the use of laser interstitial thermal therapy [LITT (6)], focused ultrasound (7), and neuromodulatory procedures [e.g., vagal nerve stimulation (VNS), responsive neurostimulation (RNS), and deep brain stimulation (DBS) of the anterior nucleus of the thalamus [DSBS-ANT (8, 9)]. With these less invasive surgical options available, patients and neurosurgeons are reluctant to use a larger procedure for evaluative purposes if the treatment is going to ultimately be more restricted and less invasive in scope. In this manuscript, we will briefly review the history of invasive EEG techniques and explore both the strengths and weaknesses of these procedures. We will discuss the use of such techniques to better understand seizure networks and brain connectivity and to study cognitive and emotional processes, then propose a research agenda that improves clinical practice and furthers our understanding of neural circuitry. The latter goal could include the standardization and dissemination of assessment techniques and the development of new cognitive and emotional testing paradigms that build upon current brain-behavior theoretical models and make use of modern technologies (e.g., augmented and virtual reality, videography, eye-tracking).



HISTORY OF SEEG AND NEUROPSYCHOLOGICAL MAPPING


Historical Antecedents of SEEG

In the late eighteenth and early nineteenth century, studies of electricity and its relationship to biology were in their infancy, with debate between Volta and Galvani about intrinsic vs. extrinsic electricity and electrical stimulation of movement (10). This debate was largely synthesized and resolved by Humboldt as Galvani's nephew first stimulated a freshly executed human cadaver in 1802, giving rise to bodily movements, inspiring the public imagination and likely contributing to the creation of the Frankenstein story. Crude localization of function was best inspired by Thomas Willis, but more fine grained cerebral localization principally occurred in the nineteenth century with clinical-pathological correlations and early motor mapping by Fritsch and Hitzig in dogs (11), and a more precise topography described by Ferrier in non-human primates (12–14). These works culminated in the “The Functions of the Brain” in 1876 (15), with later correlations to some clinical observations by Hughlings Jackson (16).

In the clinical realm, this new appreciation of the organization of the cerebral cortex developed alongside the other technical and research advances, such as stereotaxis and the string galvanometer for measuring electrical potentials. Most notably, shortly after David Ferrier's student Robert Caton recorded human brain potentials for the first time (17), Victor Horsley electrically stimulated an encephalocele then, at the behest of Hughlings Jackson, performed the first electrocorticography for epilepsy surgery (18). In 1909, Harvey Cushing reported the use of cortical stimulation in two cases of focal epilepsy (19, 20), with Emil Theodor Krause, in the same year, publishing the first map of the human motor cortex (21). This was followed by a more extensive map by Ottfreid Foerster—a major influence on Penfield's work and his approach to epilepsy surgery. In fact, the literal translation of Foerster's ideas into English and North America was so verbatim that we still use the German alternating current line frequency of 50 Hz in mapping studies till the present day—the original stimulators being simple step-down alternating current transformers.

While cerebral localization had gotten off to a somewhat pseudoscientific start, complete with racialized tropes, the phrenology of Gall and Spurzheim gave way to scientific cortical localization (22), as described above with support from the developing field of neuroanatomy, as well as to anti-localizationalist works in the early twentieth century (e.g., Karl Lashley). In clinical spheres, localization became the hallmark and unique method of neurology, growing from the prescient conjecture of Willis to an eventual clinico-pathological method of Paul Broca and, most productively, Jean Marie Charcot who essentially described the modern screening neurological examination (23). While localization in epilepsy reached a new summit in the works of Hughlings Jackson, epilepsy in the English speaking world did not keep up with the sophistication of the French fusion of Charcot's anatomical and clinical thinking that was directly mapped to the brain and its networks by Jean Talairach, the psychiatrist who pioneered, along with his collaborators in the 1960s, a new stereotaxic method and means of determining anatomical correlations to a standard atlas in functional neurosurgery [e.g., (24)]. While a fruitful research stereotaxic apparatus was invented by the surgeon Victor Horlsey and Robert Henry Clarke, ushering in a new era of neuroscientific discoveries, it was not used in humans until the late 1940s by the founding epileptologist Frederic Gibbs at Harvard, along with Robert Hayne, and was not accompanied by an overall anatomical and localizationalist approach to epilepsy (25). Instead, Talairach, working closely with the neurophysiologist and neurologist Jean Bancaud, developed the means to combine astute localization of seizure semiology, individualized anatomy with functional correlations, and a stereotaxic approach to hypothesis testing, culminating in the 1950s and 1960s into the method that we now know as stereoelectroencephalography (26).

While amplifiers and recording methods, along with the SEEG method were developing, it is important to note that electrical stimulation actually preceded multichannel electrophysiologic recording. Electrodes were thus crafted with stimulation in mind and this was an integral part of both intra- and extra-operative use of both subdural and SEEG-based methods. While stimulation subserves several functions, as mentioned above, we focus in this review on the application of stimulation for electrical stimulation mapping of function (ESM) which can overlap with elicitation of the seizure aura, passive mapping, and connectivity mapping.



Historical Course of Cortical Stimulation Mapping

ESM involves the application of electrical current, typically to the cerebral cortex, in an effort to determine the potential contribution of a given region to a specific cortical function (e.g., sensory, motor, cognitive, linguistic, socio-emotional). While there are a few clear objectives, mapping of function is not always separate from stimulation to elicit after discharges and seizures. For example, stimulation during language testing may be found to reproduce ictal aphasia when a run of after-discharges or focal seizure is elicited in language networks. Similarly, mapping of function may help understand both which cortex is “eloquent,” but also elicit the seizure aura. Eloquence is a problematic concept and essentially equates to an observable function that is considered of high importance. However, under the right conditions and with appropriate testing, much, if not in theory all, of the cerebral cortex can be demonstrated to have a function–this is a major motivation for expanding the paradigms available for cognitive mapping. Nonetheless, eloquent cortex is conventionally considered to subserve key functions such as motor control and core components of language and speech. ESM has most frequently been employed intra- or extra-operatively in the setting of epilepsy and tumor surgery [(26–29)].


Drivers in North America

Wilder Penfield, after studying with Foerster, went on to employ direct electrical stimulation to explore the sensorimotor cortex, experiential phenomena and language functioning (30–32). Prior to that time, in clinical practice, neurosurgeons were reluctant to operate on the language dominant cerebral hemisphere for fear of creating a language disturbance (aphasia), with the exception of procedures involving the occipital lobe or anterior frontal lobe. Therefore, the introduction of ESM for language mapping opened new surgical opportunities for many patients who would have been considered at risk of harm from an open resection procedure. Penfield, along with his colleague Herbert Jasper, created what they termed the “Montreal procedure” during the 1930s, which involved testing the surgical patient while undergoing ESM in an awake state (Penfield and Jasper, 195) (33) (See Figure 1). Their pioneering work led to many discoveries and advancements in our knowledge of neural networks underlying language, and specifically demonstrating that such networks were much more complex and extensive than the classic language network postulated by Broca, Wernicke, Lichtheim, and others (34–37). They also showed that they could elicit both the auras of patients, which can be useful for localizing seizure networks, as well as experiential phenomena such as rich memories of events that included sensory phenomena (e.g., “I am in my grandma's house and I can smell the cookies baking”). With the advent of current regulated bipolar stimulation devices, as well as more adherence to safety limits, less electrical current is applied directly to the cortex, and rarely, if ever, are such contextually rich phenomena seen with cortical surface stimulation.
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FIGURE 1. Historical sites central to the development of cognitive mapping: (A) the Montreal Neurological Institute, Montreal, Canada and (B) St. Anne Hospital, Paris, France.


George Ojemann, one of the founding members of the regional epilepsy center at the University of Washington (UW), built upon these ESM experiences, devoting much of his research career to the use of mapping paradigms to better understand cortical function. The UW program was the second regional epilepsy center in the US, following the University of Virginia, with programs funded by a project grant from the National Institutes of Health (NIH). His seminal work in 1989 (38), which included careful language maps of 117 presurgical temporal lobe epilepsy (TLE) patients, clearly demonstrated that critical language sites are much more broadly represented across the cortex than had been conceived. Investigators heavily relied upon visual (picture) naming approaches, which were likely tapping into the widely distributed networks required for one of the more complex actions carried out by humans (i.e., to name an object requires a large swathe of cortex from the primary visual area, unimodal and polymodal association cortices including lexical access, speech monitoring, and production) [see (34, 36, 39)]. There are actually multiple stages to this process, which can be carried out for some stimuli under 1 s, while more complex material may require slightly longer (e.g., 5–8 s for some complex stimuli). The Ojemann work, which included the projects of many trainees and collaborators, led to greater knowledge of reorganization of language and normal atypical variants (e.g., extent, spatial reorganization, contributing factors) and increased knowledge of primary vs. secondary languages and their neural distribution (e.g., primary languages appear to be more focally distributed than secondary languages) (40–45). This work also delved into the study of memory and led to some provocative findings which are being given more credence with the study of focal lesions resulting from our current epoch involving the introduction of minimally invasive surgical techniques. For example, ESM memory paradigms suggested that disruption of lateral cortex could disrupt episodic memory (46, 47), and it has recently been borne out that focal lesions in such subregions can cause lasting damage to memory even when medial TL structures are spared (48). The extent to which such functions could be localized to these lateral regions remains to be determined, and it may be that both medial and lateral aspects of the TL are simply contributing TL larger, interactive networks.

Investigators at the Cleveland Clinic have also made some important contributions to our knowledge of language networks using ESM. In particular, Lüders and colleagues discovered that application of electrical stimulation of the basal temporal lobe region (fusiform gyrus) of the dominant hemisphere at a high intensity produced a significant aphasia in a subset of patients involving disruption of both comprehension and speech output (49–51). This finding sometimes seems underappreciated by the neurological community, and this region is still not routinely assessed in many clinical investigations. Of note, lower intensity stimulation of this region only resulted in naming deficits. This area was dubbed the basal temporal language area.

While Lüders and colleagues initially reported no significant language deficits resulting from resection of this region (51), subsequent studies have indeed reported impairment (52–54). The original work of Penfield also indicated that resection of this region could result in significant confrontation naming problems (32). As electrical stimulation led to comprehension deficits as well as other language symptoms, this may be additional data suggesting a more posterior location of a region that is important for single word comprehension. One group has published a couple of case studies using subdural grid mapping of epilepsy patients which suggest that the posterior basal temporal language area may be most important for relating visual images to phonological content (55). Building upon these findings, a more recent electrophysiological study, which employed cortico-cortical evoked potentials to explore regional connectivity, revealed connectivity between the basal temporal language area and a posterior language area (56). It is also possible that this reflects disruption of the ventral auditory processing pathway, perhaps when including basal temporal white matter.



Benefits and Limitations of ESM

The most obvious benefit of ESM is its potential to spare eloquent functions, which typically include language and sensorimotor function, but really should be considered more broadly to include polymodal, cognitive and emotional processing components. Limitations of ESM primarily involve limits related to the coverage that is possible through grid mapping (29) and the sparse sampling of SEEG. In general, systematic coverage is provided for a limited range of the cerebral cortex. Another key limitation is that not only is the node being stimulated affected, but it seems likely, given conveyance of evoked potentials to other regions during stimulation, that what is observed clinically could be a network effect. Other limitations include a lack of cross-center standardization, and a lack of validated, standardized tasks to cover most cognitive abilities.




Historical Course of Mapping With SEEG
 
European Contributions

As described above, Jean Talairach designed a robust system which allowed patient-specific mapping of cerebral anatomy to a coordinate space that included functional correlations (4). This impressive registration before the computed tomography and magnetic resonance imaging eras used ventricular position and size derived from pneumoencephalography and angiography to delimit major vessels, particularly arteries, as well as the anterior and posterior commissures. At the same time, Jean Bancaud finished his higher doctoral thesis on the correlation between neuropsychological deficits and EEG in patients with brain tumors. He saw the value of using Talairach space in defining three-dimensional representations of seizures and their propagation, and a new method was born. With the advances in technology and regulations, it became possible to move from intraoperative “acute” to intraoperative prolonged and even ambulatory “chronic” SEEG recordings in France [see (57) for a brief history of epilepsy surgery in France].

While Penfield and Jasper primarily relied on interictal spikes and cortical stimulation for his resections, Talairach and Bancaud were able to obtain ictal recordings, sometimes elicited by pro-convulsant drugs such as pentylenetetrazol, and replicated as components or as a complete sequence to understand the spatiotemporal evolution of spontaneous seizures. While paroxysmal evoked responses were also obtained by both single shock and train stimulation (4, 58, 59), this approach, in contrast to that of Penfield and Jasper, relied on the careful analysis of seizures, rather than resection based on interictal abnormalities.

There were several differences between North American and European approaches to stimulation and mapping. While North American approaches typically demarcated functional mapping from analysis of the patient's epileptic network, this was often not the case in Europe. For example, examination might occur when eliciting the seizure or components thereof, as described above. While 50 Hz stimulation was prominent in North America, the SEEG approach tended to emphasize the importance of tailoring stimulation frequency, amplitude, and train duration based on the location stimulated [e.g., (59)]. From a practical standpoint, low frequency stimulation is used for functional mapping of primary areas, for the study of functional connectivity, and of areas with a lower threshold for after-discharge and seizure (e.g., amygdala and hippocampus); high frequency stimulation, such as 50 Hz, is used for functional mapping of non-primary neocortical areas, and for triggering seizures. SEEG can be utilized to investigate and identify language networks in patients with epilepsy (60). In North America, there was a concern for “clearing” cortex that may be “eloquent” for resection, while the SEEG method tended to precede from the patient's semiology and examine function in relation to seizures. Later academic work in both arenas focused more formally on examining specific cortical functions—work that is far from exhausted today.

While SEEG can be used, unlike cortical surface mapping, to map the functions and connections of fiber bundles [e.g., (61)], much of the work of electrical mapping of the language functions of white matter has been performed intraoperatively, particularly by Duffau and colleagues. This has been achieved by mapping during tumor surgery, involving stimulation of the cortical surface and white matter tracts as they move through the surgical zone in the setting of tumor resection (62, 63). They have combined this approach in an interesting fashion with the use of neuroimaging techniques (e.g., fMRI, DTI) and neuro-dissection techniques in a multimodal manner that has contributed to more localized analyses of function and the inclusion of pathways/connections to the sometimes exclusive focus of past researchers on gray matter/cortex only (64–67). Of note, however, one criticism has been that some of this work has been based on a more crude localization using photographs of the area being stimulated, which are then matched to the available preoperative MRI scans. Therefore, there is likely much more work that can be accomplished in this area as well. These investigators have demonstrated that naming dysfunction differs by the white matter pathway that is stimulated [e.g., semantic errors tend to occur during picture naming when stimulating the inferior frontal occipital fasciculus (IFOF) while phonemic paraphasia results from stimulation of the arcuate fasciculus (67)], and that disturbance of recognition of faces and objects can occur with stimulation of the non-dominant ventral visual processing stream (68, 69). They have also published data showing that seemingly small declines in language processes (including simple speech response speed on naming) can lead to significant decline in functional status (e.g., failure to return to work relates to slowed response rate on these tasks) (70).



Benefits and Limitations of Mapping With SEEG

While the SEEG method itself affords more access to anatomically distant but functionally related areas, with superior access to sulci and deeper cortical and subcortical structures than ESM, the trade-off involves a reliance on a sparser sampling of the cortical regions of interest. A related benefit is that when a patient is implanted thoughtfully, large functional networks can be probed, rather than adjacent fragments of multiple networks as is typically the case with a subdural approach. While use of a 3D-grid approach has been described to overcome sparse sampling (71), this is largely at odds with the overall localizationalist and network thinking of the SEEG method and is generally not recommended—the large number of electrodes in one region, at the expense of covering other hypotheses or parts of the network, may increase hemorrhage risk, although electrode density as a specific risk for hemorrhage has not been studied. Furthermore, skull thickness can be a limiting factor in sampling certain areas (such as anterior temporal region). This is a major consideration in younger children. Finally, SEEG is less invasive than ESM using grids and strips, and this fits very well with the continued trend toward employing minimally invasive surgical procedures.

There are several limitations to mapping with SEEG. A major present obstacle is the learning curve in practicing the SEEG method. There is an uneven level of experience in SEEG mapping within centers which have used SEEG for decades and have well-established methods in place when compared to centers that adopted this method recently. The publication of the French guidelines on SEEG in 2018 is an effort to standardize the practice across centers and offer recommendations for those who are implementing the method (72). The interpretation of positive or negative responses during stimulation can be challenging from a functional standpoint. One of the key concepts that can impact functional mapping in SEEG is charge density given the relatively small surface area stimulated. Theoretically, the stimulation effect is local, however, a distant effect of stimulation is also likely and should be considered when interpreting stimulation results, particularly given that intercontact spacing typically means that white matter is also stimulated [human cortical thickness varies from about 1–4.5 mm, e.g., (73), and 2 mm contacts are typically not <1.5 mm apart, often more] (74, 75). Certain charge densities and frequencies may have an inhibitory effect on certain cortical areas, or may result in inhibition of downstream targets (e.g., with stimulation of the prefrontal cortex), positive clinical phenomenon, or inactivation of a network that extends beyond the area stimulated (e.g., some aphasic effects in language mapping). For all of these reasons, mapping a complex function such as language requires experience and analysis with subdural electrodes and perhaps still more with SEEG, whereas mapping primary motor or sensory function is usually straightforward despite a lower spatial resolution. Therefore, mapping must be used thoughtfully and is best tailored to individual patients and functions. Probing the presence and the effect of a focus in a large interconnected network can be accomplished with SEEG.





CURRENT STATUS OF COGNITIVE AND EMOTIONAL MAPPING WITH SEEG


Stimulation Parameters

The parameter space for stimulation can be large, but fundamental neurophysiology significantly reduces this multivariate parameter space. The variables of stimulation are intensity, montage (e.g., bipolar vs. monopolar), duration, waveform, charge balancing, frequency, and train characteristics. While not considered in this review, issues of geometry, contact size and shape, and material are also important considerations. This parameter space is made more tractable by the safety limit in charge per phase with SEEG electrodes that limits amplitude and pulse duration (with 30 μC/cm2/phase based on animal data, electrode metal characteristics and pathological examining of human post-mortem tissue after chronic basal ganglia stimulation) (76). Waveforms have been explored to a greater extent in basal ganglia stimulation and typically a symmetrical charge balanced square wave is used in SEEG, despite other waveforms possibly providing more targeted stimulation at least in microstimulation (77)—this is yet to be studied in detail. Montage is determined by the volume of tissue that one desires to activate and there is a significant body of work pertaining to stimulation frequency for the cerebral cortex in mapping, as mentioned in a prior section [e.g., (26, 78)]. Subdural grid stimulation parameters are similar, except that a higher safety limit is typically accepted (~50 μC/cm2/phase), perhaps given short-circuiting over the pia and through cerebrospinal fluid, based on elemental pathologic analysis of resected temporal cortical tissue after acute stimulation and subsequent temporal lobectomy (79). While these factors all serve to make the stimulation parameter space quite tractable, this should not be confused with therapeutic stimulation parameters, or higher frequency stimulation that may be inhibitory—the parameter space is under-determined, but has gradually become better explored (75).



Risks of Depth Electrode Placement

While SEEG is substantially less morbid and better tolerated than craniotomy with subdural grid placement, injury must be considered. Broadly, it is worth considering three categories of injury: Major (e.g., neurologic deficit that does not entirely resolve), minor (resolving complications), and subtle. We define the latter here as long term effects of electrode insertion in the absence of any complication. Regarding major and minor complications, the most common is hemorrhage. The largest study of complications of SEEG placement reveals a per-patient risk of hemorrhage of about 19%, and ~0.2% risk per electrode for hemorrhage, being symptomatic at a rate of about 0.05% per electrode. In this study it is noted that there is a measurable increase in hemorrhage, on a per patient basis, when the number of electrodes exceeds about 13 (80). Similar rates of symptomatic hemorrhage per electrode (0.04%) were found with a larger SEEG case series focused on broader SEEG practice (81). Overall, this is favorable to the potential harm of subdural grid placement which has a higher incidence of infection, subdural hemorrhage and cerebral edema (82).

Subtle injuries are less clear, given that studies have not yet been designed to prospectively identify these effects. Two fairly recent studies raised questions about the possibility that cognitive function, particularly memory, might be adversely affected by bilateral depth electrodes placed orthogonally through the hippocampi (83, 84). Nevertheless, both studies were retrospective in nature and limited by methodological imprecisions that could not be overcome after the fact (e.g., group differences that could not be controlled for in a retrospective clinical study). In contrast, similar studies have not been suggestive of this decline, and this has included work completed using neurostimulation devices that have been placed longitudinally along the hippocampus in both occipital and temporal lobes. Evaluations of this area have been the subject of several recent commentaries, which go into a great deal of detail, and suggest the need for prospective studies to overcome these limitations (85–87).



Promise of Cognitive Mapping With SEEG
 
Passive vs. Active Stimulation Mapping

Historically, as we have covered thus far in this manuscript, cognitive mapping for epilepsy presurgical candidates has involved administration of a cognitive paradigm while high frequency electrical stimulation is actively delivered. One drawback to this approach is that it requires the presence of an epileptologist to perform the stimulation and monitor the live recording for after-discharges and seizures, as well as a neuropsychologist or cognitively oriented neurologist. While 50 Hz stimulation is often appropriate for cognitive mapping, outside of the sensorimotor cortex and hippocampal formation, with both a broader range of brain structures accessed and with a greater sophistication in planning stimulation, other frequency, and train parameters can be, and perhaps ought to be chosen. With higher frequency stimulation, seizures are more likely, which abort the attempt to study cognition, or contributes to after discharges which can distort assessment results by disrupting broaders network regions in more formal cognitive assessment. This cannot be entirely avoided with altered stimulation parameters, but the occurrence of focal seizures can be of some assistance in understanding the function of components of the seizure network. Nonetheless, several studies demonstrate the problem of seizures disrupting cognitive mapping. For example, in a study of 122 pediatric patients who received 50 Hz electrical stimulation mapping, sizeable percentages of patients experienced after-discharges (77%) and seizures (35%) (88). In another sample of 57 adults undergoing active mapping, seizures occurred at a similar rate (33%); in a subset of this sample who underwent language assessment, 17% experienced seizures that disrupted mapping attempts (89).

In more recent years, passive mapping of cognition has been explored (See Figure 2). This has been an important advance given that it is theoretically more localizing than stimulation, which can activate a network while exerting local influence, theoretically also providing cognitive evoked potentials or latency information. Conversely, brain regions related to other components of the task may be activated, arguing for a lower spatial specificity in passive mapping. Keeping both of these ideas in mind, it seems reasonable to consider this approach to mapping as complimentary, and potentially capable of acting as a second independent source of information when considering the functional organization of the cerebral cortex. From a practical standpoint, passive mapping is performed by conducting behavioral paradigms during concurrent electrocorticographic recording. In general, electrocorticographic analysis of broadband higher gamma frequencies (70–110 Hz) is typically carried out during administration of a specific cognitive or sensory task (e.g., confrontation naming, verbal fluency) (91–94). Recording of high gamma activity is best done with a sampling rate of ECOG data that is 2- to 3-times higher than the frequency of recorded activity to avoid aliasing of waveforms and a high frequency filter above 300 samples per second (S/s), fitting with most centers recording at 1 kS/s or more. After ECOG data is obtained, time-frequency analysis is performed using the bipolar montage when SEEG electrodes are used (95, 96). Bipolar montage analysis excludes common mode signals, such as muscle activity, whose high-frequency components can mimic high-gamma oscillations (97). Time-frequency analysis of event-related, high-gamma activity helps delineate the network involved in a given cognitive task (picture naming). For instance, high-gamma oscillations recorded at the onset of an auditory naming task is indicative of perceptual processing, while high-gamma activity at the end of the response represents motor processing.
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FIGURE 2. Cortical activity during a receptive language task. From the first study of passive mapping of electrocorticographic activity during a receptive task of distinguishing tones from phonemes by Crone et al. (90). Indices during perception of tones (lower left inset with black border) vs. phonemes (expanded view of left temporal lobe). Plots of event-related power augmentation/suppression are color-coded according to frequency, and correspond to the electrode locations depicted in the upper left corner inset (white frame indicates borders of the expanded views). Detailed plots in the right column are derived from an electrode over the left superior temporal gyrus (circled). PSA, power spectral array; ESD, event related desynchronization; ERS, event related synchronization; EP, evoked potential. From Crone et al. (90).


Studies contrasting active and passive paradigms for language (particularly expressive) have shown reasonably equivalent results at least with respect to critical regions of common overlap [sensitivity (98, 99)]. Indeed, changes in gamma activity during passive language mapping do appear to overlap with language areas identified through electrical stimulation mapping (91, 99–102). In contrast, however, passive mapping paradigms find more regions related to task performance in general, as above, so these techniques do differ with regards to specificity, and this can lead to problems with determining core regions essential to a cognitive task. Although limited in scope, passive mapping appears efficacious when comparing mapping findings to postsurgical results; here, resection of regions that were associated with event-related gamma oscillations in passive mapping was associated with post-operative language deficits (103, 104). Much more work is required in this area, as larger studies are required that cover all behavioral paradigms of interest. Outcome validity studies are also woefully lacking for traditional active mapping paradigms as well.

Passive mapping may have some practical and accuracy advantages over active stimulation. First, passive mapping is more time efficient which lends itself well to children or adults who have difficulty completing more lengthy sessions of active cortical stimulation mapping or who cannot tolerate unpleasant sensations that can sometimes accompany stimulation mapping. It also avoids artificial perturbation of the brain, and thus reduces overall risk for after-discharges and seizures. Passive mapping is suggested to be more sensitive to localized cortical areas (e.g., as defined by language mapping: Broca's, Wernicke's, sensorimotor, basal temporal) than electrical stimulation mapping (102). In contrast, one potential limitation with passive mapping compared to active stimulation mapping, is that passive mapping, like fMRI activations, cannot determine whether regions are essential for a given cognitive task rather than simply being involved in the task (60, 105). If a region is not essential, it can still typically be included in a proposed surgical resection/ablation without harming overall function. Despite the limitations of stimulation mapping, and the potential to disrupt function more broadly than recognized or desired, it does create a “functional lesion” that may more accurately reflect the possible effect of surgical intervention. An interesting research proposition would be to use passive mapping to locate potential regions of eloquent brain tissue, and to follow this up with stimulation mapping of these areas in an attempt to better determine the potential effects of surgery.



Use of Machine Learning to Decode Passively Acquired Electrocorticography

While brain-machine interfaces are generally beyond the scope of this review, there is topical overlap with passive cognitive mapping and research directed toward the decoding of speech. Given the likely problems of under-determining activity in a single brain region from sparse sampling with SEEG, this work has relied on grids, including higher density research grids. While this represents a large body of work that shares some similarities with work on brain-machine interfaces, the most notable current achievement is the transcription of speech while recording from language-dominant frontal opercular region (106), that performs quite well with simple sentences (See Figure 3). This decoding of neural activity in relation to behavior is particularly suited to machine and deep learning, where a classifier can be built or trained based on neural activity and an objective measure of behavior. These approaches will provide practical and theoretical insights into the organization of cortical function, as well as potentially providing a wide-array of brain-machine interfaces.
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FIGURE 3. Speech synthesis from recorded electrocorticogram during spoken sentences. (A) The neural decoding process begins by extracting relevant signal features from high-density cortical activity. (B) A neural network decodes kinematic representations of articulation from ECoG signals. (C) An additional algorithm decodes acoustics from the previously decoded kinematics. Acoustics are spectral features extracted from the speech waveform. (D) Decoded signals are then synthesized into an acoustic waveform. (E) Spectrogram shows the frequency content of two sentences spoken by a participant. (F) Spectrogram of synthesized speech from brain signals recorded simultaneously with the speech in (E). From Anumanchipalli et al. (106).




Connectivity, Cognition, and Philosophy

While some notions of localization focus on a one to one mapping of function and brain tissue, it is obvious that functional territories cannot act in isolation. A less extreme form of localizationist thinking might hold that cortical tissue maps well to function, with it taken as implicit that subcortical structures are necessary for input and output. When considering behavior, obviously large networks, typically with multiple cortical waypoints are involved. When considering the abstractions of cognitive psychology, there can be mapping of abstract functions to some brain regions, but the agreement of neurological thinking and the functionalist concepts of cognitive psychology are imperfect (take episodic and semantic memory for examples, where these concepts do not map directly to a brain region or perhaps even a circuit). Overall, this mismatch results in a philosophical approach that grew out of medical materialism, by way of Sellars (107) and Feyerarbend (108), that has come to be known as eliminative materialism (109) where folk psychological abstractions are eliminated in favor of an ontology based around neural mechanisms [see (110), for discussion]. This is critical to mention for three reasons: Firstly, we should keep this in mind when developing new tasks that aim to test particular brain networks. Secondly, this is likely a fruitful general line of research in neuroscience, behavior, and cognitive psychology. Lastly, it marries with a vastly increased interest in neural mechanisms in philosophy and particularly in the philosophy of mind. This latter scenario is beginning to provide productive common ground for more sophisticated understandings of consciousness, cognition and brain function.



Connectivity: DTI, fMRI, CCEPs, and Limitations

As we have thus far argued, an appreciation of connectivity is critical for understanding the correspondence between cortical functions and anatomical networks. There are several ways to determine and define connectivity. It should firstly be emphasized that the gold-standard of brain connectivity remains neuroanatomical tracing. These methods are based around the transport of stereotactically injected dyes, radiolabels or detectable proteins into the brain so that neurons projecting into the area of injection, or axons projecting from this region, can be visualized, often by autoradiography or histological methods and microscopy. Neurotropic viruses such as strains of herpes and rabies have also been used for tracing, which can be polysynaptic. More recently, viral vectors have been the principle means of determining afferent and efferent connections of a given brain region, and by using genetic methods, even of a particular cell type [see (111, 112)]. Needless to say, these methods cannot be performed in humans, meaning that our most detailed knowledge of veridical connectivity comes from non-human primates and inferences from other species. This leaves us with inference and indirect methods to determine connectivity and cortical networks essential for cognition in humans, one of which is based on and related to electrical stimulation mapping.

From the human neuroimaging literature, the indirect methods of determining human “connectivity” is often divided into structural, functional, and effective connectivity (113). Structural connectivity, not to be confused with neuroanatomical tracing, typically refers to diffusion imaging-based methods such as probabilistic and deterministic tractography. There are numerous limitations to this method, when sharp axonal branches or curves cannot be followed, the direction is not determined, nor the length of a given set of axons be determined as identical to that of the larger bundle of fibers that can be detected [see (114)]. Functional connectivity need not represent anatomical connectivity at all: This is where a functional assay is used, and correlated activity is determined by blood oxygen level desaturation (as in functional MRI), or perhaps by intracranial EEG. The problem is that simultaneous activation can result from two structures having a shared input. For example, activation of subcortical nuclei can result in faster activity across the cortex, but it does meaningfully represent “connectivity” between these cortical regions. Effective connectivity is where a connection is implied if a recording site's activity is changed by perturbation of another site. This provides causal information, but typically cannot determine if connectivity is direct or indirect. An example, pertinent to the present review of functional networks is cortico-cortical evoked potentials [CCEPs (115)], which are perhaps the closest we can get to a measure of anatomical connectivity in the human cortex (See Figure 4). While this technique was first described by Brazier (117), by which time it may have already been appreciated by Bancaud and Talairach, it has undergone something of a recent revival. This technique is a boon for studies of human forebrain connectivity, especially as we attempt to divide the cerebral cortex into discrete functional networks. For example, this approach to using low-frequency stimulation, longer than the time of the complete evoked potential and typically 1 Hz, and its resultant CCEPs, has been used to examine connectivity between language areas (118, 119), within the motor cortices (120). This has been of assistance in mapping and in sparing white matter intraoperatively, to preserve connectivity between the anterior and posterior language areas. For example, in one patient a 50% drop in CCEPs amplitude was associated with a long-term language deficit (61).
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FIGURE 4. Example of using CCEPs to study effective connectivity. (A) Axial MRI Brian (T1) showing two periventricular nodular heterotopias in the tirgone of the left lateral ventricle and the trajectories of electrodes 7, 9, and 35, with dashes showing the approximate location of the 10 contacts of each recording electrode. (B) The approximate lateral entry points of pertinent left-sided SEEG electrodes are shown as electrode numbers. (C) An example spontaneous left sided seizure onset is shown with gamma activity on electrode 29 contacts 1–3 (posterior hippocampus). (D) Raw cortico-cortical evoked potentials (CCEPS) triggered by 1 Hz bipolar stimulation anterior heterotopion (electrode 7 contacts 3–4). Evoked potentials with peak to trough amplitude >250 μV are evident on electrodes 29, 31, and 33. (E) Averaged CCEPs with 20–50 ms (gray bar) window of interest shown. Only the largest amplitude (root mean squared amplitude (RMSA) CCEP (taken over all 10 contacts) is shown for each electrode. (F) Connectivity map for stimulation to electrode 7 (black) and 35 (gray). Thick arrows represent CCEPs with RMSA >200 mV, thin arrows represent CCEPs with RMSA >100 mV. From Dickey et al. (116).






FUNCTIONAL MAPPING OF COGNITION AND EMOTION—ANTICIPATING FUTURE DIRECTIONS


Cognitive Function

While much progress has been made in the mapping of cognitive function, there remains considerable variability in the techniques and paradigms used (29), there are many aspects of cognition that never get assessed, and the determinations of the full networks responsible for a function is often not determined. The focus of cognitive mapping has primarily been language, and to a lesser extent, aspects of memory. This is rightfully so, as the early days of epilepsy surgery were marred by poor outcomes of cases such as Henry Molaison (121), where the severity of the resulting amnestic state overshadowed any other aspect of the case. As we have gotten better at avoiding these catastrophic outcomes, and even lessening the poor cognitive outcomes through improved testing and minimally invasive surgical options, the focus of the field can now broaden to potential deficits which were previously underappreciated and potentially overshadowed. Initial findings suggest that some of these overlooked deficits can have some profound effects on patients (70, 122). Most cognitive mapping efforts have focused on language, in particular visual object naming. Even in this well-hewn area there is little consensus on training approaches as well as best practices for clinical and research efforts. Table 1 lists a number of cognitive and socio-emotional functions for which there is some evidence of structure-function knowledge derived primarily from cognitive mapping procedures.


Table 1. Chart of positive neural stimulation sites and specific neuropsychological functions (selected sample of representative studies).
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Language

Language mapping often involves administration of relatively simple tasks to test basic, automatic speech functions, such as counting or reciting overlearned phrases. Object naming is considered the “gold standard” for mapping language and allows for a broad sampling of the language network; however, more targeted, multitask testing may be needed to increase sensitivity as naming alone has been shown to miss 31% of temporoparietal and 43% of frontal language sites (149). It is widely accepted that language involves a more distributed network than Broca's and Wernicke's area and that anatomically dissociable regions exist that are specialized for specific linguistic subroutines which interactively support the construct of language (34, 39, 150, 151). Regions spanning the ventral temporal and occipital lobes and fusiform area appear to contribute heavily to recognition (primarily right hemisphere, but some left) of visual objects and faces, while coexisting areas on the left are important for naming (152–156). Naming itself is a complex construct, which can differ by modality of stimulus presentation [e.g., naming sounds vs. naming pictures (157)], object type [i.e., different object types map to different brain region (158, 159)], and level of classification [e.g., proper nouns have been more associated with the temporal pole while common nouns seem more broadly distributed (160)]. Naming can also vary by task parameters such as having a patient name objects/persons based on verbal descriptions (e.g., “the current President of the US”) rather than based on a sensory representation [e.g., naming a washing machine based on the sound it makes or its visual image (161)]. The latter tasks require the subject to determine the semantic content before applying the name, and are therefore slightly more complex. Orthographic or written letter content seems to be managed by a posterior temporal component of this stream [e.g., visual word form area (131, 162, 163)]. Aspects of the mid superior temporal gyrus and sulcus are dedicated to processing phonology or speech sounds, consistent with adjacency to unimodal auditory association cortex, while more posterior areas of the superior temporal gyrus and inferior parietal lobule involved in phonological access and retrieval, and areas in lateral middle and inferior temporal lobe, posterior inferior parietal lobe (angular gyrus) and dorsolateral frontal cortex that are involved in processing semantics [i.e., the meaning of pictures, words, phrases, etc. (29, 150, 164, 165)]. And this is of course all contingent on patient-specific factors like intelligence (44), gender (166), and handedness (167, 168) to name but a few.

Given the complexity and multidimensional nature of language, there is a need to develop and use tasks that differentially engage or drive these linguistic processes so mapping can be better tailored to the functional anatomy of the area being mapped (See Figure 5). For example, (171) have put forward the idea that language networks consist of functionally specialized “cores” and domain general “periphery.” Interactions between language nodes and with other brain networks are thought to subserve different language functions which may differ depending on task parameters. For example, the word “nail” has different meanings depending on the context of use, and will likely engage different subnetworks when presented as body part, an object, or as an action. This conceptualization of language is consistent with fMRI findings, such as those of Tyler et al. (172), which have shown that the same stimulus can activate different brain regions depending on the context of the task (e.g., different regions are activated when presenting a given object and asking the patient to think of the type of object, the general class of object, or the specific name of the object). It could therefore be useful to design tasks with a single set of stimuli that could be used to potentially activate different brain regions depending upon the broader task demands. On the other hand, cognitive psychological approaches to language are often function- and theory-based. Both cognitive theory and underlying brain mechanisms and understanding of the functional organization of the cerebral cortex will be key, related to the idea of eliminative materialism, above. In other words, preceding from neurologically plausible concepts of the organization of language is also critical.
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FIGURE 5. Models and Anatomy of Language Networks reveal the large area of the cerebral cortical involved in language. Top left: Geschwind's (169) illustration of the Broca-Wernicke model of language. Top right: Indefrey's (170) model of cortical activity (showing evoked potential latencies by region in milliseconds) during a confrontation naming task, demonstrating some of the cortical extent of language processing. Bottom left: Hickok and Poeppel (39) dual stream model of the cortical anatomy of auditory language comprehension and response where auditory processing is bilateral and involves bilateral superior temporal sulci and unimodal auditory cortex from which activity is conveyed to either a dorsal stream for, motor and articulatory analysis and phonological representation, vs. a ventral stream for lexical and conceptual representation (aITS, anterior inferior temporal sulcus; aMTG, anterior middle temporal gyrus; pIFG, posterior inferior frontal gyrus; PM, premotor cortex). Bottom right: From Ulvin et al. (125), showing the regions in which stimulation can result in specific naming deficits (“positive naming sites”), identifying the crucial role of the dominant fusiform basal temporal region in naming (ITG, inferior temporal gyrus; FG, fusiform gyrus; OTS, occipitotemporal sulcus; PHG, parahippocampal gyrus).




Beyond Language

To date, much less work has been done on mapping non-language functions—and the notion of non-eloquence in brain areas outside of dominant hemisphere language regions needs to be challenged. The right hemisphere is known to play an important role in visual perception and spatial processing (173, 174), object/face recognition (155, 158, 175–178), socio-emotional processing (7), navigation and learning in a spatial context (179), and attention/neglect (180), and there is great need to develop tasks to assess these functions for the purposes of stimulation mapping.



Visual-Spatial Processing, Construction, Navigation

Some work exists in the area of spatial processing and navigation with regards to ESM/SEEG, but most represent “one-off” case studies and an occasional targeted experiment rather than a planned effort to study these functions with these technologies. However, deficits in many of these functions can lead to varying degrees of disability for the patient. One example is unilateral spatial neglect, which involves an inability to attend to one side of space (most often the left side with right sided lesions). Line bisection and cancellation tasks are commonly used to assess spatial neglect and discrimination behaviorally, and this function has in turn been mapped to the posterior parietal cortex—more specifically the inferior and superior parietal lobules but also portions of the posterior temporal lobe (139). Mental rotation tasks, where the patient has to determine whether two objects are the same or different by mentally rotating them, can also be used to test the non-dominant parietal lobe (181, 182). Functional MRI studies have implicated bilateral superior parietal, frontal, and inferotemporal cortices during mental rotation with greater non-dominant, right parietal activation often seen (183). Facial perception and line orientation have likewise been tied to the non-dominant parietal lobe (specifically the parietal-occipital junction) as well as the non-dominant posteroinferior frontal lobe (184). Impairment on these tasks tend to contribute to social dysfunction and can impair work performance as well, although this is an area that has never been well-studied.

Navigation has also been studied in humans, but the tasks, physiology and circuits have some dissimilarities with the large knowledge from rodent studies. Firstly, studies of neocortical theta are likely irrelevant to the navigation-related activity that is extensively characterized in rodents. Attention has focused on lower frequency components of the intracranial medial temporal lobe EEG, but while non-hippocampal theta has been reported, in relation to virtual maze tasks up to 8 Hz (185), including in relation to possible grid cells of the entorhinal area (141, 186), hippocampal task-related candidate theta activity has been described at 1–4 Hz and around 8 Hz (140, 187–190) also see (191). Furthermore, periods of enriched theta are very brief (188) and are not coordinated along the human septo-hippocampal axis (192). Given the large number of diverse cortical inputs to the hippocampal formation inferred in humans, spatial tasks may only influence as-yet unidentified subregions of the hippocampus. Similarly, rodent work has called attention to the hippocampal formation, given a role in learning of spatial tasks, but spatial learning and perception obviously involves multiple regions of both neo- and allocortex, again ripe for dissection with task development.



Executive Control Processes

Monitoring of executive functions is particularly important during frontal resections, but it is important to note that executive functions involve more distributed cortico-cortico and cortico-subcortical networks, and deficits in this domain can develop with damage outside the frontal lobes (193). Executive functions include processes such as planning, shifting from one mental set to another, updating and monitoring of information, problem solving, metacognition, abstract reasoning, and inhibitory control (194). While little work has been done in this area when it comes to cognitive mapping, tasks to consider could include inhibitory control (e.g., Stroop/color-word interference tests, Go/No Go tests), working memory (e.g., reverse digit sequencing), verbal generative fluency (e.g., saying as many words starting with a particular letter within a short period of time) and mental flexibility (e.g., Oral Trail Making Test requiring alternating recitation of ascending numbers and letters). As an example, researchers used SEEG to demonstrate that the supplementary motor area has a role in evaluating the accuracy of actions (147). Similarly, Puglisi et al. (148) used a simplified Stroop paradigm in a ESM setting, and reported that sparing the identified subcortical sites in the non-dominant frontal lobe region led to preserved executive functions as compared to patients who did not previously receive this mapping.



Learning and Memory

Clinical memory evaluation using ESM and SEEG paradigms has also been minimally explored and is rarely used in clinical practice, although changes in memory comprise some of the worst potential deficits of epilepsy surgical procedures. Estimates of memory decline, which are limited by greater variations in test usage, nevertheless range from 40 to 60% in temporal lobe cases (195–198). These numbers are more modest with minimally invasive surgical procedures but still occur (48, 199). Moreover, we have argued that the current clinical tests of memory are woefully inadequate to fully capture the complexity of memory. Almost all clinically available tasks require the patient to learn solely auditory/verbal or visual content, which they must learn and recall for a very brief period of time. In actuality, human memory is a much more complex construct in which such recall has to be integrated into existing memories (semantic and autobiographical knowledge) and is typically learned in a multimodal fashion (i.e., requires the integration of multisensory and motor input, linguistic/semantic interpretation, etc.) with coding of temporal, spatial, and emotional context. It is possible that we are only testing the most basic of memory subsystems in the process of learning and consolidating information required for effective adaptation to life. Therefore, we need to develop much more advanced measures and test paradigms to allow us to explore these broader aspects of memory. Some of these paradigms can be as simple as combining modalities of learning (e.g., putting a name with a face) and other aspects have only become possible with the advent of technological advances (e.g., virtual reality). Ideally, an array of tasks varying in complexity with dissociable sub-components will allow for the “mental chronometric” process of determining the neural substrates of the basic components (e.g., networks underlying simple encoding of different stimulus modalities) and the broader systems level interactions (e.g., integrating encoded percepts across stimulus modalities, integrating these new memories with existing semantic and autobiographical knowledge bases, processing modulatory feedback from emotional and linguistic systems), which obviously form multiple “scaleable” levels of integrated complexity.

The use of memory paradigms combined with properly designed electrophysiological study (e.g., CCEPs, single unit recordings) could powerfully increase our knowledge of this critical brain function. Recent work with human and non-human primates, for example, is exploring the relationship between the electrophysiology of sleep (e.g., occurrence of sleep spindles) to memory consolidation processes (200–202). Of note, standard clinical neuropsychological batteries only assess patients after time spans under 1 h and never assess patients after periods of sleep (203). This type of work could be carried out in the EMU with intracranially implanted patients, although not without its own set of confounds (e.g., accounting for potential changes in memory related to recent seizure occurrence, changes in antiseizure medications, and a disruptive hospital environment and sleep schedule). Nevertheless, SEEG paradigms with the use of CCEPs is potentially a powerful tool to explore the sub-circuitry of memory processes. George Ojemann carried out a number of memory studies using ESM over the years, and some of his research suggested that the memory system was more complicated than suggested by theoretical models [e.g., episodic memory was disrupted by stimulation of the lateral temporal cortex: (44, 144)]. These findings have more recently been supported by more recent stimulation work through DARPA [i.e., stimulation of lateral TL cortex enhanced memory at some frequencies (146)], and by some initial clinical data involving minimalistic approaches to surgery [lateral TL ablations led to significant verbal memory dysfunction despite preservation of medial TL structures (48)].

Extraoperative single unit recordings can be made when intracranial electrodes are implanted for clinical reasons in patients with refractory epilepsy [see (204)]. While they have provided important insights into memory and cognition, there are a number of limitations. Particularly, it is difficult to continue to record from the same unit for long periods, cell types can be inferred, but not exquisitely defined, and the few neurons that can be recorded, as well as the inability to cover all areas involved in every function (205).

Finally, the possibility of an “electric Wada” seems surprisingly absent from the epilepsy surgery landscape. At least, in the case of patients undergoing invasive monitoring with hippocampal electrodes, it is possible to carry out Wada memory paradigms while disrupting subregions and interconnections of the hippocampus and amygdala or even broader structures (145). This seems particularly relevant in this era of minimally invasive surgical procedures as compared to prior surgical epochs where essentially all patients were undergoing procedures that resected multiple regions of the temporal lobe (including much of the temporal pole, anterior inferior and middle temporal gyrus, fusiform, basal temporal lobe, entorhinal/perirhinal cortex, etc.). The Wada is a blunt test in its own right, with many studies suggesting variability in which brain regions are being affected by the delivery of drug [e.g., sodium amobarbital, brevital (206)]. This was less of a problem with open resective surgery but the Wada test may not adequately reflect the potential outcome of a stereotactic laser amygdalophippocampotomy, which primarily affects the amgdalohippocampal complex. Creating an electric Wada appears to be an area where SEEG will be well-suited, but disruptive stimulation will need to be thoughtfully deployed with very low current intensities and careful tailoring based on the stimulation site: Most patients that would be candidates will have medial temporal onset zones—higher frequency stimulation readily causes seizures when applied to the hippocampus and is often avoided (72).



Social-Emotional Functions

There is increasing recognition of the importance of brain functions beyond cognitive processing, as the preservation of social cognition, emotional processing, and empathy may be equally important in determining quality of life (207), and often represent some of core areas of dysfunction in disorders such as autism and schizophrenia (208, 209). Over the years, socio-emotional tasks (e.g., recognizing emotional state from facial expressions, emotional prosody, self-other distinction, empathy, embodied rotation, and theory of mind tasks) have been shown to depend heavily on the limbic system with significant contributions from the amygdalohippocampal complex, the insula, the cingulate cortex, the anterior temporal lobe (e.g., superior temporal pole), select regions of the broader temporal lobe (e.g., the right temporo-parietal junction), the right dorso-medial prefrontal cortex, the bilateral inferior parietal lobules, and more recently the “default mode network (DMN)” (210–215). The latter is a proposed network derived from functional neuroimaging research that appears to activate whenever an individual is not actively engaged in a task in their environment, and which has been linked to a wide range of cognitive [e.g., forming self-relevant mental constructs, planning for future (216)] and social functions in its own right [e.g., social understanding of others, morality (211, 214)]. These findings relating socio-emotional functions to neural underpinnings were originally formulated from naturally occurring lesion studies in humans and ablation studies in non-human primates (217–221), and have been augmented over the years by data derived from functional neuroimaging studies and to a lesser extent electrophysiological investigation (222, 223). Catani et al. (224) provide a thorough review of the contributors over the past century and a half to these developments, and offer an updated model for the neural substrates underlying emotion, memory, and behavior. These authors reviewed the pioneering work of Papez (225), Yakolev (226), and MacLean (227, 228) among notable contributors, and incorporated the DMN into these earlier models, noting that this network shares neuroanatomical overlap with Papez's circuit. More specifically, the medial aspects of the DMN correspond to the most dorsal aspects of the Papez circuit and are interconnected through the dorsal cingulum. While this is an interesting model, it is worth noting that Papez's circuit was proposed as a mechanism of emotion (225) before the idea of the hippocampus in memory took hold (121), after which Papez's circuit was then recast as a mechanism for memory. Similarly, while ontogeny has some vague relation to the work of MacLean (227), this is a model that has insufficient detail to have explanatory traction in functional localization. Nevertheless, the use of cortical and subcortical mapping paradigms, rarely performed in the thalamus and hypothalamic hamartoma, have not been fully realized as the valuable opportunities that they represent, particularly through the merging of technological advances to create real-life emotional processing situations (e.g., using virtual and augmented reality techniques) that can be coupled with novel data collection methods (e.g., CCEPs, machine learning). In many regards, despite these regions or connections to them being disrupted in many epilepsy surgeries and tumor cases, there has been little clinical attention focused on this likely critical area of function for all of the reasons previously cited.

Theory of mind in particular has emerged as an important facet of social cognition and is one of the few areas that has received some degree of attention in the surgical setting. Critical to this ability—which involves the inference of others' mental/affective states and prediction of behavior(s)—are the posterior inferior frontal gyrus, dorsolateral prefrontal cortex, posterior superior temporal gyrus, and right temporo-parietal junction (207, 229, 230). One such measure that has been adapted to the neurosurgical setting is the Reading the Mind in the Eyes task (229), which was developed for use in the autistic population. This task consists of patients matching one of four affective states to 36 serially presented photographs depicting only the eye region of human faces. Use of this novel task has facilitated mapping of theory of mind, and research has shown that patients do not completely recover this ability following pars opercularis resection (231, 232). Additionally, however, we recently had a teenager decline drastically on this task (normal to impaired) who underwent a left stereotactic laser amygdalohippocampotomy only, and whose dysfunction has persisted over time (233). This highlights the need for further study of the regions critical for such functions as well as individual variability that may occur across patients. Finally, mapping of the insular cortex has also led to some interesting disruptions of potential socio-emotional functions, as well as internal perceptions or interoception, including pain sensation, interoceptive awareness, emotions, self-recognition, empathy, motivation, craving, alterations in breathing, and time perception (234).



Consciousness

An ontology of consciousness is developing, with a key and important example of the necessity of a clear ontology in Antti Revonsuo's Inner Presence (235). This has helped neuroscience move away from imprecise and all-encompassing notions of consciousness, as well as behavioral approaches to consciousness from clinical neurology, where the level of arousal is a major interest. While important recent work has taken this latter approach to study minimally conscious states, often in the setting of diffuse or at least non-focal brain injury [e.g., (236)], other work has brought us close to examining subject-reported inner experience. Of particular note is the extension of Baars “Global Workspace Theory” from the 1980s [see (237)] to neural substrates and cognitive theory. This approach has informed both cognitive and psychological ideas regarding phenomenal consciousness (see Revonsuo) or subjective awareness—a core component of consciousness—such as in the work of Dehaene [e.g., (238)], or in the sphere of SEEG studies, where this has been developed by Naccache et al. (239–246). This work argues, with empirical evidence, that association cortices are fundamental to phenomenal consciousness. Disfunction of these regions in turn leads to a loss of awareness. It is important to note that while phenomenal consciousness may represent a core component of consciousness perhaps its sine qua non, there are other elements that are necessary to normal conscious experience that call for mechanistic explanations, such as metacognition, reflection, selfhood, embodiment, autobiographical narrative, introspection, etc. While all of these seem amenable to well-designed studies that might take advantage of the spatial and temporal resolution of SEEG, sparse sampling needs to be overcome, perhaps by combination with functional imaging methods. When rejecting the behaviorist notion that subjective report is not scientific, and accepting that within certain wide bounds, subjectivity is a core and valid type of data [see, for example (238)]. With a better framework for considering the important constituents of consciousness (e.g., wakefulness, perception, attention, multi-modal representation, mnemonic processing, meta-cognitive processes), the time seems right to begin exploring aspects of these mechanisms. To achieve this, new tasks and experimental paradigms are needed.



Modernization and Standardization of Testing Paradigms and Techniques

It is important to take a highly individualized and functional anatomically informed approach to task selection to optimize mapping/monitoring for any given patient. In addition to greater focus on task development, there is a need to develop effective and innovative methods for administering cognitive testing during ESM more considerate to efficiency and portability of both stimuli and capture methods. Laptop-based systems are widely utilized to display stimuli to patients (e.g., Powerpoint presentations) and allow for extensive stimuli to be stored and displayed electronically but the transition to computers alone does not address the often unstructured and highly variable testing methods used across institutions. Increased consensus in this regard would be valuable in allowing for more comprehensive research endeavors with larger samples across collaborating institutions and further identification of best practices. It would also allow for sharing of common test stimuli, making it possible for more groups to consider more sophisticated mapping paradigms that often take a great deal of preparation time to create. Consensus is becoming increasingly possible through development of specific surgical brain mapping software packages/applications that can be used in a standardized fashion across institutions. One such open-source testing platform is NeuroMapper, which was developed by one of the authors of this manuscript (DSS) (See Figure 6). It is utilized to administer a variety of cognitive paradigms to patients in a highly customized and flexible manner via dual iPads, allowing for highly individualized mapping by using baseline performance to select stimulus sets for mapping. This then allows examiners to quickly and easily code patient responses (e.g., correct/incorrect, types of errors made) and monitor changes in task accuracy and reaction times in real time, as well as to obtain video records of patients responses for later review. Another useful feature of NeuroMapper is its portability, given the relatively reduced size and weight of the iPad vs. more traditional laptop/computer setups.
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FIGURE 6. Intraoperative use of the iPad-based Neuromapper tool. Written informed consent was obtained from the individual for the publication of any potentially identifiable images.


We have already suggested many areas of additional test development (e.g., expanded testing of language, adaptation, and creation of tasks of socio-emotional function), but would also like to encourage the exploration of virtual reality and augmented reality techniques to expand the depth and range of constructs that are being examined. These technologies allow for an immersive experience which can be tightly controlled, observed, measured, and manipulated in a manner that allows us to move beyond simple measurement of function yet provides control of the environment while altering task components in a systematic manner. Given the construct of memory, for example, we can continue to test simple episodic recall of a list of words, a story, an object, or a visual scene, but we can also more easily add greater context to the learning, which can pull from semantic (factual information) and autobiographical information (the subject's own personal experiences) and can include both established and novel experiences and information as well. With eye-tracking, motion capture technologies, video-recording, and simultaneous electrophysiological measurement, we can study the patient thoroughly and in a precision manner not previously possible with paper and pencil or even computer-administered tasks. Our own group has created a series of video-vignettes (See Figure 7) with professional actors, which require the patient to learn the content of a brief episodic occurrence in the life of one or more individuals, while learning to recognize those individuals (including face, voice, etc.), the settings in which each event takes place, incidental occurrences in the background, and the interactions between these factors (e.g., “Which person was seen in a given context?” and “What other individuals and objects were present?”). We have created extensive foils that include altering subtle characteristics of each scene and its content to test the limits of recall, including potentially the stylistic manner of information retrieval (e.g., subtasks that can potentially tease out the reliance upon familiarity or recognition or a failure of pattern-separation vs. a failure of language, semantics, or other factors). With current technology and artistic capabilities scenes can be subtly manipulated to allow for the ultimate alternate test forms (e.g., making changes in objects or persons while leaving every other aspect of the scene exactly the same) or to apply eye-tracking mechanisms to determine if changes in repetitive scenes were even noticed based on existing literature on the visual fixation differences for novel vs. old information in patients and controls [a finding observed in human and non-human primates (247, 248)]. These sorts of complex tasks would be ideally suited to a situation in which passive mapping is being used, yet a simplified version (e.g., face-name learning) can be completed using an active stimulation paradigm.


[image: Figure 7]
FIGURE 7. Emory Multimodal Memory Test. A new multimodal tool that is under development for the assessment of multiple domains of cognition and their integration, along with simultaneous recorded eye position and pupil diameter data. Written informed consent was obtained from the individual for the publication of any potentially identifiable images.


Some examples of the use of virtual reality and electrophysiological studies together already exist both with human, rodents, and non-human primates. Several studies have used virtual reality systems combined with implanted electrodes, for example, to study processes such as spatial navigation in rodents and non-human primates (249, 250). These studies have provided a number of interesting findings, facilitating insight into the neural substrates of allocentric (i.e., a more general, global directional sense) and egocentric navigation (a more local system, based on familiar landmarks and their spatial relationships), and other factors that facilitate or hinder navigation. It appears that the hippocampal formation is critical for allocentric navigation (along with parahippocampal and retrosplenial cortex), but that egocentric processes activate neural systems outside of the medial TL (including medial and posterior parietal lobe regions and caudate nucleus).

In humans, a group in France has started piloting the use of a virtual reality headset during awake surgeries in the operating room, using this system to test language but also to explore the ability to understand social gestures (251). There were limitations to what could be accomplished, but they are working on solutions to these issues through ongoing research. Over the last 2 years, virtual tasks have exploded, with ecologically realistic or episodic memory in a shop environment (252, 253), spatial orientation (254), attention (255), and large-scale spatial learning (256). Similarly, standard objects to use in creating these environments (257), and free programming tools (e.g., Unity by Unity Technologies) are making this easier and more standardized (See Figure 8). Combining these rich tasks with intracranial electrophysiology will be difficult, given the complex and unfolding nature of tasks, but much may also be learned. Overall, virtual and augmented reality paradigms will increase our ability to study complex phenomena in a highly controlled manner, and should lead to further insights into the neural substrates of complex behavior of all sorts, which will be helpful for better understanding disease states, navigating neurosurgical procedures to provide optimal benefit with the greatest sparing of function, enhancing our ability to use neuromodulation procedures to treat disease (e.g., seizures, depression) and potentially enhance/restore neurological function, and create the opportunity to develop brain-machine interfaces (259), such as those that have allowed the creation of a bionic prosthetic limb. Of note, all of these “futuristic” advances also call for the need for close collaboration with neuroethicists, discussion between cognitive psychologists and neuroscientists, and potentially input from neurophilosophy, to determine the best path forward in these new frontiers [e.g., (260)].
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FIGURE 8. Examining meta-memory with a spatial task. In this virtual reality task from the Cleary Lab (258), subjects can rate feelings of familiarity and deja vu after flying through spatially similar scenes. This is presently being used in the setting of SEEG to examine the anatomy and network activity associated with familiarity. It is also under development with contemporary virtual reality hardware and software.





CONCLUSIONS

Cognitive and emotional mapping with SEEG holds great promise both as a clinical tool and research paradigm for significantly improving our understanding of brain structure-function networks. As laid out in this paper, by augmenting a rich history cortical stimulation mapping and SEEG mapping with advances in neuroimaging (e.g., connectivity metrics; precision volumetrics), neuropsychology/neurophilosophy (e.g., updating old models with advances in brain modeling and theory; adding new measures that tap the rich, complexity of thought and memory), technology (e.g., virtual/augmented reality for humans and non-human primates alike), electrophysiological processing and computational modeling (e.g., CCEPs, machine learning algorithms), the field is poised to make rapid advances. Such potential gains could not only improve the care of patients with brain tumors and epilepsy, but potentially allow us to better understand other neurological diseases (e.g., semantic dementia vs. Alzheimer's disease) while developing more targeted, novel treatments. For example, by understanding the neural circuitry of cognition and emotion and their dysfunction, we may be able to develop more specific drug treatments, better position neuromodulatory devices, or even learn to “relink” damaged pathways and circuits. There is still much exciting “building block” work to be done in each of these subfields, and those of us working with these tools and paradigms should be establishing consortiums to share ideas, resources, and data to enable exponential growth in this field over the next couple of decades.
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Background: Decision-making in epilepsy surgery is strongly connected to the interpretation of the intracranial EEG (iEEG). Although deep learning approaches have demonstrated efficiency in processing extracranial EEG, few studies have addressed iEEG seizure detection, in part due to the small number of seizures per patient typically available from intracranial investigations. This study aims to evaluate the efficiency of deep learning methodology in detecting iEEG seizures using a large dataset of ictal patterns collected from epilepsy patients implanted with a responsive neurostimulation system (RNS).

Methods: Five thousand two hundred and twenty-six ictal events were collected from 22 patients implanted with RNS. A convolutional neural network (CNN) architecture was created to provide personalized seizure annotations for each patient. Accuracy of seizure identification was tested in two scenarios: patients with seizures occurring following a period of chronic recording (scenario 1) and patients with seizures occurring immediately following implantation (scenario 2). The accuracy of the CNN in identifying RNS-recorded iEEG ictal patterns was evaluated against human neurophysiology expertise. Statistical performance was assessed via the area-under-precision-recall curve (AUPRC).

Results: In scenario 1, the CNN achieved a maximum mean binary classification AUPRC of 0.84 ± 0.19 (95%CI, 0.72–0.93) and mean regression accuracy of 6.3 ± 1.0 s (95%CI, 4.3–8.5 s) at 30 seed samples. In scenario 2, maximum mean AUPRC was 0.80 ± 0.19 (95%CI, 0.68–0.91) and mean regression accuracy was 6.3 ± 0.9 s (95%CI, 4.8–8.3 s) at 20 seed samples. We obtained near-maximum accuracies at seed size of 10 in both scenarios. CNN classification failures can be explained by ictal electro-decrements, brief seizures, single-channel ictal patterns, highly concentrated interictal activity, changes in the sleep-wake cycle, and progressive modulation of electrographic ictal features.

Conclusions: We developed a deep learning neural network that performs personalized detection of RNS-derived ictal patterns with expert-level accuracy. These results suggest the potential for automated techniques to significantly improve the management of closed-loop brain stimulation, including during the initial period of recording when the device is otherwise naïve to a given patient's seizures.
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INTRODUCTION

Since its clinical establishment in the early twentieth century, intracranial electroencephalography (iEEG) has become the fundamental modality for evaluation and subsequent management in epilepsy surgery (1–4). Recorded either with the use of subdural electrodes (5) or stereotactic electroencephalography (sEEG) (6), the iEEG allows for localization of the epileptogenic zone or the epileptogenic network giving rise to seizures (7, 8). Computer-assisted signal processing methodologies became popular in the field to support the tedious task of seizure onset localization (9–11).

Deep learning methodologies have been successful in the medical field due to their efficiency in information extraction from raw data (12). One of the most recently established approaches to machine-learning is the convolutional neural network (CNN) model. CNNs are artificial neural networks with multiple consecutive layers that perform convolutions in a hierarchical fashion (13, 14). They are considered to be the deep learning model of choice in applications that require processing of multiple array data, as they can successfully identify local conjunctions in data and build high-level features from low-level ones (15). In the brain-related sciences and clinical fields, neural networks have become a core entity of brain-computer interfaces (16–23), assisted diagnosis and rehabilitation for brain disorders (24–27), and allowed methodological improvements in neuroscience (28–31). For electroencephalographic (EEG) data analysis specifically, deep learning by means of CNNs has been applied for feature extraction purposes (32–34), prediction of cognitive performance (35, 36), and identification of evoked potentials (37).

In recent years, deep learning has been applied in extracranial EEG data to facilitate seizure detection in adult (38–41), children (42), and neonatal populations (43), as well as to identify interictal EEG features (44, 45). Fewer studies, have used deep learning to detect seizures from iEEG data (46). Machine learning approaches have also been used to link extracranial EEG with ECoG discharges (47), predict epileptic seizures (41, 48), and design seizure-detection embedded systems (49). The studies aiming at developing deep learning approaches using intracranial seizure data derived from pre-surgical evaluations for epilepsy are highly limited by the small number of recorded seizures available per patient.

More recently, neuromodulation by the Food and Drug Administration (FDA)-approved RNS System has been used in the U.S.A. as an alternative minimally invasive and personalized therapy for patients with pharmacoresistant focal epilepsy (50). The RNS system is an implantable closed-loop electrical stimulation device that applies electrical stimulation to epileptogenic tissue upon detection of ictal patterns (51–54). The electric current applied locally over the seizure onset areas affects the progress of the detected ongoing ictal patterns by acutely causing their attenuation (55) or by chronically inducing changes in the epileptic synchronization and neuronal recruitment properties of the underlying epileptogenic tissue (56). For the first time in the history of iEEG, RNS allows the recording of iEEG epochs over long periods of time, resulting in the accumulation of hundreds and often thousands of iEEG epochs per patient per year. However, a study to evaluate the efficiency of CNNs in large intracranial RNS-derived seizure datasets remains lacking. As a consequence, the development of reliable automated seizure detection methods is urgently needed to support routine clinical evaluation of RNS patients, as well as to facilitate analytics for personalized treatment (57). Our study addresses this need and evaluates the efficiency of deep learning methodology in detecting iEEG ictal patterns using a large RNS-derived dataset of ictal patterns.



METHOD


Patients

Patients included in this study suffered from focal epilepsy, diagnosed according to current ILAE criteria (58, 59). Patients underwent investigative intracranial recording procedures, either by subdural electrodes, or by robotic-assisted stereotactic EEG, to identify the focus and extent of their epileptogenic zone. After a review of all available patient data during weekly multidisciplinary epilepsy conferences and consideration of available therapeutic options, closed-loop neurostimulation therapy (RNS, NeuroPace, Mountain View, CA, USA) was recommended. Our patients were implanted with the RNS system between January 2015 and June 2018, and the use of their data for this study was approved by the University of Pittsburgh Institutional Review Board (IRB).



RNS Implantation

RNS leads were implanted as closely as possible to the recorded and/or hypothesis-derived epileptogenic regions (Supplementary Figure 1). Patients with a diagnosis of neocortical epilepsy onset were implanted either with strips placed over the focus, or depth leads placed through the focus, or a combination of both. Patients with a diagnosis of malformations of cortical development were implanted with depth leads across the posterior-anterior direction of the lesion. Patients with a diagnosis of mesio-temporal epilepsy were implanted with depth electrodes placed across the posterior-anterior axis of the hippocampus. Patients with a diagnosis of idiopathic generalized epilepsy were implanted in the thalamus by oblique depth electrodes targeting the centro-median nucleus. Assessment of electrode locations was performed by fusion of the post-surgical CT with the pre-surgical MRI.



Data Acquisition

iEEG data recorded from the RNS system were obtained from NeuroPace. Additional RNS-related metadata, including recording, detection and stimulation settings, were collected directly from the NeuroPace Patient Data Management System (PDMS) using purpose-built software. Recordings consisted exclusively of 90 s duration, 4-channel ECoGs, online band-pass filtered at 4–125 Hz, sampled at 250 Hz and digitized by a 10-bit ADC. iEEG channel derivations were bipolar between neighboring electrode contacts (Supplementary Figure 1), grounded to the case of the RNS pulse generator. All electrode impedances measured below 1 kOhm for all recordings. Both scheduled and detection-triggered iEEG recordings were obtained and used in this study. Scheduled recordings were triggered by the RNS device's onboard clock to occur either every 12 or 24 h and offered a continuous sampling of spontaneous neurophysiologic activity. Detection triggered recordings were initiated by one of the onboard closed-loop algorithms. Patients were instructed to download their raw iEEG data daily to a local computer, through a transcutaneous telemetry wand, which was in turn uploading the recordings to the NeuroPace PDMS on a weekly basis. Immediately post-implantation, the device was set to passive recording mode for ~1 month, during which no stimulation was delivered in order to record baseline activity (baseline epoch). Once baseline activity was reviewed, stimulation parameters were configured and activated. During the rest of the post-implantation period the device delivered detection-triggered stimulation therapy and parameters were periodically modified in subsequent clinic visits based on evaluation of seizure control status. The time interval during which RNS parameters remain unchanged is referred to as programming epoch.



Data Labeling

In accordance with established clinical practice, iEEG ictal patterns were visually identified by an experienced epilepsy surgery neurophysiologist (V.K.) and in turn confirmed by a board-certified epileptologist (N.Z.). The evaluation process was not influenced by and did not take into account the “long-episode” detections of the RNS system. The onset of ictal patterns was annotated by a cursor marker. The term “ictal pattern” is used instead of the term “seizure,” as the device provides no information regarding the clinical manifestation of the electrographic events. The iEEG ictal pattern onset was defined as the point in time after which the iEEG recording background was no longer interictal and was followed by a paroxysmal discharge of ictal features with evolution in frequency and morphology over time. Interictal background was evaluated from scheduled recordings that did not contain iEEG ictal patterns.



Data Augmentation

To reduce overfitting of the model to the training data, we applied label-preserving transformations to iEEGs in the training set (60). We padded the iEEGs with 30 s of zero-voltage measurements before and after the recording, and then chose a 90-s crop uniformly at random. We also rescaled the data by multiplying each signal by a factor between 0.8 and 1.2, chosen uniformly at random for each iEEG. The network was evaluated on untransformed iEEGs from separate validation sets.



Model Architecture and Training

We used a convolutional neural network with high-level architecture shown in Figure 1. The network contains 23 convolutional layers with residual connections to make optimization of such a deep network tractable (61). The network takes as input a time-series of intracranial voltage measurements and a patient identifier. The patient identifier facilitates personalized ictal pattern prediction by allowing the network to make predictions conditioned to a particular patient. The network outputs two predictions: a probability that the recording contains an ictal pattern, and the onset time of the ictal pattern in seconds. We jointly optimize both losses using a hybrid loss function. Defining s ∈ {0, 1} as ictal pattern label, ŝ as predicted ictal pattern probability, t as ictal pattern onset time, and [image: image] as predicted ictal pattern onset time, the loss for one example is:
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where
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and

[image: image]

The network contains 11 residual blocks with 2 one-dimensional convolutional layers per block. The convolutional kernel size is 16. The number of filters is 16 in the first layer and increases linearly to 116 in the penultimate residual block. At that point, the filters are concatenated with one-hot encoded patient IDs followed by the final residual block. At the first convolutional layer and at the start of every other residual block, the stride is 2, which down samples the data by a factor of 2 every other residual block. Alternating residual connections also use a stride of 2 in their convolution.


[image: Figure 1]
FIGURE 1. Architecture of the network. The CNN contains 23 convolutional layers with residual connections. The network takes as input a time-series of intracranial voltage measurements and a patient identifier. Before each convolutional layer, batch normalization is applied followed by rectified linear activations. The network contains 11 residual blocks with 2 one-dimensional convolutional layers per block. The convolutional kernel size is 16. The number of filters is 16 in the first layer and increases linearly to 116 in the penultimate residual block. The network outputs two predictions: a probability that the recording contains an ictal pattern, and the onset time of the ictal pattern in seconds (Conv, convolutional layer; BN, batch normalization; ReLU, rectified linear activations).


Before each convolutional layer, we apply batch normalization (62) followed by rectified linear activations (63). We initialize the weights (64) and train the network using stochastic gradient descent for 20 epochs with a batch size of 128. We use cyclical learning rates (65) by cycling the learning rate from 0.1 to 0.025 every 4 epochs. For the final two epochs, the learning rate is held at 0.025. Experiments were conducted on Nvidia Tesla K80 accelerators using TensorFlow 1.13.

Accuracy is evaluated by concordance with expert identification, as well as the empirical time constraint for detecting the ictal pattern onset at an interval of less than ±5 s from the expert onset marking, corresponding to half the 20 s EEG review page typically used in clinical routine.

Annotated iEEG ictal patterns from the dataset were partitioned into training and testing sets; the training set was used to introduce data and the testing set to measure algorithm performance. We decided to create the following two experimental scenarios that correspond to actual clinical situations: (1) when a patient already implanted with RNS moves his epilepsy care to a new center, and the new center receives all prior RNS recordings for analysis, or when an RNS clinic physician moves to a new center, where a list of RNS patients is already registered for care (scenario 1) and, (2) the situation when a new patient is implanted (scenario 2). To test the 1st scenario on previously unseen data of patients that have already been recorded for some time (scenario 1), cross-validation was performed using leave-one-out methodology. This was done by training and evaluating the network on all ictal patterns obtained from all except one patient. Ictal patterns from this “hold-one-out” patient were randomly selected to form a seed set that was then used to train the CNN. The size of seed set was increased from n = 0 to n = 30 at increments of 5. In addition, each seed set was paired with an equal number of interictal epochs free from ictal patterns; for this purpose, non-ictal scheduled recordings from the “hold-one-out” patient were used to pair seed set recordings containing ictal patterns from the same patient. We then evaluated CNN accuracy on the held-out data, i.e., ictal patterns of the “hold-one-out” patient not used in the seed set. This experiment was repeated in separate iterations for all patients. To test the 2nd scenario on data of newly implanted patients (scenario 2), we used the “hold-one-out” patient's earliest available consecutive ictal patterns as seed set, corresponding to the baseline and early stimulation programming epochs, and then trained and evaluated the network as in scenario 1. Testing in both scenarios was performed in 12/22 patients for which at least n + 5 iEEG ictal patterns (i.e., # of ictal patterns > 35) were available (Table 1). The data of the rest of the patients were not used for testing. We trained our CNN to classify each iEEG epoch as containing an ictal pattern vs. no ictal pattern. Binary classification or detection accuracy was evaluated using area under precision-recall curve (AUPRC), which incorporates positive-predictive value to adjust for the significant class imbalance in our data set. For regression accuracy (predicting the time at which an ictal pattern begins), we used mean absolute error.


Table 1. Patient demographics and RNS data features.
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Statistical Analyses

Kruskal-Wallis-tests were used to compare AUPRC results between implant location groups, with an a priori level of significance set to 0.05. All analyses were performed using R 3.1.6 (R Foundation for Statistical Computing, Vienna, Austria) and all data was stored on Microsoft SQL Server 2012 R2 (Microsoft Corporation, Redmond, Washington, USA).




RESULTS

In this study we used a large RNS-derived intracranial dataset comprised of 5,226 ictal pattern events, marked and verified by consensus by two epilepsy experts (agreement on 99.8% of markings), in 18,368 epochs of ~90 s duration from 22 epilepsy patients implanted with RNS, corresponding to a total of 7,346 days of intracranial recording. The mean total post-implantation recording period was 47.7 ± 7.5 weeks (minimum 2.4 weeks, maximum 111.9 weeks). The mean patient age was 33.9 ± 2.5 years and 13 (59.1%) were women (Table 1).

In scenario 1, the CNN achieved a maximum mean binary classification AUPRC of 0.84 ± 0.19 (95%CI, 0.72–0.93) (Figure 2A) and mean regression accuracy of 6.3 ± 1.0 s (95%CI, 4.3–8.5 s) at 30 seed samples (Figure 2B). In scenario 2, maximum mean AUPRC was 0.80 ± 0.19 (95%CI, 0.68–0.91) (Figure 2C) and mean regression accuracy of 6.3 ± 0.9 s (95%CI, 4.8–8.3 s) at 20 seed samples (Figure 2D). However, we obtained near-maximum accuracies at seed size of 10 in both scenarios (Figure 2), suggesting significant transference between patients at a small seed size.


[image: Figure 2]
FIGURE 2. Performance evaluation of the CNN. Box plots show the 25th and 75th percentiles, median (solid), mean (dotted), minimum, and maximum values with outliers shown as dots. (A) AUPRC results (accounting for all past patients) for different numbers of paired seed data for our CNN in scenario 1 when detecting iEEG ictal patterns vs. non-ictal patterns. (B) Absolute mean regression error results for our CNN in scenario 1. (C) AUPRC results (accounting for all past patients) for different numbers of paired seed data for our CNN in scenario 2 when detecting iEEG ictal patterns vs. non-ictal patterns. (D) Absolute mean regression error results for our CNN in scenario 2.


Sub-analysis by brain region implanted in scenario 1 showed an AUPRC of 0.88 ± 0.08 (95%CI, 0.83–0.93) for the hippocampus, 0.92 ± 0.09 (95%CI, 0.88–0.96) for developmental anomalies, and 0.73 ± 0.24 (95%CI, 0.60–0.86) for the neocortex (p = 0.35). In scenario 2, the AUPRC was 0.89 ± 0.09 (95%CI, 0.85–0.94) for the hippocampus, 0.93 ± <0.01 (95%CI, 0.93–0.93) for developmental anomalies, and 0.59 ± 0.29 (95%CI, 0.44–0.75) for the neocortex (p = 0.15).

Examples of successful detections are presented in Figure 3A. In order to appreciate confounds that influenced accuracy and resulted in suboptimal detections, we performed manual review of failed detection items and identified 7 main categories of CNN pitfall conditions: (1) Ictal electro-decrements that reduce the signal amplitude to baseline levels (Figure 3B1). (2) Brief ictal patterns that can be confused for interictal bursts (Figure 3B2). (3) Ictal patterns isolated to a single channel (Figure 3B3). (4) Highly concentrated interictal activity (Figure 3B4). (5) Changes in the brain state in the context of the sleep-wake cycle (Figure 3B5). (6) Progressive modulation of electrographic ictal features [not shown, see (56)]. (7) Undetermined reasons (Figure 3B6).


[image: Figure 3]
FIGURE 3. Examples of iEEG ictal pattern detection by the deep-learning neural network. Black dotted vertical lines represent the ictal pattern onset marking set by expert neurophysiologists. Green dotted vertical lines represent the CNN's annotation. (A) Examples of successful identifications of RNS ictal patterns with variable degrees of onset accuracy (1–6). (B) Examples of unsuccessful identifications. 1. Although the CNN classifies an ictal pattern in the epoch file, the actual onset is missed due to the presence of semi-regular brief diffuse electro-decrements at the beginning of the ictal pattern. 2. Although the CNN classifies an ictal pattern in the epoch file, the marker is placed at the onset of brief interictal activity that resembles the actual, also brief, ictal pattern. 3. Ictal pattern taking place in a single channel, in a patient with distant electrode implantation, is not acknowledged by the CNN (false negative). 4. Highly concentrated interictal activity is annotated by the CNN as ictal pattern (most of the times resulting in a false positive, unless an ictal pattern co-existed in the epoch file as in this example). 5. The recording occurred during the transition from sleep to wakefulness (arousal) and the CNN annotated the sudden introduction of normal background high frequencies as ictal pattern onset (false positive). 6. The CNN missed the ictal pattern for no apparent reason.




DISCUSSION

This study describes a deep neural network that achieved high accuracy in seizure detection using a large dataset of expert-validated ictal patterns from the iEEG recordings of RNS-implanted epilepsy patients. The large size of our dataset allowed us to test two scenarios: (1) to evaluate seizure detection in an existing collection of recordings (including a random selection of the patient's ictal patterns in the training dataset) (scenario 1), and (2) to evaluate seizure detection on a prospective basis for new patients (including the earliest consecutive recorded ictal patterns of the patient in the training dataset) (scenario 2). We performed our evaluations using hold-one-patient-out cross validation. Specifically, the model was trained on 22 patients and evaluated in 12/22 patients for which at least > 35 ictal patterns were available, in a hold-one-patient-out cross validation fashion. For the “chronic recording scenario” (scenario 1), the model was trained on 22 patients, 0–30 seed examples from the test patient chosen uniformly at random, and it was evaluated on the remaining examples for the test “hold-one-out” patient. For the “recent recording scenario” (scenario 2), the model was also trained on 22 patients and the 0–30 seed examples were chosen to be the earliest possible recordings for the test patient, to evaluate the ability of the model to predict future examples for that patient. In turn, we report average results over all possible “hold-one-out” patients (12 total, after excluding patients with fewer than 35 ictal events). Our deep learning architecture achieved accuracy comparable to experts in both clinically relevant scenarios (0.84 and 0.80, respectively) using limited seed datasets containing 30 random and 20 consecutive ictal patterns, respectively. In the only previous report investigating the inter-rater reliability of RNS-derived intracranial seizure detection by experts (66), a manual review of 7,221 RNS-recorded electrographic epileptic events from 22 patients, experts reached an overall 0.79 agreement.

We also observed that AUPRC accuracy between just 5 vs. 10 seeds increased significantly, and although we obtained maxima at 20 and 30 seeds, the difference between 10, 20, and 30 seeds was not clinically meaningful. The standard procedure following RNS implantation requires 3–4 weeks of recording without therapeutic stimulation (baseline period) in order to collect ictal events and manually tune the on-board RNS detectors (51–54). Our model's training data requirements fit nicely with the RNS procedure, and the CNN could be used to improve the device's event detection capabilities in real-time. Specifically, it could use the baseline seizure data for training to improve the overall detection accuracy, and greatly reduce the need for the current practice of repeated heuristic manual adjustments of detection parameters (67).

Finally, we observed that although there was no statistically significant difference in ictal pattern identification between implanted anatomy groups, ictal patterns in developmental malformations and the hippocampus were more reliably classified than neocortical patterns. For that reason, we performed manual review of failed classifications and determined several systematic causes that turned out to have negatively affected the ictal pattern onset accuracy, although the mean values were well within the pre-determined tolerance window. Most failures and misses that we identified and hereby report have a neurophysiological rather than a computational background, comprised of a constellation of patterns that have often raised concerns within the epilepsy community (68, 69): patterns of interictal activity (70, 71), ictal electrodecrement patterns (72), iEEG patterns during the shift from sleep to wakefulness (73) and vice-versa (74), brief and regionally isolated ictal patterns (75), as well as the recently highlighted effect of ictal pattern modulation due to prolonged stimulation (56, 76). The overall lack of major confounds related to RNS anatomical substrates, suggests that the variety introduced by the anatomical origin of ictal patterns is unlikely to interfere with deep learning and performance.

We took several measures to quantify and reduce model overfitting. First, we report cross-validated results wherein the model is evaluated on different recordings than which it is trained on. Also, we did not extensively or automatically tune hyperparameters. For example, our learning rate varies from 0.1 to 0.025 and we train for exactly 20 epochs. Finally, we trained with both batch normalization (62) and dropout (77) that have experimentally been shown to act as regularizers.

The use of this CNN as an off-line tool can have an important impact in the routine clinical evaluation of epileptic patients implanted with RNS. Due to its high reliability in detecting ictal patterns, our tool can reflect an accurate overview of the patient's progress with neurostimulation therapy and support further quantitative assessments (57). Improvements in accuracy of seizure detection can also identify potential breakthrough seizures early enough for the physician to adjust and adapt the treatment strategy and achieve better seizure control, reducing thereby the risk of life-threatening emergencies such as status epilepticus and sudden unexpected death in epilepsy (54, 78).

We developed and presented a deep learning neural network that performs detection of RNS-derived ictal patterns with the highest published accuracy to date. The key to its performance is the large training dataset that allows the network to develop expertise; a pool of data that only the RNS device can provide due to its ability to sample and record neural activity over long periods of time. We are confident that this technology will improve the management of RNS patients and become pivotal for applications requiring high accuracy in intracranial seizure detection.
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Supplementary Figure 1. RNS iEEG data acquisition. a. Pre-operative MRI and post-implantation CT fused image aligned in the axial plane across the trajectory of the implanted RNS lead in the left hippocampus of patient 6. b. iEEG data from the baseline period. The two distal anterior hippocampal contacts make bipolar channel 1, and the two proximal posterior hippocampal ones make bipolar channel 2, that record a unilateral iEEG seizure pattern in the left hippocampus during the baseline period starting in channel 2 (onset at red line). c. Respective iEEG data from the 1st programming epoch where stimulation was activated. During stimulation the amplifier is disconnected, thereby generating a rectangular pulse artifact in the time domain. d, e, and f show the respective imaging and data for an independent right hippocampal electrographic seizure pattern starting in channel 3 of the same patient.
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Responsive neural stimulation (RNS) is considered a promising neural modulation therapy for refractory epilepsy. Combined stimulation on different targets may hold great promise for improving the efficacy of seizure control since neural activity changed dynamically within associated brain targets in the epileptic network. Three major issues need to be further explored to achieve better efficacy of combined stimulation: (1) which nodes within the epileptogenic network should be chosen as stimulation targets? (2) What stimulus frequency should be delivered to different targets? and (3) Could the efficacy of RNS for seizure control be optimized by combined different stimulation targets together? In our current study, Granger causality (GC) method was applied to analyze epileptogenic networks for finding key targets of RNS. Single target stimulation (100 μA amplitude, 300 μs pulse width, 5s duration, biphasic, charge-balanced) with high frequency (130 Hz, HFS) or low frequency (5 Hz, LFS) was firstly delivered by our lab designed RNS systems to CA3, CA1, subiculum (SUB) of hippocampi, and anterior nucleus of thalamus (ANT). The efficacy of combined stimulation with different groups of frequencies was finally assessed to find out better combined key targets with optimal stimulus frequency. Our results showed that stimulation individually delivered to SUB and CA1 could shorten the average duration of seizures. Different stimulation frequencies impacted the efficacy of seizure control, as HFS delivered to CA1 and LFS delivered to SUB, respectively, were more effective for shortening the average duration of electrographic seizure in Sprague-Dawley rats (n = 3). Moreover, the synchronous stimulation of HFS in CA1 combined with LFS in SUB reduced the duration of discharge significantly in rats (n = 6). The combination of responsive stimulation at different targets may be an inspiration to optimize stimulation therapy for epilepsy.

Keywords: combined stimulation, granger causality, responsive neural stimulation, temporal lobe epilepsy, rat


INTRODUCTION

Neural modulation is gradually accepted by those patients with medicine-refractory epilepsy who are not candidates for surgery resection (1, 2). Compared with Vagus nerve stimulation (VNS) and deep brain stimulation, which deliver scheduled stimulation on open-loop mode, responsive neural stimulation (RNS) delivers electrical stimulation in response to the neural activity of the target tissue and is emerging as one of the most promising approaches for refractory epilepsy treatment (3). Several clinical multi-center outcome studies demonstrated a median reduction in seizure frequency of 53% at 2 years and 72% at 6 years with the treatment of RNS (4, 5). However, the efficacy of RNS is still far from optimal due to the various stimulation parameters, complex stimulation targets for seizure control, and limited understanding of neural modulation mechanism (6). Stimulation targets and parameters of RNS are intimately related to the efficacy of seizure control. Understanding the knowledge of seizure initiation and propagation is crucial for looking for ideal stimulation targets. It has been demonstrated that limbic structures, primarily the hippocampus, amygdala, subiculum, and entorhinal cortex, are the sites of seizure initiation in temporal lobe epilepsy (TLE), moreover, the initiation and propagation varies between subjects (7). The targets for RNS are typically seizure onset zones in clinical studies. To optimize the efficacy, extensive studies were performed to look for more effective stimulation brain targets in recent studies (8–10). Most of the explored potential targets were those directly involved in seizure generation, propagation, or served as a hub to control an epileptic network (3). Specifically, besides the classical epileptic foci of CA3 and CA1 in hippocampi, other targets, such as subiculum (SUB) and anterior nucleus of thalamus (ANT) which have a tight connection with the mesial temporal lobe structure, were also proven to be potential stimulation targets of seizure suppression (11). Except for the stimulation targets, optimal stimulation parameters for aborting seizure activity are still unclear (12). Among the complex stimulus parameter space, stimulation frequency is a vital parameter and has distinct effects on different brain targets (13). In general, stimulation with a high frequency range (>70 Hz) is deemed to be effective for seizure control, since it may demonstrate the acute suppressive effects on neuronal synchrony by preferential activation of GABA-ergic inhibitory neurons and alter extracellular potassium concentrations (14). Nevertheless, stimulation with low frequency (<10 Hz) delivered to white matter tracts evokes a large, coordinated population burst which then leads to a period of reduced population firing mediated by slow after-hyperpolarization and GABA-B currents (15, 16), and attenuates seizure severity in multiple rodent models and non-human primate models (17, 18). Both high frequency and low frequency stimulations applied in animal and clinical studies were proven to be effective for seizure control (19–22). However, to the best of our knowledge, whether high frequency or low frequency stimulation applied at each different target has different efficacy for seizure control in the same animal model of temporal lobe epilepsy has not been well-explored. Overall, the identification of new targets and approaches for brain stimulation in epilepsy control is particularly compelling.

As the research progressed, epilepsy came to be understood as a disorder of the large neural network, the activity of which depends on the dysfunction of widespread regions in the brain rather than a single epileptic focus (23). Right now, the main approach of neural modulation for seizure control is delivered to a single target region alone, which may not sufficiently alter the dynamics of networks during seizures and may underline the suboptimal efficacy of RNS for seizure control (24). Therefore, it might be more effective to alter the dynamics of brain networks during seizures if responsive stimulation could be delivered to multi-targeted brain regions. Hence, simultaneously combined stimulations on different targets hold great feasibility for improving the efficacy of seizure control. Only a few studies were performed to evaluate this hypothesis. One of the most intriguing works was simultaneously activating inhibitory luminopsins on dentate gyrus and ANT of the rat brain, which was proven to be more effective than inhibition of each single individual structure (25). Overall, three major issues are worthy of further exploration to optimize the efficacy of RNS for seizure suppression: How to find key targets of combined stimulations in the epileptic network? How to choose the stimulus frequency of combined stimulation? And whether the efficacy could be optimized by combined stimulation matched with the ideal stimulus frequency of each different key target?

To answer the questions above, epileptic activity should be assessed in terms of functional connectivity and dynamics of neuronal networks (23). Among the many methods of functional connectivity, Granger causality (GC) is a reliable tool to estimate the interactions from time-series data during seizure onset and propagation (26, 27) and has the potential to help localize the ictal network (28, 29). In addition, if multiple neuronal groups have been recorded simultaneously, the conditional GC can distinguish the interaction relationship between direct vs. indirect interactions (30). In this work, epileptic activity was assessed in terms of functional connectivity and dynamics of neuronal GC method to find out key targets for brain stimulation. We then applied high frequency or low frequency responsive stimulation with our own designed RNS system for seizure control on a TLE rat model to evaluate the effect of single brain target stimulation on different potential targets for seizure control. Finally, combined stimulations with different groups of frequencies were delivered to key targets simultaneously to explore whether the combined stimulation with matching frequency could abort seizures efficiently.



MATERIALS AND METHODS


Subject and Surgery

Sprague-Dawley rats weighing 250–300 g were used for induction of the chronic TLE model. The process of rats treated with lithium and pilocarpine for seizure induction was based on our prior work (31). In brief, a dose of lithium chloride (12.7 mg/100 g) was pre-administered to the rats intraperitoneally. One day later, atropine sulfate was injected into pretreated rats to reduce saliva secretion (1 ml, i.p., 30 min before pilocarpine injection). Rats were then treated with 32 mg/kg pilocarpine dissolved in saline and supplemented every 30 min by a repeated dose (16 mg/kg) until a sequence of animal behaviors of status epilepticus (SE) were observed. Once rats had SE lasting over 90 min, a dose of diazepam (20 mg/kg) was given to terminate the continuous convulsive seizure. After completing the whole process, rats were taken back to home cages and spontaneous seizures were monitored by video cameras. Approximately 1 month later, once spontaneous recurrent seizures were observed, rats were operated under propofol anesthesia and chronically implanted with tripolar electrodes for local field potentials' (LFPs) recording and neural stimulation. The tripolar electrode was made of 65 μm diameter teflo-coated microfilament electrodes, and their tips were spaced 500 μm from each other. One of the three electrodes was used for signal recording, and the other two strands (0.5 mm tip exposed) twisted together were paired for neural stimulation. Each rat was implanted with four tripolar electrodes for recording and stimulation, which were implanted into the ANT (−1.5 mm AP, +1.5 mm ML, −5.6 mmDV), CA1 (−3.6 mm AP, +2.0 mm ML, −3.0 DV) as shown in Figure 1A, CA3 (−4.2 mm AP, +3.0 mm ML, −3.7 mm DV), and subiculum (SUB, −6.0 mm AP, +3.0 mm ML, −3.0 mm DV) regions in the right hemisphere. In addition, a ground sliver electrode was implanted over the posterior fontanelle and a reference electrode was epidurally inserted on the region far from other record electrodes. After implantation, the electrodes were connected to a miniature receptacle. The whole assembly was finally fixed to the skull by dental cement. The whole process of our experiment was shown in Figure 1C. All experimental procedures were performed in accordance with the Animal Care and Use Committee of Zhejiang University and achieved ethical approval (Zhejiang University 15896).


[image: Figure 1]
FIGURE 1. Schematic of experiments. (A) Schematic diagram of brain targets for electrode implantation. (B) Searching for key nodes of RNS during acute seizure onset within the epileptogenic network by Granger causality method. (C) Time flow chart of the experiment. (D) Three different conditions to evaluate the efficacy of different neural stimulation protocols for alleviating seizure severity. “T” in the blue rectangle represents trigger stimulation induced to R-CA3 to produce the acute seizure. “S” in the red rectangle represents therapeutic stimulation. In the control condition, there is only trigger stimulation delivered to CA3. In the single target stimulation condition, therapeutic stimulation was delivered to each of the four nodes. In combined stimulation, different therapeutic stimulation was delivered to both CA1 and SUB.




Acute Seizure Induction and Electroencephalography Acquisition and Analysis

Rats' behaviors were monitored by cameras and LFPs were recorded by our custom-made responsive neural stimulator; the detailed designs were described in our previous work (32–34) and depicted in Supplementary Figure 1. Specifically, an interface programmed on the computer was used in an online pattern, which contains neural signal recording function, real-time neural signal display interface, auto seizure detection function based on Ostu's algorithm (35), and real-time neural stimulation function to satisfy all needs of experiments in this work. The LFPs signals were recorded and digitized at 1,000 Hz, bandpass filtered from 0.1 to 500 Hz, notch filtered 50 Hz signal to reduce power frequency interference, and then shown in the display interface for seizure detection and stored for offline analysis.

The acute seizure induction experiment was performed 1 week after surgery. The process was similar to Tiwalade's prior work (36). Trigger stimulation, a sequence of biphasic square pulses with 200 μA amplitude, 1 ms pulse width, and 60 Hz frequency lasting for 5 s, was manually delivered to CA3 in the hippocampus to evoke acute seizures. The acute seizure onset was identified when the value of time-domain features including line-length (LL), average amplitude (AMP), and slope (SLP) all exceeded the threshold which was calculated by OSTU algorithm in all detected channels (34). Each acute seizure induction stimulation was performed with an interval longer than 10 min. Only those rats with six successive successful induction seizures were used as the subjects in the subsequent experiments.



Key Targets Identification for Responsive Stimulation by Granger Causality Analysis

GC analysis was adopted to identify directed interaction between pairs of signals in multichannel signals. The main idea of GC is based on autoregressive (AR) modeling, in which a signal Y “Granger-causal” another signal X if the future of X can be predicted by the past Y and X. Moreover, the prediction error of X can be decreased with past Y as compared to only being predicted by the past values of X itself (37). For example, assuming two signals X(t) and Y(t) are covariance stationarity:
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A univariate AR model of signal X is made by using past X values to predict future X values, as shown in (1). A bivariate AR model is calculated in (2), which combined the past X and Y to predict the future values of X. Here, p past values are included to predict the current value (p is the optimal AR model order), AX, BXX, and BXY are the coefficients of AR models, and ε1, andε2 are the prediction errors of signal X, respectively. As shown in (3), FY → X is the interaction magnitude of GC (from Y to X), calculated by the log ratio of the prediction error variances for AR model. When Y reduces the prediction error of X, the log ratio is positive and Y “Granger-cause” X. Instead, the opposite interaction can be assessed by reversing the positions of two signals.
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In this study, LFP data recorded from each of the four electrodes were analyzed for G-causality in the time domain using the Multivariate Granger Causality (MVGC) toolbox (38). GC was calculated in the first 5 s of seizure onset using the following parameters: window size of 2,000 samples, 50% window overlap, the number of surrogates 10 to determine the statistically significant connectivity between electrodes, and the AR model order was estimated using Bayesian Information Criterion (BIC) to a maximum of 30 lags, subsequently, pairwise GC values were calculated by MVGC routines (tsdata_to_var). then, unit causal density, cdu(i), which is the summed causal interactions involving node i, normalized by the number of nodes were measured for inferring the centricity of each electrode targeted in ANT, CA1, CA3, and SUB. Nodes with high values of cdu can be considered to be causal hubs within the circuit (39). while unit causal density varied in order of magnitude from seizure to seizure and weighted cdu(i) [wcdu(i)] were calculated by cdu(i) dividing causal density [the sum of cdu(i)] to raise the comparability of data in different seizure event. The formula is depicted as follows, where n denotes the number of nodes.
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In order to illustrate the network by graphs clearly, networks were visualized by simple graphical depictions (Figure 1B); in this network, nodes represent targets of recording channels and edges represent G-causality between two nodes.

Generally speaking, cdu or wcdu of each node was a useful description of dynamic complexity, which reflected the total degree of inflow and outflow causal information. As is known, during the propagation of epileptic activity, transient information flow occurs among extensive brain networks. The brain regions with high cdu or wcdu values may indicate that they take an active part in the information interactions within the network. Therefore, these brain regions are considered to be causal hubs and are more likely targets than others for neuromodulation. Moreover, these nodes were likely to be key targets of RNS for seizure control.



Single Target Stimulation on Key Targets

To evaluate the efficacy of seizure suppression in key targets which were found by GC, biphasic and charge-balanced therapeutic stimulation (100 μA amplitude, 300 μs pulse width, 5 s duration) with high frequency (130 Hz) or low frequency (5 Hz) was delivered to each of the four selected targets, namely SUB, CA3, CA1, and ANT, in three subjects after evoked seizures. As shown in Figure 1D, each rat will receive a single target stimulation condition and sham control condition, respectively, after acute seizure induction. The sham control condition received a fake stimulation without current after an evoked seizure was detected. While in the single target stimulation condition, therapeutic stimulation was delivered to one of the selected targets once acute seizure was detected. Each sham control condition trial was interleaved with one single target stimulation trial to access the efficacy of seizure control with different therapeutic protocols (high frequency or low frequency). To ensure the background of each trial is consistent, a 10-min interval was set between evoked stimulation delivery. Different stimulus types were randomly organized. For further statistical analyses, at least six trials were included in each different condition with different therapeutic stimulation protocols in the same test subject.



Combined Stimulations of Key Targets

To explore whether the combined stimulations of key targets would improve the efficacy of seizure control, combined therapeutic stimulations were delivered to potential therapeutic targets evaluated by the single target stimulation experiment. The process of the combined stimulation experiment was similar to the single target stimulation experiment. The combined stimulation condition would deliver the different combinations of high and low frequency stimulations to different targets simultaneously.



The Indicator of Seizure Severity

The duration of evoked seizures was counted as the indicator of seizure severity in this study since it was related to essential improvements in GABA functions (40). Teager energy (TE), which was found to be a reliable indicator for providing temporal markers for seizure onset and offset, was calculated in CA3 for counting seizure duration (41, 42). The LFP recorded in CA3 with 90 s before evoked stimulation was used as baseline. The criteria to select valid seizure activities was identified with a threshold of the mean of TE plus five times the standard deviation calculated by the baseline. Two typical examples of seizure duration counting were shown in Supplementary Figure 2.



Statistics Methods

Two different statistical analysis methods were used in this work. Kruskal-Wallis was applied to assess the significance of wcdu between each different node. Student's t-test (t-test) was used to evaluate the significance of electrographic seizure duration changes between the control condition and stimulation condition under different therapeutic stimulation protocols. A p < 0.05 was identified as statistically significant.




RESULTS


Performance of Seizure Detection

The performance of the seizure detection algorithm was evaluated in six subjects before it was applied to our custom-made neural stimulator. As shown in Table 1, the seizure detection rate was 100% with an average 0.377 second time delay on account of a tiny step of the time window (120 ms) which was used for feature construction. However, a high false alarm rate was also reached in the meantime for the same reason. To reduce the impact of the false alarm, the function of auto seizure detection was disenabled until trigger stimulation for evoking acute seizure was delivered. Besides, once seizure onset was detected by the algorithm, the function of seizure detection was disenabled to ensure only one sequence of therapeutic stimulation was delivered for the corresponding evoked seizure treatment.


Table 1. The performance of seizure detection algorithm in the acute seizures.
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Key Targets Identification in The Temporal Lobe Epilepsy Model

According to the GC analysis results, nodes with a high value of wcdu were considered as key targets of RNS for aborting seizures at the seizure onset network. As shown in Figure 2, four rats with successful induction of seizures were used in this analysis. A total of 76 seizures, excluding those with motion artifacts, S1 (n = 18), S2 (n = 19), S3 (n = 20), and S4 (n = 19), were randomly selected from four subjects and used for G-causality analysis. The wcdu depicted by Figure 2A indicated the importance of each corresponding node. Based on this result, the significance value of wcdu between each two different nodes was calculated by Kruskal-Wallis to demonstrate the significant difference of importance degree (Figure 2B). The results indicated that the target with the highest value wcdu was varied among different subjects, however, the target with the lowest value was ANT which is uniform among the four subjects.


[image: Figure 2]
FIGURE 2. (A) The normalized weighted causality density (wcdu) of each node during seizure onset activity in different four rats. (B) Color-coded significance value matrices were obtained from the pairwise computation of wcdu between each different node. The square with icon represents significant differences between two corresponding nodes. colors indicate the magnitude of the p-value. To outline the p-value small than 0.05, only p-value range from 0 to 0.05 were presented by colors. The symbol “*” represents wcdu in the abscissa node is significantly larger than that in the ordinate node, while the symbol “∇” represents wcdu in the abscissa node is significantly less than that in the ordinate node.


To visualize the interactions between nodes, graphical networks of acute seizure onset were shown in Figure 3. The nodes represent different electrode targets and the width of the line represents the mean value of G-causality calculated above. The node with a larger size and a darker color is more likely to be the key target. In each rat individually, the key nodes found by graphical networks and interaction characteristics had a strong similarity between the results depicted by wcdu in Figure 2 to some extent.


[image: Figure 3]
FIGURE 3. Network characteristics of the nodes in different four rats. The size of the node and the darkness of color are in direct proportion to the G-causality value between different nodes. The width of the line represents the interaction strength between pairs of nodes. In each network illustration, the line thickness of weighted edges is proportional to the GC values, when significantly. Node size and color are proportional to the Ncdu value for each node.


Above all, ANT should be excluded from key targets because it had the least influence among all stimulation targets. The target of CA1, CA3, and SUB played more important roles in acute seizures of our TLE rat model, which were identified as two key targets in the following study.



Seizure Depression With Single Target Stimulation

To further evaluate the electrical stimulation efficacy on selected targets, high frequency stimulation (HFS, 130 Hz, 300 μs, 100 μA, 5 s) or low frequency stimulation (LFS, 5 Hz, 300 μs, 100 μA, 5 s) was delivered to one of four selected targets, namely SUB, CA3, CA1, and ANT, in three subjects. A total of 256 evoked seizures were statistically analyzed for evaluating the efficacy of single target stimulation. As shown in Figure 4A, there was no significant decrease (t-test, p > 0.05) of electrographic seizure duration between control condition and single target stimulation condition. The single target stimulation in all targets referred above was unable to shorten the electrographic seizure duration in this acute TLE model statistically. However, compared with other stimulation protocols, the result that LFS in SUB and HFS in CA1 reduced the average electrographic seizure duration was seen in all three rats (without a statistical difference). To further explore whether the HFS and LFS had different efficacy of seizure suppression, logarithm (to the base 10) of the ratio between average electrographic seizure duration in the control condition and that in stimulation condition was calculated. The average electrographic seizure duration in the control condition is longer than that in the stimulation condition when the logarithm value is bigger than zero. As displayed in Figure 4B, the results were consistent among three subjects that the logarithm value of LFS delivered to SUB is higher than HFS, while the logarithm value is larger when HFS was induced to CA1. Further, it also showed the stimulation protocol could shorten electrographic seizure duration. The larger value it has, the more effective it is. Therefore, it was suggested that SUB and CA1 may have a different response to LFS and HFS, while neither HFS and LFS could shorten the average seizure duration when delivered to ANT. In general, each different key node may have a distinct optimal stimulus frequency for seizure control. In this experiment SUB and CA1 may play a more important part than ANT for seizure control.


[image: Figure 4]
FIGURE 4. The therapeutic effect of single target stimulation for seizure suppression. (A) The seizure duration under control condition and single target stimulation condition with high frequency (HF, 130 Hz) or low frequency (LF, 5 Hz). Data are represented as mean ± standard error (M ± SEM). (B) Logarithm (to the base 10) of the average seizure duration's ratio. The ratio of average seizure duration in the control condition without therapeutic stimulation to that in single target therapeutic stimulation with high frequency (130 Hz) or with low frequency (5 Hz). The bar value higher than zeros represents it was effective for seizure suppression, the higher the better. “CSD” represent the average seizure duration under control condition which without therapeutic stimulation. “STSD” represents the average seizure duration under single target therapeutic stimulation.




Seizure Depression With Combined Stimulations

Since the single target stimulation approach may underline the suboptimal efficacy of seizure control, it is important to consider whether the efficacy could be improved by combined stimulation. We further tested the combined stimulation on SUB and CA1 with different stimulation frequencies. Another three subjects were included in the combination stimulation experiment, as shown in Figure 5, the duration of 288 evoked seizures under combined stimulation in total six different subjects were statistically analyzed. The results illustrated only the combination of HFS in CA1 and LFS in SUB could significantly decrease the electrographic seizure duration of evoked seizures in all six tested subjects (t-test, p < 0.05). This result matched with the above single target stimulation result, that combined stimulations were able to shorten electrographic seizure duration efficiently when the stimulation frequency matched with optimal frequency in each target. It is particularly important to point out stimulation with unmatched frequency might even enhance the seizure activity, which may worsen the treatment of epilepsy. As shown in Figure 5, combined HFS in SUB with LFS in CA1 significantly increased the electrographic seizure duration in rat S5. Similarly, the seizure severity also deteriorated when both CA1 and SUB received HFS in rat S6.


[image: Figure 5]
FIGURE 5. The efficacy of combined stimulation under different stimulation protocols. HF_HF represents that both CA1 and SUB received HFS simultaneously. HF_LF represents that CA1 received HFS while SUB received LFS. LF_HF represents that LFS delivered to CA1 while HFS delivered to SUB. LF_LF represents LFS delivered to both CA1 and SUB in the same time. “*” represents p < 0.05. “**” represents p < 0.01.





DISCUSSION

The purpose of this research was to investigate whether the efficacy of brain stimulation for seizure control could be improved by combined stimulations of key targets with matched frequency. Three main findings could be noted as follows: (1) Key targets were proven more effective in seizure control tested by single target stimulation experiment, which was in line with the targets found by GC method; (2) The stimulus frequency played an important role in the stimulation approach for seizure control. Each different key node may have a prior stimulus frequency between 130 and 5 Hz for seizure control since LFS delivered to SUB and HFS delivered to CA1 could shorten the average electrographic seizure duration; and (3) Combined stimulation with matched frequency could significantly decrease the duration of evoked electrographic seizures, which was more effective than single target stimulation.

Epilepsy is a network disorder with potential aberrance in nodes and/or pathways (43). A deeper understanding of the dynamics of epileptogenic networks may control and regulate seizure activity more effectively. As a way to measure the dynamic of epileptogenic networks, GC estimates of connectivity in the network have been shown to have some reference value. It has shown similar results to dynamic causal modeling, which has plausible estimates of human seizure propagation pathway and is in line with pathways demonstrated with DTI as well (44). However, the mathematical protocol for epileptogenic network analysis like GC does not merely help in understanding those progresses but also has a guiding value for establishing the RNS treatment strategies for epilepsy. Such techniques are practical and have potential to be used in clinical treatment. In this work, GC was used to find the key targets which have tight interconnections with other nodes during seizure onset, and it has the potential to aid therapeutic intervention like RNS. The single target stimulation for evaluating the efficacy of seizure suppression in each different node showed that the mean electrographic seizure duration could be shortened when key targets found by GC received matched therapeutic stimulation, while others are not. It suggested that GC could provide valuable insights into looking for potential targets for RNS in the specific epileptogenic network, though much more work should be carried out to support this conclusion.

The current neuromodulation technique is considered as a complementary rather than alternative treatment option to those patients who cannot benefit from conventional treatment (3). The approach of single target stimulation may underline the limited efficacy, since lots of regions involved in epileptic activity may occupy a vital position in seizure onset (45, 46). Therefore, the stimulation delivered to a single region alone might not abort seizure activity sufficiently (25, 46), which was also supported by a single target stimulation experiment in this study. To sum up, it is worthwhile to investigate the combined stimulation method (47). However, to our knowledge, only a few studies were performed on this aspect. Li et.al concentrated on a novel electrical stimulation approach involving distributed multielectrode microstimulation at the epileptic focus, which proved that distributed stimulation delivered together may be more effective to seizure control (48). Bertram et.al mainly focused on the circuits that support the different stages of seizures developed from a system's view of epilepsy. But this study was at the theoretical stage and no animal experiment was performed to evaluate the relationship between the epileptogenic network and stimulation pattern (46). Tung et.al introduced how precise multi-focal control of pathological circuits with optogenetic stimulation can be advantageous for the treatment of epilepsy (25). Nevertheless, whether a similar answer would be achieved on RNS, a more clinically achievable method has not been explored. In the current research, we only chose key targets that were found by GC method and evaluated by single target stimulation as our targets for combined stimulations. It is interesting to note that the key targets found by GC method are not exactly the most effective node for decreasing the average electrographic seizure duration in our acute TLE model. CA3 was proven to be a key node in seizure onset by GC but stimulation of CA3 was unable to shorten electrographic seizure duration in the single target stimulation experiment, which is not consistent with the previous studies (49). One possible explanation for the ineffective CA3 stimulation is that the trigger stimulation was also located in CA3 shortly before (3s in average) therapeutic stimulation. More studies of single or combined target brain stimulation could be performed on the chronic TLE model which may mimic clinical situations better.

In addition to the location of stimulation, the frequency of stimulation is another crucial factor of brain stimulation that inhibits seizure activity. Both HFS and LFS were studied for seizure control. HFS has been proven to be effective in many clinical and animal studies and LFS of a white matter tract reduced epileptiform discharges and seizures in patients (13). Similar to our result, HFS was more effective than LFS in CA1, which is in accord with a prior work that focused on comparing the efficacy between HFS and LFS delivered to the hippocampus in epileptic rats (50). Not all of our results were consistent with other studies. Both HFS and LFS delivered to SUB were demonstrated to be effective in seizure control (22, 51). However, LFS was superior to HFS in SUB in our current study. Moreover, the combined stimulation with matched frequencies in SUB and CA1 illustrated more effectiveness in seizure control. The effectiveness of combined stimulation may partly be on account of the stimulation energy since the combined stimulation will deliver twice as much electricity into the brain compared with single target stimulation. On the other hand, the matched optimal stimulation frequency is the most important factor for effective seizure control, for combined stimulation with unmatched frequency increased seizure duration conversely. These findings indicated that the efficacy of combined stimulation may be achieved by accumulating the effect of single target stimulation.

The evoked stimulation only induced to those pilocarpine model with spontaneous seizure; it demonstrated many pathophysiological mechanisms associated with epileptogenesis already exist before induced stimulation, including mossy fiber sprouting and interneuron loss ad granule cell dispersion in the dentate gyrus (52). It increased sensitivity for induced seizures to the kindling model in this pilocarpine-pretreated model. In our study, every induced electrographic seizure combined with behavior, however, it is a pity that not all behavior combined with electrographic seizure was collected and analyzed in this study. There was an essential difference between a spontaneous seizure and induced seizure since the stimulation targets located in CA3 may the reason CA1 and SUB have a higher GC value than ANT, although this model still provided a platform for us to study effective RNS protocols to reduce the severity of seizures. Effective RNS remains a choke point for long-term spontaneous seizure detection.

Our findings in this work provide valuable insights into the combined brain stimulation approach to improve the efficacy of seizure control. We do not deny the existence of other effective protocols of combined stimulation. However, it is difficult to evaluate the most effective one for seizure control by going through all the combined stimulation protocols, due to the existence of sophisticated conditions in this work. Besides, the stimulation frequencies selected in this current work were according to previous works and mainly depended on trial and error. Moreover, the acute TLE model was used in this study because of the limitation of the seizure detection algorithm, which has a very unified seizure type among different trials and subjects similar to kainic acid model (53). This is also different from various seizure onset types that existed in the clinical and chronic TLE animal model. If the different combinations of key targets did exist in different seizure onset types, it is still important to consider how to alter the approach of brain stimulation to improve the efficacy of seizure control. Combining all key targets found in different types of seizures together or a adaptive stimulation will be needed in such a situation. Therefore, more focus is needed on the intrinsic relationship between the epileptogenic network and stimulus parameters, and more methods are required to find out the most appropriate brain modulation method for refectory epilepsy in the future.
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Patient Age  Duration of Failed Seizure Seizure onset zone MR findings Aura Semiology Prior Surgery RNS Implant
number epilepsy (years)  AEDs frequency

1 45-49 31 1 1-2/week Left mesial temporal L MTS Fear, warmth  Staring, automatisms Right ATL;VNS L hippocampus; L temporal
(removed) strip
) 60-64 43 4 1-3/week Bilateral mesial Bilateral MTS None Slowed blinking; LOG; none bilateral hippocampal
temporal generalized convuisions.
3 40-44 4 3 1-2/month  Leftinferior temporal L incomplete Weird feeling ~ Alexia, aphasia, impaired  none L hippocampus; L anterior
gyrus hippocampal inversion awareness; GTC subtemporal strip
4 25-29 16 3 10-12/day  Lefttemporal LMTS; tectal gioma  None Left eye gaze, hand dystonia, numerous surgeries L hippocampus; L
amnesia, motor aphasia, oral for tumor and VP parahippocampus
automatisms shunt
5 30-34 4 4 Afweek Left mesial temporal  None None Loss of awareness, behavioral none bilateral hippocampal
arrest
8 25-29 3 2 2hweek Bilateral mesial Possible small L. None Growiing noise; eyes roll back; none bilateral hippocampal
temporal temporal encephalocele body stiffening and shaking
6 60-64 23 12 1week Bilateral mesial None Rotten meat  Salivation, behavioral arrest, lip none bilateral hippocampal
temporal smell smacking, confusion
7 55-69 a7 5 1-2/week Left mesial temporal L MTS Chills Staring, right hand posturing, none bilateral hippocampal; L.
motor automatisms, head turn, inferior temporal lobe strip
Loc
9 35-39 9 4 <i/month  Bilateral mesial LMTS Biateralam  Loss of awareness, none bilateral hippocampal; L.
temporal tingiing vocalization, body shaking subtemporal strip
10 35-39 14 7 1-2/week Bilateral mesial None déjavu Staring, perseveration, bitter none bilateral hippocampal
temporal taste, altered awareness,

orolingual automatisms

All patients had medically refractory epilepsy with seizure onset zone either in the left mesial temporal or bilateral mesial temporel regions. These patients were not considered to be candidates for resective or ablative surgeries after review
at a multidisciplinary epilepsy conference. AED, antiepileptic drug; ATL, anterior temporal lobectomy; GTC, generalized tonic clonic; L, left; LOC, loss of consciousness; MTS, mesial temporal sclerosis; VNS, vagus nerve stimulator.
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Patient Electrode Electrode  Position  Electrode location Radial target error Deptherror  Entrypoint  Trajectory length

number number  location confirmation radial error
1 1 LHC Supine CcT 27 00 05 926
2 1 RHC Supine CcT 18 37 18 86.0
2 LHC 24 33 0.4 889
3 1 LHC Supine CcT 08 4.4 05 102.9
4 1 LHC Supine O-arm 3.0 58 0.1 97.4
2 L para HC 27 -1.7 00 93.0
5 1 RHC Supine CcT 0.4 -09 10 102.2
2 LHC 21 -63 11 108.5
8 1 RHC Supine cr 1.0 -08 19 985
2 LHC 20 -32 18 99.1
6 1 RHC Prone O-arm 07 -2 05 833
2 LHC 09 -29 241 83.5
o 1 RHC Prone O-arm 03 53 02 86.7
2 LHC 0.6 -12 0.9 87.7
9 1 RHC Prone O-am 06 -18 05 89.8
2 LHC L) -7 0.0 928
10 1 RHC Prone O-arm 12 -0.4 08 83.1
2 LHC 0.7 1 15 81.9

All measurements in mm. Electrodes placed in the prone position had smaller radial target error compared to those placed in the supine position. HC, hippocampus.
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Patient Monthlylong  Average daily Monthly long % reduction in Average daily % changein  Last follow-up

number episodesat  activationsduring  episodesat  monthly long episodes  activationsat  daily activationsat (months)
first month first month last follow-up at last follow-up last follow-up last follow-up
1 19 1,300 16 16% 900 31% 107
2 32 2,000 41 —28% 2,100 -5% 7.4
3 4 1,250 2 50% 500 60% 7.6
4 43 1,000 52 —21% 1,500 —50% 20
5 1 240 o 100% 35 85% 9.4
8 800 3 N/A 500 38% 57
9 12 150 0 100% 200 -33% 46
10 9 1,000 12 -33% 1,250 —25% 34

In our prelminary short-term follow-up (median 7.5 months), mean seizure frequency reduction at last follow-up was 26%. Patients 6 and 7 had insufficient data for seizure
outcome collection.
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Patient Gender Age Seizure type  MRI soz Surgery Pathology cc ES #of Total # of
S0z stimulated
contacts  contacts
1 M 25 Focald, Non-lesional Left frontal, involving the Resection Non-specific, High 3 3 7
FocalAto premotor and motor cortex inflammatory
BiateralTC changes
2 F 43 Focal_IA Non-lesional Left posterior basal Resection Normal High 3 3 8
temporal-occipital region
3 F 35 Focal Cystic multicbulated cortically  Left temporal Resection DNET vs. High 2 1 5
IAsensory based mass in left temporal oliogodendroglioma
Focal_IA lobe
4 F 18 FocalAto Subtle thickening in the right~ Right frontal Resection Cortical dysplasia ~ Low 1 3 1
BilateralTC middle frontal gyrus
5 M 32 Focak Gliososis in the posterior Left superior parietal lobule ~ Resection Cortical dysplasia  High 4 8 25
Asensory superior left parietal lobe
Focal-Amotor
Focal_IA
6 M 38 Focal_IA with Mild asymmetric thickening in Left mesial and MRgLITT NA Low 1 4 5
occasional TC  the dorsal left para-hippocampal gyrus
para-hippocampal gyrus
7 F 32 FocallA Left frontal encephalomalacia  Left posterior cingulate MRGLITT NA High 4 3 26
8 F 27 Focal_IA Bilateral occipital Bilateral mesial temporal RNS NA High 3 8 13
lissencephaly structures
9 F 24 FocallA Left temporal Left temporal lobe Rescation Non-specific, Low 1 2 9
encephalomalacia inflammatory
changes
10 F 27 FocallAto  Left periventricular hetertopia  Leftinferior frontal region Resection Non-specific, High 1 4 19
BiaterallC ~ and left frontal inflammatory
encephalamalacia changes
11 F 51 FocallA Right MTS Right mesial temporal MRgLITT NA Low N/A 2 6
BilateralTC structures
12 M 48 Focal_IA Periventricular bilateral Left mesial temporal MRgLITT NA High 2 2 17
nodular heterotopa and structures
diffuse cortical dysgensis
13 F 23 FocallA Left temporal Left temporal lobe, mesial and ~ RNS A Low 3 5 18
encephalomalacia neocortical
14A F 23 FocallA Non-lesional Right posterior temporal Awaiting surgery  N/A High N/A 3 25
region
148 F 23 Focal_IA Non-lesional Right posterior temporal Awaiting surgery NA High NA 3 10
region
15 M 32 FocallAwith  Non-lesional Right temporal lobe Awaiting surgery  NA High N/A 1 9
and without (neocortex)
BiateralTC
16 M 32 FocallA Right parietal Right temporal and parietal ~ Awaiting surgery  N/A High N/A 5 14
encephalomalacia region
17 M 19 Focal_IA with Non-lesional Left mesial temporal Awaiting surgery N/A Low NA 4 17
‘occasional TC structures
18 F 35 FocallA Right MTS Bllateral mesial temporal MRgLITT N/A Low 1 4 19
structures
19 M 58 Focal A Non-lesional Left mesial temporal Awaiting surgery NA High NA 2 17
structures
20 M 41 FocallA Enlargement of the left Left temporal neocortex Awaiting surgery NA High NA 5 18
amygdala
21 F 32 FocalA Left occipital periventricular  Left occipital and right Awaiting surgery:  N/A High A 2 15
Focal_A nodules posterior temporal region Possible RNS
22 F 53 Focal lAwith  Nonlesional Left temporal lobe (temporal  Awaiting surgery  N/A Low NA 7 25
secondary pole and mesial temporal
generalization structures

FocalA, Focal Awareness Seizure; Focal_IA, Focal Impaired Awareness Seizures; TC, Tonic Clonic Seizures; MRgLITT, MRI guided laser interstitial thermal therapy; RNS, Responsive Neurostimulator.
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RAI
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Seizure onset

Seizure propagation

Seizure ending

Seiz. 1

Clinical: R ANT HIPPOC
Method: (subg?)

Clinical: R ANT HIPPOC + R POST HIPPOC + R ENT CX
Method: subg1

Clinical: R ANT HIPPOC + R POST HIPPOC + R ENT CX
+ R TEMPORAL LATERAL + R OCCIPITAL CX + R PARIETAL CX
+ R POST CENTRAL OPERC

Method: subg3 + subgd + subgS + subg6

Seiz. 2

Clinical: R ANT HIPPOC + R POST HIPPOC
Method: (subg2) + subg3 + subg5

Clinical: R ANT HIPPOC + R POST HIPPOC + R ENT CX
Method: subg1

Clinical: R ANT HIPPOC + R POST HIPPOC + R ENT CX
+ RTEMPORAL LATERAL + R OCCIPITAL CX + R PARIETAL CX
+ R POST CENTRAL OPERC

Method: subg3 + subgd + subgs + subgs

Seiz. 3

Clinical: R ANT HIPPOC + R POST HIPPOC
Method: (subg2) + subg3 + subg5

Clinical: R ANT HIPPOC + R POST HIPPOC + R ENT CX
+ R TEMPORAL LATERAL + R OCCIPITAL CX + R PARIETAL CX
+ R POST CENTRAL OPERC

Method: subg1 + (subg?) + subgd + subgb.

Clinical: R ANT HIPPOC + R POST HIPPOC + R ENT CX
+ R TEMPORAL LATERAL + R OCCIPITAL CX + R PARIETAL CX
+ R POST CENTRAL OPERC

Method: (subg2) + subg4

subgraphs

subg1: R ANT HIPPOC + R POST HIPPOC + R AMYG + R ENT CX, subg2: R ANT HIPPOC, subg3: R PARIETAL CX + R OCCIPITAL CX, subg4: R TEMP LATERAL,

subg5: R TEMP LATERAL + R

ST CENTRAL OPERC, subg6: R TEMP LATERAL,

Patient 4

Seiz. 1

Clinical: L ANT HIPPOC
+ L POST HIPPOC + L TEMP POLE

Method: subg? + (subg1)

Clinical: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
+ L POST TEMP NEOCORTEX + R AMYG + R ANT HIPPOC
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Clinical:L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
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Method: subgé + subgS + (subg6)

Seiz. 2

Clinical: L ANT HIPPOC
+LPOST HIPPOC + L TEMP POLE

Method: subg2 + (subg1)

Clinical: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
+L POST TEMP NEOCORTEX + R AMYG + R ANT HIPPOC

Method: subg3 + subgd + subg5

Clini L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
+ LPOST TEMP NEOCORTEX + R AMYG + R ANT HIPPOC

Method: subg4 + subgS + (subg6)

Seiz. 3

Clinical: L ANT HIPPOC
+ L POST HIPPOC + L TEMP POLE

Method: subg2 + (subg1)

Clinical: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
+ L POST TEMP NEOCORTEX + R AMYG + R ANT HIPPOC

Method: subg3 + subgd + subg5

Clinical: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
+ L POST TEMP NEOCORTEX + R AMYG + R ANT HIPPOC

Method: subgé + subg5 + (subgf)

Seiz. 4

Clinical: L ANT HIPPOC
+LPOST HIPPOC + L TEMP POLE

Method: subg? + (subg1)

Clinical: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
+L POST TEMP NEOCORTEX + R AMYG + R ANT HIPPOC

Method: subg3 + subgd + subg

Clinical: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
+ L POST TEMP NEOCORTEX + R AMYG + R ANT HIPPOC

Method: subgd + subg5 + (subg6)

subgraphs

subg1: L ANT TEMP NEOCORTEX + R ANT HIPPOC, subg2: L ANT HIPPOC + L POST HIPPOC, subg3: L POST TEMPORAL NEOCORTEX + L AMYGDALA + L ANTERIOR CINGULATE,

subgd: R AMYGD + R ANT HIPPOC +

ANT HIPPOC + L AMYG, subg5: R AMY

+ R ANT HIPPOC subgs: L TEMP LATERAL + L TEMP POST

Seiz. 1

Clinical: R ANT HIPPOC
+ RPOSTHIPPOC + R TEMP POLE + R AMYG

Method: subg3 + (subg1)

Clinical: R ANT HIPPOC + R POST HIPPOC + R TEMP POLE
+RAMYG

Method: subg8 + subg2 + (subg1)

Clinical:R ANT HIPPOC + R POST HIPPOC + R TEMP POLE
+RAMYG

Method: subg3 + (subgd) + (subg1)

Seiz. 2

Clinical: R ANT HIPPOC
+RPOSTHIPPOC + R TEMP POLE + R AMYG

Method: subg3 + (subg1)

Clinical:R ANT HIPPOC + R POST HIPPOC + R TEMP POLE
+RAMYG + R POST TEMP NEOCORTEX

Method: subg8 + subg2 + (subg1)

Clinical: R ANT HIPPOC + R POST HIPPOG + R TEMP POLE
+RAMYG + R POST TEMP NEOCORTEX

Method: subg3 + (subgd) + (subg1)

Seiz. 3

Clinical: R ANT HIPPOC
+ R POST HIPPOC + R TEMP POLE + R AMYG

Method: subg3 + (subg1)

Clinical: R ANT HIPPOC + R POST HIPPOC + R TEMP POLE

+RAMYG + R POST TEMP NEOCORTEX + R ORBITO FRONTAL CX

Method: subgd + subg2 + (subg1)

Clinical: R ANT HIPPOC + R POST HIPPOC + R TEMP POLE

+RAMYG + R POST TEMP NEOCORTEX R ORBITO FRONTAL CX

Method: subg3 + (subgd) + (subg1)

Seiz. 4

Clinical: R ANT HIPPOC
+RPOSTHIPPOC + R TEMP POLE + R AMYG

Method: subg3 + (subg1)

Clinical: R ANT HIPPOC + R POST HIPPOC + R TEMP POLE
+RAMYG + R POST TEMP NEOCORTEX

Method: subg8 + subg2+ (subg1)

Clinical: R ANT HIPPOC + R POST HIPPOC + R TEMP POLE
+RAMYG + R POST TEMP NEOCORTEX

Method: subg3 + (subgd) + (subg1)

subgraphs

subg1: R LAT TEMP NEOCORTEX + R LAT FRONTAL CORTEX, sul

?2: RANT HIPPOC + R POST HIPPOC + R AMY + R TEMPORAL POLE, subg3: R ANT HIPPOC + R POST HIPPOC
subg4: R POST HIPPOC + R ORBITO FRONTAL CX + R TEMPORAL POST NEOCO¥

RTEX
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l: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE

Clinical: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE

Seiz. 1 +L ANT TEMP NEOCORTEX
Method: subg3 + (subg1) Method: subg3 + subg2 + (subg) Method: subgd + subg5 + subgb + (subg )
" Glinical: L ANT HIPPOC + L POST HIPPOC + L TEMP POLE
Csen2 HLANT HIPPOC + L POST HIPOC i L ANT HIPPOC + L POST HIPPOC + LTEMP POLE aneeiddwcily ety
= Method: subg3 + (subg1) Method: subg3 + subg2 + (subg1) Mthod: subgé + subg5 + subgs + (subg)
s Clinical: L ANT HIPPOC + L POST HIPPOG + L TEMP POLE
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subgt: LANT HIPPOC - LAG, subg2: L ANT HIPPOC L POST HIPPOC 1 L TEMPORAL POLE + L AWYG, subg; L ANT HIEPOC « L PCST HIPPOC L POST TEMEORAL NEOCORTEX
subgraphs. + LAMYG, subgd: L POST TEMPORAL NEOCORTEX + L TEMPORAL POLE + L ANT HIPPOC + L POST HIPPOG subg: L ANT TEMPORAL NEOGORTEX + L TEMP POLE,
subg6: L TEMPORAL POLE -+ L ANT TEMPORAL NEOCORTEX.
. Glinical: L ANT HIPPOC + L POST HIPPOC + "
_— Clinical: LANT HIPPOG + LPOSTHIPPOC | a\T TEM I eI OF SHm S Fhoos HEOCORTEX Clinical: R ANT HIPPOC + R POST HIPPOC + R AMYG
Method: subg + (subg?) Method: subg? + (subg?) Method:subgS + subgé + subg5 + subgb + (subg7)
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Method: subgb + (subg7)
subg1: L ANT HIPPOC + L POST HIPPOC, subg2: L ANT HIPPOC + L POST HIPPOC + L ENTORHINAL CORTEX + L ORBITO FRONTAL CORTEX, subg3: R ANT HIPPOC + R POST HIPOC + R AMYG

subgraphs + R ENTORHINAL CORTEX, subg‘: RANT HIPPOC + R POST HIPOC + R AMYG + R ENTORHINAL CORTEX, sub]gS: R ANT HIPPOC + R POST HIPPOC + R ENTORHINAL CORTEX
+ R ORBITO FRONTAL CORTEX + R ANT TEMPORAL NEORTEX, subg6: R ANT TEMPORAL NEOCORTEX + R POST TEMPORAL NEOCORTEX, subg7: L ANT TEMPORAL NEOCORTEX

Legend; subg: subgraph, Seiz: sezure, L eft, R ight, ANT HIPPOC anteror hippocampus, POST HIPPOG: posteior ippocempus, ANT TEMPORAL NEOCORTEX anteror termporal neocortex,
POST TEMPORAL NEOCORTEX: pdsterior temporal neocortex, AMYG: amygdala.

Seiz.3 + R ENTORHINAL CORTEX
Method: subg3 + subgd + (subg7)

Clinical: L ANT HIPPOC + L POST HIPPOC
Method: subg1 + subg5 + subgb + (subg7)
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ID  AgeRange Gender

1 4049 M
2 4049 M
3 @o-49  F
4 5059 M
5 @o-49  F
6 [40-49] M
7 8039  F
8 [50-59] M
9 5059 M
10 (3089 F
11 [posg  F
12 o029 M
13 (5059 M
14 [70-79] F
15 (3089 M
16 (3089 M
17 039 F
18 (3089 M
19 029 F
20 2029 F
21 {40-49) F
2 029 F
28 5059 M
24 3089 M
25 2029 F
2 (5059 M
27 3039 F
28 (2029 M
29 [80-39) M
30 4049 M
31 (30-39] M
32 029 F
38 5059 F
34 5059 M
3 (2029 M

Ep. Dur.

19
4
13
33
33
24
21
43
50
32
9
17
16
40
30

41
13

23
20
20
7
16
a4
23
8
34
19
12
5
35

26
12
47
31
20

Total contacts
(Depth)

84(30)
128 (60)
69 (15)
128 )
62(10)
114 (36)
48

134

108 8)
118 (28)
28 (20)
130
106(8)
100 (4)
106 (12)

82(16)
58

118 (44)
152(8)
98(5)
102 (24)
104

140
140

%

108 (4)
124.8)
116(8)
112(8)
100 (12)

126 (32)
74

106 (14)
96 (28)
108 (16)

Contacts localization

Ins L, Temp L,

mTemp L, mTemp R, Ins L, Ins RFr L, Fr R, Par L, Par R
Ins R, mTemp R

Fr R, Par R, Oc R, mTemp R, Fr L

Op-ins L, Temp L, Fr L.

mTempL, Ins L, Temp L,

FrR,FrL

Fr R, FrL, Temp R,

ParL, Ins L, Temp L, Fr L, Fr R

Temp L, mTemp L,ins R,Temp R, mTemp R

Ins L, Ternp L

FrR Fri

mTempL, InsL, FrL,

Temp R, ParR, Oce R, Op-ins R, Fr R, Par R, mTemp R

mTemp L, mTemp R, Ins R, Ins L, Par R, Par L, Fr L, FrR,
Temp R, Temp L,

mTemp R, Ins R, Fr R, Temp R, Par R
OccL, Oce R, Temp R, Par R,

Frl, Temp L, OP-nsL,

ParL, Oco L, Temp L, Fr L, Fr R
Fr R, Temp R, Ins R, mTemp R,
Op-Ins L, Temp L, Oce L, Par L, mTemp L.
FrR Fri

FrR, FrL, ParL, TempL,

Fr R, Par R, FrL

FrR Fri

Fri, ParL

Fr R, Op-Ins R, Temp R,

InsL, FrL, Temp L,

Fri,insL, TemplL,

Fr R, Temp R, Par R, Ins R

Ins L, FrL, Temp L, Par L, mTemp L
Fr L, Par L, Temp L

Ins L, Op-ins L, Temp L, Par, Fr L

Ins L, OP-Ins L, Temp L, Par L, mTemp L
Fr R, Temp R, Par R, Occ R, Ins R

Resection

mTemp L
mTemp L
Op-ins R
Par R
OpnsL.
mTemp L
R

FrR
Insula L
Insula R
mTemp L
Fri

FrL
mTemp R
Temp R

Ins R

Oce R + Temp
R+ ParR

R
Oce L

mTemp R
Op-lns L

Fri

FrL

Premotor R
FrR

Fri
FrR+InsR
FrL+TompL
Fr+InsR
FrOpR + Ins
R

inf-Rol L
miTemp L

OpinsL.
FrR

F.

<

[SEECRICIN

Reported age corresponds to age at surgery (mTemp: mesio-temporal; Op-Ins: operculo-insuler; biTemp: bitemporal; Fr:frontel; Ins: insuier; Occ: occipitel; Par: Parietal R: right; L: lef;

Fr-Op: frontal operculum; ir

f-Rol: inferior rolandi

case of SUDEP; F.-U.: follow-up in number of years).
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Frequency
bands

Delta
Theta
Alpha
Beta
Gamma

Favorable
outcome group

151 £047
1.06 +£0.55
0.68+0.28
1.60 + 1.65
1.21£078

Unfavorable
outcome group

6.37 £11.88
1.06 +0.89
114 £0.24
11.88 +30.08
219 £3.50

After removing age effect, we used Welch t-test.

p-value

0.430
0.176
0.910
0.329
0.885
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Frequency Favorable Unfavorable p-value

bands outcome group  outcome group
Delta 1.45 207 2526.16 0277
Theta 048+ 1.71 ~0.55+ 2,04 0842
Alpha ~0.45 £ 0.41 —1.97 £505 0.107
Beta ~0.42.+1.04 187 £ 4.61 0.194
Gamma ~1.0042.53 ~1.35+3.99 0531

After removing age effect, we used the Welch t-test.
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Favorable  Unfavorable  p-value
outcome group  outcome

(=17 group
(n=10)
Sex (boys: girs) 61 91 ns.
Types of epllepsy syndrome ns.
West syndrome. 2
Combined generalized 5 2
and focal epilepsy
Etiology ns.
Structural abnormality 5 6
Genetic/chromosomal 2 1
syndrome
Unknown o 3
Age at epilepsy onset 4-166 (49) 1-13(5) ns.
[months, range (mean)]
Total number of AEDs before 4-8(6.6) 6-10(7.3) ns.
G frange (mean)]
Frequency of ES/TS ns.
1-20/day 5 5
>20/day 2 5
Artfact free ES/TS using 5-15(9) 129 ns.
analysis [times, range (mean))
AgeatCC [months, range  45-237 (125)  17-106 (51) 0.042
(mean)]
Procedure of CC ns
Total callosotomy 6 8
Anterior 4/5 callostomy 1 2
Outcomes of Engel’s NA
classification
1 7 -
[ - 2
[ - 4
v - 4
Follow-up periods [months, 8-36(17) 10-72 (26) ns.
range (mean))

AEDs, antiepileptic drugs; CC, corpus callosotomy; n.s., not significant; NA, not
applicable. We used Fisher's exact probabily test, Welch t-test, and chi-square test,
appropriately. Tuberous sclerosis complex was classified as a structural abnormality
in etiology.
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Anterior hippocampus
Posterior hippocampus
Temporo-occipital junction
Anterior cingulum

Middle cingulum

Posterior cingulum

Mesial pre-frontal cortex
Anterior SSMA

Posterior SSMA
Precuneus

Anterior insula

Posterior insula

Total

No. trajectories

16
17
11
13
6
10
13
15
9
12
8
7
17
10
163

Through prior

13 (87%)
16(94%)
8(73%)
10 (77%)
6(100%)

10 (100%)
7 (54%)
12 (80%)
8(89%)
11(92%)
4(50%)

4(57%)
10 (59%)
10 (100%)
129 (79%)

Outside prior

2(18%)
1(6%)
3(27%)
3(23%)
0(0%)
0(0%)
6 (46%)
3(20%)
1(11%)
1(8%)
4(50%)
3(43%)
7 41%)
0(0%)
34 (21%)
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Intracerebral length (mm)
Drillng angle to the skull (deg)

Gray matter sampling ratio

Minimum distance from vasculature (mm)
Risk score

Avoidance of critical structures

Distance between electrodes (mm)

Value

<90
<30 to orthogonal
Maximize

>3

<1

Superficial sulcal model
Vascular model

Basal ganglia/brainstem

Frontal and occipital horns of the
lateral ventricles.

>10
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Function assessed

Language

Visual naming
Visual naming (general)

Visual naming (objects)

Visual naming (objects)
Visual naming (objects)

Visual naming (general)

Paraphasic errors during
stimulation

Phonemic paraphasic errors
during visual naming

‘Semantic paraphasic errors
during visual naming

Phonemic paraphasic errors
during visual naming

Semantic paraphasic errors.
during visual naming

Phonemic paraphasic errors
during visual naming

Auditory naming (naming to
description)

Naming to verbal description
(definitions) presented orally

Transmodal naming

Visual and Auditory Naming of
‘Same Semantic Concept (¢.g.,
famous person)

Proper noun naming
Famous person narming
Language comprehension
Comprehension

Semantic processing

Picture matching (semantically
related)

Semantic processing

Reading
Oral reading

Articulation errors in oral reading
Ocular-induced reading errors
Reading

Reading

Acoustic
responses/disruption

Acoustic responses.

Phonological

Speech production
Speech production

Speech articulation

Somatosensory
Somatosensory

Somatosensory

Motor function
Eye movements

Eye movement control
‘Speech initiation/articulation

Language initiation and motor
planning
Motor

Motor control

Consciousness/mental
phenomenology

Déja vur“creamy state”
Déjavu
Déjavu

Reminiscence of scenes
“Mentalizing”

Emotional responses
Experience of negative emotions

Experience of positive emotions

Visual processing
Visual

Visuo-perceptual/visual-
spatial
Facial hallucinations

Famous face recognition

Recognition of faces and select
objects

Spatial neglect

Spatial navigation

Spatial navigation

Spatial perception

Arithmetic skills
Multiplication/subtraction
Subtraction—but not
multiplication disrupted at right
hemisphere sites

Memory functions
Verbal episodic memory

Verbal episodic memory
Verbal episodic memory
Executive functions

Metacognitive evaluation of
accuracy estimates

response inhibition

Region of stimulation

Left hemisphere

Cortical stimulation across language dominant temporal
lobe, frontal lobe, and parietal lobe sites (with significant
variabilty across subjects)

Posterior temporal lobe regions

Dorsal PMC and underlying white matter

Stimulation of VTC led to narming deficits (particularly the
FGand OTS)

STG, MFG, MFG WM, AG, AG WM, MTG, ITG, STG
WM, IFG WM, SMG, insula, lateral FOC, ITG, WM, MTG
WM, IFG, SMG WM, lateral FOC WM, FG

Left hemisphere
AF

IFOF

POStAF (WM)

Mid-middle temporal gyrus
Middle and posterior STG
Left hemisphere

Anterior temporal lobe

Left hemisphere
Anterior temporal lobe

Left hemisphere
Anterior temporal lobe/temporal pole
Left hemisphere

SPL, STG, insula, SPL WM, SMG WM, MFG WM, STG
WM

Left hemisphere
No disruption from stimulation of VIC

MTG WM, insula, MTG, STG, hippocampus, MG WM,
ITG, FG, ITG WM, STG WM, MFG, IFG, IFG WM,
putamen, lateral FOC, FG WM, SFG, WM

Left hemisphere

Inferior aspect of pre- and Post CG, SMG, AG, and
posterior STG, IFG, MFG, posterior MTG

Inferior aspect of Pre- and Post CG
IFG

ITG, FG, MTG, IOG, ITG WM, MTG WM, FG WM, IOG
WM

Lateral fusiform gyrus (VWFA)
Left hemisphere
STG, STG WM, MTG

ITG, MTG, MTG WM, FG, IFG WM, STG, SPL WM, ITG
WM, IFG, MFG, STG WM, AG WM, MFG WM, PostCG
WM, SS, PreCG WM, AG, PostCG, SPL, SMG WM,
PreCG, SMG, insula

Ventral PMC and underlying WM

IFG, IFG WM, PreCG, PreCG WM, MFG, STG, insula,
MFG WM, STG WM

SMG WM, SMG, PostCG, PreCG WM, PostCG WM,
PreCG, IFG, MFG, IFG WM, MFG WM, STG, AG WM,
AG, insula, SFG WM

Left hemisphere
PostCG

SPL WM, SPL, PostCG WM, precuneus, PostCG,
PreCG, PreCG WM

Left hemisphere

Posterior portion of MFG, SFG; no response from IFG or
precentral gyrus

MFG, MFG WM, SFG WM, PreCG, PreCG WM, SFG

PO, horizontal portion of the lateral segment of the SLF
.

CN, SFG WM, SFG, MFG WM, insula, IFG, lateral FOC
WM, IFG WM, MFG, putamen, lateral FOC

PreCG WM, SFG, PreCG, SFG WM, putamen, insula,
MFG

SFG WM, SFG, MFG WM, MFG, CG, PostCG WM,
PostCG, PreCG

Left hemisphere

Hippocampus and Amygdala
Lateral TL with spread to medial TL region

Entorhinal cortex, Perirhinal cortex hippocampus,
‘amygdala (while this sensation could occur after
stimulation of any of these structures it was much more
common after entorhinal stimulation)

Perirhinal cortex
No disruption

Left hemisphere
Amygdata

Amygdala

Left hemisphere
FG, I0G WM, FG WM, MOG WM, I0G

Left hemisphere

No effect of stimulation

Passive mapping with intracerebral recordings
demonstrates early involvement of the FG simultaneously
with the IFG, then muitiple regions of the ventral visual
WM stream, and finally involvement of the hippocampus
(much more pronounced in right hemisphere than left)

N/A

N/A

Increases in low and high frequency theta power are
observed at the onset of movernent in the hippocampus
and lateral temporal lobe regions

Entorhinal theta band activity s related to task
performance

AGWM, AG

Left hemisphere
G
NA

Disrupted by stimulation of lateral TL cortex

Disrupted by stimulation of amygdala and hippocampus

Mermory was enhanced at some frequencies by
stimulation of lateral TL cortex in setting of SEEG

SMA

No disruption with stimulation

Right hemisphere

NA

No effects of stimulation

N/A

Stimulation of VTC led to naming deficits in a single
patient with right TL language, but no other subjects

AG WM, AG, MTG, WM

Right hemisphere
No disruption with stimulation
No disruption with stimulation
No disruption with stimulation
No disruption with stimulation
No disruption with stimulation
Right hemisphere

No disruption with stimulation

Right hemisphere
No disruption with stimulation

Right hemisphere
No disruption with stimulation
Right hemisphere

MFG WM, STG, hippocampus, MFG, STG WM, AG
WM, MTG WM, AG, insula, ITG WM, ITG, PostCG,
SMFG, MTG

Right hemisphere
No disruption from stimulation of VTC

No disruption

Right hemisphere
Inferior aspect of pre- and Post CG, IFG

Inferior aspect of Pre- and Post CG
IFG
ITG, ITG WM

NA
Right hemisphere
STG, MTG, STG WM, MTG WM

No disruption

NA

PreCG WM, PreCG, MFG, IFG, insula, MFG WM,
IFG WM, putamen

SMG, SMG WM, IFG, MFG SFG WM, MFG WM

Right hemisphere
PosICG

SPL, PostCG WM, PostCG, SPL WM, SMG, AG,
SMG, insula, pre-cuneus, STG, AG WM, PreCG

Right hemisphere

Posterior portion of MFG, SFG; no response from
IFG or precentral gyrus

MFG, MFG WM, SFG, SFG WM
NA
CN

preCG WM, SFG, putamen, SFG WM, PreCG,
insular, MFG, MFG WM, PostCG, SLF, Post CG
WM, IFG, IFG WM

SFG, SFG WM, MFG, CG, IFG, IFG WM, insula,
MFG WM, putamen, precuneus

Right hemisphere

Hippocampus and Amygdala
Lateral TL with spread to medial TL region

Entorhinal cortex, Perirhinal cortex hippocampus,
amygdala (while this sensation could occur after
stimulation of any of these structures it was much
more common after entorhinal stimulation)

Perirhinal cortex

MFG WM, IFG, MFG, SFG, IFG WM, SFG WM, CG,
ON, insula

Right hemisphere

Amygdala

No effect elicited in right hemisphere

Right hemisphere

AG WM, AG, I0G, MTG WM, MOG WM,
hippocampus, FG, I0G WM, SPL WM, SOG WM,
MOG, MTG, ITG, FG WM, STG WM, SMG WM

Right hemisphere

Ventrolateral prefrontal cortex
Passive mapping with intracerebral recordings.
demonstrates early involvement of the FG
simultaneously with the IFG, then multiple regions of
the ventral visual WM stream, and finally
involvement of the hippocampus (much more
pronounced i right hemisphere than left)
Stimulation of ventral visual processing stream (IFOF
and ILF)

Posterior part of the right STG and MTG, IPL, and
inferior post CG and IFG.
SLF Il and SOFF

Increases in low and high frequency theta power are
observed at the onset of movement in the
hippocampus and lateral temporal lobe regions

Entorhinal theta band activity is related to task
performance

SMG, SMG WM, AG, AG WM, STG, SPL WM STG
WM, MFG WM, PostCG WM, SPL, CG, MTG,
PreCG WM, MFG

Right hemisphere
NA
IPLand AG

No evidence of disruption from right TL stimulation

NA

NA

SMA

Non-dominant FL

AF; arcuate fasciculus; AG, angular gyrus; CG, cingulate gyrus; FL, frontal lobe; FG, fusiform gyrus; FOC, fronts-orbital cortex; IFG, inferior frontal gyrus; IFOF, inferior frontal occipital
fasciculus; ILF; inferior longitudinal fasciculus; IOG, inferior occipital gyrus; IPL, inferior parietal lobule; ITG, inferior temporal gyrus; MFG, midle frontal gyrus; MOG, midde occipital
gyrus; MTGG, midclle temporal gyrus; N/A, no assessment was completedi; OTS, occipitel temporal sulcus; PMC, pre-motor cortex; PO, parietel operculum; PostAF, posterior arcuate
fasciculus; PostCG, posteentral gyrus; PreCG, precentral gyrus; SFG, superior frontal gyrus; SLF IVSLF I, superior longitudinal fasciculus; SMA, supplementary motor area; SMG, supra
marginal gyrus; SOFF, superior occipital frontal fasciculus; SOG, superior occipitel gyrus; SPL, superior parietal obule; STG, superior temporal gyrus; TL, temporal lobe; VTC, ventral
temporal cortex; VWFA, visual word form area; WM, white matter.
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Subjects Detected  Detected Time  Falsealarm Detection

seizures  duration(min) Delay(s) ) rate
#s1 17 85 0.035 8 100%
452 15 75 1.088 10 100%
453 17 8 0113 2 100%
44 18 %0 0807 2 100%
485 15 75 0048 4 100%
#s6 18 90 0.173 13 100%

Total 100 500 0377 6.5 100%
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Bilateral Right Left Normal

(%) 12 (16.9%) 21(206%) 22(30.9%) 16 (22.6%)
Refractory (%) 1101.7%) 20(95.2%) 21(95.4%) 11(68.75%)

First seizure 10.3 + 9.6 (1-24) 12.0 +10.2 (1-39) 19.2 + 16.5 (1-56) 31.4 + 16.5 (10-75)
Duration 31.0 4 13.8 (10-55) 34.1 £ 15.8 (10-60) 32,6 + 16.7 (4-55) 17.3 + 15.5 (1-48)
Frequency 4.25 % 5.8 (0-20) 10.9 202 (0-90) 7.7 £ 100 (0-36) 3.1£556(0-20)

AEDs 1.9+05(1-9) 2.1£06(1-3) 24+1(1-5) 1.2+0.4(1-2)

Age 412 +14.6 (18-61) 45.0 £ 12.0 (20-60) 46.3 £ 10.9 (30-61) 51.2 + 13.3 (31-80)
Gender 8 women 15 women 15 women 12 women

Vol RH 2522 + 421 (1949-3504) 2603 = 379 (1838-3526) 3510 338 (3000-4260) 3508 = 522 (2671-4245)
ZRH —42+1.4(-6910-22) ~3.8+1.6(-69-07) 183£2.3(~1.4-7.1) 0.8+ 1.8(~15-43)

Vol LH 2248.3 + 555.7 (1828 - 3674) 3506.3 + 181.7 (3108 - 3868) 2584.6 =+ 346.2 (1961 - 3409) 3408.6 + 467.0 (2767 - 4039)
zLH ~56+1.9(-8010 -2.0) 1.0 1.4 (-15-4.1) —85+19(-7.310-05) 07+ 19 (-1.6-4.1)
zAS 3.1 £39(-2.0-109) ~9.5 & 4.04 (~19.5 0 ~2.1) 84 +87(1.9-155) 0209 (~1.6-1.6)
EEG/patient 1£0(1-1) 1204 (1-2) 1.4£0.7 (1-4) 1.2+05(1-3)
Discharges 11.3 £ 13.4 (1-87) 36.7 + 65.8 (5-234) 42+£3(2-7) 12.3 £ 19 (1-56)

Right Left 37.7 £ 54.7 (2-165) 6.6+ 18.4 (2-70) 44.9 80,6 (1-359) 7.4+ 48 (1-16)

n, number of subjects in group; Refractory (%): patients remaining with at least one monthly seizure despite appropriate use of antiepileptic medications; First seizure, age of firt seizure
in years; Duration, time of epilepsy since the first recurrent seizure; Frequency, estimated number of monthly seizure; AEDs, number of antiepilptic medcations currently in use by the
patients; Age, in years; Vol RH, right (non-normalizec) hippocampal volume in cubic millmeters; z RH - z, right hippocampus score; Vol LH, left hippocampal volume (non-normalized) in
cubic millmeters; z RH - , left hippocampus score; z AIS, z - asymmetry index score; EEG/patient, number of EEGs analyzed per patient; Discharges, number of epieptiorm discharges
analyzed by patients. Data demonstrated in the mean = standard deviation (minimum value - maximum value).
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Type Description
UNDIRECTED, COHERENCE-BASED CONNECTIVITY METHODS

Pearson correlation A measure of the linear relationship between
coefficient time series.

Phase locking value Ameasure which quantifies the phase
synchrony between two different signals in a
certain frequency band (6), or the
cross-frequency coupiing in one time series
(7-10).

Ameasure of functional connectivty that
includes first calculating spectral coherence,
which measures the explained variance in a
SEEG signal by another signal within a specific
frequency band (11). Only the imaginary
component is used for analysis, which discards
coherence that occurs at zero phase lag.

Imaginary coherence

Type Description
DIRECTED CONNECTIVITY METHODS
Partial directed coherence A measure of directional connectivity that is
based off of the concept of Granger causality.
Amultivariate autoregressive model is
transformed into the frequency domain to
perform this analysis (13).

A measure of directional connectivity that is
based off of Granger causality. A multvariate
autoregressive model is transformed into the
frequency domain to perform this analysis (14).

Directed transfer function

Non-linear correlation
coefficient (h?)

Ameasure of the dependence between time
series that takes into account both linear and
non-linear relationships.

Phase transfer entropy A model-free measure of directed connectivity

using phase information (18).

Advantages

* Simple to implement

* Can distinguish between the roles of
phase and amplitude in a signal

* Avoids false connectivity detection due
to volume conduction/field spread

Advantages

« Each electrode contact's PDG value to
another contact is nomalized by the
sum of the outflow from the contact,
‘which highlights contacts that receive a
high degree of inflow.

* Each value of DTF from electrode
contactx —  is normalized by the sum
ofthe inflow to y, which highlights
contacts that send out a high degree
of outflow.

* Can measure both the strength and
direction of connections, since h? is
asymmetric (1%, is not equal to h,) and
can be caloulated at different time lags
(18)

» Does not assume a linear relationship
between signals

* Can measure directionality

 Does not assume a linear relationships
between signals

* Resistant to spurious connectivity
detections due to noise

Limitations

No directionality (cross-
correlation, which measures
correlation  at  different
time lags, can measure
directionality)

Assumes a linear relationship
between time series

No directionality

No directionality fa different
measure, Phase Slope Index,
can measure directionality (12)]

Limitations

Assumes linearty  and
stationarity of SEEG data
Unclear how Granger causality
reflects actual causality

Assumes lnearity  and
stationarity of SEEG data
Unclear how Granger causality
reflects actual causality

Heavy computation can be
needed (16)

Previously documented small
impact of interictal spikes on
analysis (17)

Arelatively newer measure
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Patient Age

1 21
2 22
3 42
4 22
5" 39
6 29
I 22
8" 34
9" 24
10 19
11" 39
120 31
13 46
14 53
15 22
16" 63
17 35
18 37
19 31
20" 38
21" 30
22" 47

Gender

mzmmz mmzzzzoaMmMZaAMmMZATMZ

Implantation site

Thalamus
Developmental malformation
Neocortex

Hippocampus
Hippocampus
Developmental malformation
Hippocampus

Neocortex

Neocortex

Thalamus

Developmental malformation
Hippocampus
Hippocampus

Neocortex

Thalamus

Neocortex

Neocortex

Neocortex

Thalamus

Hippocampus
Hippocampus
Developmental malformation
Total

*Patients with > 35 iEEG ictal patterns used in the testing dataset.

# of days with RNS

95
166
677
393
314
152
461
600

356
297
261
17
42
171
732
19
736
73
202
376
783
7,346

# of iEEG files

349
333
1,682
1,816
716
204
1396
1,172
1,304
16
834
443
46
%
529
4,110
9%
508
299
522
796
1518
18,368

# of ictal patterns

1
13
430
452
73
9
567
113
258
5
720
47
4
1
13
2,057

20

159

168
5,226
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Group

Bilateral

Right

Left

Normal

Method

VBM
VBM
VBM
VBM
VBM
VBM
VBM
EEG
VBM
EEG
VBM
VBM
EEG
VBM
VBM
VBM
VBM
VBM
VBM
EEG
EEG

p (FWE)/r

0
0
0
0.015
0.011
0.041
0.000
0.000/-0.87
0.001
0.020/-0.70
0.035
0.026
0.001/-0.56
0
0
0
0.022
0
0.009
0.000/-0.86
0.000/-0.78

Size (mm)

67,203
7,208
68,9073
3518
3,783
2,675
13,308
4,932
6,819
1,038
2,810
3,083
1,717
7302
10,153
32,290
3,208
8,153
3,970
4,335
5,335

Torz

8.57
5.31
522
4.86
457
4.42
434
3.49
5.37
3.46
4.95
4.31
264
5.46
5.36
5.29
4.68
4.63
4.34
3.98
331

Coordinates

30-16-18
52-258
7-1242
34 -7839
364631
2548 13

—23-70 -24

2018
26-32 -2
32338

—29-15-20
1714 -3

-28 -5 -19
—2-2431
44 =21 10
—2312-12
—9-9419
—4-1016
-348-36
53 -2156

18616

Anatomy

Hippocampus
Superior temporal
Middle cingulate
Middle occipital
Middle frontal
Anterior orbital
Cerebellum
Putamen/insula
Hippocampus
Inferior frontal/insula
Hippocampus
Putamen
Hippocampus/insula
Middle cingulate
Superior temporal
Anterior insula
Occipital pole
Thalamus

Temporal pole
Pre/postcentral
Superior and medial frontal
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PtNo Ageatonset, No baseline Invasive EEG No of clinical seizures/month  No of clinical seizures/  No of clinical seizures/

Sex seizures/month  type at6 months follow up month at 1 year month at 2 years
JA M Dally sDG 82 78 0
vo 22,M 6 SEEG 0.16 008 0
RR a,F 12 SEEG 26 68 3
JH 23,F Daily SEEG, then SDG* 75 T4 1
MC 19,F Dally SDG with SEEG 68 6.1 1
JR 19,F 5 SEEG 12 1.2
w 8.F Dally SEEG, then SDG" 0.16 008
EA 39,F 9 No invasive EEG 22 2.1

done initially, then

SEEG™
sL 5,F 6 SEEG 12 008
MM o,F 8 No invasive EEG 24 004

done

*Patients initially underwent bilateral SEEG, which lateralized to one side, then were taken back to surgery for SDG on the side that SEEG lateralized to.
**Patient initially underwent VEEG that showed left temporal ictal onset. Patient continued to have seizures after left anterior temporal lobectomy, so she was taken back for
contralateral SEEG.
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Semiology

Begins with staring and
unresponsiveness,
progressing to pursing of his
lips, followed by repetitive
opening and closing hands

Arousing from sleep o rest,
shifting in bed, kicking his
legs, picking and grabbing at
his blanket, wiping face and
nose with his right and at
times left hand

1. Aura, twitching of ips,
which spread to right hand
2. Bilateral upper extremity
tonic extension and
posturing with repetitive
movements
Started with strange behavior,
confusion, followed by a
febrile ilness leading to a
convulsive
status epilepticus, now
semiology is tingling, burning
sensation in the right lower
extremity ascending to the
right upper extremity at times
also face for a few second
duration
Confusion and speech
diffculty followed by loss of
awareness with secondary
generalization

Aura: sometimes deja vu

1. Spaced out, arms
clenched, head to the left,
drooling

2. Generalized tonic-clinic
activity, tongue biting

Touching her bilateral
temporal head regions,
followed by being confused
and tuming her body to the
left sice along the horizontal
body axis

Arest in behavior, gaze

preference to the left with

repeitive hand movements,
more commonly with the right

Loud laughter followed by
screaming, then progressed
to rocking body back and
forth

Aura of fear, anxiety, and
impending doom, staring,
unresponsiveness and seen
walking around and repeating
words

MRI results

Left encephalomalacia in
left insula/parietal region

Encepholomacia in b/l
frontal lobes, corpus
collosum, and left
anterior temporal region

Mild bilateral MTS

Non lesional

Left temporal oyst,
which was resected,
leaving empty cavity

Moderate left MTS, mid
fight MTS

Non lesional

Non lesional

Right frontal
encephalomalacia with
ventricular dilation
(patient had prior right
frontal lobectomy from a
different institution with
persistent seizures)

Left MTS

Neuropsychiatric testing

Deficits in bilateral fine motor
coordination, working
memory, selective attention,
visuomotor and verbal
processing speed,
confrontation naming, verbal
fluency, visuospatial
processing, contextual verbal
learning and mermory,
visuomotor set-shifting, and
complex reasoning

Diffuse cognitive impaiment
including impaired attention,
processing speed, executive
function, and expressive
language abilties

Diffuse deficits across
language, graphomotor,
reasoning, processing, speed,
attention, executive
functioning, memory ability

Mild cognitive and memory
impairment

Severe impairments in
memory and learning,
sustained and divided
attention, mental flexibility,
bilateral fine motor speed and
dexterity, receptive and
expression language skuls,
and reading comprehension
Mild cognitive and memory
impairment

Impaired verbal working
memory and naming

Impaired expressive
vocabulary, visual memory,
bilateral fine motor speed, and
verbal reasoning

Impaired fine motor speed
and dexterity, working
memory and verbal learning

Impairments in mental
flexibility, problem-solving,
phonermic, fluency, and
divided attention. Intact visual
and recognition memory

AEDs tried

Lamotrigine, Levetiracetam,
Topiramate XR, Lacosamide

Topiramate, Vimpat,
Brivaracetam

Topiramate, Clonazaparm,
Lacosamide, Phenobarbital

Levetiracetam, Lacosamide,
Clonazapam

Zonisamide, Lamotrigine,
Lacosamide, Perampanel

Levetiracetam, Lamotrigine,
Eslicarbazepine, Lacosamide

Carbamazepine,
Oxcarbazepine, Topiramate,
Clonazapam, Acetazolamide

Carbamazepine, Valproic
Acid, felbamate, Lamotrigine,
Phenyltoin, Topiramate,
phenobarbital,
Oxcarbamazepine,
Lacosimide, Zonisamide

Lamotrigine, Perampanel

Carbarmazepine, Topiramate,
Brivaracetam, Lacosimide

Current AEDs

Levetiracetam,
Lamotrigine,
Lacosamide

Brivaracetam

Topiramate,
Brivaracetam

Levetiracetam

Zonisamide,
Lamotrigine

Levetriacetam

Lamotrigine,
Levetiracetam

Levetiracetam,
Eslicarbazepine

Lamotrigine

Lacosimide,
Carbazmazepine
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Epilepsy Patients  Method Frameless Number of Errormeasure  Entry point Target point
center/study referencing  procedures/number
process of electrodes/
number of insular
electrodes
Milan (italy) AandP  Neuromate frameless  Neurolocate 8/127/NRvs. Euclidean distance Al electrodes All electrodes.
Cardinale et al. vs. neuromate 81/1,050/NR vs. 059vs.0.78vs.  1.49vs. 1.77 vs. 2.69
@3) frame-based vs. 37/517/NR 143
Cardinale et al. conventional
[ frame-based method
Cloveland (USA) Aand P Rosa Framelessvs.  Laser-based 101/1,245/NS vs. Euclidean distance Al lectrodes Allelectrodes
conventional facial scanning  108/1,367/NR 1.2vs. 1.4 1.7vs. NR
Gonzalez- frame-based method
Martinez et al.
@1
Vienna (Austig)  Aand P iSyst frameless 6 bone fiducial  16/93/13 5 of the Lateral deviation Al electrodes Al electrodes
Dorfer et al. (25) markers 16/31/NR with K-wire 1.31.54-1.18 with 1.5 1.82-1.66 with
Kewire® Kewire®
Strasbourg AandP  ROSA frameless Laserbased  66/901/NR Euclidean distance Al electrodes Allelectrodes
(France) facial scanning Orthogonal:1.39  Orthogonal:2.61
Ollivier et al. (42) Oblique:1.63 Oblique:3.29
Roma (ftaly) 3 ROSA frameless Laserbased  36/886/NR Euclidean distance Al electrodes Allelectrodes
De Benedictis facial scanning 1.50 196
etal. (43)
Barcelona 3 Neuromate Ultrasound 14/164/NR Planning software Al electrodes Allelectrodes
(Spain) co-registration (formula not 157 177
Candela-Canto described)
etal. (39)
Lyon (France) ~ AandP  Neuromate / 50/565/96 vs. Euclidean distance  NR Al electrodes
Bourdillon et al. Frame-based vs. 50/628/NR 1.15vs. 4.00
@2 conventional
frame-based method
Greatormond P Neuromate / 20 (14 robot; 6 Euclidean distance Al electrodes Al electrodes
strest hospital frame-based vs. ONY218/NS Robot: 1.07
London (UK) optical ON: 45
Sharma et al. neuro-navigation (ON)
(44)
London A Neuromate / 41/98/98 Euclidean distance  Insular Insular electrodes
(Canada) frame-based (+ 1 electrodes Orthogonal: 1.9
Bottan et al bone fiducial mrker) Orthogonal: 1.5 Oblique: 2.4
@1) Oblique: 1.5 Parasagittal: 1.5
Parasagittal: 1.3
Frankfurt A ROSA frame-based  CT laserbased  19/471/15 Euclidean distance  Insular Insular electrodes:
(Germany) vs. ROSA frameless  facial scanning ~ CT-frame: 4/49/8 electrodes: Cl-frame: 1.99
Spyrants et al. vs. MRI CT- laser: 7/60/4 CT-frame: 0.88 3T MRlHaser: 4.07
@) laser-based 3T MRI-laser: 7/56/6 3T MRI-laser: 3.36
facial scanning 15T MRI-aser: 1/6/0 Allelectrodes:  All electrodes:
CT-frame: 0.86 CT-rame: 2.28
CTlaser: 1.85 Cllaser : 2.41
3T MRllaser: 302 3T MRl-laser: 3.51
1.5T MRI-laser: 1.5T MRI-laser: 1.71
097
Munt Sinai; ROSA frameless CTlaserbased  25/319/NR Lateral deviaton Al electrodes: Al electrodes:
New York (USA) facial scanning (LD) and depth Oblique Oblique electrodes
or bone error (DE) electrodes
lordanou et al. fiducials LD:1.76
(5) Orthogonal Orthogonal
electrodes electrodes:
LD:1.32 LD: 1.45
DE: 2.33

A, Adults; EF, Entry point error; NR, Not reported; P, Pediatric; TP, Target point error.
aThe authors developed a technique for skull drilling based on pre-diill with a K-wire with an improved accuracy.
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Epilepsy center/study

National hospital for
neurology and
neurosurgery; London (UK)
Nowell et al. (47)

Rouen (France)

Gilard et al. (48)

Amsterdam (The
Netherlands)

Verburg et al. (49)
Maastricht (The
Netheriands)

van der Loo et al. (50)

Patients

Aand P

Aand P

Aand P

Technique

Frameloss.
neurcnavigation

Conventional
frame-based
Frameless
neuronavigation

Conventional
Frame-based

EP, Entry point error; NR, Not reported;: TP Target point error.

Number of patient/number of
electrodes/number of insular
electrodes

22/187/16

10/106/10

7/99/5

76/902/NR

Error measure

Lateral deviation

Euclidean distance

Euclidean distance

Euclidean distance

EP
(mm)

NR

NR

NR

All:
154

TP
(mm)

Al
3.66
Insula:
2.83
All:
2.06
All:
35

All:
293
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Epilepsy center/ Numberof  Vascular imaging
study period patients  reference
Grenoble (France)

Afif etal. (30) 30 Angiography
1998-2005

Blauwblomme et al. (53) 17 Angiography
2001-2010

Gras-Cormbes et al. (54) 6 Angiography
2009-2013 Angiography
Abel et al. (36) 17 Angiography
2013-2017 Angiography
<2013 18

Lyon (France)

Isnard et al. (12) 50 Angiography
1996-2001

Bourdillon et al. (55) 459 Angiography
1995-2015

Bourdillon et al. (32) 100 Angiography with
2012-2015 O-am
Fondation Rotschild, Paris (France)

Dorfmiller et al. (56) 19 MRI Gado
Dylgjeri et al. (57) 10

2009-2012

Pitié-Salpétriere, Paris (France)

Meathon et al. (56) 157 MRI Gado (+ TOF
1991-2014 Gado)
Montpellier (France)

Gil Robles et al. (28) 9 MRI Gado
<2009

Strasbourg (France)

Olivier et al. 62 66 MRI Gado
2010-2016

Nancy (France)

Salado et al. (29) 99 MRI Gado (double
2008-2016 injection)
Rouen (France)
Gilard et al. (48) 10 CTA
<2016
Milan (italy)
Cardinale et al. (59) 713 Angiography (+/- with
1996-2018 0-am)
Roma (ltaly)
De Benediotis et al. (43) 116 MRI Gado
2011-2016
Barcelona (Spain)
Candela-Canto et al. (39) 14 CTA (bi-phasic
2016-2018 injection)
Vienna (Austria)
Desai et al. (25) 16 MRI Gado
2014-2015
Frankfurt (Germany)
Spyrantis et al. (35) 19 MRI Gado
2012-2018
Sofia (Bulgary)
Minkin et al. (60) 34 MRI Gado (double
2013-2015 injection)

and MRA
Amsterdam (The Netherlands)
Verburg et al. (49) 7 MRI Gado
Maastricht (The Netherlands)
van der Loo et al. (50) 7 MRI Gado
2008-2016
Great ormond street hospital, London (UK)
Sharma et al. (44) 14 cTA
2014-2017 6

National hospital for neurology and neurosurgery, London (UK)

Nowell et al. (47) 22 CTAand 3D phase

<2014 contrast MRI

London (Canada)

Bottan et al. (31) 4 MRI Gado (double

2017-2018 injection)

Cleveland (USA)

McGovern et al. (61) 526 Angiography MRI

2009-2017 Gado alone or + CTA

Alomar et al. (62) 135 with Angiography (27

2009-2013 insular patients) MRI Gado +
trajectories  CTA (108 patients)

Lebanon (USA)

Desai et al. (27) 20 MRI Gado

2001-2009

Saint Louis (USA)

Miller et al. (63) 1 CTA

2016

Munt Sinai; New York (USA)

lordanou et al. (45) 25 MRI Gado

<2018

Method

Frame-based
Robot-assisted
Frame-based
Robot-assisted

Frame-based
Robot-assisted

Frameless robot-assisted
Frameless

Robot-assisted

vs.

Frame-based robot-assisted

Conventional

Frame-based

Conventional

Frame-based and
Frame-based robot-assisted
Gonventional frame-based
method and

Frame-based robot-assisted

Frameless robot-assisted

Conventional
Frame-based

Conventional
Frame-based

Frameless
Robot-assisted

Conventional frame-based

Conventional frame-based

Conventional frame-based
Frame-based
robot-assisted

Frameless robot-assisted
since 2016

Frameless
robot-assisted

Frameless robot-assisted

Frameless robot-assisted

Frameless
robot-assisted

Conventional Frame-based

Frameless Neuronavigation

Conventional Frame-based

Frame-based
robot-assisted
Frameless
Neuronavigation

Frameless
Neuronavigation

Frame-based
robot-assisted

Conventional frame-based
method and frame-based
robot-assisted and
frameless robot-assisted
since 2013

Conventional frame-based
method (27)

Frameless robot-assisted
(108)

Conventional frame-based
method

Frameless robot-assisted

Frameless robot-assisted

Insular
trajectory

Oblicue

Orthogonal

Oblique

Orthogonal
Oblicue

Orthogonal
Oblique

Orthogonal

Orthogonal

Orthogonal

Orthogonal
Oblicue

NR

Parasagittal
posterior

Oblique

Orthogonal
(97.3%)
Oblique (2.7%)

NR

NR

NR

NR

Oblique

NR

Orthogonal
(75%)
Oblique (25%)

NR

Orthogonal
Oblique

NR

Oblique

Orthogonal
(15.3%)
Oblique (82.7%)

Parasagittal
(2%)

Orthogonal
Oblique

Orthogonal
(88.5%)
Oblique (11.5%)

Frontal oblique

NR

Orthogonal
Oblique

Direct vascular
related complication®

One major bleeding after electrode
removal not related to insula

No vascular complications

No vascular complications

4 minor bleedings not related to insula

2 minor bleeding not related to insula
NR

7 major bleedings not related to insula
with conventional frame-based method
(1 death)

No vascular complications

No vascular complications

2 minor bleedings
3 major bleedings

Not related to insula

1 stroke of the insula (temporal electrode
insertion)

No vascular complications

8 minor bleedings
1 major bleeding
(Not specified if insular trajectory involved)

& minor bleedings
1 major bleeding
(Not refated to insula)

No vascular complcations

5 major bleedings with conventional
frame-based method. 0 major bleeding
with robot (Not specified if insular
trajectory involved)

No vascular complications

1 major bleeding not related to insula

No vascular complications

No vascular complications

1 minor bleeding

1 major bleeding after electrode removal
(Not specified if insular trajectory involved)

2 major bleedings
4 minor bleedings

No vascular complications

1 minor bleeding (Not specified if insular
trajectory involved)

No vascular complications

93 minor bleedings®
12 major bleedings
(9 transient deficit

2 permanent deficits
1 death)

1 minor bleeding not related to insula

No vascular complications

1 minor bleeding

No vascular complications reported

CTA, Computed tomographic angiography; Gado, Gadolinium; MR, Magnetic resonance imaging; NR, Not reported; TOF, Time of fight.
Major bleeding refer to potential fatal or permanent sequelae bleeding or the need for surgical removal.
bThe authors described all form of bleedings including subarachnoid minimal bleedings always excluded from other reports.
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Algorithm Precision/ Positive predictive value

Random forest
Catboost

Logistic regression
LightGBM
XGBoost

svM

Decision tree

FCD, focal cortical dysplasia; GNTs, glioneuronal tumors.

0.8750
0.8710
0.9600
0.8000
0.8387
0.8621
0.7742

Recall/
Sensitivity

0.9665
0.9310
0.8276
0.9655
0.8966
0.8621
0.8276

Fi-Score

0.9180
0.9000
0.8889
0.8750
0.8667
0.8621
0.8000

Auc

0.9340
0.9515
0.9132
0.8531
0.9630
0.9055
0.7873
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Rank Feature

Age at seizure onset
Course of disease

MR features

Number of AEDs
Scalp EEG biomarkers
Lesion location
Seizure frequency
Gender

© ® N OO s~ ND =

Past history
Seizure type

3

Chi-square value

1,213.000
334.800
19.969
13.946
4.200
2.287
1.760
0.285
0.004
0.001

FCD, focal cortical dysplasia; GNTs, glioneuronal tumors; AEDs, antiepileptic drugs.
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Variable

Gender, n (%)
Female
Male

Past History, n (%)
Negative
Positive

Age at seizure onset
(months), median (IQR)

Course of disease (months), Mean +
sD

Seizure type, n (%)
FAS
FIAS
FBTCS
Seizure frequency, n (%)
Every few years
Once a year
Once few months
Several times a month
Scalp EEG biomarkers of FCD, n (%)
Negative
Positive
MR features, n (%)
Typical characteristics of GNTs
Typical characteristics of FCD
None
Lesion location, n (%)
Frontal lobe
Temporal lobe
Parietal lobe
Occipital lobe
Insular lobe
Number of AED, n (%)
None
1 drug
2drugs
>3 drugs

FCD
(n=56)

27 (48.2%)
29 (51.8%)

52 (92.9%)
4(7.1%)
7731, 125)

105 £ 113

14.(17.5%)
40 (50%)
26 (32.5%)

2(3.6%)
0(0%)
4(7.1%)
50 (89.3%)

21 (37.5%)
35 (62.5%)

2(36%)
36 (64.3%)
18(32.19%)

31(65.4%)
19 (33.9%)
4(7.1%)
1(1.8%)
1(1.8%)

1(1.8%)
3(6.4%)
15 (26.8%)
37 (66.0%)

GNTs
(n=40)

16 (40%)
24 (60%)

37 (02.5%)
3(7.5%)
155 (70, 270)

69 107

10 (18.2%)
22 (40%)
23 (41.8%)

7(17.5%)
1(25%)
5(12.5%)
27 (67.5%)

27 (67.5%)
13 (32.5%)

29 (72.5%)
6 (15%)
5(12.5%)

3(7.5%)
34 (85%)
2(5%)
1(25%)
0(0%)

8(20%)
13 (32.5%)
13 (32.5%)
6(15.0%)

Overall
(n=96)

43 (44.8%)
53 (55.2%)

89 (02.7%)
7(7.3%)
108 (36, 228)

90 £ 111

24 (17.7%)
62 (45.9%)
49 (36.4%)

9(0.4%)
1(1.0%)
9(0.4%)

77 (80.2%)

48 (50.0%)
48 (50.0%)

31(323%)
42 (43.8%)
23(23.9%)

34(35.4%)
53 (55.2%)
6(6.3%)
2(2.1%)
1(1.0%)

9(9.4%)
16 (16.7%)
28(20.1%)
43 (44.8%)

P-value

0.593

0.949

0.002*

0.12

0978

0.184

0.040%

<0.001*

0.130

<0.001*

FCD, focal cortical dysplasia; GNTs, glioneuronal tumors; FAS, focal aware seizure; FIAS, focal impaired awareness seizure; FBTCS, focal to bilateral tonic-clonic seizure; AEDs,

antiepileptic drugs; IQR, interquartile range; SD, standard deviation; ‘P < 0.05 was considered statistically significant.
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PtNo Location of ictal onset

JA Left frontal with rapid spread to
3left hippocampus

VO Right frontal, bilateral temporal

RR Bilateral temporal

H Left temporal

MC Left temporal

JR Left temporal, then right
temporal

w Right frontal

EA Left temporal, then right
temporal

sL Right frontal

MM Bilateral temporal

Location of RNS leads and
resection

RNS strip electrodes in left frontal + left
temporal lobectomy

RNS depth electrodes in biateral
hippocampus -+ right frontal resection

RNS depth electrodes in right
hippocampus -+ left temporal
lobectomy

RNS strip electrodes in posterior left +
left anterior temporal lobectomy
RNS strip electrodes in posterior left +
left anterior temporal lobectomy

RNS depth electrodes in right
hippocampus + left temporal
lobectomy?

RNS strip electrodes in anterior and
posterior interhemispheric area + right
frontal resection

Right RNS depth electrodes in
hippocampus + left temporal
lobectomy®

RNS strip electrodes in
interhemispheric region near motor strip
-+ right frontal resection

RNS depth electrode into hippocampus
+ left temporal lobectomy*

ECoG from RNS Complications

Several areas of sharp waves, however,
1o clinical seizures seen

Brief runs of sharp waves in right more
than left temporal area, however, no
clinical seizures

1-3 electroclinical seizures/month from
right hippocampus, and runs of sharp
waves seen in the

same area

1-2 electroclinical seizures/month

3.5 electroclinical seizures/month,
occasional prolonged runs of sharp
waves

1-2 electrographic seizures from right
hippocampus, runs of sharp waves
from

same area

1-2 brief electrographic seizures, but no
clinical seizures

5-10 electrographic seizures from right
hippocampus, and frequent runs of
sharp waves

Several areas of sharp waves, no
electrociinical

seizure

Sharp waves from right hippocampus,
no electroclinical

seizures

CSF leak

EDH under ANS
generator

“Patient only underwent VEEG which showed bilateral independent ictal onset. She later underwent WADA testing which showed language dominance on right side, therefore she
undenwent left temporal lobectomy and right NS placement.
#Patient nitilly underwent RNS implantation into bilateral hippocampus, however, patient continued to have frequent seizure. ECoG date of RNS shows persistent left sided seizures,

therefore she underwent left temporal lobectomy.

$Patient initially underwent left temporal lobectomy, however, patient continued to have frequent seizures. She then underwent contralateral SEEG, which showed independent ictal

onset, therefore she underwent right RNS placement.
Patient had electrographic seizures on ECoG that correlated with patient’s seizure diary or magnet swipe.





